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Abstract

The epidermal growth factor receptor (EGFR) is a cell surface receptor, which con-
trols cell growth and division. Mutations affecting the receptor expression could lead to
cancer. Analysis of EGFR interactions with living cells requires measuring separations
between 5 and 60nm. The separations are calculated by analysing time-series of diffrac-
tion limited spots, generated by labelled EGFRs. Finding such time-series manually is
time consuming and non-reproducible. This project uses machine learning algorithms
in combination with understanding of the data collection process and analysis require-
ments to optimise the data selection process, by automatically rejecting non-analysable
time-series. The comparison to the manual process shows that the automated process
significantly decreases the time required for data selection and decreases the uncertainty
in the distance measurements.

In the last chapter of the thesis the refined data selection process is used as part of
the analysis of EGFR experiments, which studies the effects of phorbol myristate acetate
(PMA) on the receptor dimerisation. The results from the experiment show consistencies
with data from electron microscopy and also that the PMA drives the EGFR to form
smaller clusters as compared to the control experiment, however there is large uncertainty
in the result due to limited data set.
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Chapter 1

Introduction

Automation of repetitive tasks in data analysis can improve the efficiency of the
process, reduce errors, and improve the reproducibility of the results. Removing man-
ual steps from the analysis can reduce the need to train staff and hence allow better
portability.

This project aims to reduce human involvement in Fluorophore Localisation Imaging
with Photobleaching (FLImP) [2]. This technique is designed to measure fluorophore
separations lower than the minimum resolvable distance of a fluorescence microscope in
the native setting of cell membranes.

In an imaging system, an object which is much smaller than the wave length of the
light is called point source. The function which describes the intensity of the image of
a point source is called Point Spread Function (PSF). If the system is focused at the
point source, the PSF is the Airy function, where the centre is the position of the point
source. Therefore, a point source will be seen on the image as an Airy disk. This implies
that there is minimum distance at which two point sources of light can be distinguished.
The minimum resolvable distance, also referred to as diffraction limit, is given by

d = λ

2NA (1.1)
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where λ is the wave length of the light, and NA is the numerical aperture [3]. For
fluorescence microscope, typical values for the numerical aperture is NA = 1.45, and the
wavelength of the light is between 488 and 647nm. Such system would have a diffraction
limit between 168 and 223nm. When there are one or more point sources in an image
which are closer to each other than the diffraction limit the pattern they create is called
diffraction limited spot. The diffraction limited spot can be described as a sum of one
or more Airy disks.

One of the applications of FLImP is extracting information about the Epidermal
Growth Factor Receptor (EGFR). EGFR a trans-membrane receptor which is responsible
for cell growth and division [4]. It is a member of the ErbB family receptors which
comprises of HER1 (EGFR), HER2, HER3 and HER4. All of these receptors have
an extracellular binding domain, a single transmembrane domain, and an intracellular
domain [5]. In presence of a ligant the receptors form homodimers or heterodimers. The
dimerisation of the receptor has been confirmed by crystallography [6] [7] [8] [9]. There
are ligands for HER1, HER3, and HER4, and there are no known ligands for HER2.
HER2 however, is the preferred receptor for heterodimerisation [10].

Members of the ErbB family are believed to be responsible for many forms of cancer,
as overexpression or mutation of the receptors is observed in these cancers [11]. In breast
cancer there is overexpression in 60% of the cases, in head and neck cancer in over 80%
of the cases, and around 60% of the cases in lung cancer [5].

In cancer cells the members of the ErbB family are in activated states. Therefore,
the drugs aim to disrupt the signalling chain which the active receptor triggers. There
are two types of drugs targeting EGFR. They are monoclonal antibodies and tyrosine
kinase inhibitors. The antibodies bind with the receptor without causing dimerisation
and prevent the ligand from binding with the receptor. The tyrosine kinase inhibitors
act on the intracellular domain of the receptor and disrupt the signalling chain. These
drugs have limited success and the cancers develop resistance to them [12].
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The limited success of the drugs can be due to insufficient understanding of the
EGFR behaviour. X-ray crystallography requires the over-expression and purification
away from the biological context [13]. This method provides accurate information about
the structure of the protein, but it is believed that contextual information, such as the
location on the membrane, whether there are clusters, and whether the protein forms
oligomers, is critical for developing effective treatments. Therefore, techniques, such as
FLImP, are needed to extract information about protein complexes in native membrane
settings [14] [15] [16].

Several studies using various microscopy techniques have suggested that there are
clusters of EGFR in cancer cells before and after introduction of the activation signal
[17] [18] [19] [20].

The FLImP technique was developed to find more information about the EGFR
clusters and to investigate whether larger oligomers exist. This is done by labelling the
EGFR complexes with fluorophores and measuring the distance between these labels.
Complexes with larger size are evidence for larger oligomers. Therefore, FLImP targets
distances between 5 and 60 nm, which are too small for super-resolution microscopy
and too large for Fluorescence Resonance Energy Transfer (FRET). FLImP has found
evidence suggesting more complex structures than dimers [21] [22].

1.1 Super-Resolution Microscopy

The field of super-resolution microscopy aims to measure structures smaller than the
diffraction limit of the visible light. Typically this is done by using chemical compounds,
called “dyes”, which can absorb light in some wavelength and then emit light in different
wavelength. Then the dyes are excited with a laser, and their activation is controlled so
that some analysis method can estimate the dye’s positions. The super-position of many
dyes can reveal details about biological structures which would be invisible if traditional
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microscope is used.
Beyond visualisation, the dyes can be used to measure sizes of macro-molecule struc-

tures, track proteins and determine whether they interact with one another, and so on.

STED

One of the first developments of super-resolution microscopy is a technique is called
stimulated emission depletion (STED) microscopy. The technique was proposed by Hell
and Wichmann [23] in 1994 and then experimentally tested by Hell and Klar in 1999
[24]. This idea was also independently patented in 1986 by Okhonin [25] (patent SU
1374922) who worked in the Institute of Biophysics, USSR Academy of Sciences. It is
believed that the patent was unknown to Hell and Wichmann at the time of development
of the technique.

STED microscopy works by using two light beams, an excitation and a depletion
beam. The excitation beam, which is Gaussian shaped, causes fluorescence and the
depletion beam, which is doughnut shaped, depletes the excited state and, thereby,
the fluorescence observed. The two beams are arranged in a concentric configuration,
which allows fluorophores in the central region to fluoresce, while keeping the near-by
fluorophores in a non-emitting state. The beams scan the sample exciting individual
fluorophores consecutively and suppressing nearby fluorophores. Finally the image is
reconstructed from the super-position of all of the fluorophores. The new resolution can
be expressed by the modified Abbe equation [26],

d = λ

2NA
√

1 + σ
(1.2a)

σ = Id
Ie

(1.2b)

where Id is the maximum intensity of the depletion beam, Ie is the intensity of the
excitation beam, λ is the wavelength, and NA is the numerical aperture.
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This method is a member of wider class of methods which work on the principle of
reversible saturable optical fluorescence transitions (RESOLFT) [27] [28].

SOFI

Frequently the super-resolution methods require special microscope set-ups and might
have restrictions on what kind of dyes are used. The type of dye could interfere with
the experiment. Therefore, it might be useful to have a method which doesn’t impose
such restrictions. A development by Dertiger et al. from 2009 provides super-resolution
without imposing such restrictions [29]. The development is called super-resolution op-
tical fluctuation imaging (SOFI). SOFI estimates the auto-correlation of the natural
fluctuation of the fluorophore emissions for each pixel to find the centroids of multiple
overlapping fluorophores. The paper has reported a resolution of 55nm. However, it
requires analysis of series of frames acquired over long period of time, which makes it
unsuitable for imaging of fast changing processes.

Another super-resolution development which doesn’t require special microscope set-
up or specific fluorophores is uper-resolution radial fluctuations (SRRF), pronounced
“surf”, [30]. This method finds correlation between radial fluctuations. It is able to
work in low signal to noise conditions and with different microscopes, such as widefield,
confocal or TIRF. SRRF achieved a resolution spatial resolution of 60 nm and temporal
resolution of 1s on live using conventional fluorophores and low intensity light. The
authors also provided a GPU enabled ImageJ plugin.

Single Molecule Localisation

A widely used class of super-resolution methods is single molecule localisation mi-
croscopy (SMLM) [31] [32]. These methods can achieve very high resolutions, which is
only limited by the signal to noise ratio of the microscope. The theoretical limit of the
precision is called Cramér–Rao lower bound [33], which can be expressed as
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σloc ≥
σ0√
N

(1.3)

where σloc is one standard deviation of the error of the x, y coordinates, σ0 is the
standard deviation of the PSF when it is modelled by a 2D Gaussian function, and N

is the number of detected photons. These methods can achieve very high resolution,
between 10 and 30 nm [34] [35]. However, they require long imaging times and therefore
can only capture very slow changing processes.

These methods work by temporally isolating individual emitters and the fitting 2D
Gaussian function to them to find the centroid. This can be done trough least squares
optimisation [36] or maximum likelihood estimator [37], which is more accurate [38].
These approaches are slow due to the iterative algorithms. There is a way to estimate
the centroids of the PSF, based on centre of mass (QuickPALM) [35].

One of the most popular techniques for single molecule super-resolution microscopy
is to stochastically switching on just few emitters at a time. If the emitters are far
enough from each other a Gaussian profile can be fitted for each of them to estimate
the position of the emitter with high accuracy. In the next frame another set of emitters
is switched on and the process is repeated. After enough iterations the image can be
reconstructed by superimposing all of the centroids. This method is called stochastic
optical reconstruction microscopy (STORM) and it is developed by Rust et al. in 2006
[39]. In the development by Rust pairs of dyes Cy3-Cy5 are used and they are switched
on with waves of green and red light. The original paper demonstrated a resolution of
20nm.

Since STORM imposes restrictions on the fluorophores used for the imaging, it is
possible these fluorophores to interfere with the experiments due to toxicity. Therefore
a simplified version of STORM is developed, which can work with large variety of flu-
orophores, such as Alexa Flour 647, instead of fluorophore pairs and requires only one
laser source [40] [41] [42]. These methods are known as direct STORM (dSTORM).
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The dSTORM can also achieve spatial resolution as low as 20nm [43].
Another similar development by Betzig et al. in 2006 is called photo-activated local-

ization microscopy PALM [31]. This technique uses photoconvertible proteins to switch
them from emitting one wavelength, for example 516nm, to another wavelength, for ex-
ample 581nm. During the conversion not all of the proteins are switched, but just small,
well separated subset of proteins. This allows for easy estimation of their centroids and
integration over time to build a super-resolution image. The PALM microscopy was able
to image the Z-ring in E. coli with spatial resolution of 35nm [43].

3D Single Molecule Localisation

Frequently in biology the three dimensional information is important. Therefore,
the SMLM methods have been extended to extract also depth information about the
emitters. This can be done by PSF engineering [38] [34]. This technique would modify
the optical system so that the PSF would have specific distortion when the light source is
below or above the focal plane. Such techniques include astigmatism [44], double-helix
PSF[45], phase ramp [46].

The astigmatism is achieved by adding cylindrical lens to the optical system, which
will cause the PSF to become elongated along the X or the Y axis, depending whether
the emitter is below the focal plane or above. Huang et al. achieved depth resolution
of 67 nm along depth of 3 µm, by combining multiple acquisitions at different depths.

Pavani et al. used optical modification to achieve the double helix PSF, which results
in two visible lobes. Emitters at different depth cause the lobes to be rotated around
their midpoint, which is used to achieve lateral resolution of 20 nm and axial resolution
of 50 nm over a z range of 2 µm.

Baddeley et al. use linear phase gradient placed between the two halves of the
objective pupil plane, which causes the PSF to split into two lobes whose position
relative to each other depend on the depth of the emitter [46]. This technique achieved
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resolution of 20 nm in the x direction, 16 nm in the y direction, and 42 nm in the z
position.

Another technique is the BiPlane detection, used with FPALM, which uses two planes
to analyse the changes of the PSF in each plane [47]. This technique achieved 30 nm
lateral resolution and 75 nm axial resolution. It has advantage over other techniques such
as astigmatism, that the resolution doesn’t decays as much with the increased depth.

Aquino et al. use 4Pi microscope to achieve less than 10 nm resolution along all
three axis, over depth of 650 nm [48].

Bourg et al. created super-critical angle fluorescence recovery [49], which uses
evanescent field produced by total internal refraction of light between two mediums with
different optical density to excite fluorophores. The exponential decay of the evanescent
field causes fluorophores at different depths to have different intensity, which can be used
to extract their depth. This methods is combined with dSTORM and achieves 20nm
axial resolution over depth of 150nm under the coverslip.

Other techniques include dual-objective interferometry [50], which achieves sub-
20 nm, and Zernike optimized localization approach in 3D (ZOLA-3D) [51], which
achieves 32 - 40nm laterally and 36nm axially.

A study by Xu et al. in 2012 combined astigmatism with a dual-objective scheme.
They achieved around 9 nm lateral resolution and 19 nm axial resolution over depth of
150nm with the fluorophores Alexa Fluor 647.

Multi-Emitter MLSM

Techniques such as STORM require that there is only single emitter within a diffrac-
tion limited spot so the position of the emitter can be reliably estimated [52]. Therefore,
each diffraction limited spot needs to be tested causing a lot of data to be rejected.
To analyse diffraction limited spots generated by multiple emitters a different class of
methods needs to be employed.
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One way analyse a diffraction limited spot, generated by multiple emitters, is to fit
a model such as Gaussian mixture model.

An example of such methods SHRImP [53], which was developed in 2004. This
method works by collecting frames of the diffraction limited spot until all of the flu-
orophores are photobleached. Then the frames in which there is just one fluorophore
and the frames in which there are just two fluorophores are selected manually. Then a
mixture of two Gaussians,

Ipre(x, y) = Ae
− (x−x0)2

w2
x1
− (y−y0)2

w2
y1 +Be

− (x−x0+δx)2

w2
x2

− (y−y0+δy)2

w2
y2 + z0 (1.4)

is fitted to the frames with two fluorophores, and a single Gaussian is fitted to the
frames with one fluorophore,

Ipost(x, y) = Ae
− (x−x0)2

w2
x1
− (y−y0)2

w2
y1 + z1 (1.5)

simultaneously. In these formulas wx1, wy1, wx2, and wy2 are the widths for the x,
and y components of the Gaussians for each emitter, z0, and z1 are the background
intensities for each set of images, A, and B are the intensities of each emitter, and
δx, and δy are the offsets for the second molecule, relative to the first one. SHRImP
can achieve 5 nm precision in measuring separations between molecules and has been
successfully used in biological studies [54] [55].

Simsonson et al. extended SHRImP in 2011 to generalized single molecule high-
resolution imaging with photobleaching (gSHRImP) which can handle multiple fluo-
rophores [40].

Another similar technique is nanometer-localized multiple single-molecule (NALMS)
presented by Qu et al. [56] in 2004. This technique also uses two dimensional Gaussian fit
to evaluate difference between the centroids. It uses TIRF to illuminate the fluorophores
(Cy3) and manages to achieve 2.5nm precision on DNA rulers.

Similar technique to SHRImP and NALMS is Fluorophore Localisation Imaging with

37



Photobleaching (FLImP) [2] which can provide also confidence intervals around the
separations, based on bootstrapping.

FLImP selects a set of frames which have two fluorophores and frames which have
only one fluorophores. Then it treats them as independent and identically distributed
measurements of the intensity profile of the diffraction limited spot. Then the set is
resampled 1200 times, the bootstrapping technique, and for each sample a mixture of
Gaussians is fitted. From each fit a separation can be calculated, which results of a set of
1200 samples of the separation between the two molecules. Then a Rice distribution can
be fitted to the separation samples to provide a probability distribution of a separation,
given the input data.

The FLImP technique is used for measuring the size of EGFR oligomers in fixed cells
[57] [22] [1]. With the correct setup FLImP can achieve a separation measurement with
confidence interval (smallest interval containing 67% of the probability density) of 7nm.

A different approach to Gaussian mixture fitting is subtraction of point spread func-
tions. This technique would subtract the frames from the time interval when there is
one fluorophore from the frames when there are two fluorophores to obtain the position
of the second fluorophore. Then this is repeated for 3 fluorophores and so on.

An example of PSF subtraction microscopy is bleaching/blinking assisted localization
microscopy (BaLM), developed Burnette et al in 2011 [58]. This technique takes a series
of images of a diffraction limited spot and subtracts each image from the previous. At
time points of photobleaching the subtracted image would have an intensity profile
consistent with PSF function from single source. Then a Gaussian profile is fitted to the
subtracted images at the points of photobleaching to estimate the positions of individual
fluorophores. This method managed to achieve resolution of 48nm.

These techniques measure the fluorophore positions over large time intervals to pro-
duce measurements with low confidence interval. This requires the cells to be immo-
bilised and the data to be corrected for the global drift of the sample. This would limit
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the use of such techniques for processes which are slow. Another source of error is fluo-
rophores which are at different depth, in which case the technique would underestimate
the separation.

On theory it is possible to calculate depth from the evanescent decay, however if fixed
cells are imaged the cell membrane would touch the coverslip some places and other it
won’t, making it impossible to know the optical density of the medium and therefore
calculate the depth. It might be possible to use PSF engineering such as astigmatism
to extract some depth information.

Chruchman et al. tried to address the temporal resolution limitations of the multi-
emitter SMLM methods by introducing single-molecule high-resolution colocalization
(SHREC) in 2004 [59]. This method uses two colour dyes (Cy3 and Cy5) to label two
ends of a molecular complex. Then each to colour is fitted a Gaussian function to find
the centroid. This allows to measure small distances with resolution of under 10nm.

Probabilistic Single Molecule Localisation

It is possible to use probabilistic model to describe the microscope data and calculate
the most likely centroids of the emitters.

An example of such approach is developed by Huang et al. in 2011 [52], which uses
maximum likelihood to find the most likely centroids. The PSF is modelled as a Gaussian
function,

PSF (x, y) = 1
2πσ2 e

−x
2+y2

2σ2
0 (1.6)

where σ0 is the size of the PSF in pixels. Assuming that the pixels are rectangular,
the expected photons per pixel can be calculated by integrating Formula 1.6. Then the
expected photon counts at pixel k with coordinates (x, y) can be expressed as

µk(x, y) = I0∆E(x)(x, y)∆E(y)(x, y) + b0 (1.7a)
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∆E(x)(x, y) = 1
2

(
erf

(
x− x0 + 1

2√
2σ0

)
− erf

(
x− x0 + 1

2√
2σ0

))
(1.7b)

∆E(y)(x, y) = 1
2

(
erf

(
y − y0 + 1

2√
2σ0

)
− erf

(
y − y0 + 1

2√
2σ0

))
(1.7c)

where x0, y0, are the centroid coordinates, I0 is the expected intensity at the centre
of the PSF, and b0 is the background.

However, this model needs to allow for multiple emitters, therefore Formula 1.7a is
redefined as

µk(x, y) = b0 + I0

N∑
n=0

E(x)
n (x, y)E(y)

n (x, y) (1.8)

Having a model for the expected number of photons for each pixel then the probability
of the number of photons for each pixel can be expressed with the Poission distribution,

P (D|θ) =
K∏
k=1

µk(x, y)dke−µk(x,y)

dk!
(1.9)

where k iterates over all of the analysed pixels, dk is the photon count observed at
pixel k, and θ is the parameters such as the centroids. From this model the log-likelihood
is calculated and maximised using the Newton-Raphson method.

Another development by Cox et al. 2012 uses Bayesian analysis to find the emitter
positions [60]. They model the entire data set as a set of emitters and the model allows
for blinking and bleaching events. The method is based on factorial hidden Markov
model. For inference a hybridized method, forward algorithm and Monte Carlo Sampling
(MCMC), was used. This method achieved spatial resolution of 50 nm and temporal
resolution of 4s.

A method by Tang et al. addresses the issues with false positive emitter detection in
SMLM parameter free solution, called Auto-Bayes [61]. All single molecule localisation
algorithms need to decide whether a diffraction limited spot is detected or the image
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Figure 1.1: The FLImP pipeline.

contains just background noise. Frequently such methods require user-defined or hard-
coded thresholds. Auto-Bayes tries to derive this threshold by using a Bayesian inference
and was tested on a simulated dataset provided by ISBI online challenge in 2015.

1.2 FLImP Overview and Project Objectives

FLImP [22] measures distances lower than the diffraction limit by observing the
change of the intensity profile of a diffraction limited spot during fluorophore photo-
bleaching. This process can be represented as a flowchart which has 7 stages, Figure
1.1.

The first stage of the FLImP method is imaging, which uses fluorescent microscopy to
produce series of images, also called frames, of diffraction limited spots. Each diffraction
limited spot can be generated by one or more fluorophores and is referred to as feature
in this project.

The second and third stage of the FLImP method are handled by Quincy [62], which
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detects the features, “Feature Detection” and tracks them over time, “Tracking”, to
create ordered collections of features, called tracks.

The next stage of the FLImP method is “Global Drift Correction”. During this
stage frame ranges in which the drift of the sample can be corrected are selected. This
information is used in the following stage called “Track Selection”, in which suitable
tracks are selected to be analysed by FLImP.

After suitable tracks have been selected they are analysed by FLImP and a probability
distribution of fluorophore separation is produced, using the bootstrapping method [63].

In the last stage of FLImP the bootstrap samples of all the tracks are combined
to produce the final result. Normally this is probability distribution with several peaks.
Each peak corresponds to a fluorophore separation, which describes a type of oligomer.

This project presents further developments on the “Track Selection” process, which
is shown in red on Figure 1.1. The rest of the processes are under the management of
the Octopus group which is part of Science and Technology Facilities Council, and they
were not modified during this project.

Prior to the work presented in this thesis, the track selection was primarily undertaken
by manual processes. The aims of the project is to reduce the manual involvement, which
will improve the reproducibility of the results, reduce the human error, and increase the
efficiency of the method.

Chapter 1 gives overview of super-resolution methods and describes the FLImP
method as it is used to analyse EGFR in fixed cells. Each analysis step is discussed
alongside with limitations. Chapter 2 describes the analysis methods and techniques
used throughout the thesis. Chapter 3 describes the simulations used to verify that the
analysis methods works as expected against the ground truth. In Chapter 4 are presented
and compared several algorithms which find time intervals in which the diffraction limited
spots have constant intensity. In Chapter 5 the manual track selection is evaluated and
in Chapter 6 a track selection process with high degree of automation is presented. Then
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Figure 1.2: TIRF microscopy works by using the evanescent field at the point of total
refraction to excite fluorophores close to the sample surface. The sample typically is a
fixed cell with labelled EGFR

in Chapter 7 the refined track selection method was used as a part of the FLImP method
to explore the dimerisation of EGFR under different treatments. In the last chapter are
summarised the main conclusions from the thesis.

1.3 Imaging

The imaging stage of the FLImP method collects sequence of images of fixed cells.
Each image, or frame, has exposure time of few hundred milliseconds.

The imaging technique which the FLImP [2] method uses is Total Internal Reflection
Fluorescence (TIRF) [64]. The aim of this technique is to illuminate only the surface of
the sample, typically several hundred nanometers, and therefore reduce the fluorescence
coming from fluorophores deeper in the cell. This allows to be achieved better signal to
noise ratio and hence measurements with higher accuracy[65].

TIRF works by shining a laser beam at large enough angle to achieve total internal
reflection. At the point of the reflection there is an evanescent field which has decreasing
intensity with the depth, Figure 1.2.
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The intensity of the evanescent field decreases exponentially with the depth, z, ac-
cording to

I(z) = I0e
− z
d , (1.10)

where I0 is the intensity at the point of refraction, the decay coefficient, d, is given
by

d = λ

4πn1
√

sin(θ)2 − n2
n1

, (1.11)

and n1 is the refractive index of the substrate, n2 is the refractive index of the liquid
medium, θ is the laser angle, and λ is the wavelength of the laser[66]. Normally the
refractive index of the substrate is larger than the refractive index of the sample, n1 > n2.

The exponentially decaying evanescent field excites fluorophores which are only sev-
eral hundred nanometers away from the sample surface. In general it is possible to
calculate the fluorophore depth from its intensity, however it is very hard to predict the
refractive index of the sample, n2. This is because when live cells are imaged the mem-
brane touches the glass at some places and other places there are pockets of the liquid
medium, hence the refractive index is non-uniform across the field of view. Therefore
different techniques should be used to determine the depth of the fluorophores.

One possible way to extract depth of the fluorophore is to use PSF modification,
which encodes a z position. Since the FLImP experiments target a layer with thickness
of few hundred nanometers, astigmatism can be used. With this technique resolution
in the z axis between 10nm and 12nm has been achieved [67], [68] [69]. Another point
spread function which can be used to determine the z position is the double helix [70].

The resolution of all these methods depends on the number of detected photons.
There are other PSF designs as well and they have different advantages and disadvan-
tages [71].

44



1.4 Feature Detection and Tracking

The FLImP analysis requires a diffraction limited spot to be detected and tracked
until all of the emitters which generated it transition to a dark state. Therefore, efficient
and reliable algorithm is required for the FLImP analysis tool-chain.

The feature detection has been approached by Sergé et al. using maximum likelihood
method and peak subtraction [72]. Different way is to address the problem of detection
and tracking simultaneously by using Monte Carlo Bayesian approach [73], [74], [75].
The advantage of such approach is that it takes advantage of spatial and temporal prior.

In FLImP the single molecule detection is addressed by using Bayesian evidence-
based feature detection, which is more reliable than maximum likelihood approach. For
tracking is used a simpler method, based on nearest neighbour in time and space. This
combination of these techniques allows Quincy to detect and track large number of
features over multiple channels faster than fully Bayesian solutions and more reliably
than simple maximum-likelihood methods.

1.4.1 Feature Detection

Feature detection in FLImP is the task of finding diffraction limited spots, also called
features, and calculating their properties, φ ∈ R5. These properties are feature intensity,
I, error in the feature intensity σ(I), x position, y position, and background intensity, b.
Each feature is generated by one or more fluorophores.

In FLImP feature detection is done by Quincy [62], which is based on earlier work by
Hobson [76]. Quincy detects features by comparing the probability of two hypothesis,
given the observed data in a Region of Interest (ROI) around each pixel. The first
hypothesis, H1, is that there is a feature together with a background noise in the ROI,
and the second hypothesis, H2, is that there is only background noise in the ROI around
a pixel, Figure 1.3. The ROI for a pixel is a square centred at that pixel with side equal
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Figure 1.3: Quincy compares two hypothesis to detect a feature. The first model (H1,
left) is a uniform background plus 2D Gaussian profile, which describes a feature, and
the second model (H2, right) is just uniform background and describes absence of a
feature.

to four times the width of the point spread function at half of the maximum intensity.
For each pixel in the image the probability of H1 is compared to the probability of

H2. This can be expressed by the inequality

P (d|H1)
P (d|H2) >

P (H2)
P (H1) (1.12)

where d ∈ Rn is a vector composed by the pixel values in the ROI. The data vector,
d, has n = (4d)2 dimensions, where d is the diameter of the point spread function at half
of the maximum intensity. If the inequality holds, then the pixel is a part of a diffraction
limited spot. The probability of the observed data given H1, feature plus background, is

P (d|H1) =
∫ ∫

P (d|I, b1, H1)P (I, b1|H1)dIdb1 (1.13)

where I is the intensity of the detected feature and b1 is the intensity of the back-
ground. The probability of the observed data given b2, just background, is

46



P (d|H2) =
∫
P (d|b2, H2)P (b2|H2)db2 (1.14)

where b2 is the intensity of the background.
The joint probability of feature intensity and background intensity given hypothe-

sis H1, is P (I, b1|H1) = πI(I)πB(b1). The probability of background intensity given
hypothesis H2, is P (b2|H2) = πB(b2). The probabilities πI(I) and πb(b) are uniform
between 0 and parameters Imax and Bmax.

πI(I) =


1

Imax
if 0 ≤ I ≤ Imax

0 otherwise
(1.15a)

πb(b) =


1

bmax
if 0 ≤ b ≤ bmax

0 otherwise
(1.15b)

After the position of a feature is determined Quincy can evaluate the most probable
feature intensity I together with the confidence interval, σ(I), around that intensity,
using Bayesian parameter estimation. It also calculates the most probable background
intensity, b1.

Quincy also estimates the error of the measurement of intensity in each pixel σ(I(x, y, t)),
which is different from the error on the feature intensity σ(I). Quincy approximates the
distribution of the pixel intensity with Gaussian distribution, and it estimates the stan-
dard deviation, σ(I(x, y, t)) in each pixel with coordinates (x, y) at time t which has
intensity I(x, y, t). This is done by smoothing the image with normalised square box
smoothing kernel with size of 20 pixels.

Ismooth(x, y, t) = 1
441

x+10∑
x′=x−10

y+10∑
y′=y−10

I(x′, y′, t) (1.16)

Then the smoothed image is subtracted from the original image, after which for each
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pixel is calculated the error, σ(I(x, y, t)), as the mean square in an square box around
the pixel.

σ(I(x, y, t)) = 1
441

x+10∑
x′=x−10

y+10∑
yprime=y−10

(I(x′, y′, t)− Ismooth(x′, y′, t))2 (1.17)

Assumptions and Limitations

The feature detection algorithm makes several assumptions. The first assumption is
that the point spread function follows a Gaussian profile. However, as we know, it follows
the Airy function. This assumption is shown not to influence the position calculation
[53].

A diffraction limited spot may be generated by several fluorophores. This means that
the true profile of the feature will be sum of Airy functions, which can be approximated by
the sum of Gaussian functions. The side effect of this is that Quincy does not calculate
a position of a fluorophore but an average position of all fluorophores. When one of the
fluorophores photobleaches there is a shift in the position of the feature, until there is
only one active fluorophore and the position of the feature is the position of the that
fluorophore. The positions of the individuals fluorophores are calculated later by FLImP
analysis.

Another assumption which Quincy makes during the feature detection is that the
background is spatially uniform. When there is non-uniform fluorescence in the back-
ground Quincy could underestimates the feature intensity and overestimates the back-
ground intensity. The background fluorescence is inspected during track selection and
tracks which have non-uniform background fluorescence are excluded from FLImP anal-
ysis.

Quincy also assumes that the noise in each pixel follows Gaussian distribution, how-
ever the experimental noise has components of Poisson distribution and specific detector
properties. This means that the error in feature intensity is also approximated. Develop-
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ing more accurate noise model can improve the accuracy of the parameters, calculated
by Quincy such as feature intensity, I, and the confidence interval of the intensity σ(I).
This assumption also affects the algorithm, which decides whether there is change in the
feature intensity or not.

The feature detection and the parameter estimates also depend on the thresholds
Imax, and Bmax and the assumption of uniform probabilities πI , and πB. These thresholds
need to be set manually. Also it is possible for the probability of background intensity πB
and feature intensity πI , given a hypothesis, to be best described by different distribution
from the uniform.

1.4.2 Tracking

After the features are detected in all frames, they are tracked over time by Quincy
to create tracks.

In the first frame a track, τi, is created for each feature, φ1
i ∈ R5. In every consecutive

frame, f , a connection probability P
(
φfi
∣∣∣τj) is calculated for each pair of feature, i, and

track, j, based on the distance in space and time to the last detected feature in the
sequence j, Figure 1.4. The probability is calculated using the formula

P
(
φfi
∣∣∣τj) =


N (∆pij,∆tij|a, b) if ∆pij < a and ∆tij < b

0 otherwise
(1.18)

N (∆pij,∆tij|a, b) ∝ e
−

(
(∆pij)2

a2 +
(∆tij)2

b2

)
(1.19)

∆pij =
√

(xi − xj)2 + (yi − yj)2 (1.20)

where (xi, yi) is the position of feature i, (xj, yj) is the position of the last detected
feature of track j, ∆tij is the difference in time between the frame in which feature i is
detected and the last frame in which the sequence j has a detected feature, and a and
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Figure 1.4: Quincy builds tracks by maximising the probability of a feature to belong to
a track, given distance, in space and time, to the last feature in that track

b are user defined thresholds.
If the probability is 0, then a new sequence is created, otherwise the feature is

assigned to the sequence where the probability is the highest.

Assumption and Limitations

This tracking algorithm relies on the assumptions that fluorophores travel small dis-
tance between the duration of each frame. It also does not assume any model of motion.
In FLImP fluorophores are required to be fixed, therefore any motion of the features
should be caused by either noise in the system, by a fluorophore photobleaching, which
will cause shift in the feature position, or by the global drift in the sample.

Since the tracking algorithm does not use model of fluorophore movement it cannot
distinguish between a fluorophore jumping from one position to another due to some
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vibration and one fluorophore photobleaching and another coming out of a dark state
nearby. Therefore the analysis would work better if precautions are taken to ensure that
the sample is stable. In such case calculation of the threshold for the maximum distance,
a, between two consecutive features in a track should be based on the system noise and
the size of the point spread function.

Another limitation is that the probability of feature disappearing from a track for
several frames is modelled as a truncated Gaussian distribution. Setting the threshold,
b, would not be a straight forward task. The tracking algorithm could benefit from more
explicit modelling of that probability.

There are two reasons that a track would have several frames without a detected fea-
ture. The first reason is that the feature detection algorithm fails to detect a feature, an
instance of false negative (for more information on false negatives check Section 2.1.1).
The second reason is that a feature is generated by only one fluorophore which has gone
to a dark state. In both cases when the feature is detected again it should be regarded
as part of the same track. The probability of false negative and information about the
state transition model of the fluorophores can be used to model the probability of a
fluorophore belonging to a track after several frames.

Interpolation and Extrapolation

When there are some gaps between detected features in a track, the position of the
feature in the gap is assumed to be straight line between the last detected feature before
the gap and the first detected feature after the gap. Then the intensity of the feature is
calculated the same way as when the feature is detected. The feature in these frames is
termed interpolated.

It is also possible to use the position of the first and the last detected feature in the
track as a reference point to interpolate the features before and after the track. In this
case the track is extrapolated. The intensity of the extrapolated features should be zero,
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because the background is subtracted already. If it is different from zero it is possible
that there is a feature before or after the track which is not detected or that background
intensity is overestimated, usually due to additional fluorophore in close proximity to the
track.

1.5 Global Drift Correction

During FLImP experiment the sample moves due to temperature changes, vibrations
and other reasons. However, the model used in the FLImP analysis assumes that the
fluorophores do not move. Therefore it is necessary to account for the instrumental drift
during evaluation of the fluorophore separations.

The first step of the global drift correction is to evaluate the position of the sample
for each frame. The algorithm which evaluates the sample position in each frame is
described with Pseudocode 1.

The second step of the drift correction is to fit a model to the position estimates.
The model is a polynomial of second degree for the position x and y

X(t) = at2 + bt+ c (1.21a)

Y (t) = at2 + bt+ c (1.21b)

The model of the motion aims to capture drift caused by the thermal expansion of
the sample. A linear model would not be able to account for slow down of the sample
drift when thermal equilibrium is reached, since it assumes constant speed. A polynomial
of second degree will be able to capture the slowdown of the sample drift as thermal
equilibrium is reached. A higher order polynomial is not used, because it is believed that
sample drift caused by sources different from the thermal expansion can be avoided.
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input : List tracks τ =
{
τ (n)

}
output: List of positions p = {(xt, yt)}

τ ← SortTrackByLengthDecreasing(τ)

F ← frame ids of track τ (1)

xoffset
(1) = 1

Length(F)
∑
t∈F τ

(1)(x)t
xoffset

(1) = 1
Length(F)

∑
t∈F τ

(1)(y)t
xAVGt = τ (1)(x)t − xoffset

(1) , t ∈ F

yAVGt = τ (1)(y)t − xoffset
(1) , t ∈ F

nVALSt = 1 t = firstId .. lastId
for n← 2 to Length(τ) do
F ← frame ids in both τ (n) and xAVG
xoffset

(n) = 1
Length(F)

∑
t∈F τ

(n)(x)t − xAVGt

yoffset
(n) = 1

Length(F)
∑
t∈F τ

(n)(y)t − xAVGt

xAVGt = 1
nVALSt+1

(
xAVGt ∗ nVALSt + τ (n)(x)t − xoffset

(n)
)
, t ∈ F

yAVGt = 1
nVALSt+1

(
yAVGt ∗ nVALSt + τ (n)(y)t − yoffset

(n)
)
, t ∈ F

nVALSt = nVALSt + 1
end

for t ∈ frame ids of nVALS do
N ← track ids which have frame with id t
xt = 1

Length(N )
∑
n∈N τ

(n)(x)t − xoffset
(n)

yt = 1
Length(N )

∑
n∈N τ

(n)(y)t − yoffset
(n)

end
Pseudocode 1: Calculating aligned track {(xt, yt)}.

53



The parameters of the model are evaluated by the least square fit

arg min
θ

T∑
t=1

(xt −X(t))2 (1.22a)

arg min
θ

T∑
t=1

(yt − Y (T ))2 (1.22b)

where the parameter vector θ = (a, b, c) contains the polynomial coefficients.
The last step is to correct the position of the fluorophores. This is done by the

formula

x̂t = xt −X(t) (1.23a)

ŷt = yt − Y (t) (1.23b)

Before analysis of a data set it is important to make sure that the global drift can be
described by the assumed model. It is possible vibrations from the acquisition equipment
to interfere with the sample. In such case the data set should be discarded because the
global drift model X(t) and Y (t) cannot accurately describe the sample movement and
FLImP analysis will produce invalid results.

Before each experiment the global drift of the sample is inspected manually to make
sure that it can be described by the assumed model. There are downsides to manual
inspection such as it is time consuming and prone to error. Ideally this step should be
automated, however this is outside the scope of this project.

1.6 Track Selection

Track selection is described below as it stood prior to the research project described
in this thesis. The limitations are discussed and provide the basis for the work presented
in later chapters. It has four stages, Figure 1.5.
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Figure 1.5: The track selection process has 4 steps, one of which is manual.

• Level Detection. Levels are frame ranges in which a constant number of fluo-
rophores are active and the track has a constant intensity (apart for the noise).

• Track Properties. Based on the detected levels some properties of the tracks are
calculated, such as mean intensity in levels, difference of position between levels,
and so on. Full list of properties can be found in the Appendix A

• Linear Discriminant Analysis. This stage uses linear filter to discard tracks
which are not likely to be suitable for FLImP analysis.

• Manual Inspection. Tracks are manually inspected and some of them are selected
for FLImP analysis, based on pre-determined assumptions.

1.6.1 Level Detection

The FLImP analysis is applied on sections of the track where the fluorophore con-
figuration does not change. In these sections there are either two active fluorophores
or one active fluorophore. Therefore, finding such sections is important to the analysis
process. A frame range in which there is a constant number of active fluorophores is
called level.

Based on the their definition the track levels are expected to have several properties.
They are supposed to have constant intensity. Any increase or decrease of intensity can
invalidate the FLImP model and cause erroneous results. Another implication is that the
statistical properties of any subsection of a level should be the same as the entire level.
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The level detection algorithm first finds statistically significant intensity changes,
called steps in the track. An intensity transition between frames t and t+1 is considered
to be a step if

erf

 |It − It+1|√
2
(
σ2
It + σ2

It+1

)
 > 0.95 (1.24)

where It is the intensity of the feature in frame t, σIt is the uncertainty in the
measurement of the intensity of the feature in frame t. Quincy assumes that the mea-
surement of the intensity of the diffraction limited spot follows Gaussian distribution.
Therefore, if the intensity measured from two frames is subtracted the result will also
follow Gaussian distribution with mean It− It+1 and standard deviation

√(
σ2
It + σ2

It+1

)
.

This means that if the result of Equation 1.24 is more than 0.95 there is 95% probability
that the difference between It and It+1 is not zero. This can be deduced from the fact
that erf(x) = 2Φ0,

√
1
2
(x) − 1, where Φµ,σ(x) is the cumulitive density function of a

random variable which follows Gaussian distribution with mean µ and standard deviation
σ [77].

These quantities are calculated by Quincy, using Bayesian parameter estimation. The
erf is

erf(x) = 2√
π

∫ x

0
e−t

2
dt (1.25)

After all the steps are identified the frames between these steps are assigned to
levels. The levels are merged, based on the mean and the standard deviation of the level
intensity. Each two levels, i and j, are merged together if

erf

 |〈Ii〉 − 〈Ij〉|√
2
(
σ2
li

+ σ2
Ij

)
 < 0.95 (1.26)
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The quantity 〈Ii〉 is the mean intensity in level i,

〈Ii〉 = 1
|li|

∑
t∈li

It (1.27)

where li is the set of indexes of all frames assigned to level i and |li| is the number of
frames assigned to level i. The quantity σli is the standard deviation of the intensity in
level i,

σ2
li

= 1
|li|

∑
t∈li

(It − 〈Ii〉)2 (1.28)

Details about the algorithm can be found in the pseudo-code, which is split into two
parts Pseudocode 2 and Pseudocode 3.

Assumptions and Limitations

The level detection algorithm merges levels based on their standard deviation and
difference of intensity. This sometimes groups level together, when they should be in
different levels, Figure 1.6.

This error can cause tracks which violate the FLImP assumptions to go through
analysis and generate invalid results, an example of False Positive. Another way in
which the same error can affect FLImP is to cause data to be thrown away and decrease
the efficiency of the method, an example of False Negative, Figure 1.7.

Another limitation is that the level detection algorithm does not check for gradient
in the levels. Increase of the intensity of a feature can be caused by overcrowding of
fluorophores. Then the background intensity is overestimated and therefore the feature
intensity to be underestimated. When the background fluorophores photobleach the
background intensity would decrease, which would cause the feature intensity to be
increased. Such tracks would have to be rejected because of the background fluorophores
in the region of interest around the feature. This mistake is unlikely to cause FLImP to
produce erroneous estimations, however it may create unnecessary manual work.
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input : List of most likely intensities I of length T ;
List of intensity confidence intervals σ of length T
output: List of levels, L. Each level is list of intervals {(min,max)}

for t← 1 to T − 1 do

if erf

 |It−It+1|√
2
(
σ2
It

+σ2
It+1

)
 > 0.95 then

steps ← t;
end

end

if steps is empty then

levels ← {(1,T)};
else

levels ← {(1, steps1)};
for t← 1 to Length(steps)− 1 do

levels ← {(stepst + 1, stepst+1)}

end

levels ← {(steps1 + 1, T )}
end

end
Pseudocode 2: Level detection algorithm. (Part 1)
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while true do

minProbDifferent← 1.;
for i← 1 to Length(levels) do

for j ← 1 to Length(levels) do

if i == j then Continue;

probDifferent← erf

 〈Ii〉−〈Ij〉√
2
(
σ2
li

+σ2
Ij

)
;

if probDifferent < minProbDifferent then

minProbDifferent← probDifferent;
mergeI← i;
mergeJ← j

end

end

end

if minProbDifferent < 0.95 then

Append (levels, Concatenate (levelsmergeI, levelsmergeJ));
Delete (levels, {mergeI,mergeJ});
else

Break;
end

end

end
Pseudocode 3: Level detection algorithm. (Part 2)
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Figure 1.6: The level detection algorithm sometimes makes mistakes. The above figures
are examples of cases when level segments are grouped into the same level, however they
belong to different levels
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Figure 1.7: Wrongfully grouping level segments into levels can cause tracks which violate
the FLImP assumptions to be analysed and tracks which meet the assumptions to be
rejected.

1.6.2 Linear Discriminant Analysis

Some tracks are rejected before manual inspection based on their length and number
of levels. If a track is shorter than 20 frames or has less than two levels it is automatically
rejected. If a track is less than 20 frames it is considered too short to produce good
confidence interval. If it has less than two levels then it cannot be analysed by FLImP.

After rejection of tracks based on their length and number of levels, a track filter is
applied to reject some of the tracks, which will not be selected. This filter calculates
some properties of the tracks, and uses a plane to separate the positive and negative
tracks. The filter can be described with the formula

wTx > τ (1.29)

where w and τ are the parameters of the plane and x is a property vector of a track.
The properties are chosen manually and the parameters of the plane are chosen using
LDA and previous track selections as labels. This filter is referred to as “LDA filter”. A
full list of the track properties and the parameters of the filter, w is shown in Table 1.1,
and the meaning of the track properties can be found in Appendix A. The parameter τ
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is set manually in the range [0.010, 0.014].
For a track to pass the automatic rejection step, it needs to meet all of the conditions

described below:

1. Track is longer than 20 frames. Track which has less than 20 frames is
considered too short to have good confidence interval.

2. Track has at least two levels. Track which has only one level cannot be analysed
by FLImP.

3. The value of the LDA filter is larger than 0.01. This condition is not related
to FLImP assumptions. However, it is used to reduce the number of tracks that are
manually inspected. While it reduces the number of tracks from several thousand
to several hundred, it still produces way too many false positive tracks (Track
which are identified as analysable by the filter but are not. More information in
Section 2.1.1), as only a few percent of the tracks that pass the filter, are selected
for analysis.

This filter assumes that tracks which have less than 20 frames will produce measure-
ments with very large confidence intervals. The confidence interval of the result depends
on the number of observations, which is the length of the levels in this case. It also
depends on the signal to noise ratio. The signal is the number of photons detected for
the duration of a frame from some fluorophore, and therefore it follows Poisson distribu-
tion. This means that the signal to noise ratio is proportionate to the brightness of the
fluorophore. Therefore, a very bright track which is less than 20 frames long may still
produce good confidence interval. Such mistakes can decrease the efficiency of FLImP.

Another assumption is that the tracks which are selected for analysis and these which
are not selected, when represented in the property space, can be separated by a plane.
This is not necessary true. Such mistake may produce a lot of false positives, which will
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xi approximated wi

sigovermlsig 1.2111e-03

level1points 1.1774e-05

pos density 12 8.7591e-07

level2points 7.7686e-07

signal lvl1 -2.0787e-10

signal lvl2 -2.3563e-12

semdr12 3.8136e-03

leveliness -1.6384e-04

cts loc sn l1 1.3171e-05

cts loc sn l2 -1.427e-06

maxstepfrac 9.9832e-04

dr12 1.3069e-03

ratio real points 4.4687e-03

displacement -2.766e-04

cts slm l1 1.1455e-08

cts slm l2 1.8737e-07

meanovermlsig -2.1767e-04

levelrchisq -1.5365e-04

background 4.6931e-04

shortest range 1.6090e-05

Table 1.1: This table shows the track properties and the corresponding parameter used
in the LDA filter. The meaning of the track properties is explained in Appendix A.
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Figure 1.8: The track levels are numbered from least bright, called level 1, to the
brightest, called level n if the track has n levels.

increase the manual work which needs to be done, and many false negatives, which will
decrease the efficiency of FLImP.

1.6.3 Manual Inspection

FLImP analyses section of the track where there are two or one active fluorophores.
These sections are the track level with the lowest mean intensity, also called level 1, and
the track level with the second lowest mean intensity, called level 2. The rest of the
levels are also numbered according to their intensity, Figure 1.8. FLImP model assumes
that level 1 is generated by only one active fluorophore and level 2 is generated by the
same fluorophore which generated level 1 and one more active fluorophore. Level 1 and
level 2 are separated by a sharp intensity change, called photobleaching step.

The tracks that pass the automatic rejection step, need to be manually inspected
before being selected for analysis. During the manual inspection it is possible to cut
parts of the track so that only the last two or the first two levels are used. Then the
order of levels could change. For example if there is track with level 1, followed by level
3, followed by level 2, as shown on Figure 1.9, the first part of the track can be removed
so that only the last two levels are analysed. Then level 3 will become level 2 and level
2 will become level 1.

This way of analysing tracks is not consistent with the LDA filter, because the LDA

64



Level 1
Level 3

Level 2

0 50 100 150 200 250 300
0

500

1000

1500

Frame Id
In
te
n
s
it
y

Figure 1.9: Example of a track in which the level order will change after selected for
analysis.

filter will be applied to the entire track, which means that the level 1 used in the LDA
filter may be different level from the level 1 selected by a person. The issues coming
out of this inconsistency is that some tracks which could have been selected for analysis
may be rejected by the LDA filter and also some tracks which are not rejected by the
LDA filter may not be appropriate for analysis.

In the case of the track shown on Figure 1.9 level 3 will be analysed as level 2 and
level 2 will be analysed as level 1. It is important that the last two levels are analysed
instead of the first and the last level. In FLImP it is assumed that after track is cut in
level 2 there are 2 fluorophores and in level 1 there is 1 fluorophore even if before cutting
there is another level with lower intensity than level 1.

In the condition describing what type of tracks are selected for analysis it is assumed
that the level 1 and level 2 are the levels with lowest and second lowest intensity after
the track is cut, so that it only has the last 2 or the first 2 levels.

For a track to be selected for analysis, it needs to meet all of the conditions described
below:

1. Track ends with level 2 followed by level 1 or starts with level 1 followed

by level 2. These two types of tracks can give high confidence that in level 2 two
fluorophores are active and in level 1 only one of these two fluorophores is active.

2. If level 1 comes first, then the track needs to start after the beginning of

the experiment. If the track start before the first frame, it is not clear whether
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there are other levels or intermediate intensities before level 1. Therefore, it is
unclear how many fluorophores are in level 1.

3. If level 1 comes last, then the track needs to end before the end of the

experiment. If the track ends after the last frame, it is not clear whether there
are other levels or intermediate intensities after level 1. Therefore, it is unclear
how many fluorophores are in level 1.

4. Level 1 or level 2 should be within the frame ranges, in which the global

drift can be processed. FLImP can only account for global drift that can be
described by a polynomial of second degree. Therefore, levels that are outside the
frame ranges, where the global drift can be accounted for, cannot be processed.

5. Level 1 or level 2 should have more than 10 non-interpolated frames. This
condition is related to the probability of the track to produce a measurement with
low confidence interval. Too many interpolated frames can be an indication that
the feature is too dim or there is interference with the feature.

6. If level 1 comes first, then when the track is extrapolated, the intensity

before the beginning of the track should be zero; if level 1 comes last,

then when the track is extrapolated, the intensity after the end of the

track should be zero. If there is intensity different from zero at the position of
the feature after or before the track, this could be an indication that either there
is an additional feature that is not detected by Quincy, or there is background
fluorescence different from the uniformly distributed noise.

7. The intensity within a level should be constant. If there are increases or

decreases over time within a level, the track should be rejected. According
to the FLImP model, the fluorophores are in the emitting state all the time during
an intensity level. This means that if there are no additional interference, the
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intensity should be constant.

Usually slow increase of the intensity is caused by a feature, around which there
are many fluorophores active in the background. These fluorophores would cause
Quincy to overestimate the background intensity and therefore underestimate the
feature intensity. When the background fluorophores photobleach, the background
intensity estimate decreases and the feature intensity becomes closer to the real
intensity.

8. Levels with too many interruptions should not be analysed. According
to the current understanding of the fluorophores used in the FLImP experiments,
they can go from active to dark state and then back to active state. However,
the probability of this happening is very low, therefore if there are many level
interruptions, it is more likely that it is caused by some other process.

9. Level 2 should have twice the intensity of level 1. The fluorophores used in
a FLImP experiment are of the same type, therefore their emission intensity would
be the same, provided that the intensity of the light, to which they are exposed
to, is the same. However, because the fluorophores are excited by the evanescent
field, fluorophores at different depths would have different intensities.

If the intensity of level 2 is different from twice the intensity of level 1, then either
level 2 has more than two fluorophores, or the fluorophores that generated the
track are at different depths. In either case the track cannot be analysed, because
the measured distance will be either between a fluorophore and the mean position
of two other fluorophores, or the projection of the real distance on the sample
surface.

10. There may be some small gaps between levels (several frames). However,

if the levels are too far away from each other in time, the track should

be rejected. The FLImP model cannot explain such gaps, but sometimes the
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level detection algorithm erroneously produces shorter levels. These gaps usually
are less than 10 frames. However, if there are gaps larger than 10 frames, then it
is likely that this track region is not part of a level.

11. There cannot be more than 1 frame between level 1 and level 2 which

have intensities that are not consistent with the intensities of these levels.

If there are more than 1 frame with intermediate intensities between level 1 and
level 2, this could be an indication that there are more than two active fluorophores
in level 2.

12. If level 1 comes first, there cannot be any intensities before level 1 that

are not consistent with the level; if level 1 comes last, there cannot be

any intensities after level 1 that are not consistent with the level. If there
are intensities before or after level 1, this is an indication that there might be more
than one active fluorophore in level 1.

13. There cannot be any fluorescence in the neighbourhood of the diffraction

limited spot, apart from uniformly distributed noise. FLImP cannot model
fluorescence that is different from the background noise, which is distributed uni-
formly across space, or the detected feature, which is modelled with one Gaussian
distribution in level 1 and two Gaussian distributions in level 2.

14. The positions of the track during levels 1 and 2 should be constant.

FLImP model assumes that the fluorophores do not change position apart from
the change caused by the noise in the system, which should be treated as a random
error. Therefore it takes each frame from a level as a independent and identically
distributed measure of the fluorophore positions.

The fluorophores are attached to the EGFR and the cells are fixed. Beyond the
global drift of the sample, there shouldn’t be any directed movement. FLImP
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software can account for the global drift of the sample before processing the
tracks.

Another source of motion could come from the anitbodies or the molecular domain,
which will randomly walk around the their mean positions. Since FLImP takes
average measurements over large period of time the this motions will be averaged
out and the mean position will be taken into account.

15. The shape of the feature should be a circle. If the microscope is not focused
at the surface of the cell, the point spread function of the diffraction limited spot
would not be the Airy function and therefore it cannot be modelled by a Gaussian
distribution.

16. The selected tracks should be likely to result in measurements with con-

fidence interval less than 10nm and separation less than 60nm. The tracks
which are selected should have

• long levels

• small variance in the position of level 1 and level 2

• well separated intensities of level 1 and level 2

• small shift in position during the photobleaching step.

These conditions are not related to the validity of the result, but they aim to
minimise the computational cost of the FLImP analysis, by trying to avoid analysing
tracks that will not be included in the final results.

More details of the manual selection process can be found in Zanetti-Domingues et
al [1].

69



1.7 FLImP Analysis

The FLImP technique is inspired by Single-molecule High-Resolution Imaging with
Photobleaching (SHRImP) [53] and it calculates the distance between fluorophores, by
analysing level 1 and level 2 in a track, Figure 1.10.

The fluorophores are numbered as fluorophore 1 and fluorophore 2. The intensity I
of the diffraction limited spot in each frame t is modelled as a dependency of position
by a mixture of two two-dimensional Gaussian distributions

I(x, y, t,θ, b(t)) = b(t) +
2∑
i=1

fi(t)Ii
2πσ2 e

(
− 1

2
(x−xi)

2+(y−yi)
2

σ2

)
(1.30)

where x1 , y1 , x2 and y2 are the x and y positions of fluorophores 1 and 2 and the
I1 and I2 are their intensities. The parameter fi(t) is either 0 or 1, depending whether
a fluorophore i is active in frames t. The parameter σ is the size of the PSF and b(t)

is the value of the background. The background is assumed to be uniformly distributed
across space (has the same value for each pixel), however can change during time. This
model is applied in a ROI around the centre of a feature. All the model parameters can
be represented as a vector θ = (x1, y1, x2, y2, I1, I2).

Since the model is continuous and the observations are discrete (pixels) the intensity
of each pixel, with coordinates (X, Y ) and centred at (X + 1

2 , Y + 1
2), is the integral of

the model over the area of the pixel

F (X, Y, t,θ, b(t)) =
∫ X+1

x=X

∫ Y+1

y=Y
I(x, y, t,θ)dxdy (1.31)
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Figure 1.10: The FLImP analysis fits a sum of two 2D Gaussian functions in level 2 and
one 2D Gaussian function in level 1 in order to calculate the separation between the two
sources of light. Figure 1A from [2]

which when solved becomes

F (X, Y, t,θ, b(t)) = b(t) + 1
4

2∑
i=1

fi(t)Ii∆Xi∆Yi (1.32a)

∆Xi = erf
(
X + 1− xi

σ
√

2

)
− erf

(
X − xi
σ
√

2

)
(1.32b)

∆Yi = erf
(
Y + 1− yi

σ
√

2

)
− erf

(
Y − yi
σ
√

2

)
(1.32c)

The model parameters θ are evaluated by minimising the error function

χ2(θ, b(t), t) =
∑
X

∑
Y

(F (X, Y, t,θ, b(t))−D(X, Y, t))2

σ2(D(X, Y, t)) (1.33)

where D(X, Y, t) is the value of pixel (X, Y ) at time t, and σ(D(X, Y, t)) the
expected error in that measurement, which is assumed to be Gaussian. The error is set
to one, σ(D(X, Y, t)) = 1, so that the problem becomes least square fit.

To simplify the calculations the background value b(t) is expressed in terms of the
rest of the parameters by solving the equation

∂χ2 (θ, b(t), t)
∂b(t) = 0 (1.34)
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which gives a formula for b(t)

b(t) = 1
4k
∑
X

∑
Y

(
D(X, Y, t)−

∑
i

fi(t)Ii∆Xi∆Yi
)

(1.35)

where k is the number of pixels in the ROI.
This quantity is substituted in 1.30 to produce error function with less parameters.

E(θ) =
∑
X

∑
Y

∑
t

(F (X, Y, t,θ)−D(X, Y, t))2 (1.36)

The minimum of this function is found by the downhill-simplex algorithm [78]. After
the model parameters θ are calculated, the fluorophore separation can be calculated
from the difference between the (x, y) positions.

1.7.1 Bootstrapping and Confidence Interval

FLImP estimates the probability distribution of the separation by using the bootstrap-
ping method [63]. This method estimates the probability distribution of some parameter,
θ, of a population p = {xi} , i = 1..n, where θ = f(p). In the case of FLImP the popu-
lation is the region of interest around a feature in all analysed frames and the parameter
is the fluorophore separation.

The bootstrap method draws samples from the population p with replacement to
create a new population p∗1. Then from the new population it estimates the parameter
θ∗1 = f(p∗1). The method repeats this B times to create a set of parameters {θ∗i }, i =

1..B. From this population can be estimated a confidence interval of the parameter θ.
FLImP estimates the parameters of the model on the original data set, which is called

the original fit, s0. Then it would re-sample the data set 1200 times and estimate the
parameters of the model for each sample of the original data set, creating the bootstrap
samples, s1 .. sn.
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The number of bootstrap samples is chosen as a trade off between parameter accu-
racy and computational cost.

The probability density function P (s) is estimated using kernel density estimation
with Gaussian kernels. The standard deviation of the kernel is chosen by using Silverman’s
rule of thumb. Then the distance between each bootstrap sample and the original
estimate is calculated and scaled by the probability of each sample.

di = |si − s0|
P (si)

(1.37)

Using the scaled distance di, the confidence interval is defined as the range, which
contains 68% of the closest samples to the original fit [2].

Tracks which generate separations with too large confidence intervals are removed.
Such tracks are considered too unreliable. Often confidence intervals above 7nm or
10nm are removed [2]. The bootstrap samples of the remaining tracks are combined
and mixture of Rice distributions is fitted. The optimal number of Rice components is
chosen using Bayesian information criteria.

1.7.2 Assumption and Limitations

The FLImP model has several assumptions about the diffraction limited sequences,
used for the parameter estimation.

• The sequence is generated by at least two fluorophores.

• The sequence has at least two sub-sections: level 1, where only one fluorophore is
active and level 2, where both fluorophores are active.

• Time frames are assumed to be independent measurements of the fluorophore
intensities.

• The fluorophores can have different positions, but don’t change over time.
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• The positions and intensities of the fluorophores are constant (apart from the noise
in the system).

• The fluorophores are at the same distance from the sample surface.

• The background intensity has the same value for each pixel (there are no additional
fluorophores in the background).

• The both fluorophores have a point spread function, PSF, with the same size,
which is assumed to have a Gaussian profile.

• The background intensity can change over time.

• The noise of the measurement of the values of each pixel is Gaussian.

The model requires both levels, because it relies on the photobleaching step to
estimate the difference of the position with high accuracy.

The fluorophores are assumed to be at the same depth, because FLImP measures the
distance between the fluorophores projected on the sample surface. If the fluorophores
are at different depth, then FLImP would estimate the separation as a 2D projection of
the 3D inter-molecular distance.

The fluorophores are assumed not to move, because they are attached to the EGFR
and the proteins are fixed. This allows us to treat each frame as an independent measure
of the positions, which results in high accuracy estimations. The assumptions that
each frame is an independent measure of the fluorophore, requires assumption that the
fluorophores do not change their intensity, apart from when they photobleach. This
assumptions is reasonable, since the fluorophores do not change their depth and the
laser intensity is also kept constant.

The PSF of the fluorophores is best described as the Airy function. However, for
the purposes of estimating the positions of the fluorophores, it is reasonable to use a
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Gaussian approximation. The advantage of the Gaussian function is that it is much more
computationally efficient to estimate the parameters.

The probability distribution of the separation is subject to several parameters. The
first is the number of bootstrap samples. In FLImP 1200 samples are used, however this
number can be changed. The number of bootstrap samples can change the accuracy
of the separation and confidence interval. According to [79] 1000 bootstrap samples
are enough when estimating confidence interval, therefore the choice of 1200 samples is
reasonable.

The work presented in this thesis will improve the reliability, reproducibility and
the efficiency of the track selection stage of FLImP. To do this a new level detection
algorithm will be used, presented in Chapter 4, and large parts of the selection process
will be handled automatically, presented in Chapter 6.
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Chapter 2

Classification Using Machine

Learning

This chapter describes the algorithms and methods used in the project. Such al-
gorithms include methods for evaluating the performance of binary classifiers, neural
networks which are used for classification, dimensionality reduction methods, and statis-
tical tests.

Classification is the process of assigning categories to objects. In this project the
problem of automatic classification is approached using machine learning techniques.
All the uses of classification involves only two categories, which is known as binary
classification.

2.1 Binary Classifiers

A binary classifier [80, Chapter 1.2] assigns objects either positive or negative cate-
gory. Automatic classification can be done by forming some numerical description of the
objects which are classified. This numerical description can be represented as a vector,
called feature vector, with some dimensionality. The vector space which this vector is
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member of is called feature space. Then the classification becomes function approxima-
tion problem, where the input of the function is the feature space and the output is the
categories. This can be expressed as

κ(x) = c x ∈ Ψ, and c ∈ {+,−} (2.1)

where Ψ is the feature space of the classified objects and {+,−} are the categories.
For example if grey-scale images with particular resolution are classified, Ψ could be the
space of all possible grey-scale images with that resolution. It is not necessary for the
input data of a classifier to occupy the entire volume of the feature space. In such case
it is possible to do dimensionality reduction to avoid difficulties with training.

Most binary classifiers have probabilistic interpretation. This means that they output
not only the predicted category, c ∈ {+,−}, of a sample, x ∈ Ψ, but also the confidence
of prediction, p (c|x). Since the predicted categories are only two, the ratio of the
probability of positive category given sample, and negative category given sample, can
be compared with the number 1. Then the process of assigning a category to a sample
is described by Formula 2.2.

κ(x) =


+ if p(+|x)

p(−|x) > 1

− otherwise
(2.2)

The classifier models the probability of sample given a class, p(x|−) and p(x|+),
instead of the probability of class given sample. Therefore the Bayesian theorem is used
to convert the condition in Formula 2.2 to Formula 2.3, where the threshold τ = p(−)

p(+)

represents the ratio of the class priors.

p(x|+)
p(x|−) > τ (2.3)

By varying τ , the class priors can be changed and therefore the decision boundaries
of the classifier will also change.

77



x

x

x

x

x
x

x

xx

x

x
x

x

x

x

x

x
x

xx

x

x

x

x
x

x

x

x

x

x

x

x

x

x

x

x

x x

x

x

x

x

x

x

x

x

x

xx

x

x

x

x

x
x

x
x

x

x
x

x

x

xx

x

x

x

x

x

x

x

x
x

x

x x

x

x

x
x

x

x

x
x

x

x

x

x

x

x

x

x

x

x

x

x

x

xx

x

x

x x

xx

x

x

x

x

x x

x

x
x

x

x

x
x

x

x

x

x

x

xxx
x

x

x

x

x
x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x x

x

x

x

x
x

x

x

x

x

x

x

x

xx

x

x

x

x

x

x

xx x

x
x

x
xx

x
x

x

x

x
x

x
xx

x

x

x

x

x

x

x

x

x

x

x
x

x

x

x

x x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x
x

x
x

x

x

x
x

x

x

x

x

x

x

x

x
x

x

x

x

x

x

x

xx x

x

x

x

x
x

x
x

xx

x

x

x x

x

x
x

x

x

x

x

x

x

x

x

x

x

x

x

xx

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x
x

x

x

x

x

x

x
x

x

x

x

x

x
x

x

x

x

x

x

x

x

x
x

x

x

x

x

x

x

x

x

x

x

x

x
xx x

x
x

x

x

x

xx

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x x

x

x

x

x

x

x

x

x

x

x
x

x

x
x

x

x
x

x

x

x

x

x
xxx

x

x

x

x

x

x

x
x

x
x

x

x

x

x

x

x x

x

x

x

x x

x
x

x

x

x

x
x

x

x

x
x

x

x

x

x

x

x

x

x

x

x

x

x x

x

x

x
x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x
x

x x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x
x

x

x

x

x

x x

x

x

x

x

x

x

x

xx

x

x

x

x

x

x

xx

x

x

x

x

x

x

x
x

x

x

x

x
x

x

x

x

x

x

x
x

x

x

x

x

x

x

x

x

x

x

x

x

x x

x

x

x
x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x x
x

x

x

x

x

x
x

x

x

x

x

x

x

x

x

x
x

x
x

x

x

x

x

x

x

xx

x

x

x

x

x

x

xx

x

x

x

x
x

x
x

x

x

x

x

x

x

x

x
x

x

x
x

x

x

x

x

x

x

x

xx

x

xx

x
x

x

x

x
x

x

x

x

x

x

x

x

x

x

x

x

x

x

x
x

x x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

xx

x

x
x

x

x

x

x

x

xx

x

x

x
xx

x

x

x x
x

x

x

x

x

x

x
x

x

x

x

x x

x

x

x

x
x

x
x

x
x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

xx

x

x

xx x

x

x

x

x

x

x

x

x
x

x

x

x

x x

x

x

x

x

xx x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x
x

x

x

x

x

x

x

x

x

x

x
x

x x

x

x

x

x

x

x

x

x
x x

x
x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x x

x
x

x

x

x

x

x

x

x x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

xx

x
xx

x

x x
x

x

x

x

x

x

x

x

x

x
x

x

x

x

x

x

x

x
xx

x

x

x

x

x

x

x

xx
x

x

x

x
x

x

x

x
x

x

x x

x

x

x

xx

x

x

x

x

x

x x

x

x

x x

x

x

x x

x

x

x

xx

x

x

x
x

x

x

x x

x

xx
x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

xx

x

x

xx
x

x
x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

xx

x

o

o
o

o

o

o

o

o

o

o

o

o

o

o

o

o

o
o

o

o

o

o

o

o

o

o

o

o

o

o

o
o

o

o

o

o

o

o
o

o

o

o

o

o

o

oo

o

o o

o

o

o
o

o

o

o o

o

o

o

o

o

o

o

o

o

o

o

o

o

o
o

o

o

o

o

o

o

o

o

o
o

o

o

o

o

o

o

o

o

o

o

o

o

oo

o

o

oo

o
o

o

o

oo

o

o

o

o

o

oo

o

o

o

oo

o

o

o
o

o

o

o

o

o

o

o

o

o

o

o

o

o

oo

o

o
o

o
o

o

o

o

o

o

o

o

o

o

o
o

o

o

oo

o

o

o

o

o

o

o

o

o
o

o

o

o

o

o

o
o

o

o

o
o

o

o

o

o

o

o

o

o

o

oo

o

o

o

o

o

o

o

o

o

o
o

oo
o

o
o

o

o

o

o

o

o
o

o

o

o

o

o

o

o

o

o

o

o
o

o

o

oo

o

o

o

o

oo

o

o

o
o

o

o

o

o

o

o

oo

o

o

o

o

o

o

o

o

o
o

o

o

o

o
o

o

o
o

o

o

o

o
o

o

o

o

o

o

o

o
o o

o

o

oo

o

o
o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

oo

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o o

o

o

o

o

oo o

o

o

o

o

o

o

o

o

o

o

o
o

o

o

o

o
o

o

o

o

o

o

o

o

o

oo

o

o

o

o
o

o

o

o

o

o

o
o

o o

o

oo
o

o

o

o

oo

o

o o

o

o

o
o

o

o

o

o

o

oo

o

o

o

o

o

o

o
o

o

o

o

o

o

o

o

o

o

o

o

o

o

oo
oo

o

o

o
o

o

o

o

o

o

o

o
o

o

o

o

o

o

o

o

oo o

o
o

o

o

o

o

o

o

oo

o

o

o

o

o
o

o

o
o

o

o

o

o

o

o

o

o
o

o

o

o

o

o

o

o

o
o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

oo

o

o

o

o

o

o

o

o
o

o

o

o

o

o

o

o

o

o o

o

o

o

o

o

o

o

o

o
o
o

o

o

o

o o

o

o

o

o

o

o

o

o

o

o o

o

o

oo

o

o
o

o

o

o

o

o

o

o

o

o

o
o

o

o

o

o

o

o

o

o

o

o

o
o

o
o

o

o

o o

o

o

o

o

o

oo
o

o

o

o

o

o
o

o

o

o

o

o

o
o

o

o

o

o

o
o

o

oo

o
o

o
o o

o

o

o
o

o
o o

o

o

o

o o

o

o

o

o
o

o

o

o

o

o

o
o

o

o

o
o

o

o

o

o

o

o

o

o
o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o o o

o

o o

o

o

o

o

o o

o

o

o

o

o

o

oo

o
o

o

o

o

o

o
o

o

o

o

o

o

o
o

o

o

o

o
o

o

o

o

o o

o

oo

o

o

o

o

oo

o

o
o

o
o

o

o

o

o
o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

oo

o

o

o

o

o

oo

o

o

o
o

o

o

o
o

o

o

o

o

o

o

o

o

o

o
o

o

o

o

o

o

o

o

o

o

o

o

o
o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

oo

o

o

o

o

o

o

o

o

oo

o

o

o
o

o

o

o

o

o

o

o

o

o

o

o

o

o

o
o o

o
o

o

o

o

o

o
oo

o

o
o

o
o

o

o

o

o

o

o

o

oo

o

o

o

oo

o

o

o

oo
o

o
o

o o

o

o

o

o

o

o

o

o

oo

o

o

o

o

o

o

o

o

o

o

o

o o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o
o

o

o

o

o

oo

o

o

o

o

o

o

o

o

o

o

o

o

o

o

o

oo

o o
o

o

o

o

o

o

o

o

o
o

o

o

o
o

o

o

o

o

o
o

o

o

o

o

o
o

o

o

o

o

o

o

o

o

o
o

o

o

o

o

o

o

o

o

o

o

o

o

-6 -4 -2 0 2 4 6

-6

-4

-2

0

2

4

6

Figure 2.1: Different decision boundaries of a classifier, trained against the XOR data
set, based on different thresholds applied to the ratio of probabilities of sample given a
class. The different boundaries are shown with different colours. The training samples
are shown with orange and blue.

A good example is a classifier trained on the XOR data set which consists of two
classes shown in Figure 2.1. The positive class is shown with orange “o” and the
negative class is shown with blue “x”. The both classes are generated by randomly
choosing between two 2D Gaussian distributions for each sample. The parameters of
the positive class are µ+

1 = (−2, 2), µ+
2 = (2,−2), Σ+

1 = Σ+
2 = I and the negative

class are µ−1 = (2, 2), µ−2 = (−2,−2), Σ−2 = Σ−2 = I, where I stands for the identity
matrix. In Figure 2.1 different decision regions are shown with different colours, based
on different values of the threshold τ .
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Different values of τ would shift the boundary in favour of one of the two classes.
This may be useful when error of wrongly assigning a sample to one of the classes is
much more expensive than wrongly assigning sample to the other class. For example in
FLImP analysable tracks can be classified as likely to have low confidence interval, class
yes, and likely to have large confidence interval, class no. The error for classifying track
from the yes class as class no is more significant error than classifying track from the no

class as class yes, because preparation of FLImP experiments is more expensive in terms
of time than analysing tracks.

2.1.1 Evaluating Performance

Evaluating the performance of a binary classifier depends on the application domain
and the desired properties of the classification system. Therefore different measures can
be developed.

Figure 2.2 shows a confusion matrix [81] of a binary classifier. The columns of the
matrix, which are named as Condition Positive (CP) and Condition Negative (CN), and
are coloured in yellow, represent the true labels of the data. The rows, which are named
as Prediction Positive (PP) and Prediction Negative (PN), and are coloured in blue,
represent the classifier predictions. The cells True Positive (TP) and True Negative
(TN), coloured in green, are the correctly classified samples and the cells False Positive
(FP) and False Negative (FN), coloured in pink, are the misclassified samples.

The confusion matrix can be used to calculate some basic performance measures.
There are four basic measures which are based on the condition positive and condition
negative.

• Recall and Miss Rate The recall, also called sensitivity, can be expressed as

Recall = TruePositive
ConditionPositive (2.4)
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Data Labels
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Precision = TP/PP

Fall-out = FP/CN

Specificity = TN/CN

Condition Positive 
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Condition Negative 
(CN)
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Predicted 
Positive (PP)

True Positive
(TP)

False Positive
(FP)

False Discovery 
Rate (FDR) = FP/

PP

Predicted 
Negative (PN)

False Negative
(FN)

True Negative
(TN)

False Omission 
Rate (FOR) = FN/

PN

Negative 
Predictive Value 
(NPV) = TN/PN

Recall (Sensitivity) 
= TP/CP

Accuracy
(TP+TN)/Total

Miss Rate = 
FN/CP

Figure 2.2: Confusion matrix for binary classifier. The rows represent classifier outputs
and the columns represent the correct labels.

This measure shows what fraction of the positive class can be recognised as posi-
tive. The complementary measure is called Miss Rate, which shows what fraction
of the positive class is not recognised. It can be expressed as

MissRate = FalseNegative
ConditionPositive (2.5)

The miss rate shows the fraction of the positive class which is recognised as
negative. The recall and the miss rate are connected with the dependency

Recall = 1−MissRate (2.6)

In ideal classifier the miss rate will be 0 and the recall will be 1.

• Fallout and Specificity Fallout shows what fraction of the negative class is
classified as positive. It can be expressed as

Fallout = FalsePositive
ConditionNegative (2.7)

The complementary measure is called specificity and it shows what fraction of the
negative class is classified as negative. Is can be expressed as

Specificity = TrueNegative
ConditionNegative (2.8)
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In ideal classifier the fallout will be 0 and the specificity will be 1.

The measures recall and specificity have the same function, which is to show what
fraction of the corresponding class has been classified correctly. Also the miss rate and
the fallout have the same function, which is to show what fraction of the corresponding
class has been misclassified.

There are four more measures which are based on the prediction positive and predic-
tion negative classes.

• Precision and False Discovery Rate The precision shows what fraction of the
predicted positive is from the positive class. This can be expressed as

Precision = TruePositive
PredictedPositive (2.9)

The complementary measure is false discovery rate and it shows what fraction of
the predicted positive is part of the negative class. This can be expressed as

FalseDiscoveryRate = FalsePositive
PredictionPositive (2.10)

In ideal classifier the precision will be 1 and the false discovery rate will be 0.

• False Omission Rate and Negative Predictive Value. Negative predictive
value shows what fraction of the predicted negative are part of the negative class.
This can be expressed as

NegativePredictiveValue = TrueNegative
PredictedNegative (2.11)

The complementary measure is the false omission rate. This measure shows what
fraction of the predicted negative are part of the positive class. This can be
expressed as

FalseOmissionRate = FalseNegative
PredictedNegative (2.12)

In ideal classifier the negative predictive value is 1 and the false omission rate is 0.
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The both measures precision and negative predictive value show the fraction of the
corresponding prediction which is correctly classified. The measures false discovery rate
and false omission rate show the fraction of the corresponding prediction which is mis-
classified.

One way to measure performance is to use accuracy. This is the ratio of correctly
classified samples to all samples, Formula 2.13. The downsides of accuracy is that it
depends on the ratio of the positive and negative samples [82]. For example accuracy
of 0.5 on balanced data set is the worst possible accuracy, because this is equivalent to
assigning everything to the same category. On the same data set an accuracy of 0.9
would be considered an improvement, because minimum 80% of either class needs to be
classified correctly. However an accuracy of 0.9 on data set with 10% positive samples
can by achieved by simply assigning all samples to the majority class. This means that
the accuracy underestimates the miss rate, FN

CP .

A = TP + TN
CP + CN (2.13)

The issue with underestimating the miss rate can be addressed by using different way
to measure the classifier performance. Such measure is the f1-score [83] [84]

F1 = 2 precision ∗ recall
precision + recall (2.14)

This measure is designed to evaluate how well the minority class is represented by
binary classifier in unbalanced data set. Another way to address the issues with the
accuracy is by using a measure, called Area Under the Curve (AUC) [85], which represents
area under the Receiver Operating Characteristic (ROC) curve. The ROC curve can be
generated for every binary classifier, which has a probabilistic interpretation.

The ROC curve is defined as the pairs of (fallout, recall), measured for different values
of the threshold, applied on the ratio of probability of sample to come from positive or
negative class, τ (Formula 2.3). Formula 2.15 shows a formal definition of the ROC
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Figure 2.3: The orange
ROC curve is generated
by a perfect classifier
and the blue curve is
generated by the worst
possible binary classi-
fier. 0.0 0.2 0.4 0.6 0.8 1.0

0.0
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0.4
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0.8

1.0

Fall-Out

R
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curve.

ROC = {(fallout(τ), recall(τ))|τ ∈ R} (2.15)

A ROC curve of a classifier with the worst possible performance would be a diagonal
line between (0, 0) and (1, 1), which is the blue curve on Figure 2.3. A classifier with
the best possible performance would have a ROC curve, which consists of two straight
lines between (0, 0) and (0, 1), and between (0, 1) and (1, 1), which is the orange curve
on Figure 2.3.

The ROC curve is very informative measure of classification performance, however
when comparing two classifiers, some problems might occur. For example if all points
of one ROC curve is to the left and above all points of another curve, as in the case of
curve A and B in Figure 2.4 then clearly the classifier which generated the first curve has
better performance than the classifier which generated the second curve. In this case it
is said that curve A dominates curve B. However if the curves cross as in the case of
curve B and C in Figure 2.4, it is not clear which classifier has better performance.
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Figure 2.4: All points of
curve A are to the left
and above all points of
curve B, therefore curve
A dominates curve B.
However curve B and
C cross and cannot be
concluded which curve
represents better classi-
fication.

2.1.2 Choosing Threshold for Binary Classifier

After a classifier is constructed and a ROC curve is generated, a threshold, τ , needs to
be chosen in order for the classifier to be deployed and used. There are different methods
which can used to choose the threshold, such as maximising the accuracy, maximising
the f1-score, or choosing the point where the ROC curve intersects the diagonal line
between the points (0, 1), and (1, 0) [86].

To find out how these methods relate to one another, the accuracy, A, and the
f1-score, f1, are expressed in terms of fall-out x, recall y, and the ratio between positive
and all samples r+ = CP

CP+CN .

A(x, y, r+) = yr+ + (1− x)(1− r+) (2.16)

f1(x, y, r+) = 2yr
r+ + yr+ + x(1− r+) (2.17)

Figure 2.5 shows contour plots for accuracy and f1 score for balanced data set and
for data set where the positive class is 10 % of the data (r+ = 0.1). When unbalanced
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Figure 2.5: Contour plot of accuracy and f1-score as a function of fall-out and recall for
different ratio of positive to all samples.

data set is used, the f1-score has very low value when the recall is low, and the accuracy
can have high value when the recall is very low. However when the data set is balanced,
the accuracy accounts better for the fall-out.

If the ROC curve is smooth, then the point of highest accuracy/f1-score would
correspond the point, where the tangent to the curve is orthogonal to the gradient of
the accuracy/f1-score. However the curve is not smooth, and the tangent cannot be
calculated. In this case the highest accuracy/f1-score corresponds to the point of the
ROC curve, where the line orthogonal to the gradient of the accuracy/f1-score is closest
to the top left corner (0, 1).

In order to choose threshold for the binary classifier, the impact of false positives and
false negatives has to be studied. This is done by assigning a cost measure to each type
of error. If the cost of each type of error is combined with the probability of that error
to occur, the expected cost of the classification can be estimated. Then this cost can
be minimised with respect to the classifier threshold. This method is borrowed from the
utility theory [87, Chapter 16].

If the false positives have the same cost as the false negatives, it is desired to achieve
the same false positive rate (fallout) as the miss rate (1− recall). This is the intersection
of the line between the points (0, 1) and (1, 0), and the ROC curve [86]. In the case of
balanced data set, this point would correspond to the highest accuracy.
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In the case when the fallout and the miss rate have different cost, using accuracy
and f1-score is inappropriate. In such case the error rates can be weighted by their cost.
If `(x) is the label of sample x, then the fallout is the probability of negative sample
to be misclassified perr− = p (κ(x) = +|`(x) = −) and the miss rate is the probability
of positive sample to be misclassified perr+ = p (κ(x) = −|`(x) = +). Using these
probabilities the expected cost of errors can be calculated using Formula 2.18.

U = perr+cost(err+) + perr−cost(err−) (2.18)

Then the expected cost U should be minimised to pick the most optimal threshold.

2.2 Neural Network

Artificial Neural Networks (ANN) are computing systems, inspired by biological neural
networks. ANN are typically used for approximation of non-linear functions, Rn 7→ Rm.
Classification problems can easily be redefined as function approximation, therefore ANN
can be used for classification as well.

An artificial neural network can be represented as a directed graph, where the edges
are called connections and the nodes are called units. Units are usually organised in
layers, and the units within a layer only have connections to the previous layer, the
next layer or back to themselves (loops). Each connection is associated with a weight,
w ∈ R. Each unit has an activation function and a bias. It sums up all the input signals,
multiplied by the weight of the corresponding connection and adds the bias. This is
called activation potential. Then the activation potential is passed as the input of the
activation function. The output of the activation function is the output of the unit.

If there are no loops in the network, then it is called Feed-Forward Neural Network
(FFNN). This type of network typically handles independent and identically distributed
data. If there are loops in the network, then it needs to “remember” outputs of some
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Figure 2.6: Feed-
forward neural network
has a input layer,
one or more hidden
layers with non-linear
activation function and
a output layer. ...

...

Hidden Units

Input Units

Output Units

Connections

Activation

units until the next input is processed [88], [89], [90], [91]. Such networks are called
recurrent neural networks and can process data with correlation between the data points,
such as biological sequences [92] and speech [93], [94].

FFNN have an input layer, one or more hidden layers and an output layer, Figure 2.6.
Usually the layers are fully connected and the hidden layers have a non-linear activation
function. When some data is processed, the values of the input units are set to the
corresponding values of each dimension of the input data, and then these outputs are
passed forward to the hidden units and the output units.

The layers of the network can be numbered from 0 to L, where layer L is the output
layer, layer 0 is the input layer, and layers 1 to L−1 are the hidden layers. The activation
function for layer l is ψl : Rn 7→ Rn and is applied element-wise. The outputs of the
input layer are the same as the input to the network o(0) = x. The weights of each
layer l = 1..L are a matrix W (l) ∈ Rn×m, where the weight W (l)

ij is associated with
the connection between unit j from layer l − 1 and unit i from layer l. The biases are
represented by a vector b(l) ∈ Rm, where b(l)

i is the bias of unit i from layer l. The
activation potentials are represented as vector v(l), where v(l)

i is the activation potential
of unit i from layer l. Using these notations FFNN can be evaluated using the recursive
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formula

o(l) =


ψl(v(l)) if l 6= 0

x if l = 0
(2.19a)

v(l) = W (l)o(l−1) + b(l) (2.19b)

It is proven that ANN can approximate any function within a finite region with ar-
bitrary accuracy, provided that enough hidden units are used [95]. The approximation
works with any non-linear activation function, ψl, however experience shows that func-
tions which are symmetric around zero work better than non-symmetric functions [96],
[97]. Therefore in this project hyperbolic tangent will be used.

2.2.1 Training Algorithms

Supervised learning is a technique which tries to derive parameters θ of some model
f based on a set of pairs of inputs and outputs {x,y}. For example if the model f is
a neural network used as a classifier, the classified objects can be represented as real
vectors x ∈ Rn, and the outputs y will be the category.

The quality of the model parameters θ is measured by an error function E(θ), which
has low values for good parameters and high values for bad parameters. An example of
error function is the mean squared error

E(θ) = 1
N

N∑
n=1

(f(xn,θ)− yn)2 (2.20)

After the error function is defined, finding good parameters for the model f becomes
function minimisation problem. For the function minimisation can be used a class of
algorithms which use the gradient information. These algorithms find the minimum of a
function by starting at a random location in the input space and then use the gradient
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information to make a step downhill. Then they recalculate the gradient at the new
location and repeat the process.

The simplest gradient algorithm is called “gradient descent” and uses the information
of the first derivative to find the direction of the learning step. The learning process
can be interpreted as a particle θ, which moves trough the domain of the error function.
Frequently the particle is given mass, in which case the position of the particle can be
calculated by the formulas

vt = ωvt−1 + ε∇E (2.21a)

θt+1 = θt + vt (2.21b)

where ε ∈ (0, 1) is the learning rate and controls the size of the steps. Very large
steps will cause the algorithm to “jump over” the minimum and diverge. Very small
learning rate might take too long time to converge to the minimum. The parameter ω
controls the velocity of the particle. If the particle has no mass, then ω = 0. If velocity is
used when training neural networks, the performance of the network is improved, because
it helps the algorithm to escape saddle points. Frequently ω is in the range [0.7, 0.9].

Figure 2.7 shows the trajectories of a particle without mass, Figure 2.7a, and with
mass, Figure 2.7b. The algorithm was applied on the Michalewicz’s function [98],

f(x, y) = sin(x)sin
(
x2

π

)20

+ sin(y)sin
(

2y2

π

)20

(2.22)

In both cases the algorithm starts from the same point. When no mass is used the
particle travels north, then turns east and converges at the minimum. When mass is
used the particle oscillates around the minimum before convergence.

A major issue with this class of algorithms is that they get trapped in the local
minimum. Therefore, the gradient algorithms are very sensitive to the initialisation.
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Figure 2.7: The learning steps of gradient descent applied on the Michalewicz’s function
are plotted against the contour plot of the function. On the left is the trajectory gen-
erated by algorithm where the particle doesn’t have mass and the right is the trajectory
when mass is used.
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2.2.2 Gradient Descent for Neural Networks

The parameters of the neural network can be derived from a set input-output pairs,
(xn,yn), where n = 1..N and y ∈ RK , by using the gradient descent algorithm. The
error function can be defined as a sum of error of each sample

E = 1
N

N∑
n=1
En (2.23)

where n is the index over the training samples. Then the error of each sample can
be defined as a sum of errors of each dimension

En =
K∑
k=1

enk (2.24)

where k is the index over the dimensions of the output of the network. The function
enk has to express the discrepancy between the desired outputs, yn, and the actual
outputs of the network, o(L)n . For simplicity en will be abbreviated as e. An example
of error function is the squared distance

ek = 1
2
(
o(L)

k − yk
)2

(2.25)

Another example, which is useful in classification, is the cross-entropy. The outputs
of the network are interpreted as the probability of each class. The data is labelled using
1 of K labelling. If the class of sample xn is k′, then yk = 0 for k 6= k′ and yk′ = 1.
The negative log likelihood would result in the cross-entropy error function

ek = −yklog
(
softmax

(
o(L)

)
k

)
(2.26)

In this case there has to be a softmax layer after output layer, so that the outputs
of the network can represent probability of a class.

softmax (o)k = eok∑
k′ e

ok′
(2.27)
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After the error function is defined, the minimum point is found by following the
opposite direction of the gradient of the error function,

∆W (l) = ε
1
N

N∑
n=1

∆W (l)n (2.28a)

∆b(l) = ε
1
N

N∑
n=1

∆W (l)n (2.28b)

where ε ∈ (0, 1) is the learning rate and

∆W (l)n = − ∂En

∂W (l) (2.29a)

∆b(l)n = − ∂En

∂b(l) (2.29b)

In order to calculate the derivative of the error function with respect to each element,
the error needs to be propagated, backward through the network layers. The result of
the derivations are the recursive formulas

∂En

∂W (l) = δ(l)o(l−1)T (2.30a)
∂En

∂b(l) = δ(l) (2.30b)

δ(l) =


o(L)′ # e′ if L = l

o(l)′ #
(
W (l+1)Tδ(l+1)

)
otherwise

(2.30c)

e′k = ∂ek

∂o
(L)
k

(2.30d)

o
(l)
k

′
= ∂o

(l)
k

∂v
(l)
k

(2.30e)

The superscript n is omitted for convenience. This is the simplest gradient descent
algorithm for neural network. There are many variations of this algorithm. According
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to comparison of variations of gradient descent [99], the best performing algorithms is
ADAM [100], which is similar to RMSProp [101], however it also includes a momentum.

RMSProp

The difference between standard gradient descent and RMSProp (Root Mean Square
Propagation) is that gradient descent has the same learning rate for all parameters and
RMSProp has different rate for each parameter, based on the decaying average of the
magnitude of the previous gradients of that parameter. Since all gradient algorithms are
iterative, the iterations can be interpreted as discrete time. The algorithm would start
from initial point at time t = 0 and every iteration is an increment in time. If all the
parameters of the network at time t are represented as a vector θ(t), then the update
rule for parameter θi(t) is

θi(t+ 1) = θi(t)−
η√

µi(t) + ε

∂E
∂θi(t)

(2.31)

Where ε is a smoothing constant, typically in the range of 10−6, and µi(t) is the
decaying average of the gradient at time t

µi(t) = γµi(t− 1) + (1− γ)
(

∂E
∂θi(t)

)2

(2.32)

According to the authors of the algorithm, good values for γ = 0.9, and η = 0.001.

ADAM

Adaptive Moment Estimation (ADAM) is another algorithm which uses decaying
average to estimate the learning rate of each parameter. However it also keeps expo-
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nentially decaying average of previous gradients, similar to momentum.

m(t) = β1m(t− 1) + (1− β1) ∂E
∂θ(t) (2.33a)

µ(t− 1) = β2µ(t− 1) + (1− β2)
(
∂E
∂θ(t)

)2

(2.33b)

Where β1 and β2 are real numbers in the interval (0, 1). The algorithm is designed
to have larger gradients at the beginning of the training than the end

ˆm(t) = m(t)
1− βt1

(2.34a)

ˆµ(t) = µ(t)
1− βt2

(2.34b)

The update rule for the parameters of the neural network is

θ(t+ 1)i = θ(t)i −
η√

ˆµ(t)i + ε

ˆm(t)i (2.35)

The authors of the algorithm [100] suggest default values for β1 = 0.9, β2 = 0.999

and ε = 10−8

2.2.3 Choosing Initial Parameters

A common disadvantage of all gradient based methods is that they could converge
into local minima of the error function, which makes them very sensitive to the starting
point of the algorithm. For neural networks there are several methods which are designed
to avoid this problem.

Nguyen and Widrow

Nguyen and Widrow [102] suggest a method which is specifically designed for neural
networks with one hidden layer and non-linear activation function. A good choice for
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the activation function is the hyperbolic tangent

tanh(x) = ex − e−x

ex + e−x
(2.36)

The purpose of the algorithm is to set up the weights and biases, so that for each
input there would be at least one hidden unit, which is approximately linear. The tanh
is approximately linear in the range (−1, 1), therefore the activation potential vi needs
to be in this interval. The neurons should be distributed randomly across the input field,
therefore the directions weight vectors of each unit need to be random.

The algorithm assumes that the inputs are in the range of (−1, 1). If the network
has H hidden units and N input units, then the weights and bias of hidden unit i can
be initialised using the formulas

Ŵ ij ∼ N(0, 1) (2.37a)

W i,· = Ŵ i,·
H

1
N∣∣∣Ŵ i,·

∣∣∣ (2.37b)

bi ∼ U (− |W i,·| , |W i,·|) (2.37c)

where U(a, b) is uniform distribution in the interval (a, b) and N(µ, σ) is Gaussian
distribution with mean µ and standard deviation σ. The notation W i,· is the ith row of
matrix W , and |·| is the norm of a vector.

Xavier

Glorot and Bengio [103] designed an initialisation algorithm, which is appropriate for
deeper networks. The purpose of the algorithm is to preserve the variance of the input
signal, and the variance of the error back-propagation through the layers.

The algorithm assumes that the input data has mean 0, the derivative of the activa-
tion function ψ at 0 is 1, dψ(0)

dv
= 1, and the activation function is symmetric around 0.
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All the analysis is done with linear activation, however the paper also demonstrates that
the algorithm works well with tanh activation.

If n(l) is the number of units in layer l, then the Xavier initialisation sets the weights,
so that their variance is reverse proportionate to the sum of the input and output units.

V ar [W ij] = 2
n(l) + n(l−1) (2.38)

The authors suggest to use either Gaussian distribution or Uniform distribution. In
the case of Gaussian distribution each weight of layer l is generated by

W
(l)
ij ∼ N

0,
√

2
n(l) + n(l−1)

 (2.39)

and in the case of uniform distribution

W
(l)
ij ∼ U

[
−

√
6√

n(l) + n(l−1)
,

√
6√

n(l) + n(l−1)

]
(2.40)

2.3 Dimensionality Reduction

When classifying data, the more information the classifier is provided, the better
would be the classification. Therefore, frequently the raw data is classified directly,
instead of extracting features. For example when working with the MNIST data set
[104], some of the best classifiers [105], [106], [107] work directly with the raw images.

This approach has the advantage that avoids loss of information, because it doesn’t
extract features and provides all the information to the classifier. However there is a
disadvantage, the size of the training set required for training a classifier grows expo-
nentially with the number of dimensions of the data. This problem is commonly known
as the curse of dimensionality [108], [109] and can be addressed by using dimensionality
reduction techniques. These methods remove redundant dimensions, by projecting the
data to lower dimensional space.
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Figure 2.8: The eigenvectors of the co-variance matrix of a data set, which show the
directions of the largest variance.

2.3.1 Principal Component Analysis

Principal Component Analysis (PCA) [110, Chapter 12] is a way of removing cor-
relations in data and projecting it to lower dimensional space. The method calculates
the eigenvectors of the co-variance matrix of the data, re-orders them by magnitude of
the eigenvalues, and projects the data on the first several eigenvectors with the largest
eigenvalues. Typically, the number of components is chosen, based on the number of
eigenvalues that have sum of at least 95 % of the sum of all eigenvalues. This would
capture 95% of the variance in the data.

The method works with the assumption that the data is a linear combination of
“building blocks”, which are the principal components.

For example, if the data is 2 dimensional, xi ∈ R2, and the first and second dimension
have correlation, the method would be able to project the data on one dimension.
Figure 2.8 shows a data set generated by 2D Gaussian distribution and the direction of
the eigenvectors of the co-variance matrix. Each eigenvector is scaled proportionate to
its eigenvalue. In this case the data will be projected on the first eigenvector.
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Figure 2.9: The autoencoder is a feed-forward neural network with multiple hidden
layers. The number of units is symmetric with respect the central layer, which is called
“bottleneck”. The part of the network from the input layer to the bottleneck is called
encoder, and the rest is called decoder.

A limitation of the method is that it can capture only linear dependencies between
the dimensions of the data.

2.3.2 Autoencoder

Autoencoders are used for dimensionality reduction of non-linear data sets [111] [112].
The autoencoder is a feed-forward neural network with several hidden layers, and it is
symmetric with respect to the middle layer. The middle layer has lower number of units
than the input layer. The first part of the network until the middle layer is called encoder,
and the rest of the network is called decoder, Figure 2.9. The network is trained to learn
the identity operation. Since the middle layer has fewer units, a successful training of
the networks would achieve lower dimensional representation of the data.

If the autoencoder has one hidden layer, then the dimensionality reduction becomes
linear, and the network behaves like principal component analysis[113] [114]. Gradient
descent applied on deep networks does not work well, because the magnitude of the error
signal decays to zero, or becomes exponentially large, when it is propagated backward
through many layers [115]. If the signal becomes too small, the network cannot be trained
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in reasonable amount of time; if it becomes very large, it may cause the algorithm
to “overshoot”, which causes oscillations in the weights with increasing magnitude.
Therefore, if gradient descent is used on deep networks, it will produce the average
of the data[112]. Using meta-heuristic algorithms such as particle swarm optimisation
or genetic algorithm to train auto-encoders is not efficient due to the large number of
parameters to optimise.

Training Autoencoder

A good way to train autoencoder is by using gradient descent (GD) applied on
pre-trained network[112] [116] – Figure 2.10. During the pre-training for each layer,
a Restricted Boltzmann Machine (RBM) [117] [118] is created, so that the inputs to
the layer are the visible units, and the outputs are the hidden units. The hidden units
of each RBM are mapped to the visible units of the next one. The input units of the
autoencoder are the visible units of the first RBM, and the output of the bottleneck
layer are the hidden units of the last RBM. After the RBMs are trained, the weights of
the encoder part of the network are set to the weights of the RBM, and the weights of
the decoder part of the network are set to the transposed weights of the RBMs. The
visible biases are the biases of the encoder layers, and the hidden biases are the biases
of the decoder layer.

Boltzmann Machine

The Boltzmann machine is a stochastic fully connected neural network [80] [119]
[120]. The neurons of the Boltzmann machine are binary and can be either in state +1
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Figure 2.10: The autoencoder is trained by segmenting it into RBMs, training each
RBM on the input data, and then using the weights of the RBM as a starting point for
gradient descent.
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or in state -1. The network with N neurons is in a state x ∈ {−1,+1}N with probability

P (x) = 1
Z

e−E(x) (2.41a)

Z =
∑
x

e−E(x) (2.41b)

where Z is the partition function, which makes sure that everything sums up to 1,∑
x is a sum over all possible states of x, and E(x) is the energy function. The energy

function is defined as

E(x) = −1
2x

TWx− bTx (2.42)

where W is a symmetric matrix and b are set of biases.
The units of the network change states one at a time in a random sequence. This

update schedule is asynchronous.
The probability of unit k to be equal to +1, given the rest of the units is

P (xk = +1|xc) = P (xk = +1,xc)
P (xk = +1,xc) + P (xk = −1,xc) (2.43)

where xc is the states of all other units except from k. When these probability are
written in terms of the energy function and xk is substituted the probability becomes

P (xk = +1|xc) = 1

1 + e
2
(∑

i 6=kWkixi+bk
) (2.44)

This expression is the sigmoid function, σ(x), therefore the probability of unit k to
be +1 can be expressed as

P (xk = +1|xc) = σ

−2
∑
i 6=k

Wkixi + bk

 (2.45)

This rule can be used to update the units of the Boltzmann machine, because the
partition function Z, which is infeasible to evaluate, was cancelled out.
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Figure 2.11: RBM has hidden and visible nodes. Every hidden node is connected with
every visible node with a symmetric connection.

During the pretraining of auto-encoder are used restricted Boltzmann Machines in-
stead of fully connected Bolzmann machines. This network has two types of units which
are visible v and hidden h. Every visible units is connected with every hidden unit with
symmetric connections, Figure 2.11.

There are no connections between the hidden units and also there are no connections
between the visible units. This means that each visible unit is independent on all other
visible units and each hidden unit is also independent on all other hidden units. This
means that in the connection matrix W there are zeros along the diagonal and all
weights between any two visible units and any two hidden units. Having this assumption
the energy function can be expressed as

E (v,h) = −vTWh− aTv − bTh (2.46)

where W is the part of the matrix W from Formula 2.42 which connects the visible
with the hidden units, and a and b are the parameters in b from Formula 2.42 which
corresponds to the visible and hidden units.

Since there are no connections between the hidden units and between the visible
units, all hidden units can be updated at the same time with probability
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P (hk = +1|v) = 1

1 + e
2
(∑

j
WT
ik
vi+bk

) (2.47)

After the hidden units are updated the visible units can be updates as well with
probability

P (vk = +1|h) = 1

1 + e
2
(∑

j
Wkjhj+ak

) (2.48)

Training Restricted Boltzmann Machine

Pre-training step of the auto-encoder involves training RBMs. The RBMs defines
the probability of the observed in a similar way as the Boltzmann machine, however the
hidden units are marginalised out. This can be expressed as

P (v) = 1
Z

∑
h

eE(v,h) (2.49)

where Z is the partition function and ∑h is a sum over all possible states of the hidden
units.

The purpose of training and RBM is to minimise the negative log-likelihood over the
training data

arg min
θ

(−L(θ)) (2.50)

where

− L(θ) = −
N∑
n=1

log
∑
h

P (vn,h|θ) (2.51)

The derivative of Formula 2.50 with respect to parameter θi (weight or bias) is

− 1
N

∂

∂θi
L = 1

N

N∑
n=1

∑
h

P (h|vn) ∂
∂θi

E(v,h)−
∑
v,h

P (v,h) ∂
∂θi

E(v,h) (2.52)

103



The update rules for each parameter θi can be derived from the derivative of the
negative log likelihood function

∆θi = ε

〈E [− ∂

∂θi
E(vn,h)

∣∣∣∣∣vn
]〉N

n=1
− E

[
− ∂

∂θi
E(v,h)

] (2.53)

where the constant ε is the learning rate, 〈·〉 is the average over data set, E[·] is
expectation, and E

[
− ∂
∂θi
E(v,h)

∣∣∣v] = ∑
h p (h|v) ∂

∂θi
E(v,h). The summation over

all possible values of the visible and hidden nodes makes calculation of the updates
unfeasible. Therefore, RBM is trained using Contrastive Divergence (CD) [121] [122].
Contrastive divergence is a way to approximate the maximum likelihood approach by
calculating average over observed data and sampled data instead of the expectation.

The first expectation
〈
E
[
− ∂
∂θi
E(vn,h)

∣∣∣vp]〉
n

is approximated with the average over
the values of the derivative of the energy function for each data point where the values
of the visible units are set to the corresponding value of the data point and the hidden
units are samples, given the visible units.

The second expectation E
[
− ∂
∂θi
E(v,h)

]
can be approximated by setting the values

of visible units to each data point and sampling hidden units given the visible units and
then the visible units given the hidden units k times, Figure 2.12. Each sample can
be accepted according to the Monte Carlo Markov Chain (MCMC) rules. Since only
probability ratio needs to be calculated the partition function cancels out. According to
Hinton [122] only one step of sampling is enough to find the direction to minimise the
negative log-likelihood. So the approximate update for each parameter is

∆θi = ε

(〈
− ∂

∂θi
E(v(0)n,h(0)n)

〉
n

−
〈
− ∂

∂θi
E(v(k)n,h(k)n)

〉
n

)
(2.54)

where v(0) is the value of the visible units when set to the training data, h(0) the
value of the hidden units when sampled given v(0), and v(k) and h(k) are the values
of the visible and the hidden units after k samples. In contrastive divergence usually

104



...

Figure 2.12: The values of the visible units are set to a data point at time-step 0 v(0)n,
then the values for the hidden units h(0)n are sampled from the visible units. At time-
step 1 the values of the visible units v(1)n are sampled from the values of the hidden
units in the previous time step, h(0)n, then the values of the hidden units h(1)n are
sampled from the values of the visible units v(1)n. This is repeated k times.

k = 1.
Calculating the derivatives of the energy function, shown in Formula 2.46, and re-

placing in Formula 2.54 results in the update rules for the weight matrix W and the
biases a and b.

∆W = −ε
(〈
v(o)Th(0)

〉N
n=1
−
〈
v(k)Th(k)

〉N
n=1

)
(2.55a)

∆a = −ε
(
〈v(0)〉Nn=1 − 〈v(k)〉Nn=1

)
(2.55b)

∆b = −ε
(
〈h(0)〉Nn=1 − 〈h(k)〉Nn=1

)
(2.55c)

The learning is often more efficient if velocity α is introduced into the learning rules
[123]

θi(t+ 1) = v∆θi(t) + ∆θi(t+ 1) (2.56)

Continuous Autoencoder

When pre-training an auto-encoder, the units of the RBM need to be continuous.
Also the activation function of the hidden units of the RBMs needs to be the same as the
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activation function of corresponding hidden layer of the encoder part of the autoencoder.
Similarly the activation function of the visible units of the RBMs needs to be the same
as the activation function of the corresponding hidden layer of the decoder part of the
autoencoder. The activation function used in this project is the hyperbolic tangent
function, Formula 2.57.

Tanh(x) = e2x − 1
e2x + 1 (2.57)

With continuous units randomness can be added by adding random value drawn from
Gaussian distribution with mean 0 and standard deviation σ to each unit before applying
the activation function.

The Tanh function is chosen over sigmoid, because it is symmetric around zero,
which makes the training easier [96], [97].

After the autoencoder is constructed by using the trained RBMs, it is trained using
error back-propagation.

An autoencoder was used to compress non-linear data, Figure 2.13. The data was
generated by adding Gaussian noise to the sin function. The figure shows compression
and reconstruction done by the autoencoder and by principal component analysis (PCA).
The PCA failed to capture the non-linear nature of the data and mapped all data points
to a line, while the autoencoder learned the sin curve, managed correctly to reconstruct
the data and ignored the Gaussian noise.

2.4 Kolmogorov-Smirnov Test

The Kolmogorov-Smirnov (KS) test checks if a set of one dimensional data points,
D = {di} , di ∈ R, i = 1..n comes from a given probability distribution, f(x), [124].
The test returns a p-value where the null hypothesis is that the data set comes from the
suggested probability distribution. A low value of the test would suggest that the data
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Figure 2.13: The original data (green dots) is compressed to one dimension and then
reconstructed with autoencoder (orange dots), and PCA (blue dots).

set D does not come from f(x).
First the KS test estimates the empirical Cumulative Density Function (CDF), F̂D(d),

of the process which generated the data set D

F̂D(d) = 1
n

n∑
i=1

I(di < d) (2.58)

where I return 1 if the argument is true and 0 otherwise

I(x) =


1 if x = true

0 otherwise
(2.59)

Then it finds the largest difference between the empirical CDF and the CDF of the
suggested probability distribution, FX(x)

M = max
−∞<x<∞

∣∣∣F̂D(x)− FX(x)
∣∣∣ (2.60)

After the largest difference between the empirical CDF and the suggested CDF is
found the KS test converts this difference to a p-value using the formula
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P = QKS

((
√
n+ 0.12 + 0.11√

n

)
M

)
(2.61)

where QKS is complement of the CDF of the Kolmogorov-Smirnov distribution,
QKS = 1− FKS(x), and

FKS(x) = 1− 2
∞∑
j=1

(−1)j−1e−2j2x2 (2.62)

This series converges very quickly so only few of the terms are enough to estimate
an approximate value for FKS(x).

It is possible to use the KS test to check if two data sets, X = {xi} , xi ∈ R, i =

1..nx and Y = {yi} , yi ∈ R, i = 1..ny, come from the same distribution. In this case
both CDFs, F̂X(x) and F̂Y (x), have to be calculated like in Formula 2.58. Then the
largest difference between the two CDFs is calculated by

M = max
−∞<x<∞

∣∣∣F̂X(x)− F̂Y (x)
∣∣∣ (2.63)

The largest difference between the two CDFs is converted to a p-value with the
formula

P = QKS

((
√
ne + 0.12 + 0.11

√
ne

)
M

)
(2.64)

where ne is the effective number of data points,

ne = nxny
nx + ny

(2.65)

.

2.5 Applications of Machine Learning to Single Molecule

Analysis

Deep learning algorithms provide very high degree of flexibility and therefore allow
solving of complex problems when large dataset sets are available. Naturally this allowed
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scientists to successfully apply deep learning algorithms to various problems in super-
resolution microscopy.

2.5.1 Super-Resolution

For STORM to work it requires to fit a model of PSF, usually a Gaussian fit, on a
diffraction limited spot which is generated by a single emitter. Usually statistical tests
are employed to verify that the PSF is generated by a single emitter. The stochastic
switching provides diffraction limited images with well separated single emitters, however
there is a requirement for low density labelling to reduce co-occurrences. Deep learning
was successfully to mitigate this problem, thus increasing the emitter density.

Nehme et al, who developed an extension of STORM, called Deep Storm [125].
DeepSTORM uses deep learning to produce resolved images from input diffraction lim-
ited images, which allows to process frames where there are overlapping emitters, and
therefore overcoming the requirement for low emitter density. The methods uses the
stochastic switching of emitters in STORM to reduce overlap and allow for even higher
emitter density, average of around 6 emitters

µm2 . The method works by training a deep fully
convolutional neural network to produce resolved images from diffraction limited images.
The network was trained and verified by a simulated dataset, where the emitter positions
were known in advance. The same authors extended the method for 3D localisation,
DeepSTORM3D [126]. The method used the Tetrapod PSF [127] to extract the depth
information and can work with overlapping PSFs.

A similar approach to DeepSTORM is the work by Speiser and Müller, which is
called DEep COntext DEpendent (DECODE) [128] [129]. In this approach they use a
deep neural network, based on UNet, to predict the locations of the emitters in high
density diffraction limited image. However, they also predict the probabilities an emitter
to exist in each pixel, it’s intensity, the exact coordinates of the emitter with respect of
the centre of the pixel, and the uncertainties in the positions of each emitter and it’s
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intensity. Their network can integrate information over several frames, to take advantage
of the sequential nature of the problem, and uses custom build error function. As with
the previous work it is also trained on simulated data. The authors claimed that their
work outperformed the other contestants on 12 out of 12 datasets from the 2019 SMLM
challenge [130].

Another direction for improvement is exploiting the context sensitive properties of
the neural networks to reconstruct super-resolution images from much fewer frames in
STORM, therefore improving its temporal resolution.

Ouyang et al. used deep neural network to obtain a super-resolution image from a
diffraction limited image [131]. This approach exploited the structural redundancies in
the most of the biological images to reconstruct the super-resolution image from up to
two orders of magnitude fewer frames than usually required by PALM or STORM. The
spatial resolution of the images ranged from 20nm to 2nm.

Gaire et al. used deep learning to improve the speed multicolour STORM [132].
The method first images samples and uses STORM to find localisations from 104 im-
ages. This problem can be reformulated as image in-painting task, at which deep neural
network have been very successful [133], [134], [135], [136], [137]. Then a deep convo-
lutional network was trained to reconstruct the localisations from much fewer diffraction
limited images, 300 - 1000, and thus allowing for much higher temporal resolution. This
method was trained on different structures such as microtubules, mitochondria, and per-
oxisome. Using the deep neural network’s ability to extract, remember and generalise
over structures in images means that the results might depend on the structure imaged
and lead to bias in case of localisation of randomly placed emitters or different structures.

Another problem which was successfully addressed by machine learning algorithms
is detection of diffraction limited spots. The machine learning approach redefines this
problem as a classification problem, where it tries to minimise the false positives and
false negatives.
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Colabrese et al. approached the diffraction limited spot detection as a classification
problem [138]. They used support vector machines (SVM) to determine whether each
pixel is a centre of a diffraction limited spot or not. After that they used a Gaussian
fitting to determine the sub-pixel localisation. This algorithm was tested on simulated
data from the 2013 IEEE ISBI SMLM challenge [139] where it achieved 87.2% on the
Jaccard metric, TP

TP+FP+FN .
Cascarano et al. use deep learning for single molecule localisation [140], however

they extend the method by making use of the CEL0 reguliser [141]. The new approach
provides a parameter free solution, which is more flexible and showed improved results
on the datasets from the 2013 IEEE ISBI SMLM challenge [139]. The performance
was measured in terms the Jaccard metric TP

TP+FP+FN , which had best score of 61.48%,
sensitivity TP

TP+FN , 70.12%, and specificity TP
TP+FP , 99.96%.

2.5.2 Semantic Segmentation and Instance Detection

In biological studies frequently structure identification is required after imaging.
Sometimes this is done manually, however it is very time consuming task and the field
would benefit from automation. The task of biological structures identification and
tracking can be approached as semantic or instance segmentation task.

Ronnenberger et al. developed fully convolutional network for semantic segmentation
of biological images, called UNet [142]. The network outperformed other methods for
segmentation of neuronal structures in electron microscope stacks. It also used for cell
segmentation in light miscroscopy and it won the 2015 ISBI cell tracking challenge.

Schmidt, Weigert et al. developed a instance segmentation algorithm for detecting
highly crowded cell nuclei in 2D and 3D [143] [144]. The method is based on UNet
architecture and can detect individual instances. However, unlike Mask R-CNN it doesn’t
use axis-locked bounding boxes but star-convex polygons instead. This change avoids
the problem with overlapping instances and can work with images with high density. The
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method was compared with the Mask R-CNN method and it outperformed it, regardless
that it uses simpler and easier to train architecture.

In another development by Hollandi et al. used instance clustering to find nuclei of
cells [145]. This method used Mask R-CNN to find the approximate sizes of the nuclei
of the cells. Then resizes the cells so that all of the cells can have approximately the
same size nuclei and again Mask R-CNN architecture is used for instance segmentation.
Finally the boundaries of the segmented nuclei are refined using UNet architecture. The
method uses style transfer based on conditional GANs for data augmentation.

2.5.3 Image Enhancement

Single molecule localisation methods can achieve increased resolution if the diffraction
limited images are pre-processed appropriately. Deep learning has been successfully
applied to image denoising [146] and background removal.

Möckl et al. used deep learning to remove structured background from the PSF
neighbourhood [147]. The method works by training a deep neural network, based on
the UNet, to predict background only, when supplied with an image of the PSF together
with the background. Then the background estimate was subtracted from the original
image to obtain just the PSF without the background. The network was trained on
simulated data with different PSF shapes. The experiments included the standard open
aperture PSF, the double-helix PSF, and the Tetrapod PSF to test the suitability for 3D
microscopy. The experiments also included a random PSF to test the performance on
non-symmetric shapes. The methods managed to improve substantially the localisation
precision.

Weigert et al. used UNet architectures to different single molecule related tasks
[148] by exploiting the ability of the deep networks to remember biological structure.
The method is called content-aware image restoration (CARE). One of the problems
they tackled with the encoder-decoder architecture is the image denoising. They used
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a microscope with two lasers to acquire images with high and low signal to noise ratio
of the same sample. Then they used the deep network to reconstruct the high signal
to noise images from the low signal to noise images. Another problem they wanted
to address was enhancing the axial resolution of microscope images. That was done
by taking 2D images and modifying them through realistic simulations to represent PSF
distortions and then trained the CARE network to find the depth from the FPS distortion.

Wang et al. used deep learning to enhance diffraction limited images from confo-
cal microscope [149]. Their work uses pairs of experimentally acquired high resolution
images and low resolution images to train generative adversarial networks (GANs). The
resulting network was general enough to enhance resolution of different microscope set-
ups. The algorithm transformed images acquired by a wide-field microscope using a
10×/0.4-NA objective into images which matched the resolution that can be achieved
by 20×/0.75-NA objective. The same algorithm then enhanced a diffraction limited im-
ages acquired by a STED microscope by improving the PSF size from 290nm to 110nm.

2.5.4 Other

Apart from single molecule localisation, machine learning has been used to aid
molecule structure identification through single molecule nano-pore sensing [150] (SM-
NPS). In SMNPS two containers are connected trough nano-pore with diameter of few
nanometres and filled with liquid. Then an electrical field drives charged molecules trough
the nano-pore. When the electric current is measured at the time of the molecule passing
trough the nano-pore the value would follow a pattern specific for a particular structure.
In this work detecting these patterns before analysis was done using convolutional neural
network. The advantage over other algorithms used in the field for SMNPS is that this
method is non-parametric and doesn’t require supervision.

Another successful application of deep learning to single molecule microscopy is
extracting particle traces from kymographs. Jakobs et al. presented a software package,
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called KymoButler, which extracts particle traces from kymographs automatically [151].
The package can handle particles which disappear, reappear, merge, cross each other’s
path, move in any direction, change speed, immobilise, and reverse direction. For this
purpose the package uses deep fully convolutional neural network, based on the UNet
architecture.

Ounkomol et al. used a UNet based architecture to generate fluorescence from trans-
mitted light images [152]. The same method is also able to predict immunofluorescence
images from electron micrograph inputs. The method works by training a UNet archi-
tecture on a pairs of input and output images, where the inputs are transmitted light
images and the outputs are fluorescence images.

2.5.5 Software Products

Sometimes it can be hard for biological teams to put together the entire tool-chain
for training and verification of deep learning models. Therefore, a team lead by G.
Jacquemet and R. Henriques created a could based software called ZeroCostDL4Mic
[153]. This software can be accessed through a web interface and provides the hardware
and software support for training a wide variety of architectures for different microscopy
related tasks, such as semantic segmentation, super-resolution from diffraction limited
images, image denoising, and image to image translation. The software is organised as
Jupyter notebooks and contains number of architectures, which are trained for different
tasks and are also available for training on user specific task from scratch or using transfer
learning:

• Super-resolution. For this task the DeepStorm architecture is implemented and
trained [125].

• Semantic segmentation and object detection.

– UNet [142]
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– StarDist [143] [144]

– YOLOv2 [154]

• Denoising

– CARE [148]

– Noise2Void [146]

• Image 2 Image translation

– Cycle GAN

– pix2pix

– fnet

2.5.6 Shortcomings of Deep Learning Algorithms

While successfully applied to many applications, the deep learning algorithms have
shortcomings. It is important these to be known during integration into a microscope
data processing tool-chain, so they can be addressed appropriately.

In general all deep learning methods for single molecule localisation are susceptible to
introducing bias in case they are trained on structured data and then deployed to analyse
random data or data with different structure. This issue is called the hallucination
problem [155]. A good example for such problem was provided by Belthangady et.
al. [156] where they showed that if UNet was trained to reconstruct degraded images
of English words it works fine when an English word is reconstructed. However, if
it was trained to reconstruct symbols of different alphabet, it fails to provide correct
reconstruction.

Another issue with the neural networks is the generalisation ability. In case the
training set is incomplete or too small the neural network will “remember” the training
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set and would perform poorly on a novel data. Such issues can be addressed by using
the dropout technique or L-regularisation.

Deep networks can become very sensitive to the inputs to the point where impercep-
tible perturbations of the input can case dramatic changes to the output, the adversarial
fragility problem [156]. Synthetically adding noise which can be expected in a real word
data can help mitigate such problems. Other techniques involve modifying the error
function to include the norm of the derivative of the neural network with respect to the
inputs, like in contractive auto-encoders [157]. Lower norm of the derivative value would
mean that the network would be less sensitive to the input changes.
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Chapter 3

Simulations

Simulated tracks are good way to verify that the algorithms work as expected, be-
cause the ground truth is known. Simulations are used in Chapter 4 to evaluate the
quality of level detection algorithms, Chapter 5 to verify that the data representation
can distinguish between analysable and non-analysable tracks, and Chapter 6 to verify
the new track selection process.

This chapter provides a detailed description of all of the simulations used in this
project. It shows details about the implementation of the simulations, provides justifi-
cation for different choices and shows how the simulation parameters are deduced.

The chapter starts with Section 3.1 where a description of the imaging process is
provided. Then Section 3.2 describes the architecture of the EMCCD and explains the
different sources of noise. Section 3.3 describes the model of the point spread function of
the microscope and the noise model of the sensor. Section 3.4 shows how the simulation
parameters are chosen and Section 3.5 provides details of the implementation of the
simulations. Finally Section 3.6, Section 3.7, and Section 3.8 describe the set-ups and the
use-cases for the simulations used in chapters “Level Detection”, “Track Classification”,
and “Refining Track Selection Process”.
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Figure 3.1: Imaging process in FLImP.

3.1 Imaging Process

During the imaging process the fluorophores in the sample are excited with a laser,
and they emit light with some frequency. Photons from the light sources (fluorophores)
are absorbed by the pixels of the detector, electron multiplier charge coupled device
(EMCCD), where they are converted to electric charge. This charge is then converted
to a voltage, which is read out then sent to analogue to digital converter and stored as
integer value, called image count, Figure 3.1. This process generates noise, which has
to be modelled by the simulation.

The simulation starts with the position of a fluorophore, then models the point spread
function, which determines how many photons are expected to arrive in each pixel for
the duration of the frame. Then based on the expected number of photons for each
pixel and the EMCCD parameters it adds noise to generate the image counts for each
pixel. Then these images can be processed by Quincy and analysed by FLImP the same
ways real microscope images are handled.

118



3.2 EMCCD Architecture and Sources of Noise

The first step of the imaging process is converting photons into electrons [158]. This
process happens in a device called phototransistor. A diagram of a phototransistor is
shown on the left-hand side of Figure 3.2. It consists of a region of p-type semiconductor,
a layer of non-conductive material (SiO2), and metal electrode. This structure is also
called MOS capacitor. The semiconductor side is connected to the ground and positive
electrical pressure is applied to the metal electrode.

When a photon arrives at the photogate it creates electron-hole pair. The hole
disappears into the ground and the electron is attracted to the positive charge and is
stored at the semiconductor region. The probability of this event to occur is called
quantum efficiency.

In the p-type semiconductor region of the MOS capacitor sometimes there are free
electrons without a photon arrival. The probability of free electrons to occur is propor-
tionate to the temperature. These electrons are called spurious charge and can cause
dark current to occur in devices such as diodes. The spurious charge is considered to
be part of the noise in the system.

These phototransistor are arranged into CCD array, so that the charges can be moved
through the array into a readout register. This process is controlled by changing the
electrical pressure at the gates. This is shown in the middle and the right of Figure 3.2.

After the electrons are moved to the read-out register they are moved to electron

multiplier device, left hand side of Figure 3.3. This device works on the principle of
impact ionisation. In this process a high electrical pressure is applied, which accelerates
the electrons. When they collide with a molecule from the semiconductor they transfer
part of their kinetic energy to another electron which becomes a free electron. This
way the charge carriers multiply in an avalanche process. The ratio of input to output
electrons in such device is called EM gain.

After the electrons go through the EM register they are converted to voltage, right
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gates (middle), and the CCD array (right) [158].
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Figure 3.3: Electron Multiplier Register (left) and electrons to voltage converter (right)
[158].

hand side of Figure 3.3, where the voltage is linearly dependant on the number of
electrons. During this process there is a read out noise.

The voltage then goes through analogue to digital converter, where it is assigned
an integer number. The digital number, referred to as image value has 14 bits, which
means there are 214 distinct image values. The number of electrons per one image count
is called Analogue/Digital factor.
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Figure 3.4: A simulated diffraction limited spot before adding noise (left) and after
adding noise (right).

3.3 Diffraction Limited Spot

Simulation of a track starts with simulating background and diffraction limited spot.
The background has uniform intensity. The diffraction limited spot is approximated with
the Gaussian function. More realistic model of the diffraction limited spot is the Airy
disk, however Gaussian approximation is close enough and it is used in FLImP [62] and
other single molecule simulations[159].

The Gaussian profile is scaled so that it has maximum value of 1. Then in each
simulation this is multiplied by the brightness of the fluorophore, measured in photons
per frame. For example if the fluorophore has brightness of 60 photons per frame, the
highest value of the diffraction limited spot is 60.

The left hand side of Figure 3.4 shows an image of diffraction limited spot and
background before adding the noise.

3.3.1 Microscope Noise

When images are generated before adding the noise the each pixel value is the
expected number of photons for that pixel. Then a noise model for the EMCCD is used
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Parameter Meaning Value Units

q quantum efficiency 0.92 electrons per photon

c spurious charge (dark current and clock
induced charge)

0.02 electrons

g gain of EM 250 dimensionless

r read out noise 50 electrons

f Analogue/Digital factor 12.7 electrons per image value

Table 3.1: EMCCD parameters and their values for a FLImP experiment [160]

to estimate the image values [160]. The value of each pixel is a random sample drawn
from the probability of image counts, x, given the EMCCD parameters, (q, c, g, r, f),
and the expected number of photon, nph, for that pixel

p (x|q, c, g, r, f, nph) = 1√
2πr

e−λ−
(fx)2

2r2 + e−λ−
fx
g

√
λ

fxg
I1

(
2
√
λfx

g

)
(3.1a)

λ = nphq + c (3.1b)

where I1 is modified Bessel function of first kind, which can be expressed as

I1(x) = x

2

∞∑
j=0

(
x2

4

)j
j!Γ(j + 2) (3.2)

The noise model, Equation 3.1a, consists of a sum of two exponential terms. The
first exponential term models the readout noise and the A/D converter. The second
exponential term models the process of conversion of photons in the CCD array and the
process of the signal amplification in the EM register.

The EMCCD parameters meaning and their values for a FLImP experiment are given
in Table 3.1.

122



3.4 Fluorophore and background intensity

To generate a simulated frame the fluorophore and background intensity need to be
specified. Choosing such intensities can be done by simulating tracks which start with
region with two active fluorophores, followed by a region with one active fluorophores
and comparing the track intensities with the intensity of real tracks. The real tracks
which were compared to the simulations are tracks selected during year 2014 for papers
publishing the results of FLImP experiments. Figure 3.5 shows kernel density estimation
of the distributions of the signal to noise ratio when only one fluorophore is active
for simulated track with different brightness and real tracks. Figure 3.6 shows the
kernel density estimation of the intensity of tracks when only one fluorophore is active
for simulated and real tracks. Based on the distributions shown on these figures the
fluorophore brightness can be set to 60 photons. It is also possible to set fluorophores
with higher brightness, for example 120, when higher signal to noise ratio is desired.
When simulating fluorophore which is deeper in the cell it is possible to user lower than
60 values such as 30. Such values can be used to test the level detection algorithm or
the FLImP filter.

Figure 3.7 shows the kernel density estimation of the distribution of background for
simulated tracks and tracks processed during 2014. Based on these distributions, the
background intensity can be set to 30, which is the value used for the most of the
simulations.

3.5 Implementation

The code which generates the simulated images is implemented in “Wolfram Math-
ematica” version 11.3. Then the images are processed by Quincy, which does feature
detection and tracking. The tracks generated by Quincy are read by code written in
c++ and exported to a database, “PostgreSQL”, from where they can be imported into
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Figure 3.5: Kernel density estimation of the distribution of the signal to noise ration for
level 1 of simulated and real tracks.
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Figure 3.6: Kernel density estimation of the distribution of the intensity when only one
fluorophore is active for simulated and real tracks.
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Mathematica for experiments such as feature extraction, classification, level detection
and so on. This process is shown in Figure 3.8

The simulations typically are square image of 100x100 pixels. The size of each pixel
is assumed to be 160nm, which is the pixel size in the FLImP data sets. Unless otherwise
states in one such image there are 9 diffraction limited spots organised in a grid of 3x3,
where each diffraction limited spot is separated with 25 pixels from each neighbour or
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Raw Images Quincy Tracks
Database
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Figure 3.8: Simulation processing pipeline
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Figure 3.9: Typical
frame has 9 diffraction
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the end of the image, Figure 3.9.
Each diffraction limited spot in a frame can be generated by one or more fluorophores.

Each fluorophore can be either in emitting or non-emitting state. When generating a
data set, there are many frames generated as a movie. The states of the fluorophores
in each frame can be set manually or by Markov chain. Usually all the fluorophores in
a frame are in the same sate. Therefore, in a data set all tracks go trough the same
states, and the only difference is the noise.

Image counts are drawn from the noise model by the library RandomVariate from
the Mathematica framework.

Since the image counts are dependant on the brightness of each pixel, each image
value has to be drawn from separate distribution. This includes numerical integration to
calculate the cumulative density function, which has to be inverted. This is expensive
operation, which makes simulations very slow, especially if it has to be repeated for each
pixel in each image. If an experiment has 400 frames and each frame has 100x100 pixels
this means that there has to be drawn 1 random value from 4 ∗ 106 distributions.

This process can be optimised, because many pixels have the same values. For
example the pixels at equal distance from the centre of the PSF are with the same value
(in photons). Also frames which have the same states of the fluorophores are identical.
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Therefore, a map is used, where each key is image value in photons and the value is list
of random samples for this photon counts.

3.6 Level Detection

Simulated tracks are used for training a level detection algorithm and also testing
the performance of 3 level detection algorithms.

Each simulated track contains 3 fluorophores. One of these fluorophores is always
in emitting state until the end of the track, when it goes to photobleached state. The
states of the other two fluorophores are determined by a Markov chain with three states,
which are emission, dark, and photobleached. Each track is long 400 frames. After the
end of each track there are 20 frames where all of the fluorophores are not in emitting
state.

There are 3 types of tracks generated by a Markov chain.

• Large intensity change. In this data set the fluorophores are bright enough so that
there is large intensity change, compared to the level noise, during transitioning
to dark or photobleached states. The fluorophore intensities are 60, 120, and 80
photon per frame. The last fluorophore is always on until the end of the track.
The probability of state transition for the Markov chain are shown in Table 3.2.

This type of tracks are easiest for the level detection algorithm to process. Example
of this type of tracks is shown in Figure 3.10

• Small intensity change. In this data set one of the fluorophores is assumed to be
deeper in the cell so it is very dim. The fluorophore intensities are 30, 80, and 80
photons per frame. The last fluorophore is always on until the end of the track.
The probability of state transition for the Markov chain are shown in Table 3.2.

This set of tracks produces small intensity changes, which are easy to mistake for
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Figure 3.10: Example of a tracks used for the training set which has large intensity
changes.
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Figure 3.11: Example of a track used for the training set which has small intensity step.

noise. Example of this type of tracks is shown in Figure 3.11

• Short levels. This data set has tracks which have quick transition between states,
resulting in very short levels. The fluorophore intensities are 60, 120, 80 photons
per frame. The last fluorophore is always on until the end of the track. The
probabilities of state transitions for the Markov chain are shown in Table 3.2.
Example of this type of tracks is shown in Figure 3.12.
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Figure 3.12: Example of a track used for the training set which has short levels.
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To Emission To Dark To Photobleach

Large Int. Change,
Small Int. Change

From Emission 0.98 0.018 0.002
From Dark 0.02 0.98 0

From Photobleach 0 0 0

Short Levels
From Emission 0.92 0.078 0.002

From Dark 0.08 0.92 0
From Photobleach 0 0 0

Table 3.2: Transition probabilities for Markov Chain used to generate simulated tracks
for level detection.

3.7 Track Classification

The experiments in Chapter 5 require classification of simulated tracks to make sure
that the data representation and the classifier used in that chapter are appropriate for
distinguishing between analysable and non-analysable tracks.

There are 2 types of analysable tracks. The first type starts with zero intensity for
20 frames. Then one fluorophore is active, which creates level 1, after which another
fluorophore becomes active, which creates level 2, and both fluorophore are active until
the end of the experiment.

The other type of positive track starts with both fluorophores active, level 2, then one
of them becomes dark and only one is active, level 1. After that the second fluorophore
becomes dark and there are no active fluorophore for 20 frames.

Both types of tracks are generated with levels of 50 frames each and 100 frames
each. On the top of Figure 3.13 is shown track which starts with level 1 and on the
bottom of the figure is shown track which starts with level 2. The extrapolated regions
are shown in red.

In the positive data sets both fluorophores have intensity of 80 photons per frame
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Figure 3.13: Simulated analysable tracks. Level 1 is first in the top track and level 2 is
first in the bottom track.

(This is the highest value of the PSF) and the background has intensity of 30 photon.
In the set of negative tracks there are 9 different types. Each type violates different

requirement of the track selection criteria. There is a separate data set for each type
of tracks. In a data set there are 9 tracks of the same type. In each data set the
background intensity is 30 photons per frame.

• Step Ratio This data set simulates fluorophores at different depth. Each track is
generated by 2 fluorophores in level 2 and one fluorophore in level 1. The tracks
start with level 2, which lasts for 100 frames, followed by level 1, which lasts for
100 frames, and then followed by 20 frames in which no fluorophore is active.

The distance between the two fluorophores for each track range from 5 to 45nm
at intervals of 5nm.

The fluorophore which photobleaches second, fluorophore 2, has intensity of 80
photons per frame at the centre of the PSF. The intensity of the fluorophore
which photobleaches first, fluorophore 1, is calculated as a coefficient multiplied
by the intensity of the first fluorophore, α∗80, where α ∼ N(0.5, 0.1) for 4 tracks
and α ∼ N(1.7, 0.1) for 5 tracks. Figure 3.14 shows an example of a track in
which fluorophore 1 has larger intensity (it is closer to the sample surface) than
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Figure 3.14: Simulated tracks in which the fluorophores are at different depth.

fluorophore 2 (top) and an example of a track in which fluorophore 1 has smaller
intensity (it is deeper in the sample) than fluorophore 2 (bottom).

• Additional Fluorophore In this type of tracks there is an additional fluorophore in
the diffraction limited spot. There are two cases for this data set. The first case
there is small intensity for 3 frames before level 1, then follows level 1 and then
follows level 2. The second case there is level 2, followed by level 1, which is
followed by 3 frames with small intensity. In these tracks there are 3 fluorophores
in level 2 and two fluorophores in level 1. Level 1 and level 2 last for 100 frames
each.

The fluorophores which photobleach in level 2, fluorophore 2, and level 1, fluo-
rophore 1, have intensity of 80 photons per frame. The additional fluorophore
has random intensity drawn from uniform distribution between 20 and 40 photons,
U(20, 40). The distance between fluorophore 1 and fluorophore 2 is 10nm and the
additional fluorophore is in the middle between the two fluorophores. Figure 3.15
shows an example of two tracks in this data set.

• Extrapolated Intensity In this type of tracks the extrapolated intensity after (or
before) the track is different from zero. There are two cases for this type. The
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Figure 3.15: Simulated tracks in which there is an additional fluorophore.

first case the track starts with level 1, then follows level 2 and the second case the
track starts level 2 and then is level 1. Level 1 and level 2 last 100 frames each.

There are 4 tracks in which there is additional fluorophore in the diffraction limited
spot. In these tracks the fluorophores which photobleach in level 2 and level 1
have intensity of 80 photons per frame and the additional fluorophore, which is
in the middle between the other 2 fluorophores, has intensity drawn from uniform
distribution between 5 and 7 photons per frame. These tracks have extrapolated
intensity larger than zero.

The other 5 tracks in the data set have neighbouring fluorophore which has inten-
sity drawn from uniform distribution between 80 and 90 photons per frame. The
neighbouring fluorophore is 4 pixels away from the two centre of the diffraction
limited spot which generated the track. When these tracks are extrapolated the
intensity is lower than 0. On Figure 3.16 is shown extrapolated intensity larger
than 0 on top and smaller than 0 on the bottom.

• Interruptions In this type of tracks the fluorophores switch on and off more fre-
quently than usual. The states of the fluorophores in this type are generated by a
Markov chain. The tracks in one data set have the same states of the fluorophores
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Figure 3.16: Extrapolated intensity from tracks with additional fluorophore (top) and
neighbouring fluorophore (bottom).

to E to D to P

from E 0.95 0.045 0.005

from D 0.2 0.8 0.0

from P 0.0 0.0 1.0

Table 3.3: The state transition probabilities of the Markov chain used to generate the
states of the fluorophores for tracks of type Interruption.

and only differ by the noise. The tracks between different data sets have different
states of the fluorophores. Each fluorophore can be in either emitting state (E ),
dark state (D) or photobleached (P). The probabilities used for the Markov chain
are shown in Table 3.3.

An example of track of this type is shown on Figure 3.17

• Level 1/2 Gap Intensity The tracks from this type have a gap between level 1 and
level 2 of 3 frames with intensity which is different from the levels. In a data set
in 3 of the tracks the intensity of that gap is higher than level 2, in the next 3
tracks it is between level 2 and level 1 and in the last 3 tracks it is lower than
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Figure 3.17: Example of a track in which fluorophores change states too frequently.
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Figure 3.18: Example of a track which has gap between level 1 and level 2 the intensity
of the frames in the gap is different from the intensities of level 1 and level 2.

level 1. The fluorophores which photobleach in level 1 and level 2 have intensities
of 160 photons per frame. The levels are 100 frames long. The distance between
the fluorophores in level 1 and 2 is 10nm. Figure 3.18 shows an example track of
each case.

• Neighbour The tracks from this type have a fluorophore in the neighbourhood.
The neighbouring fluorophore is 5 pixels away in a random direction from each
track. The separation between the fluorophores in each track is 10nm and the
levels are 100 frames long. The intensity of the fluorophores in each track are 80
photons per frame and the intensity of the neighbouring fluorophore is random
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Figure 3.19: Example of a track in which the fluorophore in level 1 moves around 80nm.

number drawn from a Gaussian distribution, N(60, 10).

• Position Shift The tracks from this type have a change in the position of the
fluorophore which is active during level 1. The fluorophore moves in a random
direction random distance. The direction is drawn from a uniform distribution and
the distance is drawn from a Gaussian distribution, N(80nm, 5nm). The brightness
of the fluorophores is 80 photons per frame, the distance between the fluorophores
in the beginning of the track is 10nm and the levels are 100 frames long. An
example of track of this type is shown in Figure 3.19

3.8 Refining Track Selection Process

The track selection process is verified by using simulated tracks. The simulations
have 9 types of tracks and one data set with 9 tracks of each type was created. Eight
types of tracks are not supposed to pass through the filter. Six types are not analysable
and two types can be analysed but have too large confidence interval or separation. One
type of tracks is analysable with good confidence interval and separation and therefore
it should pass through the filter.
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• Step Ratio Each track of this type is generated by two fluorophores at different
depth. The same simulation conditions were used for verification of the track
classification in Chapter 5. Details of this simulation are described in Section 3.7.

• Extrapolated Intensity Each track of this type is generated by 3 fluorophores.
Two of the fluorophores are very bright and form level 2 and level 1. The third
fluorophore is always on even after the end of the track and it is very dim, so that
it is not detected. When the track is extrapolated however there is intensity after
level 1 which is different from zero.

In this simulation there are 2 cases. The first case the track starts with level 1
and then follows level 2. The second case the track starts with level 2 and then it
is followed by level 1. In the first case the track starts after the beginning of the
experiment and the extrapolated intensity is before level 1. In the second case the
track ends before the end of the experiment and the extrapolated intensity is after
level 1. A data set is created for each case.

The same simulation conditions were used for verification of the track classification
in Chapter 5. Details of this simulation are described in Section 3.7.

• Neighbour This type of tracks is generated by two fluorophores at the same depth
and separated by distance of 10nm. However at a random position within the
neighbourhood of the fluorophores, which is 5 pixels away, there is one or two
additional fluorophores, which are on all the time.

The fluorophores which generated the track have intensity of 80 photons per frame
at the centre of the PSF, and the additional fluorophore has intensity drawn from
Gaussian distribution with mean 60 and standard deviation of 10, N(60, 10). The
both levels are 100 frames long. Figure 3.20 shows a frame from a simulated data
set of this type.
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Figure 3.20: A frame from the data set of type “Neighbour”. There are fluorophores
within the neighbourhood of each track.

• 1 level Track of this type are generated by only one fluorophore and have only
one level. The fluorophore brightness is 80 photons per frame at the centre of the
PSF. The level length ranges from 10 to 90 frames at intervals of 10 frames (there
are 9 tracks in a data set).

• Ends with level 3 Tracks of this type do not end with level 1. Normally the level
order is level 2 followed by level 1 followed by level 3. The tracks are generated
by 3 fluorophores, called fluorophore 1, fluorophore 2, and fluorophore 3. During
level 2 fluorophore 1 and fluorophore 2 are active. Both of those fluorophore
have brightness of 80 photons per frame. Then during level 1 only fluorophore 1 is
active. During level 3 fluorophore 1 and fluorophore 3 are active. Fluorophore 3 has
random intensity drawn from Gaussian distribution with mean 120 and standard
deviation of 20, N(120, 20), Figure 3.22.

Distance between fluorophore 1 and fluorophore 2 is 10 nm, and the distance
between fluorophore 1 and fluorophore 3 is also 10 nm, Figure 3.21
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Figure 3.21: Position of the fluorophores.
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Figure 3.22: Track which ends with level 3 and level 1 is in the middle.

• Large Confidence Interval This type of tracks can be analysed by FLImP, however
they are likely to produce very large confidence intervals as the levels are very dim
and very short. Each track is generated by two fluorophores, which have intensity
of 30 photons per frame at the centre of the PSF. The separation between the
fluorophores is different for each track ranging from 5 to 40nm at intervals of 5nm.
The separation for the last track is 50nm. The levels are 20 frames long.

• Large Separation This type of tracks can be analysed by FLImP, however the sep-
arations are very large. The separation range between 80 to 160nm at intervals of
10nm, which makes 9 tracks in total. Each track is generated by two fluorophores
with intensities of 80 photons per frame at the centre of the PSF each. The levels
are 100 frames long.

• Used This type of tracks should pass the filter successfully, since they are analysable
and have low confidence interval and low separation. Each track is generated by
two fluorophores each of which has intensity of 80 photons per frame at the centre

138



of the PSF. The separations range between 5 and 40nm at intervals of 5nm. The
separation of the last track is 50nm. The levels are 100 frames long.

3.9 Conclusion

This chapter provided an overview of the imaging process used for FLImP and a
short description of the EMCCD architecture. It described the noise model which was
chosen for the simulations, and explained all of its parameters. The chapter described
the simulation software, which was developed for this project, and gave some details
about the implementation.

The emitter brightness was determined experimentally so that the simulated images
were consistent with the real data obtained for FLImP. The experiments compared the
simulated and real images based on the signal-to-noise ratio, mean intensity of a single
fluorophore and the background intensity. The emitter intensity and the background
intensity of the simulated images were evaluated by Quincy the same way as the real
data. The parameter values of the noise model used for these experiments were adjusted
according to the specifications of the EMCCD cameras used in the FLImP setup.

Finally the chapter provides detailed information about the simulation setup, the
conditions, and the goals of the simulations used for each chapter.
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Chapter 4

Level Detection

The task of identifying regions in the track with constant intensity is called level
detection. Part of the FLImP pipeline involves already existing level detection algorithm,
which is referred to as “Bayesian” in this chapter. Details of the algorithm are shown
in the introduction, Section 1.6.1. This algorithm makes mistakes as shown in the
introduction, therefore new algorithm needs to be designed to reduce the error during
level identifications.

In this chapter two new level detection algorithms are proposed, which explore dif-
ferent ideas. One of the new algorithms uses the variance of the intensity to decide
whether to split the level and it is referred to as “Level Noise”. The other algorithm
uses neural network to find level changes and it is referred to as “Neural Network”. The
performance of these algorithms is compared to the existing level detection algorithms
on simulated and real data.

The results of the comparison on the simulated data showed that the algorithm
which uses neural network has best performance, however the comparison on the real
data showed that best performance is with the algorithm which measures the intensity
variance.

After inspecting 5 real tracks on which the algorithms have the worst performance
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the algorithm called “Level Noise” was adopted for this project.

4.1 Steps and Level Segments

The transitions of a fluorophore between different states takes less than a nanosecond
[161], and a time frame in the FLImP experiments typically lasts hundreds of milliseconds.
Therefore, state transitions can be assumed to be instant and cannot occur within more
than one frame. Since the duration of the state transitions of the fluorophores is negligible
compared to the duration of a frame, the level segments typically start and end with
sharp intensity change, called step.

The track intensity for each frame is the integrated intensity of the diffraction limited
spot over the duration of the frame. Depending on the part of the frame in which
the fluorophore goes into a different state, the intensity of the “transition” frame may
have different values anywhere between the two levels before and after the transition –
Figure 4.1.

Figure 4.2 shows an example track with two levels. In level 2 a fluorophore goes to
dark state for less than the duration of a frame, which is called blinking event. Then
one of the fluorophores goes to dark state, and there is only one active fluorophore –
Level 1. After that the fluorophore goes back to emitting state, and level 2 is observed,
followed by a photo-bleaching event. After that level 1 is observed, where only one
fluorophore is active, followed by another photo-bleaching event. Since levels can have
interruptions due to blinking event, one level can have many constant intensity areas,
called level segments.
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Figure 4.1: The left part of the figure shows a fluorophore transitioning to dark state, or
photo-bleaching, in different part of the same frame. The right part of the figure shows
track intensity plot for each case.
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Figure 4.2: An example track with two levels – level 1 and level 2. The track starts
with a segment of level 2, interrupted by a blinking event, then segment of level 1

(possibly as result of a fluorophores going into dark state), then another segment of
level 2, photo-bleaching event, last segment of level 1 and second photo-bleaching step.
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4.2 Level Noise Algorithm

Depending on the depth of the fluorophores and the signal-to-noise ratio, the steps
can be larger or smaller than three times the standard deviation of the levels. In the
first stage of the level detection, the algorithm finds large steps and splits the tracks into
sub-tracks, based on these steps. Then for each sub-track, there are 5 stages in which
level segments are identified and modified. The last step combines the level segments
of all sub-tracks into levels, based on statistical tests applied to the intensity of the
segments. In total, there are seven stages, Figure 4.3:

1. Split into sub-tracks.

2. Identify level segment.

3. Extending segments.

4. Merge adjacent segments.

5. Background Detection. Remove frames, in which there is a non-uniform fluores-
cence in the background – In this step the background assessment is combined
with the level detection.

6. Reject segments which fails statistical tests or have increasing or decreasing inten-
sity.

7. Group level segments into levels.

Stage 5 of the level detection algorithm uses the algorithm described in Section 6.2 to
exclude frames, in which there is non-uniform background noise from the level segments.

4.2.1 Identifying Sub-Tracks

The first part of the level detection is a recursive algorithm, which identifies steps
and uses them to split the track into sub-tracks.
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Figure 4.3: The level detection is done in 6 stages.

First in a region of length T are calculated the intensity transitions

∆It = |It+1 − It| t = 1, 2, ..T − 1 (4.1)

Then each intensity transition is checked whether it is a step. An intensity transition
at time t is a step if

|∆It − 〈∆I〉t| > 3σ (4.2)

where 〈∆I〉t is the average of ∆It, and σ is the standard deviation. If the inequality
holds, then there is more than 99.7% chance that there is a step, and therefore it is
assumed that a fluorophore changed its state. Details about the procedure can be found
the pseudo-code shown in Pseudocode 4.

Part of finding sub-tracks is converting list of steps to regions. Details of this pro-
cedure can be found in Pseudocode 5. This algorithm ignores sub-tracks which are less
than 3 frames long.

4.2.2 Identifying Level Segments

Detecting statistically significant steps is a good way to find transitions from a
level with two active fluorophores which have equal intensity to a level with one active
fluorophore. However, if the fluorophores are at different depth, it may be difficult to
detect the level transition this way, as the difference between the two levels could be
smaller than what is considered statistically significant step.
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input : List of intensities, I, of length T ;
Beginning of the range: start;
End of the range: stop
output: List of frame ranges
if stop− start < 5 then

return← {}

end

∆I ← Istart+1:stop − Istart:stop−1

for t← 1 to Length(∆I)− 1 do

if |∆It − 〈∆I〉t| > 3σ then
Append(steps, start + t)

end

end

tmpRanges← ConstructRanges(steps, start, stop)

if Length ( tmpRanges) == 0 then
return← {}

end

if Length ( tmpRanges) == 1 then
return← tmpRanges

end

for range in tmpRanges do

for newRange in FindSubTracks(I, range.start, range.stop) do
Append (ranges, newRange)

end

end

return ranges
Pseudocode 4: FindSubTracks
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input : List of steps;
Beginning of the range, start;
End of the range, stop
output: List of ranges
rangeBegin← start
for i← 1 to Length(steps) do

if stepsi − rangeBegin > 1 then
Append(ranges, (stepsi, stepsi+1))

end

rangeBegin← stepsi + 1
end

if stop− rangeBegin > 1 then
Append (ranges, (rangeBegin, stop))

end

return ranges
Pseudocode 5: ConstructRanges
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To find small steps, a different algorithm is applied to each sub-track. This algorithm
relies on the assumption that a level has fixed number of active fluorophores, in which
case the noise in the level would be the same as the noise in any part of the level.

The algorithm applied to the sub-tracks works by splitting each sub-track into sections
(or windows) of 10 frames and calculates the standard deviation of the track intensity
in each window, σi. Then it starts building a level segment from left to right, by trying
to merge each window. For a window to be added to a level segment, it needs to meet
several requirements.

• The first requirement is that the average of standard deviation of the candidate
window and the previous window should be consistent with the standard deviation
of the intensity in the section of the track covered by the two windows.

∣∣∣∣∣12 σi + σi+1

σi∪i+1
− 1

∣∣∣∣∣ < 0.5 (4.3)

where σi and σi+1 are the standard deviation of the track intensity of the frames
covered by window i and window i + 1, and i ∪ i + 1 is the track intensities for
the frames covered by both windows i and i+ 1.

• The second requirement is that the average standard deviation of windows in
the level segment together with the candidate window should be consistent with
standard deviation of the track intensity of the frames covered by the current level
together with the candidate window.

∣∣∣∣∣ 1
N

∑
i∈l σi
σ∪i∈li

− 1
∣∣∣∣∣ < 0.5 (4.4)

where l is the set of window indexes which are in the current level together with
the candidate window, and ∪i∈li is the track intensities of the time frames covered
by the windows in the current level segment together with the candidate window.
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• The last condition is that the level intensities should come from Gaussian distri-
bution, which is tested using Kolmogorov-Smirnov test with rejection threshold of
0.01.

If any of these three tests fails, the new window will not be added to the level
segment, the level segment will be added to the detected segments, and new segment
containing the new window will be created.

Details about finding the level segments can be found in Pseudocode 6.

4.2.3 Refining Level Segments

After the level segments are detected, they are modified and some of them are
removed. The modifications are applied in the following order:

1. Segment Extending. The windows do not always align with the segment bound-
aries, which means that there might be up to 9 frames which are part of the seg-
ment, but are not included. Therefore, nine frames before and after the segment
are tested whether they are part of the segment, using the inequality

|It −mseg| < 2σseg (4.5)

where It is the intensity in frame t, mseg is the median of the segment intensi-
ties, and σseg is the standard deviation of the segment intensities. Segments are
extended until any frame fails the test.

2. Background Assessment. The background assessment algorithm, described in
Section 6.2, is applied to the region of interest of each frame in the level segments,
and the frames which fail the test are excluded from the segment.

3. Segment Merging. An intensity level always contains fixed number of active
fluorophores, which means that intensity of each frame should come from the same
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input : A list of track intensities I
output: A list of frame ranges
winSize← 10

T← Length(I)

winN← Floor( T
winSize)

if winN ≤ 1 then
return {(1, Length (I))}

end

for i← 1 to Length(I) do
Append(winStd, StandardDeviation(I(i−1)∗winSize+1, Ii∗winSize)

end

segmentOn← False segmentStart← 1

for i← 2 to winN do
segmentCounts← I(segmentStart−1)∗winSize+1:i∗winSize

lastTwoWinCounts← I(i−2)∗winSize+1:i∗winSize

consistentSegment← Mean(winStdsegmentStart:ı)
StandardDeviation(segmentCounts) − 1 < 0.3

consistentLastTwo← Mean(winStdi−1:i)
StandardDeviation(lastTwoWinCounts) − 1 < 0.3

isGaussian← KolmogorovSmirnovTest
(

segmentCounts−Mean(segmentCounts)
StandardDeviation(segmentCounts)

)
>

0.01

if consistentSegment & consistentLastTwo & isGaussian then
segmentOn← True

end

else if segmentOn then
Append(segments, ((segmentStart− 1) ∗ winSize + 1, i ∗ winSize))

segmentOn← False

segmentStart← i

end

else
segmentStart ++

end

end

if segmentOn then
Append(segments, (( segmentStart-1)*winSize +1, winN *winSize))

end

return segments
Pseudocode 6: FindSegments
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statistical distribution. Two or more segments are merged if they are adjacent and
come from the same statistical distribution. The segments are tested whether they
come from the same distribution by the Kolmogorov-Smirnov test with rejection
threshold of 0.05.

4. Segment Rejection. The segment will be excluded from a level if it meets any
of the conditions:

(a) Segment has gradient. Since levels are defined as constant intensity levels,
any tendency of decreasing or increasing intensity with time will disqualify a
segment. Therefore, each segment is tested whether it has gradient. This
has been done by using linear regression [162] to fit a line to the segment
intensities and calculate the standard error of the fit. If the fit is more than
2 standard errors away from zero, this means that there is 95% probability
that the segment does not have a constant intensity.

The first step is to evaluate the parameters of the linear model. If the x

axis is assumed to be the time frames, the y axis is assumed to be the track
intensity, and in each frame there is also Gaussian noise, ε ∼ N , then the
intensity can be modelled by a line

yt = αxt + β + εt (4.6)

The parameters of the model, α and β, are calculated by minimising the error
function, ξ,

ξ(α, β) =
∑
t

(yt − (αxt + β))2 (4.7)

The minimum of the error ξ is at the point where the derivatives with respect
to α and β are equal to zero, which is at

α = E[(x− x)(y − y)]
E[(x− x)2] (4.8)
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β = y − αx (4.9)

Assuming that the noise in the model is Gaussian, it is possible to evaluate
the standard error of the slope α,

σ〈α〉 =

√√√√ ∑T
t=1 (yt − (αxt + β))2

(T − 1)∑T
t=1 (x− 〈x〉)2 (4.10)

where T is the length of the segment, and 〈x〉 is the mean of the time, x.

After the mean estimate of the slope α and its standard error σα are calcu-
lated, the probability of the slope to be different from zero can be calculated.
If the estimate α is more than two standard errors from zero, this means
that there is 95% probability that the segment has increasing or decreasing
intensity

α

σα
> 2 (4.11)

(b) Segment has less than 3 frames.

4.2.4 Combining Level Segments into Levels

After level segments are identified, they need to be combined into levels. Since
all segments in a level are generated by the same fluorophores and under the same
conditions, they need to come from the same statistical distribution. To assign two or
more segments into a level, they are tested for similarity using two sample Kolmogorov-
Smirnov test with a rejection threshold of 0.05. Details about the procedure can be
found in Pseudocode 7.

4.3 Neural Network

An alternative method of finding steps in the intensity trace of the diffraction limited
spot is to train a neural network to find such steps. The neural network will decide for
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input : A list of pairs,(start, stop), of frame Ids: unmergedSegments ;
An intensity sequence: I
output: A list of levels
while Length(unmergedSegments) > 0 do

Append(MergedSegments, unmergedSegments[1])

level← IMergedSegments[−1].start:MergedSegments[−1].stop

for i← 2 to Length(unmergedSegments) do
currentSegmentCounts← IunmergedSegments[i].start:unmergedSegments[i].stop

if KolgomorovSmirnovTest(level, currentSegmentCounts) > 0.05 then
Append(MergedSegments, unmergedSegments[i])
level← Join(level, currentSegmentCounts)

end

else
Append(newUnmergedSegments, unmergedSegments[i])

end

end

unmergedSegments← newUnmergedSegments
Append(levels,MergedSegments)

end

return levels
Pseudocode 7: CreateLevels
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each frame whether it is a step based on its neighbourhood. The input of the network
is a window of intensities, which spans N frames before and after a frame. Therefore
the input has dimensionality of 2 ∗N + 1.

This algorithm has 4 stages:

1. Step Detection. This section uses neural network to find steps.

2. Segment Generation. This section find level segments based on the identified
steps. The pseudo-code doing this can be found in Pseudocode 5.

3. Background Assessment. The background assessment algorithm, described in
Section 6.2, is applied to the region of interest of each frame in the level segments,
and the frames which fail the test are excluded from the segment.

4. Reject Segments. This stage rejects segments which have increasing or decreas-
ing intensity or don’t come from Gaussian distribution (Kolmogorov-Smirnov test
with threshold of 0.05). The procedure is described in Section 4.2.3, list item 4.

5. Combining segments into levels. This procedure is described in Section 4.2.4

4.3.1 Training Set

Creating training set of existing tracks will be a problem, because it is not clear which
intensity changes are steps and which is due to noise. Therefore, simulated tracks can
be used for training. Although the simulations may not capture every scenario observed
with real tracks, they have the advantage that the ground truth is known which will help
to avoid mis-labelling.

The training set is created by labelling simulated tracks. There are 3 types of simu-
lated tracks, in which the fluorophore states are controlled by Markov chain. These are
called “Large Intensity Change”, “Small Intensity Change”, and “Short Levels”. Details
of how these tracks are generated can be found in Section 3.6.
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Figure 4.4: The training set contains two tracks which have manually chosen states.

The data set contains 40 sequences of each type, which make 120 simulated tracks
in total. These tracks are split into training set which has 84 tracks and testing set
which has 36 tracks. Two more tracks are added to the training set. These tracks have
states which are set manually so that they can capture some more cases of intensity
transition. These tracks are shown in Figure 4.4.

After tracks are split into training and testing set, from each track are extracted the
data points. Each data point is intensity of a frame together with the intensities of its
neighbourhood of N frames in each direction.

The next step the training and testing set are joined together to calculate the mean
and standard deviation for each dimension and these values are used to whiten the data.
The whole process is shown in Figure 4.5.

4.3.2 Representation

To find how large the neighbourhood of a frame should be a neural network with
different number of hidden units was trained and tested on a labelled data set extracted
with 5, 10, and 15 frames in each direction.
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Figure 4.5: Construction of the training and testing set.

Methods

For each combination of hidden units and number of frames in the neighbourhood
the data set was split randomly and the neural network was trained and tested, using the
function RandomSample from Mathematica 11.3. This process was repeated 10 times.

The neural network has one hidden layer. The activation function of the hidden layer
is the hyperbolic tangent and the activation function of the output layer is the softmax
function. The error function is the cross-entropy.

The network was initialised with the Xavier method. The weights were generated by
Gaussian distribution, with variance equal to 2 over the mean of the number of input
units, n(l−1) and output units, n(l), for each layer, σ2 = 2

n(l)+n(l−1) .
The network was trained with the ADAM algorithm for 1000 rounds. The ADAM

algorithm used the recommended values for its parameters, β1 = 0.9, β2 = 0.999. These
parameters are described in Section 2.2.2.

The implementation of the initialisatoin and the training algorithm was proided by
Mathematica 11.3.
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Figure 4.6: Average F1-Score for neural network trained with different number of hidden
units and different data sets.

Results

Figure 4.6 shows the average F1-Score for each number of hidden units and number
of frames in the neighbourhood. The result shows that the best representation of the
data extracted using 5 frames in each direction. Using more frames does not seem to
improve the results. Figure 4.7 shows more details of the average F1-Score of neural
network trained on a data set extracted with neighbourhood of 5 frames in each direction.
The error bars are one standard deviation long. The F1-Score for 1 hidden unit is 0.6234
on the training set and 0.6144 on the testing set and it is not shown on the plot for
convenience.
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Figure 4.7: Average F1-Score for neural network trained with different number of hidden
units on data set extracted with neighbourhood of 5 frames in each direction.
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Conclusion

The results show that the best performance is achieved when a neighbourhood of 5
frames in each direction is used and neural network with 11 hidden units. Therefore the
data which is used in the next section will extracted by taking 5 frames in each direction
around each frame.

4.3.3 Dimensionality Reduction

Dimensionality reduction may help with the classification by removing dimensions
which correlate. The results in the previous section showed that the best f1-score was
achieved on a data set extracted using 5 frames in each direction of the neighbourhood.
Therefore, the original dimensionality of the data is 11. The data will be projected to 6,
4, and 2 dimensions using two methods. The first method, which uses linear projection,
is principal component analysis and the second method, which can handle non-linear
dependencies, is auto-encoder.

For comparing the algorithms mean squared distance between the original and the
recovered data point was used,

E = 1
N

N∑
n=1

(xn − x̂n)T (xn − x̂n) (4.12)

where N is the number of data points, x is the original data point, and x̂ is the
recovered data point. The vectors in this formula are column vectors.

To check if dimensionality reduction is beneficial for the classification a neural network
with different number of hidden units was trained and tested on data projected to 2, 4,
and 6 dimensions by PCA and auto-encoder. These results are compared to the results
on uncompressed data.
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Projected Space Dimensionality Auto-Encoder Architecture

6 11-8-6

4 11-8-6-4

2 11-8-6-4-2

Table 4.1: Number of layers and number of hidden units for each layer of the encoder
part of the auto-encoder for each dimensionality.

Methods

The data used in dimensionality reduction was split into training and testing data
to check if the auto-encoder over-fits the data. The split was done as described in
Section 4.3.1

The number of layers and the number of hidden units in each layer in the encoder part
of the auto-encoder are shown in Table 4.1. The auto-encoder is trained in two parts.
First each and RBM is created for each layer and trained as described in Section 2.3.2.
Each RBM was trained for 1000 rounds with learning rate of 0.01 and momentum of 0.9.
The implementation of the training algorithms was custom. The activation function of
the hidden and visible units of the RBMs is the hyperbolic tangent. The initial weights
and biases were drawn from Gaussian distribution with mean zero and standard deviation
0.3, N(0, 0.3).

Then the parameters of the RBMs are used to create deep network as described
in Section 2.3.2 and trained using ADAM with parameters β1 = 0.9 and β2 = 0.999.
These parameters are described in Section 2.2.2. The deep networks were trained for
1000 rounds. The implementatoin of the ADAM algorithm was provided by Mathematica
11.3.

Before training with auto-encoder the data was scaled so that the maximum value is
0.95 and the minimum value is -0.95. After compression and decompression each data
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point was transformed to the original scale so that the error can be compared to the
PCA.

Before training classifier the labelled data is split randomly to training and testing
set by the function RandomSample from Mathematica 11.3. Then it is projected to a
subspace with lower dimensionality. After projection the data was whitened to make the
training of the neural network more efficient. Then the training and testing F1-Score is
recorded. This process is repeated 10 times.

The network was initialised with the Xavier method. The weights were generated by
Gaussian distribution, with variance equal to 2 over the mean of the number of input
units, n(l−1) and output units, n(l), for each layer, σ2 = 2

n(l)+n(l−1) .
The network was trained with the ADAM algorithm for 1000 rounds. The ADAM

algorithm used the recommended values for its parameters, β1 = 0.9, β2 = 0.999. These
parameters are described in Section 2.2.2.

Results

Figure 4.8 shows the error for each method of projection and each projected dimen-
sionality. The error of the auto-encoder is slightly better than the error of the PCA,
which implies that the auto-encoder may capture the dependencies between the dimen-
sions better than the PCA.

Figure 4.9 shows the average F1-Score measured on the testing set. The results
imply that dimensionality reduction is not beneficial for the classification, as the best
result remains on the raw data set. The F1-Score for the neural network trained on data
projected with auto-encoder to 2 dimensional space is higher than the data projected
to the same space by PCA. This result is consistent with the lower reconstruction error
found for auto-encoder when the data was projected to 2 dimensional space.
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4.3.4 Introducing Class Bias

In this application the false positive errors are less significant than the false negative,
because if a frame is erroneously identified as step, the algorithm will create two level
segments. Later these level segments are likely to be assigned to the same level, because
they have similar intensity. This is not a major problem because FLImP allows levels to
be interrupted.

However, if a there is a false negative, the algorithm will assign frames from two
separate levels to the same level. This may cause analysable track to be rejected and
therefore reduce the efficiency of FLImP or a non-analysable track to be analysed, which
will cause invalid results.

Therefore a class bias will be introduced. This is done applying the softmax function
to the output from the last layer of the neural network. This causes all the outputs to
sum up to 1 and to be between 0 and 1, which allows for probabilistic interpretation of
the outputs.

Since the output of the network have probabilistic interpretation, there can be intro-
duced a class bias. The ratio of the probability of positive class, given the sample and
the negative class, given the sample can be compared to a threshold. If the threshold is
1 then there is no bias introduced. Since in this application the false positives are less
significant than the false negatives a threshold of 0.01 is introduced, which makes the
positive class more likely than the negative class. When this threshold is used the recall
is 0.9934 and false positive rate, also called fall-out, is 0.0366 on the testing set.

4.3.5 Discussion

The results from dimensionality reduction and training neural network show that the
best performance is achieved on data extracted with neighbourhood of 5 frames in each
direction. The compression does not benefit the classification accuracy as the highest
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F1-Score, 0.9663, was achieved on neural network trained on uncompressed data set
with 11 hidden units. Finally the significance of the false positive and false negative
errors were taken into account to shift the decision boundary so that the recall can be
maximised. This was done by applying the softmax function to the outputs o of the
last layer and comparing the ratio softmax(o)1

softmax(o)2
, which can be interpreted as p(step|x)

p(¬step|x) , to a
threshold of 0.01. This results in recall of 0.9934 and fall-out of 0.0366.

4.4 Comparing Level Detection Algorithms

The performance of the 3 level detection algorithms “Bayesian”, “Level Noise”, and
“Neural Network” was compared on simulated and real tracks. The set of simulated
tracks consists of 3 types of tracks, large intensity step, small intensity step, and short
levels. These types of tracks are described in details in Section 4.3.1. The real data was
extracted from FLImP experiments and the levels of the tracks were selected manually.

4.4.1 Performance Measures

The performance of the algorithms was evaluated according to 2 measures. The first
measure evaluates how close the detected levels are to the original levels. It works by
assigning two values to each frame, i. The first value is the mean intensity of the original
level which the frame belongs to, µo(i), and the second value is the mean intensity of the
detected level, which the frame is belong to, µd(i). Then the error of the level detection
is

E1 = 1
N

N∑
i=1
|µd(i)− µo(i)| (4.13)

where N is the length of the track and |•| is the absolute value.
Some frames would not be assigned to a level by the level detection algorithm. This

happens because these frames are falsely identified as steps, false positive, and excluded

164



from levels. These frames are excluded from the error E1. This means that the error E1

does not account for false positive.
For example if there is a track with length of 400 frames and the level detection

algorithm identified just 5 frames as part of a level and the rest were left unassigned the
error E1 would give very low error, but it is clear that the level detection algorithm failed
to find good levels.

Therefore, a second measure is required, which shows how many frames are not
assigned to a level but they are part of the original levels, and how many frames are
assigned to a level but they are not part of the original levels. If the number of frames
which the algorithm assigned to a level but they are not part of the original levels is
NFP , and the frames which the algorithms didn’t assign to a level but are part of the
original levels is NFN then the second measure can be expressed as

E2 = NFP +NFN

N
(4.14)

where N is the total number of frames.

4.4.2 Methods

The verification set was assembled from 3 types of tracks, called large intensity step,
small intensity step, and short levels. Each type is described in details in Section 4.3.1.
For each type of track there are 10 data sets. Each data set contains 9 tracks which
are generated by fluorophores in the same state in a frame. This means that the only
difference of the tracks within the same data set is the noise. Tracks between different
data sets have different state sequences. In total there are 270 tracks in the verification
set.

The real data set consists of 100 tracks taken from various experiments. The refer-
ence levels of these tracks were selected manually.
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Figure 4.10: Kernel density estimation of the error E1 for each algorithm evaluated on
the simulated data set.

All level detection algorithms are implemented in C++ as part of the processing
pipeline of FLImP. Then for each track the levels are detected by each algorithm and
then they is imported into a database, where they is read by Mathematica.

The performance measures are implemented in Mathematica. The performance of
each algorithm is evaluated for each track, and then kernel density estimation plots are
generated using the function SmoothHistogram from the Mathematica framework, with
bandwidth of 100 for E1 and 0.02 for E2 and Gaussian kernel.

4.4.3 Results

Figure 4.10 shows the kernel density estimation of the error E1 evaluated on the
validation set for each algorithm. The error for the algorithm “Level Noise” is much
higher than the other two algorithm. The algorithm “Neural Network”, with average
error of 180.617, performed slightly better than “Bayesian”,which has average error of
235.381. When compared the error E2, shown in Figure 4.11, the algorithm “Bayesian”
failed to assign to a level many more frames than “Neural Network”. The reason for this
is that the algorithm “Bayesian” has too many false positives.

Figure 4.12 shows the kernel density estimation of the error E1 evaluated on real
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Figure 4.11: Kernel density estimation of the error E2 for each algorithm evaluated on
the simulated data set.

data set for each algorithm. The outliers with values over 2000 are not shown on the
plot. The algorithm “Level Noise” has best performance with average error of 244.542,
the algorithm “Neural Network” has the second best performance with average error of
389.913, and the “Bayesian” algorithm has the worst performance on the real data set
with average error of 555.704.

Figure 4.13 shows the kernel density estimation of the error E2 evaluated on real
data set for each algorithm. The outliers with values over 0.2 are not shown on the
plot. The best performance are for algorithm “Bayesian” with average error of 0.026,
the second best algorithm is “Neural Network” with average error of 0.096, and the
worst performance is of the algorithm “Level Noise” with average error of 0.122.

Figure 4.14, Figure 4.15, and Figure 4.16 show 5 tracks with highest error E1 for
algorithms “Bayesian”, “Level Noise”, and “Neural Network”. The tracks are ordered by
the value of the error associated with each track, placing the highest error at the top in
each figure. From the figures can be seen that the errors of algorithms “Bayesian” and
“Neural Network” are much more significant than the errors of algorithm “Level Noise”.
In all of the examples algorithm “Bayesian” merged levels which clearly are distinct.

The 3 tracks with highest error processed by “Neural Network”, Figure 4.16, also
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Figure 4.12: Kernel density estimation of the error E1 for each algorithm evaluated on
the real data set.
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Figure 4.13: Kernel density estimation of the error E2 for each algorithm evaluated on
the real data set.
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Figure 4.14: Identified levels of 5 tracks with highest error E1 for algorithm “Bayesian”
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Figure 4.15: Identified levels of 5 tracks with highest error E1 for algorithm “Level Noise”
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Figure 4.16: Identified levels of 5 tracks with highest error E1 for algorithm “Neural
Network”
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have levels grouped together which are clearly very different. In the fourth track the
first few frames are likely to belong to different level, however they are also merged
together with the tracks from the rest of the level. The last track the levels are correctly
identified, however their length is different from the manually selected levels with just
few frames.

The 4 tracks with highest error processed by “Level Noise” have only minor errors.
The frames which are grouped together have very small intensity difference, and it is not
clear whether they are generated by different fluorophore configuration or their intensity
is different due to background fluorescence. The last track is the same as the last track
of algorithm “Neural Network”. Again the levels are correctly identified, however have
different length from the manually selected levels.

4.4.4 Discussion

The comparison of the level detection algorithms on the simulated and the real data
sets showed that the best algorithm on the simulated data set is “Neural Network”
and the best algorithm on the real data set is the “Level Noise”. The simulations do
not model different aspects of the photophysics of the fluorophores such as FRET or
polarisation. Also in the simulations a uniformly distributed background noise is assumed,
while the background in the real data often has additional fluorophores or non-uniform
background. These inconsistencies between the real data and the simulated data may
cause the difference in the performance of the algorithms.

On the other hand the downside of the real data is that the ground truth is not
known. However, when inspecting the 5 tracks with highest error, it is clear that the
algorithms “Bayesian” and “Neural Network” group levels which do not belong together.
The frames which are grouped in the same levels by the algorithm “Level Noise”, but
are assigned to different levels by the manual level selection, have very close intensities.
Therefore it is not clear whether the difference in the intensity comes from a fluorophore
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going in an off state or some other process, such as background fluorescence. This
ambiguity can be resolved with more realistic simulations, however this is outside of the
scope of this thesis.

4.5 Training Neural Network on Real Data

When comparing the level detection algorithms on real and simulated data the algo-
rithm using neural network performed the best on simulated data but not so well on real
data. The reason for this behaviour could be differences in the noise properties between
the real data and the simulated data. Therefore it might be helpful to train the neural
network on the real data and test its performance.

4.5.1 Training Set

The training and testing set is constructed by randomly selecting 100 tracks from
those tracks which were analysed in FLImP experiments. Then frames which are just
before a transition between levels occurs or during a transition are selected as transition
frames (positive class), Figure 4.17

After selection of the transition frames a neighbourhood around each frame is ex-
tracted. Based on the results in Section 4.3 a window of 5 frames in each direction is
used. This means that each data point is 11 dimensional vector, x ∈ R11.

The set was randomly split into training and testing set before extraction of the
vectors, so that 70 tracks were used for extraction of the training set and 30 tracks were
used for extraction of the testing set. After extraction there are 43 376 samples in the
training set and 18 645 samples in the testing set.
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Figure 4.17: Frames which are just before transition or during a transition are selected
as transition frames (red dots).

4.5.2 Classification

Since the results of the classification of the simulated data in Section 4.3 showed that
compression does not improve the classification accuracy the classifier will be applied
on the raw uncompressed data. The data is whitened before classification so that each
dimension has mean 0 and standard deviation of 1.

The positive class is much smaller than the negative class. In the training set there
are 660 positive samples and 42 716 negative samples. Therefore the performance of
the classifier is measured by the f1 score on the positive class.

Methods

For each combination of hidden units the data set was split randomly before the neural
network was trained and tested, using the function RandomSample from Mathematica
11.3. This process was repeated 10 times.

The neural network has one hidden layer. The activation function of the hidden layer
is the hyperbolic tangent and the activation function of the output layer is the softmax
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Figure 4.18: Average training and testing f1 score for neural network with different
number of hidden units.

function. The error function is the cross-entropy.
The network was initialised with the Xavier method. The weights were generated by

Gaussian distribution, with variance equal to 2 over the mean of the number of input
units, n(l−1) and output units, n(l), for each layer, σ2 = 2

n(l)+n(l−1) .
The network was trained with the ADAM algorithm for 1000 rounds. The ADAM

algorithm used the recommended values for its parameters, β1 = 0.9, β2 = 0.999. These
parameters are described in Section 2.2.2.

The implementation of the initialisation and the training algorithm was provided by
Mathematica 11.3.

Results

Figure 4.18 shows the mean training and testing f1 score over 10 repeats for neural
network with different number of hidden units. The error bars are one standard deviation
long. The results show that the maximum f1 score on the testing set is 0.7353 and is
for neural network with 10 hidden units.
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4.5.3 Discussion

The results from the classification of frames into transitional and non-transitional
based on their neighbourhood showed that the neural network could not distinguish
between the two types of frames.

The difference in the performance of the network on the simulated and the real data
could be due to much higher variance in the real data which is not captured by the
simulations. Such variance could be larger range in the total intensity of the levels,
more diversity in the ratio between levels (larger or smaller steps) and more complex
transition patterns. The simulations also do not account for the possibility of one or more
transitional frames, which is something that occurs in the real data, and for fluorescence
resonance energy transfer (FRET).

The poor f1 score could be caused by deficiencies in the labelling, since ground
truth is not known in advance and the labelling is done manually. Other reasons could
be inappropriate data representation, and using too short range around the transition
frame. In future developments could be explored different data representations which
can minimise the in-class variance and maximise the variance between classes.

4.5.4 Conclusion

Based on the results shown in this chapter the algorithm “Level Noise” will be used
for the rest of the experiments in this thesis and will be deployed as part of the new
track selection process for FLImP.
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Chapter 5

Track Classification

This chapter aims to evaluate the reliability of the manual data selection process in
FLImP. The analysis process in FLImP requires tracks with specific properties. Selecting
tracks for analysis from all available tracks is done manually, however this process hasn’t
been verified. The work in this chapter will verity the quality of the manual track selection
process. Here we show that the manual track selection process is not reliable and prone
to errors.

The results from classifying simulated tracks show that the data representation and
the classification algorithm can distinguish between the analysable and non-analysable
tracks. However, when the classification is applied to FLImP data labelled according to
the manual selections, the classifier is unable to distinguish the two classes. The manual
selections are inspected and many errors are found.

Since this chapter demonstrates that the manual track selection process is prone to
error a new track selection process is designed, which has high degree of automation.
The improved track selection process is described in Chapter 6.

This chapter consists of five sections. The first section describes the representation
of the tracks used in the classification. In the second section the analysable tracks are
inspected to verify whether they meet some of the criteria for analysis. The third section
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Figure 5.1: Flowchart showing the steps in the analysis done for this chapter.

presents the results from the classification of simulated tracks and in the fourth section
presents the results of the classification of the manual track selections, Figure 5.1. The
last section is a summary of the results and discussion.

5.1 Data Representation and Extraction

During the track selection process some tracks are rejected automatically before
manual inspection. Therefore not all tracks are included in the data set used for training
and testing the classifier. Tracks which did not fit the conditions for automatic rejection
of tracks, including the LDA filter, were excluded from the analysis, so that manual track
selection could be evaluated. These conditions are described in Section 1.6. There are 4
additional conditions added to the automatic track rejection, regarding the levels order
and the global drift ranges.

1. Track ends with two levels where the last level has lower intensity than the one
before the last or starts with two levels where the first level has lower intensity
than the second level. The level with lower intensity will be called level 1 in this
chapter and the level with higher intensity will be called level 2. These are not
necessary the levels with the lower and second lowest intensity but the last two
levels, or the first two levels.

This condition is designed to be consistent with how people cut tracks during
manual track selection.
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2. If track begins with the two analysed levels, then it has to start after the beginning
of the experiment.

3. If track ends with the two analysed levels, then it has to end before the end of the
experiment.

4. Both levels are in the global drift ranges. Since FLImP can only account for a
sample motion with specific properties, tracks which are outside the acceptable
global drift ranges cannot be analysed.

The level detection algorithm used in the automatic track rejection is “Bayesian”,
Section 1.6.1, which is the same algorithm used in the track selection process described
in Section 1.6. This is done so that the classified tracks are as close as possible to the
tracks which were manually inspected during analysis of the data.

Each track is represented as a collection of properties and can be mapped to a point
of a feature space. Then these properties, also called feature vectors, are classified by a
neural network. These properties are calculated over the last two or the first two levels
of the track rather than the entire track. This is important for tracks which have level
1 somewhere in the middle, because for such tracks level 1 will be cut out during the
manual track selection and only the last two levels will be used.

The properties are extracted with the two level detection algorithms, “Levels Noise”
and “Bayesian”, creating a data set for each algorithm. Then each data set is classified.

For the categories to be represented correctly, it is important to capture all the infor-
mation required for the classification. This can be done by inspecting all the conditions
of the track selection process and use one or more properties to capture the information
required for testing the condition.

All of the track selection conditions need to be true for a track to be analysed. A
detailed explanation of each condition can be found in the introduction, Section 1.6.3.

Some properties are calculated for a moving window over a level or a track. For

179



0 20 40 60 80 100

0

500

1000
Level1

Level2

0 20 40 60 80 100

0

500

1000
Level1

Level2

Figure 5.2: Track structures which can be analysed. The red area is extrapolated
intensity.

example, if the mean intensity is calculated for each window, it is called local mean
intensity; or if the standard deviation of the position is calculated for each window, it is
called local standard deviation of position.

For each selection condition, several track properties are listed, which are designed
to capture the information required to check if the condition holds. The automatic
track rejection ensures that some conditions hold, and hence these conditions are not
represented by properties.

1. Track should have at least 20 frames. Addressed by the automated rejection
of tracks, described in Section 1.6, condition 1.

2. Track has at least two levels. Addressed by the automated rejection of tracks,
described in Section 1.6, condition 2.

3. Track ends with level 2 followed by level 1 or starts with level 1 followed

by level 2. These two structures are shown in blue on Figure 5.2.

Addressed by the automated rejection of tracks, described in Section 5.4.1, con-
dition 1.

4. If level 1 is first, then track needs to start after the beginning of the

experiment. The right hand side of Figure 5.2 shows that the track starts from
frame 11 and before that the intensity is zero.
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Addressed by the automated rejection of tracks, described in Section 5.4.1, con-
dition 2.

5. If level 1 is last, then track needs to end before the end of the experiment.

The left hand side of Figure 5.2 shows that the track ends at frame 100 and after
that the intensity is zero.

Addressed by the automated rejection of tracks, described in Section 5.4.1, con-
dition 3.

6. Level 1 or level 2 should be inside the frame ranges, in which the global

drift is acceptably small Addressed by the automated rejection of tracks, de-
scribed in Section 5.4.1, condition 4.

7. Level 1 or level 2 should have more than 10 non-interpolated frames.

• ratio real points l1 Ratio of detected frames in level 1 and the duration of
level 1

• ratio real points l2 Ratio of detected frames in level 2 and the duration of
level 2

8. If level 1 is first, then when the track is extrapolated, the intensity before

the beginning of the track should to be zero. This is the red intensity

shown on the right hand side of Figure 5.2. If level 1 is last, then when

the track is extrapolated, the intensity after the end of the track should

be zero. This is the red intensity shown on the left hand side of Figure 5.2

• goes to zero If level 1 is first, a region of 10 frames before the beginning of
the track is taken. If level 1 is last, a region of 10 frames after the end of the
track is taken. Then the distance between the mean intensity of that region
and 0 is measured and scaled by the standard deviation of the intensity in
that region.
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9. The levels intensity should be constant. If there are increases or decreases

over time within a level, the track should be rejected.

• count sigma mls 12 The maximum between the ratio of the standard devi-
ation of the intensity and the mean local standard deviation of the intensity
in level 1 and level 2.

• cts slm l1 Standard deviation of the local mean of level 1.

• cts slm l2 Standard deviation of the local mean of level 2.

10. Levels with too many interruptions should not be analysed.

• fragmentation l1 Number of frame ranges in level 1

• fragmentation l2 Number of frame ranges in level 2

• longest range l1 Length of the longest range in level 1

• longest range l2 Length of the longest range in level 2

11. Level 2 should have twice the intensity of level 1.

• stepratio l12 Measures how far is the ratio between mean intensity of level 2
and mean intensity of level 1 from 2. Usually in the FLImP experiments, the
threshold used for this score is 0.2, but it may need to be changed, depending
on the experimental conditions.

12. There may be some small gaps between levels (several frames). However,

if the levels are too far away from each other in time, the track should

be rejected.

• l12 gap Length of the gap between level 1 and level 2

13. There cannot be any intensities between level 1 or level 2 which are not

consistent with the intensities of these levels. Such intensity is shown in

green on Figure 5.3.
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Figure 5.3: There is additional intensity between level 1 and level 2 in green.
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Figure 5.4: There is additional intensity after level 1 (left) and before level 1 (right).

• l12 off level Three properties are generated, based on mean, maximum, and
minimum. For each point between level 1 and level 2, the distance between
the point and the closer level is measured in terms of standard deviation of
the intensity in the corresponding level.

14. If level 1 is first, there cannot be any intensities before level 1 which are

not consistent with the level, the green intensity on the right hand side

of Figure 5.4. If level 1 is last, there cannot be any intensities after level

1 which are not consistent with the level, the green intensity on the left

hand side of Figure 5.4

If level 1 is last, the region between the last frame of level 1 and the last frame
of the track is taken. If level 1 is first, the region between the first frame of the
track and the first frame of level 1 is taken. In the following two properties, this
region is referred to as “the region”.

• int before after l1 For each frame in the region the distance between the
point and level 1 is measured in terms of standard deviation of level 1. Three
properties are generated, based on the maximum, minimum, and mean.
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• frames before after l1 The length of the region

15. There cannot be any fluorescence in the neighbourhood of the diffraction

limited spot different from uniformly distributed noise.

• background l1 Measures the uniformity of the background in level 1.

• background l2 Measures the uniformity of the background in level 2.

16. The positions of the track during levels 1 and 2 should be constant.

• pos sigma mls 12 The larger ratio of the standard deviation and mean local
standard deviation of the positions between level 1 and level 2

• pos sigma locmean 12 The larger standard deviation of local mean position
between level 1 and level 2.

17. The shape of the feature should be a circle.

• feature shape l1 Measures the roundness of the feature in level 1.

• feature shape l2 Measures the roundness of the feature in level 2.

18. The selected tracks should be likely to result in measurements with con-

fidence interval less than 10nm and separation less than 60nm. The track
which are selected should have long levels with small variance in the position of
level 1 and level 2, well separated intensities of level 1 and level 2, and small shift
in position during the photobleaching step.

• signal to noise l1 Signal to noise in level 1

• signal to noise l2 Signal to noise in level 2

• sec longest Number of frames in the shorter level between level 1 and level 2

• sec most pts Number of detected frames in the shorter level between level 1
and level 2
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• cts loc sn l1 Mean local signal to noise ratio of level 1

• cts loc sn l2 Mean local signal to noise ratio of level 2

• semdr12 Standard error in mean of difference between position of level 1 and
position of level 2

• pos density 12 Number of detected features in level 1 and 2 divided by the
area which they occupy

• pos error 1 Standard error of mean position of level 1

• pos error 2 Standard error of mean position of level 2

• dr12 Distance between mean position of level 1 and level 2

• clustering Measures how well the intensity of level 1 and level 2 are separated,
based on difference between the mean intensities and the standard deviation.

Detailed description of each property can be found in Appendix A.

5.2 Inspection of Manual Selection

This section will inspect whether the manually selected tracks meet some conditions.
The first condition is whether a track has zero intensity when extrapolated before or
after level 1, depending on whether a track starts with level 1 or ends with level 1. The
second condition is whether level 2 is twice the intensity of level 1.

The scores used in this section are extracted using the level detection algorithm
Levels Noise, Section 4.2.

Figure 5.5 shows the histogram of the property goes to zero measured on the tracks
selected for analysis. This property measures the ratio of the mean intensity to the
standard deviation of an extrapolated region before or after the track, ρ3, depending on
whether the track starts or ends with level 1,

〈I(ρ3)〉
σI(ρ3)

(5.1)
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Figure 5.5: Histogram of the property goes to zero of all analysed tracks from the data
set extracted from the manual selections.

There are 343 values, corresponding to 9.9% of the positive class, larger than 2 or
smaller than -2, which means that there is 5% or lower chance that these tracks have
intensity of zero before or after the track.

Figure 5.6 shows the plot of the intensity of a track, which was selected for FLImP
analysis in 2014, for which the value of the property goes to zero is 6.77. The track
starts from level 1, followed by level 2 and a photobleaching step. It can be seen that
there are several frames before level 1 and after level 2 with intensity different from level
1 and level 2. When the track is extrapolated, shown with the red frames, the intensity
of the extrapolated frames is similar to the intensity of the frames before level 1 and after
level 2. This is an indication that there could be additional fluorophore in the feature
during the duration of level 1 and level 2.

The bottom part of Figure 5.6 shows the neighbourhood of the position of the first
detected feature in frames from 150 to 153, and it can be seen that there is an additional
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Figure 5.6: The top shows the intensity of a track selected for analysis, which has non-
zero intensity before the beginning of the track. The extrapolated regions are shown in
red, and the levels are show with blue and orange. The bottom shows the image around
the position of the first detected feature for the frames from 150 to 153.

fluorophore. This implies that in level 1 there are minimum 2 fluorophores, and in level
2 there are minimum 3 fluorophores. Therefore, this track should not be analysed.

Another example of a track which should not be analysed, but was selected for anal-
ysis in 2014, is shown on the top of Figure 5.7. The values of goes to zero for that
track is -3.41, which means that the intensity after the end of the track is lower than
zero. Since the feature detection algorithm, Quincy, calculates the feature intensity by
subtracting the background intensity, it is possible that there is a background fluores-
cence in the neighbourhood of the feature, which causes Quincy to overestimate the
background intensity and hence produce negative values. The bottom part of Figure 5.7
shows the image of the neighbourhood the feature for frames from 170 to 173. It can

187



50 100 150 200
-10000

0
10000
20000
30000
40000
50000
60000

Frame Id

In
te
n
si
ty

Frame: 170 Frame: 171 Frame: 172 Frame: 173

1000 2000 3000 4000

Figure 5.7: The top shows the intensity of a track selected for analysis, which has non-
zero intensity after the end of the track. The extrapolated regions are shown in red,
and the levels are show with blue and orange. The bottom shows the image of the
neighbourhood around the detected feature from frames from 170 to 173.

be seen that there is a lot of background fluorescence different from zero. Therefore,
such track shouldn’t be analysed.

The other condition which can be checked before classification is whether the mean
intensity of level 2 is twice the mean intensity of level 1. This can be done by examining
the property stepratio lvl12, which shows how much the mean intensity of level 2 differs
from twice the mean intensity of level 1.

∣∣∣∣∣〈I(l2)〉
〈I(l1)〉 − 2

∣∣∣∣∣ (5.2)

Figure 5.9 shows a histogram of that property for all the analysed tracks from the
data set extracted from the manual track selections during the year 2014 and 2015.

188



Fluorophore

Fluorophore

Measured
Distance

Actual Distance

Sample Surface

Figure 5.8: When fluorophores are at different depth FLImP will measure the projection
to the surface of the sample rather than the actual distance.

The property stepratio lvl12 measures how similar are the intensities of the fluo-
rophores in level 2. If these fluorophores have different intensity, this means that they
are at different depth, and FLImP will measure the projection to the surface of the
sample, rather than the distance between the fluorophores, Figure 5.8.

In FLImP analysis, the threshold used for this ratio is either 0.2 or 0.3, but there
are 2301 tracks which have value larger than 0.2, corresponding to 67% of the positive
class, and 1959 tracks which have value larger than 0.3, corresponding to 57% of the
positive class.

There are two types of errors related to the property stepratio lvl12. The first type of
error is selecting tracks where level 2 has mean intensity different from twice the mean
intensity of level 1. The top part of Figure 5.10 shows an example of such track.

The second type of error is in the level detection algorithm. The bottom part of
Figure 5.10 shows such an example. The 2014 version of the level detection algorithm
erroneously showed level 1 and level 2 as the same level and level 3 as level 2. Then
during manual inspection, this error was not corrected. However, the improved version
of the level detection algorithm found out that there was very high probability that the
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Figure 5.9: Histogram of the property stepratio lvl12 of all analysed tracks from the
data set extracted from manual selections during 2014 and 2015.

intensity in level 1 and level 2 came from different statistical distributions and therefore
identified them as different levels.

5.2.1 Conclusion

The inspection of the analysable tracks shows that there are some serious deficiencies
in the manual track selection process. Provided that there are so many false positives
(67% from the analysed tracks according to the measure stepratio lvl12, and 9.9% from
the analysed tracks according to measure goes to zero) it is likely that the classification
of the manually selected data is not going to achieve very good performance.

5.3 Classification of Simulated Data

This section will verify that the representation and the classifier are appropriate for
classification of tracks into analysable and non-analysable by classifying simulated tracks.
The advantage of the simulated tracks is that the ground truth is known and there is no
mislabelling.

190



20 40 60 80 100 120 140

0
5000

10000
15000
20000
25000
30000

In
te
n
si
ty

100 200 300 400 500

0

2000

4000

6000

Frame Id

In
te
n
si
ty

Figure 5.10: Examples of mistakes made during the manual selection process. The top
track has mean intensity of level 2 too far from twice the mean intensity of level 1. On
the bottom, level 1 and level 2 were selected as one level 1, and level 3 was selected as
level 2. However, the improved level detection algorithm identified level 1 and level 2 as
distinct levels.

5.3.1 Data Extraction and Labelling

The data set extracted with the refined level detection algorithm, called “Level Noise”
and described in Section 4.2, has 316 analysable and 23148 non-analysable tracks.
The data set extracted with the level detection algorithm called “Bayesian” has 316
analysable and 23043 non-analysable tracks. Both data set have ratio of analysable to
non-analysable tracks very close to the ratio of the data set made of manually selected
track, which is around 0.013.

The non-analysable tracks are generated by 9 cases, where each case violates different
rule for manual track selection. More details about how the data is generated can be
found in Section 3.7.

Both the analysable and non-analysable tracks pass the automated track rejection
criteria, described in Section 5.1, apart from the condition for the Linear Discriminant
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Analysis, to make sure that the simulated data set has the same properties as the real
data. The global drift of the sample is assumed to be compatible with the FLImP
requirements everywhere.

5.3.2 Classification

Each track was represented as a point in a vector space, x ∈ R37, using the rep-
resentation described in Section 5.1 and the data is classified by neural network with
different number of hidden units.

The classifier is applied on the raw data set and on a compressed data set (using
PCA). Before classification the data is transformed so that it has mean 0 and standard
deviation of 1 in each dimension.

Methods

The network is trained and tested 10 times and before each time the data set is
randomly split into training and testing set, where the training set has 70% of the data.
The random split was done using the function random.shuffle from numpy 1.17.4.

The neural network has one input layer, one hidden layer, and one output layer. The
activation function is hyperbolic tangent and the error function is the cross-entropy. The
labels follow one-of-N method.

The network is initialised with the Xavier method where the random weights are
drawn from Gaussian distribution. It is trained with the ADAM algorithm, with param-
eters β1 = 0.9, and β2 = 0.999. The networks was trained for 1000 rounds each time.
For both initialisation and training was used the implementation of tensorflow 2.0.0.

Results

The PCA analysis shows that not all of the components are required to capture the
variance of the simulated data. Figure 5.11 shows the percentage of variance captured by
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Figure 5.11: The percentage of variance captured by each number of principal compo-
nents of simulated tracks

different number of principal components. The result shows that 20 principal components
are sufficient to capture at least 95% of the variance of the data for the data sets
extracted by both level detection algorithms.

The left hand side of Figure 5.12 shows the average f1 score of track classification
by neural network with different number of hidden units, measured on the training and
testing set extracted by both level detection algorithms. The error bars are one standard
deviation long. The best testing f1 score for the data set extracted with the algorithm
Levels Noise is 0.9597 with error bar of 0.009 and it is achieved by a neural network
with 1 hidden unit. The best testing f1 score for data set extracted with the algorithm
Bayesian is achieved by a classifier with 2 hidden units and is 0.8815 with error bar of
0.0372.

The right hand side of Figure 5.12 shows the average f1 score of track classification
by neural network with different number of hidden units measured on compressed training
and testing set, extracted by both level detection algorithms. The best testing f1 score
for the data extracted with the algorithm Levels Noise is for neural network with 2
hidden units and is 0.9387 with error bar of 0.0211. The best testing f1 score for the
data extracted with the algorithm Bayesian is for classifier with 3 hidden units and is
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Figure 5.12: Training and testing f1-score for neural network with hidden units from 1
to 9.

0.832 with error bar of 0.0296.

Conclusion

The results presented in this section show that the features extracted with the im-
proved level detection algorithm, Levels Noise, are significantly better and allow for
higher f1 score than the features extracted using the algorithm Bayesian.

The high f1 score for the linear classifier applied on the raw data set, extracted by
the algorithm Levels Noise, showed that the representation captures all the features of
the analysable and non-analysable tracks and the classifier can easily distinguish between
the two classes when they are labelled properly. These results rule out the case that low
f1-score is caused by problems with the representation or the classifier.

Also the fact that the class imbalance was the same as the class imbalance in the
data set made by manually selected tracks rules out that low f1 score can be caused by
the class imbalance.

The similarity between the result on the raw data set and the data set projected on

194



the first 20 principal components shows that some of the scores correlate and it may not
be necessary to be included in the feature space of the simulated tracks.

5.4 Classification of Manual Track Selection

In this section the quality of the manual track selection process will be tested using
classification. The first subsection shows details of the extraction and labelling of the
data set, and the second section presents the classification results.

5.4.1 Data Extraction and Labelling

The data set used to train the classifiers in this chapter is extracted from the data
generated by 2064 FLImP experiments. The results of some of these experiments are
published as part of a paper [22]. In all of experiments, cells from Chinese hamster ovary
(CHO) are used and the receptors studied are HER1, and HER2. Details the preparations
of the experiments can be found in Appendix B.

Before labelling some tracks were rejected by the automated rejection criteria de-
scribed in Section 5.1 and the tracks which passed the rejection were labelled and clas-
sified. Tracks which were selected for analysis were labelled as positive, and the tracks
which were not selected were labelled as negative.

Then the tracks were converted to feature vectors using the representation in Sec-
tion 5.1. The data was extracted with two level detection algorithms, “Levels Noise”
and “Bayesian”, creating two datasets. The scores couldn’t be extracted from some
tracks, and therefore these tracks were also rejected. The data set extracted with the
algorithm Level Noise had 3431 tracks in the analysable class and 247 196 tracks in
the non-analysable class. The data set extracted with the algorithm Bayesian had 3379
tracks in the analysable class and 231 595 tracks in the non-analysable class.

195



5.4.2 Classification

Each track was represented as a point in a vector space, x ∈ R37, and the data was
classified by feed-forward neural networks with different number of hidden units.

The classifier was applied on the raw data set and on a compressed data set (using
PCA). Before each classification the data set was transformed, so that each dimension
had mean 0 and standard deviation 1.

Methods

The network is trained and tested 10 times and before each time the data set is
randomly split into training and testing set, where the training set has 70% of the data.
The random split was done using the function random.shuffle from numpy 1.17.4

The neural network has one input layer, one hidden layer, and one output layer. The
activation function is hyperbolic tangent and the error function is the cross-entropy. The
labels follow one-of-N method.

The network is initialised with the Xavier method where the random weights are
drawn from Gaussian distribution. It is trained with the ADAM algorithm, with param-
eters β1 = 0.9, and β2 = 0.999. The networks was trained for 1000 rounds each time.
For both initialisation and training was used the implementation of tensorflow 2.0.0.

Results

Figure 5.13 shows how much of the variance of the data is captured by each number
of principal components for each data set. A common practice is to use the number of
the principal components which capture at least 95% of the variance, which for the both
data sets is 26 principal components.

Figure 5.14 shows the average f1 score for neural network with hidden units rang-
ing from 1 to 9 trained on a data set extracted from manual selections. The features
of the tracks were calculated using both level detection algorithms, “Level Noise” and
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Figure 5.13: The percentage of variance captured by each number of principal compo-
nents of tracks extracted from 2064 FLImP data sets

“Bayesian”. The f1 score was calculated on both training and testing set. The classifi-
cation was applied on the raw data set and also on the PCA compressed data.

The figure shows that the classification applied on a data set extracted with the
algorithm “Bayesian” has slightly higher f1 score than the classification applied on the
data set extracted with the algorithm “Levels Noise”. All the testing f1 scores stayed
below 0.3.

Figure 5.15 shows the average training and testing f1 score for a neural network with
hidden units ranging from 10 to 30 with increment of 5. The network was trained on
the raw and PCA compressed data set extracted with both level detection algorithms,
“Levels Noise” and “Bayesian”. The graphs show that the training f1 score increases as
the number of hidden units increases however the testing f1 score does not increase for
networks with more than 20 hidden units. The best testing f1 score remains around 0.31
which is by a neural network with 20 hidden units trained on the uncompressed data set
extracted with the algorithm “Bayesian”. However there is very large difference between
the training and testing f1 score for this neural network, which means that it is likely
that there is over-fitting.
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Figure 5.14: Training and testing f1-score for neural network with hidden units ranging
from 1 to 9.
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Figure 5.15: Training and testing f1 score for neural network with hidden units ranging
from 10 to 30.

198



Conclusion

The results in this section showed that the classifier was unable to distinguish between
the analysable and non-analysable tracks. The best classification which is not considered
over-fitting was achieved when a neural network with 8 hidden units was trained on the
uncompressed data set extracted with the algorithm “Bayesian”. The testing f1-score of
that classifier was 0.3012.

5.5 Discussion

The classification of the manually selected tracks produced very low f1-score. It is
possible for the class imbalance to cause the classifier to be unable to learn the differences
between classes. However, the high f1-score on the simulated data set, which has the
same class imbalance, showed that this is not the case.

Another possibility is that the representation did not capture all the required infor-
mation for the classification. The results from the simulation show that the classifier
can distinguish between the analysable and non-analysable class when they are labelled
properly. Therefore the representation is not a reason for the low f1 score in the manually
selected tracks.

These results combined with the inspection of the analysable tracks in Section 5.2
shows that there are errors in the manual track selection process.

Errors in the track selection process can cause FLImP to underestimate or overesti-
mate the separation of individual tracks, depending on the type of error.

The non-analysable category has many more tracks than the analysable category,
therefore the FLImP users need to manually inspect large volumes of tracks to collect
enough analysable tracks for a FLImP experiment. This could result in loss of concen-
tration, which when combined with the complexity of the track selection process would
cause errors.
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Another reason for the large number of errors is that some of the conditions for
selecting track are vaguely defined. For example, Condition 18 from Section 5.1 is not
specific and is likely to produce many inconsistencies.

An easy way to resolve this problem is to automate as much from the track selection
process as possible. Chapter 6 describes a new track selection process which has high
degree of automation. FLImP users working with the refined track selection process
would need to inspect around 70 times fewer tracks, and for each track there is much
shorter list of conditions to be manually checked.
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Chapter 6

Refining Track Selection Process

The FLImP analysis requires tracks with specific properties which necessitates a track
selection process. In the previous chapter it was shown that the track selection process
used in FLImP is unreliable and prone to errors. Therefore a refined track selection
process needs to be created.

This chapter introduces a refined track selection process, which has high degree of
automation. The comparison with the previously used track selection process shows that
the refined process reduces the human effort during a FLImP experiment approximately
70 times. The new process also reduces the computation time as fewer tracks are
selected for analysis and increases the number of usable tracks as more tracks are within
the targeted confidence interval and separation. Another advantage of the refined process
is that it has high degree of automation and therefore is less prone to error.

As a result of these improvements the new track selection process was adopted as
part of the FLImP method.

This chapter has 6 sections. The first section shows an overview of the refined track
selection process. The second, third, fourth, and fifth section show the background
assessment, identification of track structure, track selection, and manual inspection.
The sixth section shows comparison between the old track selection process and the
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refined version.

6.1 Track Selection Overview

The refined track selection process has five stages, Figure 6.1. The first four stages
are automated and the last one is manual. The manual step involves checking whether
the tracks structure meets several criteria.

Background

Assessment

Level 

Detection

Track Structure

Identification

Track

Assessment

Manual

Inspection

Figure 6.1: Overview of the refined track selection process.

1. Background Assessment. For each track the image of the neighbourhood of
each feature is examined to determine whether the background fluorescence is a
uniformly distributed noise or it has additional fluorophores or other non-uniform
fluorescence. The automatic classification is done by a neural network, which is
trained on a real data set, which is manually labelled in advance.

2. Level Detection. A level detection algorithm is applied to each track to find the
constant intensity levels. The level detection algorithm used as part of the refined
track selection process is called “Levels Noise”. It is described in Section 4.2.
Frames in which there is background fluorescence are excluded from the levels.

3. Track Structure Identification. After levels are identified, tracks with structure
which can be analysed by FLImP are selected. This includes levels order, whether
the intensity of the region before or after the track is zero when extrapolated,
and the ratio of the mean intensity of level 2 and level 1. This section is semi-
automated. There are three conditions which need to be checked manually during
Stage 5
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4. Track Assessment. This stage of the track selection process aims to reduce
the computation cost of the FLImP experiments and the manual effort. This
section uses supervised machine learning algorithms to classify tracks, based on
their properties. The data set used for training the algorithm is constructed by
tracks which passed the previous three stages and are analysed by FLImP. Then
the confidence interval and the separation of each track is used for creating the
data labels.

5. Manual Inspection. Tracks need to be inspected for problems which were not
detected during the track structure identification. There are several guidelines
which have to be followed.

6.2 Background Assessment

One of the assumptions of FLImP is that the background of the feature is uniformly
distributed noise over the x, y plane. Deviations from such noise within 5 pixels away
from the centre of the feature, similar to one shown in Figure 6.2, can skew the data[2].
Tracks which have frames with background fluorescence can still be analysed as long as
the frames where this fluorescence occurs are excluded from the analysis.

The automatic exclusion of frames, in which the background is not uniform, is ap-
proached as a classification problem. A region of 11 by 11 pixels from the microscope
image around the centre of the feature in each frame is extracted and rearranged as
121-dimensional vector, R121. Then these vectors are classified by a neural network.

The training set for the classifier, which is created by manually inspecting and la-
belling diffraction limited spots, has 3512 samples with equal number of samples in the
negative and positive class.
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Figure 6.2: Two examples of the region of interest around a diffraction limited spot. The
example on the left has uniformly distributed background and the one on the right does
not.

6.2.1 Dimensionality Reduction

Classifying high dimensional data requires prohibitively large data set to reliably train
a classifier. On the other hand the set of all features does not occupy the entire volume
of R121, which means that the data can be projected to a lower dimensional space.

Two different dimensionality reduction techniques were compared – a principal com-
ponent analysis (PCA) and an autoencoder (AC). Since the autoencoder is non-linear
dimensionality reduction, it is possible for the algorithm to over-fit the data, and there-
fore the data set was split into training and testing set with 70% of the data in the
training set and 30% in the testing set. It is also possible to use the dropout technique
[163] [164] to avoid over-fitting.

The autoencoder and PCA were trained on the training set and the reconstruction
error was measured on the testing set. The reconstruction error is the mean squared
difference between the original samples, xn and the reconstructed samples rn
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E = 1
N

N∑
n=1

(xn − rn)T (xn − rn) (6.1)

This test was repeated for projection to 25, 15, 12, 10, 8, 6, 5, 4, 3, and 2 dimensional
space.

Methods

The architecture of the autoencoder was chosen manually, so that the hidden units
in each layer were half of the previous layer. The autoencoder was trained as described
in Section 2.3.2. Each RBM was trained for 5000 iterations with learning rate of 0.01
and velocity of 0.9. The initial values of the weights and biases of the RBMs were cho-
sen from Gaussian distribution with zero mean and standard deviation of 0.3, N(0, 0.3).
The activation function of the RBM hidden and visible units was the hyperbolic tan-
gent. For the training algorithm for the RBM was used a custom implementation. The
algorithm was implemented in the wolfram language, Mathematica 11.3. Links to the
implementation can be found in Appendix C.

Then the pre-trained autoencoder was trained with ADAM for 10 000 iterations with
parameters β1 = 0.9, and β2 = 0.999. The activation function of the hidden units and
the output units of the autoencoder was the hyperbolic tangent. The error function was
the mean squared distance. The implementation of the ADAM algorithm which was
used was the one provided by Mathematica 11.3.

The data was scaled so that the minimum and maximum values are between -1 and
1.

Results

Figure 6.3 shows the reconstruction error for training and testing data set. The hori-
zontal axis shows the projected dimensionality and the vertical axis is the reconstruction
error. The reconstruction error on the training set is lower for the auto-encoder than
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Figure 6.3: Autoencoder and PCA are trained to project the data to different dimen-
sionality, and the reconstruction error is measured on the training and testing set.

the PCA. However, when the error was measured on the testing set, the PCA had lower
reconstruction error.

Conclusion

The lower reconstruction error on the training set and the higher reconstruction error
on the testing set shows that the autoencoder possibly remembers the noise in the data
rather than just the structure. Therefore, PCA will be used for dimensionality reduction
in this classification problem.

Figure 6.4 shows the first 8 principal components of the training set, which capture
61.79% of the variance of the data.

6.2.2 Classification

After the data dimensionality was reduced a neural network with different number of
hidden units was trained for each compression level.
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Figure 6.4: The first 8 principal components of the data set, plotted as images

Methods

The training algorithm was RMSProp with parameters γ = 0.95 and momentum θ =

0.9. Each network was trained for 15000 iterations. The initial weights of the networks
were random orthogonal matrix. The network had one hidden layer with hyperbolic
tangent as activation function. The activation function of the output layer was the
softmax function. The error function was the cross-entropy. Each network was trained
and tested 30 times, and the labelled data set was randomly shuffled and split into
training set, 70%, and testing set, 30%, before every repeat. The random shuffle was
done by the function RandomSample from Mathematica 11.3. The implementation of
the training and initialisation algowithm was provided by Mathematica 11.3.

Results

Figure 6.5 shows the average training and testing accuracy of a neural network with
different number of hidden units. The horizontal axis is the number of hidden units for
each network and the vertical axis is the mean classification accuracy. The error bar has
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length of one standard deviations.
For the low dimensional projections the training accuracy did not reach 1.0, and the

testing accuracy increased with the number of hidden units, reached the highest point,
and then decreased. This behaviour is typical when too many hidden units are used and
the model over-fits the data.

For projections to 10 and higher dimensional space, the training accuracy reached
1.0 very fast, but the testing accuracy remained lower. For these projections, the testing
accuracy increased, reached a peak, dropped, and then increased again. The increase
of accuracy cannot be attributed to better model, but to over-fitting due to insufficient
data. Another observation is that for high dimensional projections fewer hidden units
were required to reach the first peak in the testing accuracy.

Figure 6.6 shows a plot of the highest testing accuracy which is not considered over-
fitting against the dimensionality of the data projection. The highest testing accuracy
was achieved on data projected to the first 8 principal components at 95.4 % average
testing accuracy with 1.4% error bar (one standard deviation). The neural network used
for this classification had 7 hidden units. Since this is the model with highest testing
accuracy it will be used for classification of diffraction limited spots.

Conclusion

The results show that the best classifier for classifying the diffraction limited spots
into uniformly and non-uniformly distributed background is a neural network with 7
hidden units trained on a data set projected to the first 8 principal components by PCA.
The average accuracy of such classifier is 95.4% which is considered good enough to be
used in the FLImP track selection process.

Since there is 4.6% error rate, the track selection process still requires human assis-
tance to avoid analysis of features which have non-uniform background fluorescence. It
is important to avoid analysing such features, because they may introduce systematic
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Figure 6.5: The background samples projected onto different number of principal com-
ponents and classified with neural network. The horizontal axis are the number of hidden
units and the vertical axis is the mean classification accuracy over 30 training attempts.
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Figure 6.6: For each data projection, the highest testing accuracy is plotted. The
horizontal axis is the dimensionality of the projection, and the vertical axis is the highest
testing accuracy.
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error to the measurement.

6.3 Identify Track Structure

After the constant intensity levels are identified and the frames with non-uniform
noise are excluded, the track selection process needs to find tracks which meet the rest
of the FLImP assumptions. Therefore, tracks with specific structure need to be selected.

1. Track should have at least two levels – level 1 and level 2.

2. Track should either

(a) finish with two levels, where the last level should have lower intensity (level

1) than the previous level (level 2) and then the intensity should be zero.
An example is shown on the left-hand side of Figure 6.7

(b) have zero intensity and then start with two levels where the first level has
lower intensity (level 1) than the second level (level 2). An example sequence
is shown on right-hand side of Figure 6.7.

For this condition only the last two levels are examined. This means that level 1

might not be the least bright level in the track but the one with lower intensity
from the last two levels.

3. The intensity of level 2 should be twice the intensity of level 1.

4. The position during the levels should be constant.

5. There should be no gap between level 1 and level 2.

6. If the tracks starts with level 1, there cannot be any intensities before level 1

different form the intensity level. If the track ends with level 1, there cannot be
any intensities after level 1 different from the intensity of the level.
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Figure 6.7: The levels order for analysable tracks can be either level 2 followed by level

1 and then zero intensity, or zero intensity followed by level 1 and then level 2.

If conditions 1, 2, 5, and 6 are violated this is an evidence that there might be
different number from 2 active fluorophores in level 2 and one active fluorophore in level

1. It is important that the intensity after the end of level 1 in case it is last, or before level

1 in case it is first, to be zero. Otherwise, it is possible that there is another fluorophore
at larger depth, which is hard to detect, and it may skew the distance measurement.

Condition 3 guarantees that FLImP will not underestimate the separation. Condition
4 is relevant to the FLImP assumption that the fluorophore positions do not change
during levels. If a track does not meet that condition, this means that it is possible
that the level detection algorithm has made a mistake, and the track should be either
rejected all together or just a subsection of the level should be selected, depending on
the case.

If a track meets all these conditions it is assumed that there are 2 active fluorophores
in level 2 and only one of these fluorophore is active in level 1. Such assumption is the
basis for FLImP [2], SHRImP [53], and gSHRImP [40]. Having such assumption allowed
some papers to be published with FLImP [1], [165], [22].

Tracks which do not meet conditions 1, 2, and 3 are rejected automatically, Sec-
tion 6.3.2, and Section 6.3.1. Tracks which do not meet conditions 5, 4, and 6 are
inspected manually, Section 6.5.
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6.3.1 Fluorophore Depth Difference

FLImP uses total internal reflection (TIRF) to excite fluorophores [64] which are close
to the surface of the sample. This technique uses the evanescent field at the point of
reflection to excite the fluorophores. The evanescent field decays exponentially with the
depth, which means that if fluorophores are at different depth, they will have different
intensities. Therefore, in a track generated by two fluorophores, the intensity of level 2,
where both fluorophores are active, should be twice as large as the intensity of level 1,
where there is only one active fluorophore.

Measuring distances between fluorophores at different depth should be avoided, be-
cause FLImP measures the distance projected on the sample surface. If the fluorophores
are at different depth, FLImP will measure distance, m, which is

m√
m2 + ∆d2

(6.2)

times smaller than the real distance, where ∆d is the depth difference between the
fluorophores. The depth difference can be calculated by using the formula for exponential
decay

I1

I2
= eA∆d (6.3)

where I1 is the intensity of the fluorophore which is active in level 1 and level 2, I2 is
the intensity of the fluorophore which is active in level 2, A is the decay constant, and
∆d = d1 − d2. Using the mean level intensities, Formula 6.3 can be rewritten as

〈I(l2)〉
〈I(l1)〉 − 2 = e−A∆d − 1 (6.4)

where 〈I(l2)〉 is the mean intensity of level 2, and 〈I(l1)〉 is the mean intensity of level

1. The quantity on the left of the equation is the track property “stepratio lvl12”, which
is used in Section 5 for the single molecule imaging data classification.
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The decay constant A depends on the parameters of the experiment, and ∆d depends
on the application of FLImP. From these parameters, a threshold τstepratio lvl12 can be
calculated and used to reject tracks. In FLImP usually a threshold of 0.2 or 0.3 is used.

6.3.2 Level Order

Tracks need to have specific intensity pattern so it can be assumed that each level
has the expected number of fluorophores. There are two patterns which are analysed by
FLImP, Figure 6.7.

The first intensity pattern requires level 2, followed by a photobleaching step, fol-
lowed by level 1, and then followed by another photobleaching step. After the last
photobleaching step, the intensity at the position of the last observed diffraction limited
spot should be zero.

The second pattern which can be analysed starts with zero intensity, then a fluo-
rophore comes into emitting state to form level 1. Then level 1 is followed by another
fluorophore coming into emitting state, which forms level 2.

The first intensity pattern is much more frequently observed than the second intensity
pattern. The levels can be interrupted by a drop in the intensity for one or two frames,
which usually is due to a fluorophore going into dark state and then coming back into
emitting state.

Both intensity patterns require that there is zero intensity before level 1 for the
second pattern, and after level 1 for the first pattern. The reason for this is that if
there is another fluorescence at the position of the diffraction limited spot, for example
generated by a fluorophore deeper in the sample which is not detected, it may skew the
FLImP measurement.

The requirement of the intensity to be zero is checked using statistical test, because
there is a noise in the system. The intensity of 20 frames before or after a track,
depending on which intensity pattern is detected, are used to calculate the mean intensity,
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〈I〉, and the standard error in mean σ〈I〉. Then if the test∣∣∣∣∣ 〈I〉σ〈I〉
∣∣∣∣∣ < 3 (6.5)

fails, the intensity is assumed to be different from zero.

6.4 Track Selection

Not every track which can be analysed by the FLImP algorithm is relevant to the
biological study. For example, measurements with confidence interval of 20 nm cannot
be used to distinguish between separations of 14 and 20 nm, and separations of 200 nm
could not be measured from an EGFR oligomer. Therefore, additional step is required,
called “Track Selection”, in which the analysable tracks need to be filtered, so that the
number of tracks which are analysed but are not relevant to the project is minimised,
hence the manual effort is also reduced. Tracks with confidence interval larger than 10
nm or separation larger than 60 nm are considered irrelevant to the study and need to
be rejected.

6.4.1 Data Extraction and Representation

The training set was created by selecting and analysing 746 tracks with FLImP. The
track selection was done by applying the first 3 steps of the FLImP filter, “Background
Assessment”, “Level Detection”, and “Track Structure Assessment”. Every track which
meets the FLImP assumptions was analysed, regardless of the position shift at the point
of photobleaching, or the noise in the levels.

The tracks which had confidence interval lower than 10nm and separation less than
60nm were put in category “used”, or positive, and the rest were put in category “un-
used”, or negative.
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The prediction of the confidence interval and the separation of a track is based on
10 properties.

• Standard error in mean difference between position of level 1 and level 2. This
property is related to the confidence interval.

σp12 =

√√√√√(x1 − x2)2
(
σ2
x1 + σ2

x2

)
+ (y1 − y2)2

(
σ2
y1 + σ2

y2

)
(x1 − x2)2 + (y1 − y2)2 (6.6)

• Standard error in mean of the position, p ∈ R2, of level l.

σpl = σpl√
Tl

(6.7)

• Standard deviation of the position, p ∈ R2, of level l.

σpl =

√√√√ 1
Tl − 1

Tl∑
t=1

(
(xtl − xl)

2 + (ytl − yl)
2
)

(6.8)

• Difference between the mean position of level 1 and level 2. Large difference
indicates large separation.

∆p12 = (x1 − x2)2 + (y1 − y2)2 (6.9)

• Clustering. This property measures how well the intensities of level 1 and level 2
are separated.

C = σI1 + σI2
I1 − I2

(6.10)

• Ratio of noise to signal of level 1 and level 2. Large noise-to-signal ratio indicates
large confidence interval.

S =
σI1
I1

+
σI2
I2

(6.11)

• The sum of all intensities in level l. Tracks which are brighter or longer generate
shorter confidence intervals.

Isl =
∑

Il (6.12)
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Figure 6.8: Correlation
between each property
and the confidence in-
terval and separation of
the analysed tracks.
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The index l takes the values 1 and 2, Il is the set of intensities of level l, and xl and yl
are the set of x and y positions for level l.

Figure 6.8 shows the correlation between each property and the confidence interval
and the separation of the analysed tracks.

6.4.2 Dimensionality Reduction and Classification

It is possible for the data to occupy a subspace in the property space. Therefore,
two dimensionality reduction methods were applied, PCA and autoencoder. The labelled
data set was projected to lower dimensional space with each method and the projected
data was classified by a neural network.

Methods

Before applying PCA, the data set was transformed, so that it had mean 0 and
standard deviation of 1 in each dimension.

The autoencoder was trained as described in Section 2.3.2. The activation function
of the hidden and visible units of the restricted Boltzmann machine was the hyperbolic
tangent, and therefore the data was transformed, so that the maximum value in each
dimension was 0.95 and the minimum value was -0.95. Since there were no outliers, the
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Figure 6.9: Kernel density estimation of the data for each dimension after transformation,
so that the maximum value is 1.95 and the minimum values is -1.95.

transformation did not cause very small variance in any of the dimensions, Figure 6.9.
Each restricted Boltzmann machine was trained for 5000 iterations with learning rate
of 0.01 and velocity 0.9. The initial values of the weights and biases of the RBMs
were chosen from Gaussian distribution with zero mean and standard deviation of 0.3,
N(0, 0.3). For the training algorithm for the RBM was used a custom implementation.
The algorithm was implemented in the wolfram language, Mathematica 11.3. Links to
the implementation can be found in Appendix C.

The second step of the training was done with the ADAM algorithm, for 10000
iterations, parameters β1 = 0.9, and β2 = 0.999, and the error function was the mean
squared difference. The encoder layers were 10-8-6-4. The activation function of the
hidden layers and the output layer was hyperbolic tangent.

After compression, the data was transformed again, so that it had mean 0 and
standard deviation 1 in each dimension, because the weights of the neural network were
initialised with the Xavier method using Gaussian distribution and this transformation
would aid the training process. The training algorithm was ADAM with parameters
β1 = 0.9 and β2 = 0.999. The implementation of the Xavier method and the ADAM
algorithm was the one provided by Mathematica 11.3.

The training was repeated 10 times for 10000 iterations, and before each repeat the
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data set was split randomly to training and testing set, where the training set was 70% of
the data. The random split was done by the function RandomSample from Mathematica
11.3. A neural network with different number of hidden units was trained and tested for
each repeat. The hidden units started from 1 to 10 with increments of 1, then from 12
to 20 with increments of 2, and then 25 and 30. The activation of the hidden units was
hyperbolic tangent and the error function was the cross-entropy. This classification was
also done on the uncompressed data set, which was transformed before classification so
that it had mean 0 and standard deviation of 1 in each dimension.

Results

Figure 6.10 shows the reconstruction error measured on training and testing set for
different levels of compression when PCA and autoencoder (AC) was used. The error
was calculated according to Formula 6.1. The autoencoder had larger difference between
the training and testing reconstruction error than the PCA, when the data was projected
to 2 dimensions. This means that the autoencoder tends to over-fit the data more when
compressing it to 2 dimensions than when compressing it to 4 and 6 dimensions.

Figure 6.11 shows the mean F1-Score measured on training and testing data set for
each number of hidden units, each dimensionality, and each projection method. It can be
seen that in 2 dimensions, the PCA performs better than the autoencoder, but in higher
dimensions, there is no difference between the projection methods. This is consistent
with the results shown in Figure 6.10, which imply that the autoencoder over-fits the
data when projecting it to 2 dimensions.

The projection done by autoencoder to 4 and 6 dimensions requires a neural network
with more hidden units to learn the class boundaries than the projection done by PCA.
It can be seen that classifiers trained on data projected to higher dimensional space
perform better than classifier trained on data projected to lower dimensional space.

Figure 6.12 shows the mean F1-Score measured on the testing data set for neural
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Figure 6.10: Autoencoder and PCA were trained to project the data to different di-
mensionality, and the reconstruction error was measured on the training and testing set.

network trained on the uncompressed data set, which has 10 dimensions, and the pro-
jected data set to 8 dimensions by PCA and autoencoder. The best performance was
for 1 hidden unit, which corresponds to a linear boundary, on the uncompressed data
set, which has f1 score of 0.8582. When the data was projected to lower dimensional
space, the performance of the classifier also dropped. This means that lower dimensional
representations lose information which is important to the classification.

Figure 6.13 shows the ROC curve of a linear classifier evaluated on the testing set.
False positive samples have lower cost than false negative, because FLImP evaluations of
the tracks are much cheaper than preparation of experiments. Therefore, the threshold
for the classifier can be set, so that the false positive rate is 0.15 and the recall is 1.

Conclusion

The results show that the best classifier is a linear classifier applied on the uncom-
pressed data set and it achieved f1 score of 0.8582. Taking into account the ROC
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Figure 6.11: Training and testing F1-Score of neural network with hidden units from 1
to 30, trained on data set projected to 2, 4, and 6 dimensions. The plot on the top
shows the results for data projected with autoencoder and the plot on the bottom shows
the result for data projected by PCA.
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Figure 6.13: ROC
curve evaluated on
testing set of a linear
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curve of that classifier and the costs of experimental preparation and processing cost the
threshold for that classifier is adjusted so that it has recall of 1 and false positive rate
of 0.15.

This stage of the track filter optimises the FLImP analysis process by finding tracks
which are likely to produce measurement which are relevant to the study. Since FLImP
is used frequently for studying the EGFR, this section is optimised for finding tracks with
separations and confidence intervals specific for EGFR. It is possible to use FLImP for
studying of different types of oligomers, for which may be typical different separations.
The stage of the track filter described here can be adapted for different application by
changing the data labels based on the targeted separation and confidence interval and
re-training the classifier.

6.5 Manual Inspection

This stage of the track selection process involves manual inspection of the tracks.
There are four criteria which the tracks need to meet to be selected for analysis.

1. Gap between levels There should be no gaps between level 1 and level 2. Any
intensity different from the levels indicates that the assumption that there is only
one active fluorophore in level 1 and there are two active fluorophores in level 2

and of these fluorophores is the same as the one in level 2 is violated. Examples
of such tracks are shown in Figure 6.14.

2. Intensity after or before level 1 If the track starts with level 1, and then it is
followed by level 2, there should not be any frames with intensity different from
the intensity of level 1 before the level. In case the track ends with level 1, there
should not be any such frames after the level. Example of tracks which have such
frames is shown in Figure 6.15.
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Figure 6.14: Examples of tracks which have intensity between level 1 and level 2
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Figure 6.15: Example of tracks which have intensity before or after level 1.

3. Background fluorescence The neural network used for background assessment
has small percentage false positives. Therefore, the area around the diffraction
limited spot needs to be checked for non-uniform background fluorescence. If any
such frames are found, they should be excluded from the analysis.

4. Constant position During constant intensity levels, the position of the diffraction
limited spot should be constant. Any changes in the position during levels is
an indication that there has been an error in the tracking or the level detection
algorithm. Example of such tracks is shown on Figure 6.16.

6.6 Selecting Simulated Tracks

This section will apply the automated track selection on simulated tracks to verify
that it works correctly. The filter is applied to 9 data sets each of which has 9 tracks.
Eight of the data sets have tracks which should not be selected by the filter and in one

224



0 20 40 60 80 100

0.0

0.5

1.0

1.5

2.0

0 20 40 60 80

-0.4

-0.2

0.0

0.2

0.4

Figure 6.16: Example of a track which has a position change during constant intensity
level.

data set should the tracks should be selected. Each of the 8 data sets has different reason
why it shouldn’t be selected by the filter. Each type of simulated tracks is described
below:

• Step Ratio This type of tracks is generated by fluorophores at different depth.

• Extrapolated intensity In this type of tracks the intensity before or after level 1,
depending on the levels order, is different from zero when extrapolated. Two data
sets are generated. One when level 1 is first and one when level 1 is last.

• Neighbour There is one or two fluorophores in close proximity to each track.

• 1 level These tracks have only one level.

• Ends with level 3 In this type of tracks level 1 is in the middle. Before and after
level 1 there is a level with higher intensity.

• Large confidence interval This type of tracks can be analysed, however the tracks
have very large confidence interval when analysed.

• Large separation This type of tracks can be analysed, however the separation of
the tracks is too large to be of interest to the project.
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Data Set Selected Tracks

Step Ratio 0

Extrapolated Intensity (level 1 last) 0

Extrapolated Intensity (level 2 last) 0

Neighbour 0

1 level 0

Ends with level 3 0

Large confidence interval 0

Large separation 0

Used 9

Table 6.1: Number of tracks which were selected for analysis by the automatic track
filter.

• Used This type of tracks can be analysed and the confidence interval and separation
are of interest. These tracks should pass the filter.

Details of the parameters of the simulations can be found in Section 3.8.

6.6.1 Results

Table 6.1 shows for each data set how many tracks were selected when the filter
was applied. All of the data sets which contain non-analysable tracks had their tracks
rejected by the filter. The data sets which had analysable track, however the confidence
interval or the separation were too large also had their tracks rejected. The only data set
which had all the tracks selected was the analysable tracks with small enough confidence
interval or separation.
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Recep-
tor

Muta-
tion

Ligand
Concen-
tration

Treatment Time Period

HER1 L680N EGF 4 nM
Methyl Beta
Cyclodextrin

25.04.2017 -
02.05.2017

HER1 I942E Affibody 4 nM
18.08.2016 -
15.03.2017

Table 6.2: Experimental conditions and dates for data set used in filter evaluation.

6.6.2 Conclusion

The results in Table 6.1 show that the automatic track selection process works as
intended. All the track which should have been rejected were rejected and the tracks
which had to pass the filter passed it.

6.7 Evaluation of Refined Track Selection Process

The refined track selection process is compared with the previously existing track
selection process in terms of number of tracks required to be manually inspected, number
of tracks selected for analysis, and number of tracks used in the final result.

6.7.1 Methods

The comparison was done on two experimental conditions, under which 459 data
sets were collected and analysed. The experimental conditions are shown in Table 6.2.

6.7.2 Results

Table 6.3 shows the results of how many tracks were manually inspected, how many
tracks were analysed, and how many tracks have confidence interval less than 10nm and

227



separation less than 60nm for each version of the track selection process. The refined
process handled many conditions automatically, therefore many tracks were rejected
without human assistance. It required around 70.31 times fewer tracks to be manually
processed than the original process. When the refined process was used, there were
fewer tracks selected for analysis than when the original process was used. However, the
tracks which have low confidence interval and separations in the desired range are more
than those selected by the original process.

Inspected Analysed Used (ci ≤ 10nm, sep ≤ 60nm)

Original Process 32766 253 97

Refined Process 466 231 108

Table 6.3: Comparison between the refined track selection process and the original track
selection process, based on the number of inspected tracks, the number of analysed
tracks, and the number of tracks used in the FLImP studies

6.7.3 Conclusion

These results show that the refined track selection process requires fewer tracks to
be manually inspected and fewer tracks to be analysed by FLImP. It also finds more
tracks from the same number of data sets. It can be concluded that the refined process
is more efficient than the original version, because it reduces the false positive and false
negative samples.
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Chapter 7

Applications of Refined Track

Selection Process

The experiment presented in this chapter tries to determine the effects of phorbol
myristate acetate (PMA) when introduced to wild type epidermal growth factor receptor
(WT EGFR), treated with Bisindolylmaleimide I (BM-I). The PMA is known to cause
phosphorylation of the EGFR and it can be blocked by BM-I [166].

The experiment measured sizes of oligomers formed in cells expressing WT EGFR
treated with BM-I only and cells treated with both BM-I and PMA.

Although the results of the experiment showed that more data and a more sophisti-
cated model are required to reveal details about the effects of PMA on the WT EGFR,
the large repeatable distances observed in the dataset treated with BM-I were not ob-
served in dataset treated with BM-I and PMA (BM-I+PMA) in favour of large quantity
of small distances. Therefore, it could be concluded that the PMA causes the WT EGFR
to form smaller oligomers. Also the results implied existence of higher order oligomers,
which was confirmed by electron microscopy data.

This chapter is organised in 5 sections. Section 7.1 describes the experimental condi-
tions and preparation of the experiments. Section 7.2 describes the Rice model used for
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interpreting the FLImP data (the combined bootstrap samples of all analysed tracks) and
the Bayesian information criteria used to find how many distinct distances are observed.
Then Section 7.3 shows the results from the experiment, and Section 7.4 discusses the
significance and the validity of the results. Finally Section 7.5 presents the conclusions,
and implications of the results. It also suggests collecting mode data and improvements
to the Rice model to provide greater details about effects of the PMA on the WT EGFR.

7.1 Methods

There were 8 samples prepared for the experiments described in this chapter, Ta-
ble 7.1. All of the samples were seeded with Chinese hamster ovary (CHO) cells express-
ing WT EGFR. The fluorophores used for the imaging is CF640R and the ligand was
Epidermal Growth Factor (EGF). Each EGF had one CF640R molecule.

Two of the samples were controls for the experiments. Number 1 was a blank to show
that when treated with BM-I there was no background, and the other blank (sample 2)
was treated with PMA to show that it doesn’t introduce any background or artefacts.
All of the other six samples were WT EGFR treated with EGF-CF640R. Three of the
samples were treated with PMA. All eight samples were treated with BM-I.

BM-I treated datasets came from dishes 3 to 5 inclusive, and BM-I+PMA treated
datasets came from dishes 6 to 8 inclusive. The samples were prepared as follows:

• CHO cells (105 cell per dish) expressing EGFR under an inducible Tet-ON pro-
moter were a gift from Prof Linda Pike (Washington University). Cells were grown
in 5% CO2 in air at 37 °C in phenol-red-free DMEM supplemented with 10% (v/v)
fetal bovine serum, 2 mmol glutamine, 1% penicillin-streptomycin, 100 mg/ml hy-
gromycin and 100 mg/ml geneticin. 50 ng/ml Doxycycline was also included to
induce expression of EGFR. Cells were seeded onto 1% bovine serum albumin
(BSA) coated glass bottomed dishes (MatTek Corporation)
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Sample 2 nmol EGF-CF640R PMA BM-I

1 - - x

2 - x x

3 x - x

4 x - x

5 x - x

6 x x x

7 x x x

8 x x x

Table 7.1: All the samples used for the experiment presented in this chapter.

• The cells were grown for 48 h.

• Media was changed to 0.1% serum with 50 ng/ml doxycycline for 2 h

• The samples were washed with phosphate buffered saline (PBS) and treated with
2 µmol BM-I for 20 min at 37 °C.

• Washed the samples three times with PBS

• Left the samples on ice at 4 °C for 10 min.

• Labelled samples 3 to 8 inclusive with 2 nmol EGF-CF640R on ice at 4 °C for 1 h.

• Washed 3 times with ice cold PBS (the tube of PBS was kept in ice)

• Fixed samples with 3% (of the total solution) paraformaldehyde (PFA) + 0.5%
glutaraldehyde. Incubated for 15 min on ice then 15 min at room temperature.

• Washed 3 times with PBS.
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7.2 Rice Model

A FLImP experiment normally includes a number of distance measurements Nd.
Each distance measurement corresponds to a molecular structure, which can be a dimer,
trimer or larger oligomer. Therefore the measured distances will be a set of discrete
distances each of which will be observed one or more times.

The model used to describe the FLImP separations is a mixture of Rice distributions
with Nc components,

P (r|w,σ,RT , Nc) =
Nc∑
c=1

wcRice (r|RT c, σc) (7.1)

where RT c is a size of molecular structure, of which there can be several measure-
ments, σc is the spread, and wc is the weight if each component. In this model using
Gaussian distribution for describing the molecule separations is not appropriate, because
the Gaussian distribution would overestimate small separations [167]. On the other hand
if two emitters have Gaussian localisation error, the measurement of the distance be-
tween these emitters would follow the Rice distribution as shown in the supplementary
information of the paper published by Needham et al. in 2016 [22].

Details of the model and the fitting procedure described in this section can be found
in the supplementary information of [22]

FLImP uses the bootstrap technique to provide a sample of a probabilistic distribution
over each distance, Chapter 1.7.1. For each separation FLImP generates Nb bootstrap
samples. Normally Nb is set to 1200. Each bootstrap sample of each observed separation
is treated as independent and identically distributed random variables. Therefore the
probability of the observed data D = {rb,d} , b = 1..Nb, d = 1..Nd given the model
parameters is

P (D|w,RT ,σ, Nc) =
Nb∏
b=1

Nd∏
d=1

P (rb,d|w,σ,RT , Nc) (7.2)
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.
The probability of the parameters, given the data can be estimated using the Bayesian

theorem. Since the data does not change for a given experiment, the non-normalised
probability of parameters given data is maximized,

P (w,RT ,σ, Nc|D) ∼ P (D|w,RT ,σ, Nc)P (w,RT ,σ|Nc) (7.3)

where

P (w,RT ,σ|Nc) =
Nc∏
j

πwjπσjπRT j (7.4)

is the probability of parameters given the number of components. The parameter
πwj is

πwj =


1 if wj∑Nc

i=1 wi
> 0.9

Nd

0 otherwise
(7.5)

.
This ensures that no component in the model can correspond to fewer than 0.9 mea-

surements. In principle no component should correspond to less than one measurement,
but the model allows for a small margin of error. The parameter πσj is

πσj =


1 if min (σFLImP) ≤ σj ≤

√
2 max (σFLImP)

0 otherwisre
(7.6)

where σFLImP is the list of maximum likelihood Rician fit σ of each included FLImP
separation distribution. The parameter πRT j is

πRT j =


1 if Rmin ≤ RT j ≤ Rmax

0 otherwise
(7.7)
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Normally the parameters Rmin is set to 0 nm and Rmax is set to 60 nm.
Finding the maximum of the probability of parameters given data is non-linear multi-

modal optimisation problem. Therefore, the search is performed 800 times, using the
uphill simplex algorithm and the maximum value is used as a result. This procedure is
repeated 50 times, where each time the data set D is re-sampled by replacement, to
obtain 50 estimates of the most likely parameters. During each re-sample the most likely
parameters are estimated for different number of Rice mixtures.

Number of Rice Components

After the parameters are estimated for different number of components it has to be
decided which is the most optimal number of components, and therefore will determine
how many distances are observed. To estimate the most optimal number of components
FLImP uses Bayesian information criteria (BIC)

BIC = −2 ln (P (w,RT ,σ, Nc|D)) + k ln (NdNb) (7.8)

where k is the number of free parameters, k = 3Nc − 1 (the minus 1 is because
the weights of the components w have to sum up to 1). In FLImP an improvement of
the BIC value of 10 is considered to be significant. To find how many Rice components
should be assumed the BIC value is calculated for each number of components in each
of the 50 estimates (as described in the previous section). This results in 50 curves.
Then for each number of components it is calculated the fraction of the curves which
have significantly better BIC value for that number of components than all the previous
number of components. The optimal number of components is assumed to be the
highest number of components for which that fraction is at least 50%, and there is no
lower number of components for which the fraction is lower than 50%.
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Figure 7.1: BIC curves and Rice mixture model fit for distances extracted from the data
set BM-I.

7.3 Results

Samples from 3 to 8 were imaged and 89 data sets were extracted, 47 of which come
from samples 3 to 5 and 42 come from samples 6 to 8. The datasets coming from
samples 3 to 5 will be called BM-I and the datasets coming from samples 6 to 8 will
be called BM-I+PMA. All of the datasets were analysed by Quincy, Section 1.4.2 and
Section 1.4.1, and tracks were selected using the method described in Chapter 6. Then
all of the tracks were analysed with the FLImP method, described in Section 1.7. Tracks
which have confidence interval larger than 10 nm and separation larger than 70 nm were
rejected. After filtering there were 35 tracks extracted from the data sets BM-I and 23
tracks extracted from the data sets BM-I+PMA. Then the bootstrap samples of the
tracks were combined and a mixture of rice distributions was fit to it.

The top of figure 7.1 shows the BIC curves for different number of components
estimated on the data set BM-I. From the fraction of curves which have better BIC
value than the previous components can be seen that for this data set the best number
of components is 5. Below is shown the Rice mixture model fit with 5 components for
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Figure 7.2: BIC curves and Rice mixture model fit for distances extracted from the data
set BM-I+PMA.

that data-set. There are 5 peaks all of which seem to be responsible for relevantly few
distances.

The first component has a mean of 8.3 nm, a confidence interval of 13.3 nm, and
it is composed of about 4.4 distances. The second component has a mean of 14.2 nm,
a confidence interval of 6 nm, and it is composed of the most distances, around 6.1.
The third component has a mean of 26.7 nm, a confidence interval of 6.2 nm, and is
responsible for 4 distances. The fourth component has a mean of 36.7 nm, a confidence
interval of 14.8 nm, and is responsible for 4.9 distances. The fifth components has a
mean of 55 nm, a confidence interval of 10.4 nm, and it is composed by 2.5 distances.

Figure 7.2 shows the BIC curves for different number of components estimated on the
data set BM-I+PMA. From the fraction of curves which have better BIC value than the
previous components can be seen that for this data set the best number of components
is 4. Below is shown the Rice mixture model fit with 4 components for that data-set.

The first distance has a mean of 5.2 nm, a confidence interval of 17 nm, and it is
composed of 17.6 distances. The second component has a mean if 20.4 nm, a confidence
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Figure 7.3: Models of hypothetical EGFR oligomers, [22]

interval if 6.2 nm, and it is composed of 10.6 distances. The third component has a mean
if 31.8 nm, a confidence interval of 21.3 nm, and it is composed of 5.3 distances. The last
component has a mean of 43.1 nm, a confidence interval of 8.2 nm, and it is composed
of 1.5 distances.

7.4 Discussion

According to Needham et al. 2016 [22] there are several hypothetical configurations
of the oligomers, Figure 7.3. When the size of the dye is added to the model, the sizes
will increase with about 2 nm. Therefore the expected observed distances will be 9 nm,
13 nm, 20 nm, 27 nm, and 34 nm. Using this model it is possible to extrapolate even
larger distances, such as 41 nm, 48 nm, and 55 nm. These hypothetical sizes assume
that the dimers are arranged in a straight line.

Table 7.2 shows the components from the datasets BM-I and BM-I+PMA, associated
with the closest hypothetical dimer.

7.4.1 BM-I

The first row of the Table 7.2 shows that there is a component from the BM-I dataset
with mean of 8.3 nm however the confidence interval is 13.6 nm. This component is
composed of around 4.4 distance. Based on the confidence interval it could be associated
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Hypothetical Dimers BM-I BM-I+PMA

Type №Dimers Length S M E №D S M E №D

? ? ? 1.1 5.2 18.1 17.6

FF 1 9 1.3 8.3 14.9 4.4

BB 1 13 11.2 14.2 17.1 6.1

BB 2 20 17.4 20.4 23.6 10.6

BB 3 27 23.9 26.7 30.1 4.0

BB 4 34 26.0 36.7 40.8 4.9 27.4 31.8 48.7 5.3

BB 5 41 40.4 43.1 48.6 1.5

BB 6 55 48.1 55.2 58.5 2.5

Table 7.2: This table shows the results from the rice fits and the hypothetical oligomers
which they could match. The leftmost column is type dimer which is either face-to-face
(FF) or back-to-back (BB). There are 2 sections, one for the dataset BM-I and the other
is for the dataset BM-I+PMA. Under each dataset there are 4 columns which represent
a Rice components from the fits. The first column is the start of the confidence interval
of the component (S), the second column is the mean of the component (M), the third
column is the end of the confidence interval (E), and the last column (№D) is how many
distances are responsible for that component.
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with the face-to-face dimer which would have a size of 9 nm. Also the back-to-back dimer
at about 13 nm is within the confidence interval however it is less likely the cause for
component. In general the confidence interval of this component is very large and the
number of distances it is composed of is small. The confidence interval does not allow
to distinguish clearly between the face-to-face and the back-to-back dimer. Therefore,
this component is not a strong evidence for a face-to-face dimer.

The second component of the BM-I data set has a mean of 14.3 nm and confidence
interval of 4.9 nm. This is consistent with the back-to-back dimer with size of 13 nm.
Since the interval is relevantly low and the number of distances is around 6 it could be
associated that a back-to-back dimers.

The next two components estimated from the BM-I data set have means of 26.7 nm,
and 36.7 nm, with confidence intervals of 6.2 nm, and 6.8 nm, and composed of around
4 and 5 distances. These components can be associated with 3 and 4 dimers arranged
in a line. These components have a relevantly small confidence intervals, however are
composed of just few distances. Also arrangement of dimers in a line is not very likely.

The last Rice component estimated from this data set is with a mean of 55.2 nm,
has a confidence interval if 10.4 nm, and it is composed of just 2.5 distances. Large
confidence interval and so few distances make it very unlikely that there is an observed
oligomer composed of 6 dimers arranged in a line. It is more likely that these are just
some distances measured from fluorophores belonging to different dimers, which are just
in proximity to one another and not necessarily part of the same structure.

7.4.2 BM-I+PMA

The component with lowest distance has mean of 5.2 nm, with confidence interval of
17 nm, and composed of 17.6 distances. This mean is lower than the hypothetical 9 nm,
however the confidence interval is very large and therefore the distance can be associated
with either the 9 nm front-to-front dimer or the 13 nm back-to-back dimer. It is also
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possible that there could be distances measured from two side-to-side dimers, which
could be shorter than 9 nm. Since this mean is based on about 17 distances it is quite
likely that there is an observation in the range between 1.1 nm and 18.1 nm, however
the large confidence interval makes it hard to distinguish which dimer is observed.

The second component has a mean of 20.4 nm, with confidence interval of 6.2 nm,
and it is composed of 10.6 distances. This measurement and the low confidence interval
is consistent with oligomer of 2 back-to-back dimers.

The third component has a mean of 31.8 nm, with confidence interval of 21.3 nm, and
it is composed of 5.3 distances. This could be associated with the oligomer composed
of 4 and 5 dimers with sizes of 31 nm and 41 nm. Since the large confidence interval
and the low number of distances it is unclear what structure caused this measurement.

The last component has a mean if 43.1 nm, a confidence interval of 8.2 nm, and it
is composed of 1.5 distances. Since the low number of distances it is unlikely that this
component represents an EGFR structure in the cell. It is possible that this is just a
random occurrence or to fit some noise from the rest of the measurements.

7.5 Conclusion

The measured distances for the data set BM-I of 14.3 nm, 26.7 nm, and 36.7 nm,
and the measured distance from BM-I+PMA of 20.4 nm seem to represent a repeatable
structures. According to data coming from electron microscopy [168] there are larger
structures, however they are not arranged in a line. The data from the electron mi-
croscope shows distances of 32 nm, 36 nm, 40 nm, 48 nm, 50 nm, and 56 nm. These
distances cannot be directly associated with the distances measured from the FLImP
data, because the labelling methods are different. However, the distances estimated in
this experiment show the possible existence of higher order oligomers, but the linear
models presented in [22] are unlikely, since there were no EGFR arranged in a line in
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the electron microscopy data. Another implication is that when PMA was added to the
experiment more shorter distances were recorded.

The data used in this experiment has too few data points to be able to draw mean-
ingful conclusions. Also the model assumes that there will be only repeatable distances
such as dimers or larger oligomers. However if there is no dimerisation in the cells it
is likely that the estimated separations will based on random monomers. Therefore, in
such case it will be expected that the distances will follow random distribution. An-
other possibility is that there will be some number of distances which are measured from
fluorophores which are in different dimers in proximity. This will introduce additional
randomness and increase confidence intervals. It is also possible that there is equilibrium
between dimerised and monomeric state of the EGFR [169], or periodicity in the ratio of
dimers and monomers [170]. Therefore the model might benefit from including possi-
bility for a uniformly distributed component, to account for random distances which are
not estimated from a repeatable structure.

While some evidence exists that clusters of EGFR exist, and the PMA causes smaller
structures to form, the experiment will require larger datasets and improvements to the
model to bring more reliable information about effects of the PMA.
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Chapter 8

Discussion

The super-resolution methods from the SHRImP family, which also includes FLImP,
can measure very small separations, such as 9nm in fixed cells with confidence interval of
7nm. This gives them an advantage over other methods such as STORM, which provides
a resolution of 20nm [43]. The higher accuracy is achieved by using large number of
frames during which the fluorophores are always in emitting state. This provides much
more measurements than STORM, where each emitter is in a fluorescent state in just a
few frames.

However, methods such as FLImP and SHRImP are susceptible to erroneous mea-
surements due to the large number of assumptions made by the model of the diffraction
limited spot. Therefore, it is critical to select the correct data for analysis. When imaging
live cells, pitfalls such as fluorophore depth difference, incorrectly identified levels, areas
of high crowding, and non-uniform background fluorescence need to be taken into ac-
count. This project developed a semi-automated track selection process, which reduced
the volume of the data for manual inspection around 70 times and greatly simplified the
manual inspection criteria. The results showed that the refined process reduced the error
rate of the methods, thus making them more reliable.

The developments from this thesis can be used for automation of other techniques
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of the SHRImP family which use manual data processing steps [54] [53].

8.1 Simulations

Since there are many unknowns when imaging molecular complexes on the membrane
of fixed cells, simulations are used to verify the correctness of the algorithms developed
during the project and also as controls for the experiments. The simulations used in this
project, documented in Chapter 3, allow the user to specify 2D fluorophore positions
and their intensities. The fluorophore transitions is modelled by a Markov chain in order
to generate a sequence of frames. Then the EMCCD noise model is used to generate
image counts for each pixel.

The PSF model used in the simulations is a Gaussian function, which is different from
the theoretical Airy function. The Gaussian function is good enough approximation for
the purposes of the simulations in this project. It is also used for other simulations [140]
and due to its simplicity is preferred over the Airy function.

The EMCCD model developed by Hirsh et al. [160] was chosen because of its good
theoretical basis and completeness. It is a fully probabilistic model of the processes in the
CCD matrix, the electron multiplier register, and the readout noise. The model also al-
lows to adjust all of the parameters of the microscope sensor according to the technical
specifications. A downside of the model is that it is hard for integration, and there-
fore computationally expensive numerical methods are used. Also it contains Poisson
components, which means that when simulating complicated fluorophore configuration
each image pixel is drawn from different distribution, consequently slowing down the
simulations even further.

The simulations used in this project have very detailed noise model, which is an
improvement over other simulations which use only Poisson noise [40] [171] or a combi-
nation between Poisson and Gaussian noise [147] [140]. A simulation used by Spieser et
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al. for training neural networks also uses a realistic noise model for the EMCCD camera,
which takes into account more details of the imaging process [128]. Other simulations
have more sophisticated PSF models than the one used in this project, such as the Airy
function or other PSFs used for 3D localisation [147].

The simulations are realistic enough for the most of the applications within this
project, however, as shown in Chapter 4, there are limitations. It is possible to improve
on the current simulations by using more accurate PSF model. Another area of im-
provement is to use realistic transition probabilities for the Markov chain which models
the fluorophore behaviour. The simulations also don’t take into account the effects of
förster resonance energy transfer when there is a crowding of fluorophores.

8.2 Level Detection

The level detection algorithm used in FLImP was prone to errors, as demonstrated
in Chapter 1, which necessitates the development of new algorithm for successful au-
tomation of the track selection. Chapter 4 presents two new developments of a level
detection algorithm, “Level Noise” and “Neural Network”, and compares them with the
existing level detection algorithm, called “Bayesian”.

The “Bayesian” algorithm uses a probabilistic approach to test for changes within
traces of intensities of diffraction limited spots. This algorithm makes several very
restrictive assumptions, such as Gaussian distributed intensities, which would fail when
the intensity of the emitters is low. Other limitations are that it relies on the estimates
of Quincy, which assumes uniform background, and this assumption frequently fails.

These issues are addressed by the algorithm “Level Noise”, which is more flexible
in terms of assumptions. The algorithm relies on the idea that the variance within a
constant intensity level should remain the same, unless a change of the emitter states
occurs. It also uses KS tests to ensure that the intensities within a level come from the
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same distribution. The algorithm also tests for gradients within the levels, which can be
an indication for background fluorescence.

The third approach, “Neural Network” uses neural network trained on simulated data
to detect the level transitions.

The three algorithms were compared on simulated data and on real data. The “Neural
Network” had best performance when tested on simulated data, however when tested
on real data the “Levels Noise” algorithm outperformed the rest. A possible reason for
the discrepancy between the results obtained from the simulated and the real data could
be the simplicity of the simulations. The neural network was trained on simulated data,
however the real data follows more complex distribution and therefore the algorithm
performed poorly.

The level detection algorithm is self-contained and can be adapted to work for other
single-molecule studies, where flexibility is required. Other developments, such as those
by Watkins and Yang [172] and Andrec et al. [173], use probabilistic models to determine
the most likely number of levels and transition points. However, these approaches are
designed to work with Time-Correlated Single Photon Counting. Another approach
provided by gSHRImP tries to find photobleaching steps by analysing the diffraction
limited images directly [40].

8.3 Track Classification

The reliability of the manual track selection process was evaluated in Chapter 5 by
inspecting different properties of tracks which were used in FLImP studies for previously
published papers. The results showed that very high percentage of the manually selected
tracks are unfit for analysis. This claim was further reinforced by a classifier which
managed to correctly classify simulated tracks, but failed to distinguish between selected
and rejected tracks.
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The manual track selection process needs to account for all of the FLImP assump-
tions, which makes it very complex and difficult to follow. In addition the human
judgement is subjective when compared to statistical tests. For example, when a track
is extrapolated, is the intensity zero in the region after the last frame? If several peo-
ple look at a plot, they might come to different conclusions due to their biases. Also
the judgement of the same person varies based on the mental state, tiredness and so
on. FLImP experiments required inspection of very large number of intensity traces.
Chapter 6 showed that just for a few experiments around 32000 tracks were inspected.
Completing such a task without loosing concentration and quality of judgement is for a
person extremely difficult, therefore it is natural for mistakes to start slipping in.

The results from the experiments presented in Chapter 5 show that automation of
the FLImP tool-chain is critically important for a successful study.

8.4 Refined Track Selection and Applications

Chapter 6 presented a refined and automated track selection process. The correctness
of the process was verified by simulated data. The efficiency of the refined process was
compared to the old manual process on already analysed FLImP data in terms of number
of manually inspected tracks and number of useful tracks. The results showed that the
refined process requires around 70 times fewer tracks to be inspected manually. Also the
manual inspection is greatly simplified which reduces the possibility for error.

Later the refined track selection process was used to analyse novel EGFR data, Chap-
ter 7. The results presented in that chapter suggested that the EGFR oligomerisation is
influenced by phorbolmyristate acetate.
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Chapter 9

Conclusion

The project described in this thesis aims to automate the track selection process.
Automation of that stage of FLImP will improve the time and cost efficiency of the
method, as human involvement will be reduced. The track selection process with reduced
human involvement will be less prone to errors, which will cause the final results to have
shorter confidence intervals, and therefore improved resolution. Other benefits of the
automation is that the FLImP method will require less staff training and using it will be
easier.

In Chapter 4 two novel algorithms were presented, which find areas with constant
intensity in time-series (Level Detection). The novel algorithms, “Neural Network”,
and “Levels Noise”, were compared to the existing level detection algorithm, called
“Bayesian”. The comparison of the algorithms’ performance on real and simulated tracks
showed that the best performing algorithm was “Levels Noise”, which was adopted
through the rest of the thesis and is currently deployed as part of the FLImP pipeline.

In Chapter 5 the FLImP tracks were classified into two categories, used and unused.
The tracks were converted into feature vectors using domain specific representation, and
a neural network was used for the classification. The classifier and the representation
were verified by showing that they classified simulated tracks correctly, based on the
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track selection requirements. However, when manually selected tracks from 2064 FLImP
experiments were classified, the classifier was unable to distinguish between the tracks
selected for analysis and the tracks which were rejected. The results from the experiments
and inspection of the track selections showed that there are critical deficiencies in the
manual track selection process. The results from this chapter showed the necessity of
improved and automated track selection process.

Chapter 6 presented an automated track selections process. The refined process has
several steps:

• Background Assessment and Level Detection. At this stage, diffraction lim-
ited spots which have non-uniform background fluorescence in the neighbourhood
are excluded from analysis and regions with constant intensity, called levels, are
detected.

• Track Structure Identification. Tracks which do not have suitable intensity
pattern or good level ratio are rejected.

• Track Assessment Properties of the tracks which were selected during the pre-
vious two steps are calculated and used to classify tracks into those which are
suitable for the biological study and those which are not.

• Manual Inspection At this step, several criteria are used to reject tracks which
have passed the previous steps but are not considered analysable.

The validity of the refined track selection process was verified by simulations. The
new process was also compared to its predecessor, and it reduced the time required for
data selection around 70 times, increased the number of tracks extracted from the data
sets by 11.3%, and reduced the FLImP analysis time by 8.6%. Also, the confidence
intervals were on average shorter.

The results presented in this thesis showed that manually selecting single molecule
imaging data is unreliable and inefficient. Manual selection is not optimal for inspecting
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large volumes of data, because people become tired and prone to mistakes. Therefore,
automation should be used whenever it is possible. I have demonstrated an approach
which is a viable and automated alternative.

The track selection process described in this thesis can be used in other single
molecule methods such as SHRImP [53]. Also, the level detection algorithm can be
used in other studies as well. In this project it is used for intensity traces, however it can
be easily adapted to any time-series. Therefore, it can be used in different single-molecule
studies such as [174] [175] [176] [177].

9.1 Future Development

The new data selection process has a limitation that it has manual steps. Further
developments on the FLImP analysis process can seek to fully automate the data selection
process to eliminate errors made during manual selection and reduce the analysis time
further.

Another area where the selection process can be improved is the track structure iden-
tification. In the refined process, the intensity levels should follow one of two patterns.
The first pattern is high intensity, followed by low intensity, followed by zero intensity,
and the second pattern is zero intensity, followed by low intensity, followed by high inten-
sity. It is possible to use the probability of the fluorophore to change between different
states to estimate the most likely number of fluorophores in each level, based on the
observed intensity. This would allow FLImP to analyse larger variety of intensity patterns
and hence increase the number of analysable tracks.

FLImP requires the fluorophores which generate an analysed track to be at the same
depth in the sample, because the measured distance is the projection of the real distance
on the sample surface. This problem is addressed in the refined process by using a
threshold on the ratio of the intensity of the fluorophores to reject tracks where the
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depth difference would skew the result. This threshold depends on the application of
FLImP and the experimental conditions.
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Appendix A

Track Properties

Part of the FLImP analysis is track construction and track selection, which involves
identification of frame ranges, in which the track has constant intensity, called levels,
and calculating track properties.

A level is constructed of several regions with constant intensity. The set of frame
indexes which are part of a level n with K segments is

ln = {t|t ∈ [startk, endk], k ∈ [1, K]} (A.1)

Based on the set of frame indexes, which are part of a level n, some other abbrevia-
tions are used

I(ln) = {It|t ∈ ln} (A.2)

where It is the intensity of the diffraction limited spot at frame t,

x(ln) = {xt|t ∈ ln} (A.3)

where xt is the x position of the diffraction limited spot at frame t,

y(ln) = {yt|t ∈ ln} (A.4)

where yt is the y position of the diffraction limited spot at frame t, and
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bg(ln) = {bgt|t ∈ ln} (A.5)

where bg is the background intensity around in the neighbourhood of the diffraction
limited spot at frame t.

Another useful notation is the set of (x, y) positions, p ∈ R2, in a level, n is

p(ln) = {pt|t ∈ ln} (A.6)

The mean of the intensity in level n is defined as

〈I(ln)〉 = 1
T (ln)

∑
t∈ln

It (A.7)

and the standard deviation of level n is defined as

σ(I(ln))2 = 1
T (ln)− 1

∑
t∈ln

(It − 〈l1〉)2 (A.8)

where T (ln) = |l1| is the number of frames in level n.
Similarly the mean position in level n is defined as

〈p(ln)〉 = 1
T (ln)

∑
t∈ln

pt (A.9)

and the standard deviation of the position in the same level is defined as

σ(p(ln)) =
√√√√ 1
n

∑
t∈ln

(
pt − 〈p〉t∈ln

)T (
pt − 〈p〉t∈ln

)
(A.10)

Some descriptors involve splitting the region into small segments, called windows,
and calculating some properties over these windows. The windows in a level n, which
has K regions, are 11 frames long and are centred around frame w, where

w ∈ [startk + 5, endk − 5], k ∈ [1, K] (A.11)
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If the mean value of the window is calculated, it is called local mean, µloc, and if
the standard deviation is calculated, it is called local standard deviation, σloc. The local
mean calculated for the intensity of level n is

µloc(I(ln))w = 1
11

5∑
i=−5

Iw+i (A.12)

and the local standard deviation of the intensity calculated over the same region is

σloc(I(ln))w =

√√√√ 1
11

5∑
i=−5

(Iw+i − µloc(I(ln))w)2 (A.13)

Similar formulas are used for the local mean and local standard deviation of the
position.

µloc(p(ln))w = 1
11

5∑
i=−5

pw+i (A.14)

σloc(p(ln))w =

√√√√ 1
11

5∑
i=−5

dTi di,

di = (pw+i − µloc(I(ln))w)

(A.15)

• background l1, background l2, background Background homogeneity for level

1, level 2, or the entire track. For each frame t in the corresponding frame interval

1. Create a vector, I, with the intensity of each pixel, which has distance to
the centre of the feature in the range [3.5σPSF −

√
2, 5.5σPSF +

√
2], where

σPSF is the standard deviation of the Gaussian distribution, used to model
the diffraction limited spot.

2. Split the vector into quadrants Ji, i = 1..4.

3. Calculate Bt = 4 σ(I)∑4
i=1 σJi
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4. Return the mean of the 10 largest values for Bt.

• feature shape l1, feature shape l2 Measures the roundness of the feature in
level 1 and level 2. For each frame t in the corresponding level

1. Crop area of 5 pixels in each direction around the centre, creating image,
img of 11 by 11 pixels with intensity at pixel with coordinates x, and y of
img(x, y), where x ∈ {−5..5}, and y ∈ {−5..5}.

2. Create set of points in R2, D = {[x, y]img(x, y)|x ∈ {−5..5} , y ∈ {−5..5}}

3. Calculate the ratio of eigenvalues λ1, and λ2, where λ1 > λ2 of co-variance
matrix of the set D.

4. Calculate the value rt = λ1
λ2

Then sort the ratios rt and find the mean of the 10% largest values.

• fragmentation l1 num frame ranges in l1− 1

• fragmentation l2 num frame ranges in l2− 1

• longest range l1 Number of frames in the longest segment in level 1.

• longest range l2 Number of frames in the longest segment in level 2.

• level1points Number of detected frames level 1.

• level2points Number of detected frames level 2.

• ratio real points l1 Number of detected frames level 1
Number of frames in level 1

• ratio real points l2 Number of detected frames level 2
Number of frames in level 2

• ratio real points Number of detected frames
Number of frames

• sec longest Number of frames in the shortest of level 1 and level 2.

• sec most pts Number of detected frames in the shortest of level 1 and level 2.

• shortest range Number of frames in the shortest level segment.
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• leveliness num frames assigned to levels
duration

• l12 gap The length of a range ρ1.

If the track starts with level 1, the range ρ1 ends at the first frame of the first
range of level 2 and starts at the last frame of the preceding range. If tracks are
filtered by the automatic track rejection, described in Section 5.4.1, this range is
part of level 1.

If the track ends with level 1, the range ρ1 starts at the last frame of the last range
of level 2 and ends at the first frame of the following frame range. If tracks are
filtered by the automatic track rejection, described in Section 5.4.1, this range is
part of level 1.

• frames before after l1 The length of range ρ2.

If the track starts with level 1, the range ρ2 starts at the first frame of the track
and ends at the first frame of the first range of level 1.

If the track ends with level 1, the range ρ2 starts at the last frame of the last range
of level 1 and ends at the last frame of the track.

Intensity

• goes to zero Define a set of frames ρ3. If the track starts with level 1, then ρ3

ends at the first frame of the track and starts 10 frames earlier or at the first frame
of the experiment, depending which is later.

If the track ends with level 1, then ρ3 starts at the last frame of the track and
ends 10 frames later or at the last frame of the experiment, depending which is
earlier.

The property is the ratio of the mean extrapolated intensity in the interval ρ3 and
the standard deviation, 〈I(ρ3)〉

σI(ρ3)
.
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• l12 off level Define a set

m =
{

min
i∈{1,2}

|It − 〈I(li)〉|
σI(li)

∣∣∣∣∣t ∈ ρ1

}

where ρ1 is the frame range as defined by the property l12 gap. Then calculate
the minimum, maximum, and mean value of the set m – min(m), max(m), µ(m)

• int before after l1 Define a set

m =
{
|It − 〈I(l1)〉|

σI(l1)

∣∣∣∣∣t ∈ ρ2

}

where ρ2 is a frame range as defined by the property frames before after l1. Then
calculate the minimum, maximum, and mean value of the set m – min(m),
max(m), µ(m).

• signal to noise l1 Ratio of the mean intensity to standard deviation of the in-
tensity of level 1, 〈I(l1)〉

σI(l1)

• signal to noise l2 Ratio of the mean intensity to standard deviation of the in-
tensity of level 2, 〈I(l2)〉

σI(l2)

• signal lvl1 The sum of all intensities in level 1, ∑i∈l1 Ii.

• signal lvl2 The sum of all intensities in level 2, ∑i∈l2 Ii

• clustering Measures separation between intensity of level 1 and level 2, 〈I(l2)〉−〈I(l1)〉
σI(l2)+σI(l1)

• count sigma mls 12 max
i∈{1,2}

σI(li)
〈σloc(I(li))〉

• cts loc sn l1 Mean local signal-to-noise ratio,
〈
µloc(I(l1))w
σloc(I(l1))w

〉
• cts loc sn l2 Mean local signal-to-noise ratio,

〈
µloc(I(l2))w
σloc(I(l2))w

〉
• cts slm l1 Standard deviation of the local mean for level 1, σµloc(I(l1))

• cts slm l2 Standard deviation of the local mean for level 2, σµloc(I(l2))

• stepratio lvl12
∣∣∣ 〈I(l2)〉
〈I(l1)〉 − 2

∣∣∣
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• meanovermlsig Ratio of the mean intensity and mean local standard deviation
〈I〉

〈σloc(I)〉 .

• sigovermlsig σ(I)
〈σloc(I)〉

• maxstepfrac Ratio of the largest step to the maximum intensity, δImax
Imax

• levelrchisq 1
TL−3nlevels

∑NL
i=1 σ (I(li)), where NL is the number of levels, and TL

is the number of frames assigned to a level.

Position

• displacement Largest distance to the mean position of the track, max
t=1..T

√
(xt − 〈x〉)2 + (yt − 〈y〉)2.

• dr12 Distance between mean position of level 1 and level 2,
√

(〈x(l1)〉 − 〈x(l2)〉)2 + (〈y(l1)〉 − 〈y(l2)〉)2

• pos density 12 Number of detected features in level 1 and level 2 divided by the
area, which they occupy, level1points+level2points

occupiedarea
.

• pos error 1 Standard error of mean position of level 1

1√
T (l1)

√√√√√ 1
T (l1)

l2end∑
t=l1start

(xt − 〈x〉)2 + (yt − 〈y〉)2

where T (l1) is the length of level 1, l1start is the first frame of level 1, and l1end
is the last frame of level 1.

• pos error 2 Standard error of mean position of level 2.

1√
T (l2)

√√√√√ 1
T (l2)

l2end∑
t=l2start

(xt − 〈x〉)2 + (yt − 〈y〉)2

where T (l2) is the length of level 2, l2start is the first frame of level 2, and l2end
is the last frame of level 2.
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• pos sigma mls 12 The largest between the ratio of the standard deviation and
mean local standard deviation of the positions in level 1 and level 2, max

i∈{1,2}
σ(p(li))

〈σloc(p(li))〉 .

• pos sigma locmean 12 The largest between the standard deviation of the se-
quence of local mean position in level 1 and level 2, max

i∈{1,2}
σ (µloc(p(li))).

• semdr12 Standard error in mean of difference between position of level 1 and
position of level 2√

(〈x(l1)〉 − 〈x(l2)〉)2
(
σ2
x(l1)
T (l1) +

σ2
x(l2)
T (l2)

)
+ (〈y(l1)〉 − 〈y(l2)〉)2

(
σ2
y(l1)
T (l1) +

σ2
y(l2)
T (l2)

)
dr12

where T (l1) is the length of level 1 and T (l2) is the length of level 2.
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Appendix B

FLImP Experimental Conditions

The experimental conditions, targeted receptors, mutations, and Ligands for the
FLImP experiments used to train a classifier in Chapter 5.

Recep-
tor

Muta-
tion

Ligand
Concen-
tration

Treatment Comment

HER1
CC

EGFR
EGF 4 nM

EGF is epidermal
growth factor

which is a ligand
for EGFR and

has the
fluorophore

attached (so
distance is

between two
EGF’s on
different

receptors).
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HER1 L680N Affibody 4 nM

HER1 Affibody
binds to the
receptor at

domain 3 but
does not activate

it.

HER1
WT

EGFR
EGF 10 uM

HER1
WT

EGFR
EGF 20 uM

HER1
WT

EGFR
EGF 4 nM

Bisindoly-
maleimide,

Phorbol
Myristate
Acetate

Bisindoly-
maleimide

inhibits protein
kinase C and

phorbal myristate
acetate is an

activator of PKC.
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HER1
WT

EGFR
EGF 4 nM PH

The PH domain
binds to PI(4,

5)P2 (a
negatively
charged

signalling lipid)
in the inner

membrane leaflet
and sequesters it,
preventing EGFR
from forming a
complex with it
and altering its

structure (as well
as other

membrane
processes)
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HER1
WT

EGFR
EgB4

nanobody
4 nM 9G8 nanobody

9G8 nanobody
keeps the

receptor in a
bent (tethered)
conformation.

The fluorphore is
on EgB4

nanobody (to
measure the

distance between
domain 1s of the

receptor).

HER2 HER2
HER2

Affibody
4 nM

HER1 Delta C EGF 4 nM

HER1
WT

EGFR
EGF 4 nM

Bisindoly-
maleimide

Bisindoly-
maleimide

inhibits protein
kinase C

HER1
WT

EGFR
Affibody 100 nM
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HER1
WT

EGFR
Affibody 4 nM Erlotinib

The cells are
treated with the

erlotinib drug
which may
change the

structure of the
receptor.

HER1
WT

EGFR
EgB4

nanobody
4nM EGF

The receptor is
stimulated with

EGF (to activate
it)

HER1
WT

EGFR
EGF 400 nM

HER1 C’973 Affibody 4 nM

HER1 L8585R Affibody 4 nM

HER1
WT

EGFR
Affibody 4 nM

A reduced % of
paraformalde-

hyde was used to
prove the fixative
was not effecting

results

HER1 K618V EGF 4 nM
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HER1
WT

EGFR
EGF 4 nM

Methyl Beta
Cyclodextrin

Methyl beta
cyclodextrin is
used to deplete
cholesterol from

the cell
membrane.

HER1 K618V Affibody 4 nM

HER1
WTEGFR

EGF 30 nM

HER1
L858R

and
T790M

Affibody 4 nM

HER1
WT

EGFR
EGF 4 nM Erlotinib

The cells have
been treated

with the erlotinib
drug which may

change the
structure

HER1
WT

EGFR
Affibody 4 nM

Methyl Beta
Cyclodextrin

Methyl beta
cyclodectrin is
used to deplete
cholesterol from

the cell
membrane.

HER1 C’973 EGF 4nM
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HER1
WT

EGFR
Affibody 4 nM PH

The PH domain
inserts a wedge

so the
intracellular

region of the
receptor can’t

bind to the
membrane.

HER1 K721A EGF 4 nM

HER1
WT

EGFR
Affibody 4 nM Labelled at 37C

Labelled at 37C
instead of 4C

HER1 Delta C Affibody 4 nM

HER1
WT

EGFR
Affibody 4 nM

”Labelled at
room

Temperature”

Labelled at room
temp instead of

4C

HER1 K721A Affibody 4 nM

HER1 L680N EGF 4 nM

HER1
WT

EGFR
Affibody 4 nM 9G8 nanobody

9G8 nanobody
keeps the

receptor in a
bent (tethered)
conformation.

HER1
WT

EGFR
EGF 100 nM

HER1
WT

EGFR
EGF
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HER1 C’698 EGF 4 nM

HER1
WT

EGFR
Affibody 4 nM
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Appendix C

Code Repositories

Code relevant to the thesis can be found in the repositories below:

• Wolfram code. This repository contains the code from the experiments and simula-
tions in Chapter 3, Chapter 4, Chapter 5, Chapter 6. It contains several directories
described below:

– background. The code used in the experiments for the automatic background
fluorescence detection, Section 6.2.

– classify-smi. The code used for classification of tracks, Chapter 5.

– level-detection. Part of the level detection implementation and comparison.
Used in Chapter 4.

– simulations These are the simulations used in Chapter 4, Chapter 5, and
Chapter 6. The simulations are described in Chapter 3.

– track-selection This code is used for the experiments in Section 6.4.

– filter-comparison Compares the refined track selection process with the man-
ual track selection process, Section 6.7

– common Code that is shared by many experiments.
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– retired Code which was used as a proof of concept for some ideas that did
not make it into the thesis.

This repository uses data which is not uploaded to GitHub, because it is around
150GB, however it is available at request. When requested a file named code data.tar.gz

will be provided. Then extract the file:

$ cd $project_root

$ git clone https :// github .com/ teodorvb /phd -wolfram -code.git code

$ tar -xf code_data .tar.gz

• Track Import. Contains scripts for importing tracks from the FLImP experiments
into a database which is used by this project.

• Deployment Libraries Contains deployment libraries for the FLImP filter. This
repository is private. To gain access please contact the Octopus Group.

• MSMMBayesian. Contains the implementation of the FLImP method. Part of the
repository is the implementation of the automated track filter. This repository is
private. To gain access please contact the Octopus Group.

• Track Filter and Level Detection Implementation of the track filter and the level
detection algorithm. Contains files which are part of the MSMMBayesian code-
base.

Data relevant to the project is available at request:

• code data.tar.gz Data and simulations used by the wolfram code.

• final database.tar.gz PostgreSQL database dump of tracks and simulations used
in the thesis.

• others.tar.gz Other files such as tracks selections used for filter comparison and
data analysis.
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Hagen. Thunderstorm: a comprehensive imagej plug-in for palm and storm data
analysis and super-resolution imaging. Bioinformatics, 30(16):2389–2390, 2014.

[172] Lucas P Watkins and Haw Yang. Detection of intensity change points in time-
resolved single-molecule measurements. The Journal of Physical Chemistry B,
109(1):617–628, 2005.

[173] Michael Andrec, Ronald M Levy, and David S Talaga. Direct determination of
kinetic rates from single-molecule photon arrival trajectories using hidden markov
models. The Journal of Physical Chemistry A, 107(38):7454–7464, 2003.

[174] Ryohei Yasuda, Tomoko Masaike, Kengo Adachi, Hiroyuki Noji, Hiroyasu Itoh, and
Kazuhiko Kinosita. The atp-waiting conformation of rotating f1-atpase revealed
by single-pair fluorescence resonance energy transfer. Proceedings of the National

Academy of Sciences, 100(16):9314–9318, 2003.

[175] Manuel Diez, Boris Zimmermann, Michael Börsch, Marcelle König, Enno Schwein-
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