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Abstract: This paper addresses the problem of detection and prevention of cyber attacks in
discrete event systems where the supervisor communicates with the plant via network channels.
Random control delays may occur in such networked systems, hence the control of the supervisor
could be affected. Furthermore, there is an attacker targeting the vulnerable actuators. The
attacker can corrupt the control input generated by the supervisor, and aims at driving the
plant to unsafe states. We propose a new approach to model the closed-loop system subject
to control delays and attacks. The notion of AE-safe controllability in the networked control
system is defined: it describes the ability to prevent the plant from reaching unsafe states after
attacks are detected. A method for testing AE-safe controllability is also presented.
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1. INTRODUCTION

A cyber-physical system (CPS) is a mechanism controlled
or monitored by means of computer-based algorithms, of-
ten tightly integrated with a public network and its users.
Applications of CPS have higher risks of suffering from
specific vulnerabilities that do not exist in classical control
systems (Pasqualetti et al., 2013). A cyber-attack is one
of those critical threats, which has become increasingly
sophisticated and dangerous.

In discrete event systems (DESs), supervisors are usually
synthesized to guarantee opacity, safety, etc. (Tong et al.,
2018; Yin and Lafortune, 2015). However, controlled sys-
tems may be also vulnerable to malicious attacks and this
should be taken into account in the design and verification
phases. In Lima et al. (2017), the so-called man-in-the-
middle attack is considered. The authors also propose a
defense strategy to detect such attacks and to prevent the
damages caused by the attacks. Su (2017) and Zhang et al.
(2019) consider attackers that can “fool” the supervisor by
altering the observation and make the supervisor lead the
system to unsafe states. Carvalho et al. (2018) address
the detection and prevention of four classes of attack-
s: Actuator Enablement attacks (AE-attacks), Actuator
Disablement attacks (AD-attacks), Sensor Erasure attacks
(SE-attacks) and Sensor Insertion attacks (SI-attacks). In
Carvalho et al. (2016) a particular case of AE-attacks is
considered where the attacker changes the control input
by enabling events that are disabled by the supervisor,
and the property of AE-safe controllability is defined. It
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characterizes the system’s capability to detect attacks and
then to prevent the system from reaching unsafe states
through disabling some controllable events.

The networked structure is a significant feature of CPS.
In networked control systems (NCSs), the plant to be con-
trolled communicates with the supervisor through public
networks. Nevertheless, such a networked structure may be
affected by communication delays and losses as the result
of distance, unstable hardware and other factors. There-
fore, the networked system paradigm captures phenomena
that are common in practical implementations. Lin (2014)
has developed a formal approach for supervisory control in
networked discrete event systems. The networked supervi-
sor guarantees that the closed-loop system still satisfies the
specification even when observations and control inputs
are delayed or lost. However, to the best of our knowledge,
the problems of detection and prevention of cyber-attacks
in NCSs have never been explored.

Note that the networked control problem with observa-
tion delays and losses can be reduced to the standard
supervisory control problem by constructing the delayed
observer. Herein we focus on the detection and prevention
of cyber-attacks in NCSs and only the control delays are
explicitly taken into account. In particular, we consider
a closed-loop system as depicted in Figure. 1. The plant
is modeled as a deterministic finite automaton (DFA),
which is observed and controlled by the supervisor via
the network. There are two communication channels: the
observation channel and the control channel, between the
plant and the supervisor. In the observation channel there
is no communication delay but in the control channel the
communication delay is bounded by M , a non-negative
integer. Some actuators are subject to AE-attacks, i.e.,
the attacker can change supervisor’s control input on some
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vulnerable actuators from “disable” to “enable”. We aim
at determining after the attacks are detected whether it
is possible to disable some controllable events so that the
system is protected from reaching unsafe states.

The main challenge in NCSs with control delays is that
the standard automaton realization of a supervisor does
not model the possible delays of control inputs, which
makes concurrent composition unfeasible to construct the
model of the closed-loop system. In Lin (2014), only
a recursive way to compute the generated language of
the closed-loop system is presented. However, when the
problem of detection and prevention of cyber-attacks is
considered, it is necessary to construct the model of the
closed-loop system since attacks are detected based on the
estimation of all possible behavior of the system. The main
contributions of the paper are: i) AE-safe controllability
in NCSs is defined; ii) An algorithm for constructing the
closed-loop system considering control delays is proposed;
iii) An algorithm for constructing the AE-attacked model
is presented; iv) Finally, an algorithm for verifying AE-safe
controllability in NCSs is developed.

2. PRELIMINARIES

2.1 Automaton model

A deterministic finite automaton (DFA) is a four-tuple
G = (X,E, δ, x0), where X is a set of states, E is a set of
events (alphabet), δ : X × E → X is a (possibly partial)
transition function, and x0 ∈ X is an initial state. The
transition function is also usually extended to δ : X ×
E∗ → X. In nondeterministic finite automata (NFA),
δ(x, e) may be a subset of states (as opposed to a single
one), i.e., δ(x, e) ⊆ X, and e ∈ E ∪ {ε}. The generated
language of G is L(G) = {s ∈ E∗ : δ(x0, s) is defined}.
Given a language L ⊆ E∗ and a string s ∈ L, we define
L/s = {s′ ∈ E∗|ss′ ∈ L} the set of suffix strings of s. If
there exists s′′ ∈ L/s′ such s′s′′ = s, s′ is a prefix of s,
denoted as s′ � s. In addition, if s′ �= s, then s′ is a strict
prefix of s, denoted as s′ � s. If a string s ∈ E∗ contains an
event in E′ ⊆ E, we denote E′ � s; Otherwise, we denote
E′ � s. An event e ∈ E is said to be active at state x ∈ X,
if δ(x, e) is defined. The set of events active at state x is
denoted as A(x).

The event set E can be partitioned as E = Eo∪̇Euo, where
Eo and Euo are the sets of observable and unobservable
events, respectively. The natural projection Po : E∗ → E∗

o
is defined as (i) Po(ε) = ε; (ii) Po(e) = e, if e ∈ Eo;
(iii) Po(e) = ε, if e ∈ Euo; (iv) Po(se) = P (s)P (e),
s ∈ E∗, e ∈ E.

2.2 Networked supervisory control

Given a plant G = (X,E, δ, x0), the goal of supervisory
control is to design a control agent (called supervisor)
that restricts the behavior of the plant within a set of
safe (or legal) states. The supervisor observes a set Eo

of observable events and is able to control a set Ec ⊆ E
of controllable events. Therefore, the set E of events may
also be partitioned as E = Ec∪̇Euc, where Ec and Euc

denote the sets of controllable and uncontrollable events
respectively. In this section, we introduce the framework
of supervisory control for networked systems presented
by Lin (2014). In the networked setting, the supervisor
communicates with the plant via two channels, that is,
the observation channel Co and the control channel Cc.
Here it is assumed that: (1) Message transmitted in
Co and Cc satisfy FIFO policy. (2) In Co there is no
communication delay. (3) Control inputs transmission in
Cc may be affected by a random delay which is bounded
by M ∈ {0, 1, 2, . . .} (finite) steps. (4) At the initial state,
the control input is applied immediately without delays.

Assumptions (1), (3) and (4) are common in the study of
networked discrete event systems. We add Assumption (2)
in order to focus on the issues caused by control delays.
We believe that if observation delays are considered, the
proposed approaches can be applied with proper modifi-
cations. Network observability and network controllabili-
ty were defined in Lin (2014), where it was shown that
there exists a state-estimate-based networked supervisor
such that the NCS satisfies the specification if and only
if the specification is network controllable and network
observable. Since the synthesis of the networked supervisor
is not our focus, here we only briefly explain how it works.

The state-estimate-based networked supervisor is formal-
ized as a mapping ψ : 2X → 2E : given an observation w
and its estimate X (w), the supervisor will issue a control
input ψ(X (w)) ⊇ Euc that contains events enabled by the
supervisor. However, due to delays in the control channel,
the control input may not be received by the actuator
immediately. In this case, the actuator will use the con-
trol input ψ(X (w′)) issued i ∈ {0, 1, . . . , N} steps before,
where w′ � w is obtained by removing the last i events in
w. Even so, the supervisor guarantees that the controlled
system will never reach the given set Xf � X of forbid-
den (or unsafe) states provided that the specification is
networked controllable and observable. Since the estimate
X (w) is a function of the observation, the supervisor can
be reduced to a function ψ : E∗

o → 2E and be represented
as a DFA H = (Z,E, δh, z0). Given an observation w, the
corresponding control input ψ(w) is “encoded” into a state
in H. Namely, ψ(w) = A(z) ∪ Euc, where z = δh(z0, w).
Therefore, we refer A(z) as the control input implying
that all uncontrollable events are also included. We use the
following example to further illustrate the dynamics of G
under the control of H when control delays are considered.
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Fig. 1. The architecture of the NCS under attacks

vulnerable actuators from “disable” to “enable”. We aim
at determining after the attacks are detected whether it
is possible to disable some controllable events so that the
system is protected from reaching unsafe states.

The main challenge in NCSs with control delays is that
the standard automaton realization of a supervisor does
not model the possible delays of control inputs, which
makes concurrent composition unfeasible to construct the
model of the closed-loop system. In Lin (2014), only
a recursive way to compute the generated language of
the closed-loop system is presented. However, when the
problem of detection and prevention of cyber-attacks is
considered, it is necessary to construct the model of the
closed-loop system since attacks are detected based on the
estimation of all possible behavior of the system. The main
contributions of the paper are: i) AE-safe controllability
in NCSs is defined; ii) An algorithm for constructing the
closed-loop system considering control delays is proposed;
iii) An algorithm for constructing the AE-attacked model
is presented; iv) Finally, an algorithm for verifying AE-safe
controllability in NCSs is developed.

2. PRELIMINARIES

2.1 Automaton model

A deterministic finite automaton (DFA) is a four-tuple
G = (X,E, δ, x0), where X is a set of states, E is a set of
events (alphabet), δ : X × E → X is a (possibly partial)
transition function, and x0 ∈ X is an initial state. The
transition function is also usually extended to δ : X ×
E∗ → X. In nondeterministic finite automata (NFA),
δ(x, e) may be a subset of states (as opposed to a single
one), i.e., δ(x, e) ⊆ X, and e ∈ E ∪ {ε}. The generated
language of G is L(G) = {s ∈ E∗ : δ(x0, s) is defined}.
Given a language L ⊆ E∗ and a string s ∈ L, we define
L/s = {s′ ∈ E∗|ss′ ∈ L} the set of suffix strings of s. If
there exists s′′ ∈ L/s′ such s′s′′ = s, s′ is a prefix of s,
denoted as s′ � s. In addition, if s′ �= s, then s′ is a strict
prefix of s, denoted as s′ � s. If a string s ∈ E∗ contains an
event in E′ ⊆ E, we denote E′ � s; Otherwise, we denote
E′ � s. An event e ∈ E is said to be active at state x ∈ X,
if δ(x, e) is defined. The set of events active at state x is
denoted as A(x).

The event set E can be partitioned as E = Eo∪̇Euo, where
Eo and Euo are the sets of observable and unobservable
events, respectively. The natural projection Po : E∗ → E∗

o
is defined as (i) Po(ε) = ε; (ii) Po(e) = e, if e ∈ Eo;
(iii) Po(e) = ε, if e ∈ Euo; (iv) Po(se) = P (s)P (e),
s ∈ E∗, e ∈ E.

2.2 Networked supervisory control

Given a plant G = (X,E, δ, x0), the goal of supervisory
control is to design a control agent (called supervisor)
that restricts the behavior of the plant within a set of
safe (or legal) states. The supervisor observes a set Eo

of observable events and is able to control a set Ec ⊆ E
of controllable events. Therefore, the set E of events may
also be partitioned as E = Ec∪̇Euc, where Ec and Euc

denote the sets of controllable and uncontrollable events
respectively. In this section, we introduce the framework
of supervisory control for networked systems presented
by Lin (2014). In the networked setting, the supervisor
communicates with the plant via two channels, that is,
the observation channel Co and the control channel Cc.
Here it is assumed that: (1) Message transmitted in
Co and Cc satisfy FIFO policy. (2) In Co there is no
communication delay. (3) Control inputs transmission in
Cc may be affected by a random delay which is bounded
by M ∈ {0, 1, 2, . . .} (finite) steps. (4) At the initial state,
the control input is applied immediately without delays.

Assumptions (1), (3) and (4) are common in the study of
networked discrete event systems. We add Assumption (2)
in order to focus on the issues caused by control delays.
We believe that if observation delays are considered, the
proposed approaches can be applied with proper modifi-
cations. Network observability and network controllabili-
ty were defined in Lin (2014), where it was shown that
there exists a state-estimate-based networked supervisor
such that the NCS satisfies the specification if and only
if the specification is network controllable and network
observable. Since the synthesis of the networked supervisor
is not our focus, here we only briefly explain how it works.

The state-estimate-based networked supervisor is formal-
ized as a mapping ψ : 2X → 2E : given an observation w
and its estimate X (w), the supervisor will issue a control
input ψ(X (w)) ⊇ Euc that contains events enabled by the
supervisor. However, due to delays in the control channel,
the control input may not be received by the actuator
immediately. In this case, the actuator will use the con-
trol input ψ(X (w′)) issued i ∈ {0, 1, . . . , N} steps before,
where w′ � w is obtained by removing the last i events in
w. Even so, the supervisor guarantees that the controlled
system will never reach the given set Xf � X of forbid-
den (or unsafe) states provided that the specification is
networked controllable and observable. Since the estimate
X (w) is a function of the observation, the supervisor can
be reduced to a function ψ : E∗

o → 2E and be represented
as a DFA H = (Z,E, δh, z0). Given an observation w, the
corresponding control input ψ(w) is “encoded” into a state
in H. Namely, ψ(w) = A(z) ∪ Euc, where z = δh(z0, w).
Therefore, we refer A(z) as the control input implying
that all uncontrollable events are also included. We use the
following example to further illustrate the dynamics of G
under the control of H when control delays are considered.
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Fig. 2. The plant G, where Eo = {a, b} and Ec = {a, c}.
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Fig. 3. The automaton representation of ψ (a) and the
model of the network controlled system (b).

Example 1. Let us consider the plant G in Fig. 2. Let
Eo = {a, b}, Ec = {a, c}, and Xf = {7}. Let M = 2
be the upper bound of control delays. The automaton in
Fig. 3(a) represents a networked supervisor ψ such that
state 7 is never reachable in the closed-loop system.

Initially, nothing is observed. From H, the control input
for w = ε is A(z0) = {a, b} and it is received by the
plant immediately. Therefore, with event a occurring next,
the plant reaches state 1 from state 0, and the supervisor
accepts a and moves to state z1 where a new control input
A(z1) = {b} is issued. There are two possibilities:

• If the control input A(z1) is delayed, the plant will
adopt A(z0). Then, if a occurs, reaches state 4. Note
that H does not accept a at state z1 and no control
input is issued. The control input in use is still A(z0)
where b is enabled. With the occurrence of b, the plant
reaches state 6 from 4.

• If the control input A(z1) is not delayed (or, even
if delayed) and it reaches the plant before the oc-
currence of the next a, the plant adopts A(z1) and
eventually, on the occurrence of b, reaches state 2 from
state 1.

Considering all possible delays and repeating the pro-
cedure, we obtain the closed-loop system in Fig. 3(b).
Clearly, it is different from the concurrent composition of
H and G. We also point out that disabling event c at state
z1 guarantees that even if the control input A(z2) = {a, b}
is delayed while the plant is at state 2 and using A(z1) or
A(z0), the plant will not reach state 7 through event c. �

Example 1 shows that the DFA H is a finite representation
of function ψ but does not model the control delays.
Therefore, the model of the controlled system H/G cannot
be constructed via the standard concurrent composition
between H and G.

3. MODEL OF THE CLOSED-LOOP SYSTEM

In this section, we propose an algorithm to construct the
automaton model of H/G.

Since the model H of the supervisor does not contain
control delays, we first propose an algorithm to construct a
new automaton realization HM in which the control delays
are described as well. Given a supervisorH = (Z,E, δh, z0)
and the upper bound M on the control delay, HM =
(Q,E ∪{ε}, δm, q0) is an NFA, where Q ⊆ (Z ∪{-})M+1×
{1, 2, . . . ,M +1} and q0 = (-, -, . . . , -, z0|M +1). A state q
of HM is a M + 2 tuple. Each of its first M + 1 elements
is either a state in H or the symbol “-”, which means null.
The first M + 1 elements of q represent the last M + 1
control inputs generated by the supervisor, which are the
possible control input that can be used by the plant. The
last element is an integer from 1 to M + 1 specifying
which control input generated by the supervisor, among
the last M + 1, has currently been received by the plant.
The occurrence of an event e ∈ E in HM means the event
is received by the supervisor while the most recent new
control input A(z) has not been received by the plant. The
empty word ε in HM represents that the plant receives a
new control input from the FIFO queue, thus effectively
reducing the current delay.

We denote q(i) the i-th element of q for i ∈ {1, . . . ,M +
2} and add a “|” to graphically separate the first M +
1 elements and the last one. Let δm(q0, w) = q =
(q(1), q(2), . . . , q(M), q(M+1)|k) be a state inHM reached
through w ∈ E∗.

• For i ∈ {1, . . . ,M}, q(i) ∈ Z∪{-} is the state reached
M+1−i steps before q(M+1), i.e., q(i) = δh(z0, wi),
where wi � w with the first i events kept. If M +
1 − i > |w| ( i.e., w is shorter than M), q(i) = -.
The queue q(1), q(2), . . . , q(M) represents the queue
of states corresponding to the control inputs that may
be delayed.

• q(M + 1) ∈ Z is the current state of H. Namely,
q(M + 1) = δh(z0, w).

• k ∈ {1, 2, . . . ,M + 1} describes the position of the
state whose corresponding control input A(q(k)) is
currently received by the plant among q(1), q(2), . . . ,
q(M), q(M +1). Namely, the control input in use was
issued M + 1− k steps before.

Clearly, if k = M + 1, i.e., there is no control input is
delayed, event ε is not active at q; If k = 1, i.e., the
most recent new control input cannot be delayed anymore,
no event in E is active at q; Otherwise, events in E
and ε may be both active at q. Therefore, given a state
q = (q(1), q(2), . . . , q(M), q(M + 1)|k) and e ∈ E ∪ {ε},
the transition function δm(q, e) are determined as follows.

• If k = M + 1: Only δm(q, e) := q′ is defined for
all e ∈ A(q(M + 1)), where q′(i) := q(i + 1) for
i = 1, 2, . . . ,M , q′(M + 1) := δh(q(M + 1), e) and
q′(M + 2) := k − 1. In words, all the elements
q(2), . . . , q(M + 1) move one position forward in q′,
the current state of H is updated to δh(q(M + 1), e)
and the control input is delayed one step as q′(M +
2) = k − 1.



10 Yike Li  et al. / IFAC PapersOnLine 53-4 (2020) 7–13

0 1 32

5

46 7

a b
c

c

a
a

b

{0, 1, 4} {2, 3, 6}
b

{7}

{5}

c

c
{0, 1, 2, 3, 

4, 5, 6}
{2, 3, 6, 7}

b

{7}

{5}

c

c

0 1 32

46

a b a
a

ba b a

z0 z1 z2 z3

a b aq0 q1 q2 q3

b a

a

(-, -, z0 | z0)

q4 q5 q6

q7 q8

b

a

(-, z0, z1 | z1) (z0, z1, z2 | z2) (z1, z2, z3 | z3)

(-, z0, z1 | z0) (z0, z1, z2 | z1) (z1, z2, z3 | z2)

(z0, z1, z2 | z0) (z1, z2, z3 | z1)

ε

ε

εε

ε

(0, q0)

b a
(1, q1) (2, q2) (3, q3)

(1, q4)

(4, q4)

(6, q2)

(6, q5)b

a

a

b
a

ε

y0

y1

y2

y3

y0

y1

y2

y3

Supervisor

Actuator

observationcontrol 

input

e1

 

ψ1

Plant

COCC

Network

attacks

e2

e3

eN

ψ2

ψ3

ψM

G

H

A

GD CO

+

CC

s

w=Po(s)

Ev

A(z) 

 

Supervisor

Actuator

observationcontrol 

input

 

ψ1

COCC

Network

attacks

ψ2

ψ3

ψM

Plant

r0

r1 r2 r3

r4 r5

r6 r7

a

ab

(4, q1)
ε

(2, q5)

ε

r8

b

ε
(6, q7)

b

bε

r9

r10

G

H

A

GD CO

+

CC

s

w=Po(s)

Ev

A(z) 

Ev Euc 

0 1 32

5

46 7

a b
c

c

a
a

b

ca

ca

a b a

z0 z1 z2 z3

ca c
a c

a
ca a b a

q0 q1 q2 q3

b a

a

q4 q5 q6

q7 q8

b

a

q9  = (z0, z1, z1 z1)

q10  = (z1, z2, z2 z2)

ε

ε

εε

ε

b,ca

q9

q12

q10

q11

ca

ca

a

ab,ca

ca

ca

ca 

 

 

 

 

 

 

 

q11  = (z0, z1, z1 z0)

q12  = (z1, z2, z2 z1)
ε

ca

ε

b

(0, q0)

(1, q1) (2, q8) (3, q8)

a

b

b

εε

b

a

a

ca

ca ca

ca

b

ε

r3r2

r0

r1

ε

Ga Ha

(r0,N) (r1,N), (r4,N),

(r18,F), (r11,F),

            (r12,F)

(r2,N), (r5,N),

(r19,F), (r16,F),

(r14,N), (r17,F)

(r10,N),

(r6,N),

(r9,N)
(r7,N),

(r8,N)

(r3,N), (r13,N),

            (r15,N)

y0   [N] y1   [U] y2   [U]

y5   [N]y4   [N]y3   [N]

a

a a

b

b

a b aq0 q1 q2 q3

b a

a

(-, -, z0 | 3)

q4 q5 q6

q7 q8

b

a

(-, z0, z1 | 3) (z0, z1, z2 | 3) (z1, z2, z3 | 3)

(-, z0, z1 | 2) (z0, z1, z2 | 2) (z1, z2, z3 | 2)

(z0, z1, z2 | 1) (z1, z2, z3 | 1)

ε

ε

εε

εa

ab

q9  = (z0, z1, z1 2)

q10  = (z1, z2, z2 z2)

q11  = (z0, z1, z1 1)

q12  = (z1, z2, z2 z1)

q0
q1 q2 q3

(-, -, z0 | 3)

q4

q5
q6

q7 q8

b

a

(-, z0, z1 | 3) (z0, z1, z2 | 3) (z1, z2, z3 | 3)

(-, z0, z1 | 2)
(z0, z1, z2 | 2) (z1, z2, z3 | 2)

(z0, z1, z2 | 1) (z1, z2, z3 | 1)

ε

ε

εε

εa

ab

a b a
q0 q1

q2 q3
bq4

q5 q6 q7

q8

ε

ε

ε

εca
ca

a

ca

ca 

 

 

 
ca

b

ε

 

ca

b

(1, q5)

r4

(2, q5)(7, q3)

(7, q8)

ε

r15

(2, q6)

(7, q9)

q9

(5, q2)

(5, q3)

(4, q1)(6, q8) (4, q5) (6, q6)

r5 r6

r7 r8

r9

r10

r11

r12

r13 r14
(r0,N) (r1,N), (r4,N),

(r9,F), (r10,F)
(r2,N), (r5,F),

(r6,N), (r8,F),

(r7,N), (r11,F)

(r12,N),

(r15,N)

(r13,N),

(r14,N) (r3,N)

y0   [N] y1   [U] y2   [U]

y5   [N]
y4   [N]

y3   [N]

a

a

a

b

b

Fig. 4. The automaton model HM of the networked super-
visor.

• If k = 1: Only δm(q, ε) := q′′ is defined, where
q′′(i) := q(i) for i = 1, 2, . . . ,M + 1, and q′′(M +
2) := k + 1.

• Otherwise: Both δm(q, e) := q′ and δm(q, ε) := q′′

are defined, where e ∈ A(q(M + 1)), q′ and q′′ are
computed following the same definitions above.

Example 2. Consider the NCS in Example 1. Fig. 4 shows
the automaton model HM of the networked supervisor
constructed. Initially, q0 = (-, -, z0|3). Event a is defined
at z0, therefore one transitions is added: δm(q0, a) = q4 =
(-, z0, z1|2). For q4, both δm(q4, b) = q7 and δm(q4, ε) = q1
are defined. �

Based on HM , the closed-loop system H/G can be con-
structed through a synchronization operation ⊗ between
G and HM . The obtained automaton is an NFA, denoted
as GR = G ⊗ HM = (R,E, δr, r0), where R ⊆ X ×
Q, r0 = (x0, q0) and the transition relation δr(r, e) for
r = (x, q) ∈ R and e ∈ E ∪ {ε} is defined as follows:

δr(r, e) =




(δ(x, e), δm(q, e)), if e ∈ A(x) ∩ A(q)∩
A(q(q(M + 2)));

(δ(x, e), q), if e ∈ A(q(q(M + 2)))∩
(A(x) \ A(q));

(x, δm(q, ε)), if e = ε;
Not defined, otherwise.

In simple words, given an event e ∈ E ∪ {ε}, if e is
active both at x and q, and also enabled by the control
input A(q(q(M + 2))) in use currently, event e can occur,
the plant reaches a new state x′ = δ(x, e), and the
supervisor HM reaches state q′ = δm(q, e); if e is only
active at x and enabled by the control input A(q(q(M +
2))), then G reaches state x′ and HM remains at q; if
e = ε, only the control input is updated to the one in
q′ = δm(q, ε); otherwise, the transition is not defined.
The synchronization defined above shares the same idea
of concurrent composition. We notice that the obtained
closed-loop system GR is an NFA even when G is a DFA
due to the random control delays.

Example 3. Fig. 5 illustrates the closed-loop system of G
under HM in Example 2. Clearly, it is equivalent to the
DFA in Fig. 3(b). �

4. ACTUATOR ENABLEMENT ATTACKS IN
NETWORKED SYSTEMS

In the paper, we consider NCSs under attack. Specifically,
some controllable events are vulnerable and the attacker
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Fig. 6. The closed-loop networked system under attack.

can change the control input on those events from “dis-
able” to “enable” to potentially drive the system to an
unsafe state.

4.1 Attack model

The attack model considered is depicted in Fig. 6. The
plant G is controlled by the supervisor H. The observation
and the control input are transmitted respectively through
the observation channel and the control channel in the
network. The control input may be delayed and is subject
to malicious attacks that can tamper with vulnerable
actuators. In particular, the attacker, represented by A,
can enable some events disabled by the control input to
drive the system towards a pre-defined unsafe state set
Xf . The events that may be attacked are called vulnerable
events and denoted as Ev ⊆ Ec. Such an attack is called
Actuator Enablement attack (or AE-attack). The attacker
is assumed to adopt an “all-out” strategy. In other words,
it attacks the vulnerable events at all times. Since the
attacker uses “all-out” strategy all the time, it is equivalent
to assuming that there is no delay for attacks. Given an
arbitrary control input A(z), the attacked control input
is A(z) ∪ Ev. Note that due to delays in the control
channel, the attacked control input received by the plant
may be the one sent from the supervisor k ≤ M steps
before. To prevent the plant from reaching an unsafe state
under attack, there is also an intrusion detection module,
called detector GD, that monitors the behavior of the
controlled system, and that notifies the plant when the
attack is detected. The plant, upon receiving an attack
report from the detector, switches to a safer mode where
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Fig. 4. The automaton model HM of the networked super-
visor.

• If k = 1: Only δm(q, ε) := q′′ is defined, where
q′′(i) := q(i) for i = 1, 2, . . . ,M + 1, and q′′(M +
2) := k + 1.

• Otherwise: Both δm(q, e) := q′ and δm(q, ε) := q′′

are defined, where e ∈ A(q(M + 1)), q′ and q′′ are
computed following the same definitions above.

Example 2. Consider the NCS in Example 1. Fig. 4 shows
the automaton model HM of the networked supervisor
constructed. Initially, q0 = (-, -, z0|3). Event a is defined
at z0, therefore one transitions is added: δm(q0, a) = q4 =
(-, z0, z1|2). For q4, both δm(q4, b) = q7 and δm(q4, ε) = q1
are defined. �

Based on HM , the closed-loop system H/G can be con-
structed through a synchronization operation ⊗ between
G and HM . The obtained automaton is an NFA, denoted
as GR = G ⊗ HM = (R,E, δr, r0), where R ⊆ X ×
Q, r0 = (x0, q0) and the transition relation δr(r, e) for
r = (x, q) ∈ R and e ∈ E ∪ {ε} is defined as follows:

δr(r, e) =




(δ(x, e), δm(q, e)), if e ∈ A(x) ∩ A(q)∩
A(q(q(M + 2)));

(δ(x, e), q), if e ∈ A(q(q(M + 2)))∩
(A(x) \ A(q));

(x, δm(q, ε)), if e = ε;
Not defined, otherwise.

In simple words, given an event e ∈ E ∪ {ε}, if e is
active both at x and q, and also enabled by the control
input A(q(q(M + 2))) in use currently, event e can occur,
the plant reaches a new state x′ = δ(x, e), and the
supervisor HM reaches state q′ = δm(q, e); if e is only
active at x and enabled by the control input A(q(q(M +
2))), then G reaches state x′ and HM remains at q; if
e = ε, only the control input is updated to the one in
q′ = δm(q, ε); otherwise, the transition is not defined.
The synchronization defined above shares the same idea
of concurrent composition. We notice that the obtained
closed-loop system GR is an NFA even when G is a DFA
due to the random control delays.

Example 3. Fig. 5 illustrates the closed-loop system of G
under HM in Example 2. Clearly, it is equivalent to the
DFA in Fig. 3(b). �

4. ACTUATOR ENABLEMENT ATTACKS IN
NETWORKED SYSTEMS

In the paper, we consider NCSs under attack. Specifically,
some controllable events are vulnerable and the attacker
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Fig. 6. The closed-loop networked system under attack.

can change the control input on those events from “dis-
able” to “enable” to potentially drive the system to an
unsafe state.

4.1 Attack model

The attack model considered is depicted in Fig. 6. The
plant G is controlled by the supervisor H. The observation
and the control input are transmitted respectively through
the observation channel and the control channel in the
network. The control input may be delayed and is subject
to malicious attacks that can tamper with vulnerable
actuators. In particular, the attacker, represented by A,
can enable some events disabled by the control input to
drive the system towards a pre-defined unsafe state set
Xf . The events that may be attacked are called vulnerable
events and denoted as Ev ⊆ Ec. Such an attack is called
Actuator Enablement attack (or AE-attack). The attacker
is assumed to adopt an “all-out” strategy. In other words,
it attacks the vulnerable events at all times. Since the
attacker uses “all-out” strategy all the time, it is equivalent
to assuming that there is no delay for attacks. Given an
arbitrary control input A(z), the attacked control input
is A(z) ∪ Ev. Note that due to delays in the control
channel, the attacked control input received by the plant
may be the one sent from the supervisor k ≤ M steps
before. To prevent the plant from reaching an unsafe state
under attack, there is also an intrusion detection module,
called detector GD, that monitors the behavior of the
controlled system, and that notifies the plant when the
attack is detected. The plant, upon receiving an attack
report from the detector, switches to a safer mode where

all controllable but not vulnerable events 1 are disabled.
Note that for security reasons, the communication from
the detector to the plant is not via the network. Namely,
there is no communication delays.

The goal of the paper is to determine whether the NCS
H/G is resilient to AE-attacks, i.e., whether it is possible
to detect any attack occurrence and then disable con-
trollable events before the plant reaches an unsafe state.
This property is formalized as “AE-safe controllability”
in Section 5. In the next section, we first propose an
algorithm for constructing the model of the NCS under
AE-attacks.

4.2 The model of the closed-loop networked system under
AE-attacks

To distinguish the case where events in Ev are attacked
by A and not enabled by the supervisor, we denote Ea

v =
{ea : e ∈ Ev} attacker’s events and then Ea = E ∪Ea

v the
set of all events in the system under attacks.

Algorithm 1 Construction of the attacked closed-loop
system

Input: Plant G = (X,E, δ, x0), and supervisor H =
(Z,E, δh, z0).

Output: NCS under AE-attacks GRa = (R,Ea, δra, r0).
1: Build Ga = (X,Ea, δa, x0), where ∀x ∈ X, ∀e ∈ E,{

δa(x, e) := δ(x, e), if e ∈ A(x);
δa(x, e

a) := δ(x, e), if e ∈ Ev ∩ A(x).

2: Build Ha = (Z,Ea, δha, z0), where ∀z ∈ Z, ∀e ∈ E,{
δha(z, e) := δh(z, e), if e ∈ A(z);
δha(z, e

a) := z, if e ∈ Ev \ A(z);

3: Build HaM = (Q,Ea, δam, q0) of Ha

4: GRa := Ga ⊗HaM .

The construction of the attacked NCS is summarized
in Algorithm 1. First, the automaton Ga is built by
adding to each transition δ(x, e) = x′ with e ∈ Ev a
parallel transition δa(x, e

a) = x′. At Step 2, based on
H we construct the supervisor Ha by adding self-loops
of events in {ea|e ∈ Ev \ A(z)}. Namely, the attacker
will enable all the vulnerable events that were disabled
by the supervisor H. Then following the definition of
HM in Section 3, construct HaM that models Ha with
control delays (Step 3). Finally, synchronize Ga and HaM

to build the NCS GRa under AE-attacks (Step 4). Note
that events ea ∈ Ea

v have the same observability 2 as their
corresponding ones in Ec, i.e., Po(e

a) = Po(e); Events in
Ec are controllable while events in Ea

v are considered as
uncontrollable.

The model GRa describes the dynamics of the NCS under
attacks, which can be used for not only attacks detection
and prevention but also analysis of other properties of the
system under attacks (e.g., opacity).

Example 4. Consider again the NCS in Example 1, and let
Ev = {c}. Adding parallel transitions labeled with ca to G
and self-loops of ca to H, we construct the automata Ga

1 Under an attack, vulnerable events become uncontrollable by the
supervisor because the attacker can still enable all the vulnerable
events in the plant.
2 The natural projection Po is extended to Po : E∗

a → E∗
o .
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Fig. 7. The plant and the supervisor under attacks.
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Fig. 8. Part of the model HaM of Ha with control delays.
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Fig. 9. Part of the closed-loop system GRa under attacks.

and Ha (in Fig. 7) that include all possible behavior of the
plant and the supervisor with attacks. We construct the
model HaM with control delays. Fig. 8 shows part of the
HaM that will contribute in the synchronization. Finally,
part of the closed-loop system under attacks GRa = Ga ⊗
HaM is illustrated in Fig. 9. States r5, r8 and r11 in GRa

imply that under attacks the plant may reach the unsafe
state 7 in several situations: for instance, r5 represents the
case where the plant reaches state 7 because of the attack
on A(z2) after s = ab. �

5. DETECTION AND PREVENTION OF ACTUATOR
ENABLEMENT ATTACKS

In the case discussed in Example 4, we can see that with
the “all-out” strategy the attacker can lead the plant to
unsafe states. However, along the process the fact that
the system is under attack may also be detected by the
detector GD when observing a string that does not belong
to the specification. Then it may be possible to stop all
controllable but not vulnerable events to prevent the plant
from reaching unsafe states. In this section, we formalize
the notion of AE-safe controllability in NCSs. A detection
method is proposed, and based on the method AE-safe
controllability can also be tested.

5.1 AE-safe controllability

We denote Ψ(Ea
v ) = {s ∈ L(G) : s = s′e, s′ ∈ E∗, e ∈ Ea

v}
the set of strings that contain only one attacked event in
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the end, and Rf = {(x, q) ∈ R : x ∈ Xf} the set of states
in GRa whose first elements are unsafe states. The notion
of AE-safe controllability in NCSs is defined as follows.

Definition 5. System GRa = (R,Ea, δra, r0) is said to be
AE-safe controllable (with respect to Po, Ev, Ec and Xf )
if (∀s ∈ Ψ(Ea

v ))(∀t ∈ L(GRa)/s)[(δra(r0, st) ∩ Rf �= ∅) ∧
(∀s′ � st, δra(r0, s

′) ∩ Rf = ∅)] ⇒ (t = t1t2) ∧ [(�σ ∈
L(GRa))Po(st1) = Po(σ) ∧ Ea

v � σ] ∧ [(Ec \ Ev) � t2].

In simple words, the closed-loop system GRa is AE-safe
controllable if, for any string s that has been attacked and
for any of its continuations t reaching an unsafe state for
the first time, t can be split as t = t1t2 such that the
attack can be detected after st1, and t2 contains at least
one controllable but not vulnerable event e. Therefore, by
disabling e, the evolution st can be stopped before reaching
the unsafe state.

Since the attacker is using the “all-out” strategy, once
we have proved a system AE-safe controllable, for other
“smaller” attack strategy not attacking all the time, the
system is also AE-safe controllable.

5.2 Diagnoser for attacks

In Carvalho et al. (2016), it is shown that attack detec-
tion, i.e., detecting the occurrence of events in Ea

v , can
be reduced to a fault diagnosis problem taking Ea

v as
the set of fault events. Note that fault events in Ea

v ∩
{ea|e ∈ Eo} are observable. We denote Eao = Eo ∪
(Ea

v ∩ {ea|e ∈ Eo}) the set of observable events in GRa,
and its diagnoser 3 Diag(GRa) = (Y,Eao, δd, y0), where
Y ⊆ 2R×{N,F}, δd : Y × Ea → Y is the transition
function and y0 ∈ Y is the initial state. To each state
y = {(r1, γ1), (r2, γ2), . . . , (rv, γv)} of Diag(GRa) we asso-
ciate a diagnosis value ϕ(y) ∈ {U, T,N} such that:

• ϕ(y) = N (no attack): if γi = N for all i ∈
{1, 2, . . . , v};

• ϕ(y) = T (attack detected): if γi = F for all i ∈
{1, 2, . . . , v};

• ϕ(y) = U (uncertain): if ∃i, j ∈ {1, 2, . . . , v} such that
γi = N and γj = F .

Using diagnoser Diag(GRa), AE-safe controllability can
be tested by the following proposition.

Proposition 6. Given system GRa = (R,Ea, δra, r0) and
its diagnoser Diag(GRa) = (Y,Eao, δd, y0), GRa is not
AE-safe controllable, if and only if there exists a state
y = {(r1, γ1), (r2, γ2), . . . , (rv, γjv)} in Diag(GRa) such
that one of the following conditions holds:

(1) ϕ(y) = U ⇒ (∃i ∈ {1, . . . , v}) ri ∈ Rf ;
(2) ϕ(y) = T ⇒ [(∃y′ ∈ Y )(∃e ∈ Eo)ϕ(y

′) ∈ {U,N} ∧
δd(y

′, e) = y] ∧ [(∃i ∈ {1, . . . , v})(∃s ∈ (Euc ∪
Ea

v )
∗)δra(ri, s) ⊆ Rf ].

Condition (1) implies the plant may reach an unsafe state
before the attack is diagnosed. Therefore, the evolution of
the plant was not stopped in time. Condition (2) means
that for the first time attacks are detected, the plant
is able to reach an unsafe state through uncontrollable
or vulnerable events. Therefore, even though attacks are
3 We refer the reader Carvalho et al. (2016) for details on the
diagnoser construction.
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Fig. 10. Diagnoser of GRa.

detected, the plant will be unstoppable from reaching
unsafe states. Note that this condition includes the case
where ∃i ∈ {1, . . . , v} such that ri ∈ Rf . Therefore, if one
of the above conditions is satisfied, GRa is not AE-safe
controllable.

Example 7. Let us consider the closed-loop system GRa

in Example 4, where Eao = {a, b}, Euo = {c, ca} and
Rf = {r5, r8, r11}. Its diagnoser is shown in Fig. 10. In
Diag(GRa), there is state y2 such that ϕ(y2) = U and y2
contains r5, r8, r11 ∈ Rf , i.e., y2 satisfies condition (1) in
Proposition 6. Therefore, GRa is not AE-safe controllable.
Indeed, when the detector observes w = ab, the string
occurred in the NCS may be ab or abc with c being
attacked. Thus, the detector is not certain that attacks
happened while the plant is already at state 7. 

By Proposition 6, to test AE-safe controllability, we need
to check uncertain states and the first-meet certain states
in the diagnoser. When one of the conditions is satisfied,
one can conclude that the system is not AE-safe control-
lable.

Remark: The detection of attacks follows the same idea
of fault diagnosis. Therefore, one can also use verifier
instead of diagnoser to detect attacks and test AE-safe
controllability, as Carvalho et al. (2018) showing.

6. CONCLUSION AND FUTURE WORK

In the paper, we investigate the problem of attack de-
tection and prevention in NCSs. The plant is observed
and controlled by the supervisor via the network, where
bounded control delays may occur. An algorithm for con-
structing the closed-loop system under attacks is proposed
and a method for testing AE-safe controllability of the
NCS is presented. There are many problems worthy study
in the future. For instance, consider other types of attack
strategy or prevention mechanism.
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the end, and Rf = {(x, q) ∈ R : x ∈ Xf} the set of states
in GRa whose first elements are unsafe states. The notion
of AE-safe controllability in NCSs is defined as follows.

Definition 5. System GRa = (R,Ea, δra, r0) is said to be
AE-safe controllable (with respect to Po, Ev, Ec and Xf )
if (∀s ∈ Ψ(Ea

v ))(∀t ∈ L(GRa)/s)[(δra(r0, st) ∩ Rf �= ∅) ∧
(∀s′ � st, δra(r0, s

′) ∩ Rf = ∅)] ⇒ (t = t1t2) ∧ [(�σ ∈
L(GRa))Po(st1) = Po(σ) ∧ Ea

v � σ] ∧ [(Ec \ Ev) � t2].

In simple words, the closed-loop system GRa is AE-safe
controllable if, for any string s that has been attacked and
for any of its continuations t reaching an unsafe state for
the first time, t can be split as t = t1t2 such that the
attack can be detected after st1, and t2 contains at least
one controllable but not vulnerable event e. Therefore, by
disabling e, the evolution st can be stopped before reaching
the unsafe state.

Since the attacker is using the “all-out” strategy, once
we have proved a system AE-safe controllable, for other
“smaller” attack strategy not attacking all the time, the
system is also AE-safe controllable.

5.2 Diagnoser for attacks

In Carvalho et al. (2016), it is shown that attack detec-
tion, i.e., detecting the occurrence of events in Ea

v , can
be reduced to a fault diagnosis problem taking Ea

v as
the set of fault events. Note that fault events in Ea

v ∩
{ea|e ∈ Eo} are observable. We denote Eao = Eo ∪
(Ea

v ∩ {ea|e ∈ Eo}) the set of observable events in GRa,
and its diagnoser 3 Diag(GRa) = (Y,Eao, δd, y0), where
Y ⊆ 2R×{N,F}, δd : Y × Ea → Y is the transition
function and y0 ∈ Y is the initial state. To each state
y = {(r1, γ1), (r2, γ2), . . . , (rv, γv)} of Diag(GRa) we asso-
ciate a diagnosis value ϕ(y) ∈ {U, T,N} such that:

• ϕ(y) = N (no attack): if γi = N for all i ∈
{1, 2, . . . , v};

• ϕ(y) = T (attack detected): if γi = F for all i ∈
{1, 2, . . . , v};

• ϕ(y) = U (uncertain): if ∃i, j ∈ {1, 2, . . . , v} such that
γi = N and γj = F .

Using diagnoser Diag(GRa), AE-safe controllability can
be tested by the following proposition.

Proposition 6. Given system GRa = (R,Ea, δra, r0) and
its diagnoser Diag(GRa) = (Y,Eao, δd, y0), GRa is not
AE-safe controllable, if and only if there exists a state
y = {(r1, γ1), (r2, γ2), . . . , (rv, γjv)} in Diag(GRa) such
that one of the following conditions holds:

(1) ϕ(y) = U ⇒ (∃i ∈ {1, . . . , v}) ri ∈ Rf ;
(2) ϕ(y) = T ⇒ [(∃y′ ∈ Y )(∃e ∈ Eo)ϕ(y

′) ∈ {U,N} ∧
δd(y

′, e) = y] ∧ [(∃i ∈ {1, . . . , v})(∃s ∈ (Euc ∪
Ea

v )
∗)δra(ri, s) ⊆ Rf ].

Condition (1) implies the plant may reach an unsafe state
before the attack is diagnosed. Therefore, the evolution of
the plant was not stopped in time. Condition (2) means
that for the first time attacks are detected, the plant
is able to reach an unsafe state through uncontrollable
or vulnerable events. Therefore, even though attacks are
3 We refer the reader Carvalho et al. (2016) for details on the
diagnoser construction.
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detected, the plant will be unstoppable from reaching
unsafe states. Note that this condition includes the case
where ∃i ∈ {1, . . . , v} such that ri ∈ Rf . Therefore, if one
of the above conditions is satisfied, GRa is not AE-safe
controllable.

Example 7. Let us consider the closed-loop system GRa

in Example 4, where Eao = {a, b}, Euo = {c, ca} and
Rf = {r5, r8, r11}. Its diagnoser is shown in Fig. 10. In
Diag(GRa), there is state y2 such that ϕ(y2) = U and y2
contains r5, r8, r11 ∈ Rf , i.e., y2 satisfies condition (1) in
Proposition 6. Therefore, GRa is not AE-safe controllable.
Indeed, when the detector observes w = ab, the string
occurred in the NCS may be ab or abc with c being
attacked. Thus, the detector is not certain that attacks
happened while the plant is already at state 7. 

By Proposition 6, to test AE-safe controllability, we need
to check uncertain states and the first-meet certain states
in the diagnoser. When one of the conditions is satisfied,
one can conclude that the system is not AE-safe control-
lable.

Remark: The detection of attacks follows the same idea
of fault diagnosis. Therefore, one can also use verifier
instead of diagnoser to detect attacks and test AE-safe
controllability, as Carvalho et al. (2018) showing.

6. CONCLUSION AND FUTURE WORK

In the paper, we investigate the problem of attack de-
tection and prevention in NCSs. The plant is observed
and controlled by the supervisor via the network, where
bounded control delays may occur. An algorithm for con-
structing the closed-loop system under attacks is proposed
and a method for testing AE-safe controllability of the
NCS is presented. There are many problems worthy study
in the future. For instance, consider other types of attack
strategy or prevention mechanism.
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