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ABSTRACT In this manuscript, we propose a Machine Learning approach to tackle a binary classification
problem whose goal is to predict the magnitude (high or low) of future stock price variations for individual
companies of the S&P 500 index. Sets of lexicons are generated from globally published articles with the goal
of identifying the most impactful words on the market in a specific time interval and within a certain business
sector. A feature engineering process is then performed out of the generated lexicons, and the obtained
features are fed to a Decision Tree classifier. The predicted label (high or low) represents the underlying
company’s stock price variation on the next day, being either higher or lower than a certain threshold. The
performance evaluation we have carried out through a walk-forward strategy, and against a set of solid
baselines, shows that our approach clearly outperforms the competitors. Moreover, the devised Artificial
Intelligence (AI) approach is explainable, in the sense that we analyze the white-box behind the classifier
and provide a set of explanations on the obtained results.

INDEX TERMS Stock market forecasting, machine learning, natural language processing, financial tech-
nology, explainable artificial intelligence.

I. INTRODUCTION
It has been proved in literature that stock prices of financial
markets are heavily affected by exogenous factors, i.e., infor-
mation such as events reported in the news, social media,
etc., [1], [2]. In fact, the Adaptive Market Hypothesis [3]
observed that excess return in stock market is ascribed to
information asymmetry. This had implications on a new
vision of the Efficient Market Hypothesis [1], which has been
reconsidered in light of the behavioural economics. Basically,
traders who can access, mine and analyse heterogeneous
information will have a competitive advantage. Besides the
stock prices information, there are several other information
freely available today like newspapers, social media, etc.,
that can be used to improve the forecasting or classification
problems existing within the financial domain [4]. What
results to be still challenging is to take advantage of all this
heterogeneous information and creating useful indicators or
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lexical resources, specifically targeted for the economic and
financial domains and able to improve existing forecasting
systems.

Therefore, Information Extraction, Text Mining and other
techniques within the Natural Language Processing (NLP)
sphere, have been leveraged by researchers with the goal
of improving their stock price forecasting systems. The first
approaches employed text representation models such as bag-
of-words combinedwith simple statistical measures [5]. Then
with the advancements in hardware (e.g. GPUs) and middle-
wares (e.g. CUDA1), scientists started using new methods
based on evolved Machine Learning approaches (e.g. Deep
Learning [6]–[9]). This led to an increasing trend of publi-
cations within the NLP-based financial forecasting domain.
To further increase this trend, in 2010, social media platforms
such as Twitter2 and StockTwits3 started generating a huge

1https://developer.nvidia.com/cuda-toolkit
2http://www.twitter.com
3http://www.stocktwits.com
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amount of textual content that was employed within current
Machine Learning methods to improve existing classification
techniques [10]. Other domains benefited from these social
media platforms as well: for example, within the Sentiment
Analysis domain, one recurrent task has been to automat-
ically extract moods and opinions to analyse their impact
on the market [11], [12]. One more consideration is related
to price stocks variations, known as the magnitude of the
differences between the highest and lowest values on a given
trading day. Daily price variation is a measure of volatility,
or how much a stock’s value changes. In finance, volatility
is the degree of variation of a trading price series over time,
usually measured by the standard deviation of logarithmic
returns.4 Recent studies [13] show strong empirical per-
formance for volatility-managed version of popular trading
strategies, including the market momentum, betting-against-
beta, and financial distress factors. Similar to volatility fore-
casting, the prediction of daily price magnitude variations has
strong potentials in devising high-performing trading algo-
rithms and policies. To the best of our knowledge, no work
in literature today has ever investigated the forecast of the
magnitude of stock price variations for a certain company in
a given task.We believe that by providing an efficient method
able to solve such a challenging problem might provide fur-
ther benefits even to stock price forecasting systems.

In this paper we present a novel NLP-based approach
whose goal is to predict the magnitude of future stock price
variations for individual companies of the S&P 500 index.
The stock price information we have handled is related to
the S&P500 dataset where we consider relative increment
or decrement of the close price registered on a given day
with respect to the close price of its previous day. More in
detail, through awalk-forward strategy, we first automatically
generate a number of lexicons from articles published by
international newspapers (collected in the Dow Jones DNA
dataset5) with the goal of identifying the words that have
an impact on the market in a specific time-span. Then, from
the original news and by exploiting the generated lexicons,
we extract a set of relevant features to capture statistical
indicators associated with the company and its industry
(a certain business area where a set of companies are grouped
together) in a given interval time. A Decision Tree is hence
trained on the created features, using as labels the company’s
stock price variation on the next day.

The results and comparisons against baseline methods
show that our classification is effective and, therefore, that
our feature engineering step is able to correctly identify
peculiarities of the market hidden among the news. Besides,
after the prediction, our algorithm provides an explanation
of it, by extrapolating a set of rules from the Decision Tree
model and the most important words linked to high stock
price variations. This has been performed according to the
mission of the new field of Explainable Artificial Intelligence

4https://en.wikipedia.org/wiki/Volatility_(finance)
5https://developer.dowjones.com/site/global/home/index.gsp

(XAI) [14], whose aim is to address how AI systems under-
take their decisions.

Our approach extends our initial study [15], wherewe had a
set of manual rules based on statistical measures and came up
with simple heuristics to find appropriate match-thresholds to
perform the forecast.

The innovations we bring with respect to the literature are
therefore:

• We propose a feature engineering process where we cre-
ate an extended set of features extracted using generated
lexicons and news from DNA;

• We make use of Machine Learning-based predictive
algorithms that take into account the generated features
and the stock price variations of the next day as labels to
be forecasted;

• Concerning the explainability of the model, we inspect
the inferred Decision Tree and provide explanation
examples and the list of words associatedwith high stock
price variations;

• We confirm the correlation between our lexicons
and stock price variations of individual companies,
through an experimental study on industries of the S&P
500 index;

• We show that our approach is general and can be easily
extended to other stock markets and news sources (e.g.
social media), or by adopting other different kinds of
classifiers and their combinations (e.g. ensemble).

The remainder of this paper is organized as it follows.
Section II describes the background work on financial
forecasting based on Natural Language Processing tech-
niques. Section III defines the forecasting problem we tar-
get in this paper. The pipeline of our proposed approach
is depicted in Section IV, where we show how we create
the industry-specific lexicons, how we perform the feature
engineering process, how we employ the generated features
for the Machine Learning algorithms we have employed,
and mention the explainability of the model reasoning on
its underneath white-box thus showing how certain outputs
are generated. In Section V we evaluate the performances of
our method detailing the used dataset, the adopted baselines,
and indicating the effectiveness of the approach. Finally,
in Section VI, we conclude the paper with final remarks and
discuss possible future directions where we are headed.

II. RELATED WORK
Natural Language Processing, Text Mining and Sentiment
Analysis have been widely applied in the financial sphere
to provide more and more insightful tools for supporting
decision making [5]. The increasing number of studies in
the last couple of decades can be attributed to the develop-
ment of techniques that allow an effective automatic pro-
cessing of textual information, such as probabilistic topic
models [16] and word-embeddings [17]. Furthermore, this
research branch has been fostered by the birth and fast spread
of social media platforms and micro-blogging websites such
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as Twitter and StockTwits. This has led to a dramatic growth
of the amount of user content, which constitutes a potentially
valuable source of information for financial applications [18].
NLPwithin financial services is quickly expanding to beyond
its current usage in banking, insurance and hedge funds.
NLP technology has been a core component in chatbots,
voice assistants, text analytics: today it is considered the
next disruptor in the financial sector. For example, instead
of logging into individual accounts for balance checking,
users may simply use chatbots and voice assistants to check
their account details. Authors in [19] have extracted finan-
cial events from financial announcements by constructing
an end-to-end model with transformer encoder and the
BiLSTM-CRF event recognizer. Others (see [20], [21]) have
proposed an algorithm to construct automatically the relation
graph from banking orders and, by using both news and bank
contact histories, to capture the relations between corporate
customers with Granger causality analysis. The construction
of the personal knowledge graph can be considered a future
research direction [22]. It retrieves extra features from the
customers’ daily lifelogs and can be used for several tasks,
such as the risk evaluation of insurance companies, the mea-
surement of default possibility of commercial banks, and
personalized precision marketing.

A good example of NLP within the financial domain is
Cleo,6 a personal financial assistant that provides financial
advice and helps clients meeting their financial goals. Lend-
doScore7 is a system that uses advanced NLP and machine
learning algorithms to assess creditworthiness of borrowers.
The platform checks customer’s social data to come up with
a score that measures the creditworthiness of an individual.

While a remarkable amount of investigation has been con-
ducted on textual data coming from social media [23]–[25],
we hereby focus our attention on studies that, similarly to
ours, analyze data coming from press releases or company
disclosures. Several works in the financial literature, draw-
ing inspiration from the aforementioned Adaptive Market
Hypothesis, demonstrate that public news have an impact
on the stock markets, partly accounting for the variance of
returns [26]. This explains the effort to create automatic tools
that are able to extract insights from financial news, with the
objective of supporting companies, traders and all the other
actors involved in the market [27].

A promising branch of research employs event detection
techniques to extract relevant topics from news documents.
Authors in [28] propose a supervised algorithm that automat-
ically identifies pre-determined economic event categories in
a sentence of a news article, by means of a sentence-level
multilabel classifier. Others [29] develop a clustering-based
method to detect events in news stories related to specific
stocks, improving the original hierarchical algorithm based
on average-linkage; subsequently, the single-pass clustering
algorithm is used to accomplish the tracking of the identified

6https://www.meetcleo.com/
7https://lenddo.com/

events and the relevant topics are shown to the final user
in chronological order. Research work mentioned in [30]
exploits the Open Information Extraction tool developed by
[31] to identify events in financial news and represents them
as tuples. A neural tensor network is trained to learn event
embeddings, which are then fed to a deep learning model to
forecast short-term and long-term stock price movements on
S&P 500.

Similarly to [30], many researchers have attempted to
exploit the information extracted from the news in order to
predict the future movements of the stock prices. Work per-
formed in [32] combines news textual data and S&P 500 price
time series to estimate a discrete stock price twenty min-
utes after a news article was released, using Support Vector
Machines [33]. Authors in [34] analyze the effect of news
sentiment and different levels of aggregation on the time hori-
zon of the stock return predictability. Specifically, they use a
neural network-based method to demonstrate that daily news
can predict returns within one or two days, whereas aggre-
gating news over one week provides predictability for up to
3 months; furthermore, the authors show that stock returns
react quickly to positive news stories, while they absorb the
influence of negative stories throughout a longer time span.
Authors in [35] used the Harvard psychological dictionary
and Loughran–McDonald financial sentiment dictionary to
construct a sentiment space proving that, at individual stock,
sector and index levels, the stock price prediction is improved.
These findings particularly inspired us in the design of the
feature extraction stage presented in this paper, which takes
into account different time horizons in the aggregation of the
news. In fact, differently from the work carried out in the
past, here we leverage a huge amount of news data to create
ad-hoc lexicons using the walk-forward strategy with the goal
of predicting the magnitude of stock price variations. To the
best of our knowledge, no prior work has ever addressed this
specific problem. More in detail, we leverage the news data
to create a lexicon that is intrinsically designed and created
to support our task. We employ classical machine learning
approaches (a Decision Tree) and indicate the most relevant
features which affect the stock price variations. Adopting
more advanced tools such as Deep Learning approaches (e.g.
transformers) was out of the scope of the paper because we
just wanted to confirm that the proposed approach beats the
random classification for the proposed task.

III. PROBLEM FORMULATION
The input of our problem consists of a set of companies,
grouped into industries or business sectors. For example,
the business sector: ‘‘Information Technology’’, would con-
tain companies such as Apple, Google, Microsoft, Accenture,
etc.8 These companies are associated, on the one hand, with
a collection of news articles delivered by authoritative press
sources and, on the other hand, with the stock price time series

8At the following url https://en.wikipedia.org/wiki/List_of_S%26P_500_
companies, it is possible to see the business sectors and the list of considered
companies.
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within the S&P 500 Index. In this work we set out to tackle
the problem of predicting the magnitude of the variation, on a
given day d , of the stock price of a company c; this quantity
is denoted as 1d,c and is defined as the relative increment –
or decrement – of the close price (i.e., the price of the stock at
the closing time of the market), registered on the day d with
respect to the close price of the previous day (d − 1):

1d,c =
| closed − close(d−1) |

close(d−1)
(1)

This formula considers the absolute value because, as pre-
viously mentioned, we intend to determine the magnitude of
the variation, regardless of its direction (positive or negative).
Indeed, an estimation of this value can still be precious piece
of information for the trader, as it represents an indicator
associated to the volatility of the stock price, thus conveying a
measure of risk. In this respect, it is comparable to the CBOE
Volatility Index (VIX), a real-time market index that aims to
estimate the volatility expectation of the S&P 500 stock index
in the following 30 days [36], although the latter’s effective
ability to predict the future volatility is debated [37].

More specifically, we define our problem as a classification
task, in which:
• each sample corresponds to a day-company pair (d, c) for
which we have a set of news articlesNd−1,c published on
the day (d − 1) and involving the company c;

• the two classes are high and low, defined as follows:

Class(d, c) =

{
high if |1d,c| > class_threshold
low otherwise

(2)

where class_threshold is a fixed value above which we
consider the market variation as significant.

IV. PROPOSED APPROACH
From a general perspective, the pipeline of the proposed
approach (Figure 1) can be split into four different stages:
(i) lexicon creation; (ii) feature extraction; (iii) prediction
algorithm; and (iv) model explanation.

The main idea behind the first step is to capture the cor-
relation between words that appear in news stories and stock
price movements. This is achieved by means of a series of
lexicons that contain the most impactful words in a given
period for a specific industry, following the method described
in [15]. Secondly, the generated lexicons are used to extract
a set of features that characterize the news associated with
the industry and specific firms, aggregated on a monthly,
weekly and daily level. Then, the feature vectors are fed
to a Decision Tree classifier that predicts whether the daily
stock price variation is labelled as high or low, according
to Equation 2. Finally, the rules that determine the prediction
are retrieved from the Decision Tree and presented to the user
as a form of explanation, together with the lists of relevant
sentences that contain the lexicon words, selected from the
groups of news considered for the feature extraction.

FIGURE 1. Pipeline of the proposed approach.

FIGURE 2. Flow chart of the lexicon creation algorithm.

The four steps of the pipeline are executed on each day
on which the stock market is open. In this way, the lexicons
are dynamically updated to incorporate the new information
delivered on the press about the associated business sector.
Grouping the companies by industry allows to reduce the
ambiguity deriving from linguistic properties such as poly-
semy or heterosemy, as words that appear multiple times in
the same context tend to be used with the same meaning [38],
[39]. Furthermore, it is reasonable to assume that stock prices
of companies pertaining to the same industry have compara-
ble reactions to current affairs. Therefore, the lexicons can
be defined as dynamic and industry-specific. The following
sections describe the stages of the algorithm in further detail.

A. LEXICON GENERATION
The first stage of the pipeline (Figure 2) consists of the
creation of the industry-specific lexicons [15]). For the sake
of completeness, we hereby set out to summarize the steps
of the algorithm and provide details about the employed text
pre-processing techniques.

Given an industry I , the first source of input of the lexicon
generation algorithm is a collection of news articles that are
relevant, to some extent, for at least one company c ∈ I ,
published during a time frame [d − `; d − 1], with ` ≥ 1.
To obtain a textual representation of the article, we concate-
nate the text contained in its title, snippet and full body.
A news document published in a certain date is considered
relevant for a company c whether either its full name or
its acronym appears somewhere in its textual representation.
From now on, we will therefore assume each document asso-
ciated to one or more companies. Every document undergoes
a series of standard pre-processing techniques. First of all,
tokenization is necessary to get rid of punctuation and to
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represent the text to a simple list of words. One drawback
of this type of representation is that the semantic informa-
tion given by compound terms and expressions (e.g. Wall
Street, Barack Obama, high interest rate) tends to get lost.
One technique to overcome this is to consider n-grams, with
n that can typically range between 2 and 4. Subsequently,
stopwords removal is applied to the tokenized documents,
to guarantee that extremely common words of the language
(English in our case), such as prepositions and conjunctions,
are not accounted for in the estimation of the impact of the
words, since they are devoid of semantic value. In addition,
we remove from the corpus all the words that appear too
frequently and too infrequently, according to given tolerance
thresholds, which were set through an experimental optimiza-
tion (more details are given in Section V-B). In fact, it is
uncertain to estimate the impact of words that appear very
few times, as their correlation with stock prices might be
subject to a higher degree of randomness. On the other hand,
terms that appear too frequently are likely to be commonly
used words of the language, with a low relevance for the
topic discussed in the document (similarly to stop-words).
In the next step, stemming is used to reduce each term, that
normally appears in some inflected form (plurals, verbs in
different tenses, etc.), to its root form (e.g. the word cancelled
becomes cancel after stemming). This is useful because it
allows to ignore small differences in the inflections of words
that, nonetheless, correspond to the same semantics.

After the pre-processing is complete, the terms of each
news document are weighted according to the stock price
variation registered by the company associated with the arti-
cle on the day following its publication. To note that we do not
make use of the frequency information of each word but this
will be investigated in future works to check whether it brings
benefits to the overall lexicon creation process. Specifically,
each word in the document receives a score s that corresponds
to the absolute value of the stock price variation, as expressed
in Equation 1. Finally, for every term we compute a unique
score s′, given by the average of all the scores s associated to
each occurrence of that term throughout the collection.

B. FEATURE EXTRACTION
Once the specialized lexicon is created as described in pre-
vious Section IV-A, it is used to extract a set of features
associated to each (company, day) pair for which we want to
produce a prediction. In order to take into account the effect of
words in the long-term, in the mid-term and in the short-term,
we decided to compute the features on groups of news articles
aggregated using different time intervals. Furthermore, it is
important to capture the difference between news stories
associated with high variations and those associated with
low variations. We define a news story as associated with a
high (low) variation if the stock price variation (Equation 1)
on the day following the publication of the article is big-
ger (smaller) than a pre-defined class_threshold .
More in detail, given an industry I and a (company,

day) pair (c, d) where c ∈ I , we extract from the news

dataset all the articles published in the last 30 days about
the company c for which we want to predict the variation
and about the industry I . These articles are divided between
company-related and industry-related. This latter group con-
tains articles relevant for any company of the industry, includ-
ing c; for this reason, there is a small overlapping between
the two groups. Both company-related and industry-related
news, respectively, are further split into three groups: doc-
uments published in the previous month, in the previous
week and in the previous day (also in this case there is
a small overlapping, since the daily news are a subset of
the weekly news and the weekly news are a subset of the
monthly news). At this point, previous month and previous
week news, respectively, are further split into two mutually
exclusive groups: articles associated with high variations and
articles associated with low variations. This cannot be applied
to previous day news because, at the moment of the predic-
tion, the stock price variation on the following day is still
unknown (indeed, this is the target of our predictor). Now
the lexicon matching phase takes place. For each of the ten
final groups of news described above, after applying the same
aforementioned text pre-processing techniques, we count the
percentage of lexicon-words that each of the documents in the
group contains, with respect to the total number of words in
that document. Then, we calculate the average percentage of
lexicon-words for each group: these ten real values, expressed
in a [0-100] scale, are precisely the features that constitute
the samples fed into the classifier. Intuitively, each feature
represents a statistical indicator about the behavior of the
industry or the company in a given time interval. We invite
the reader to follow the steps of the algorithm with the help
of Figure 3.

C. PREDICTION ALGORITHM
The feature vectors described in previous Section IV-B con-
stitute the input for the prediction algorithm, that relies on a
Decision Tree classifier (4). The target of the classification
task is the class assigned to each (day, company) pair, follow-
ing Equation 2.

Decision Trees belong to the category of supervised learn-
ing methods for classification and regression [40]. They learn
simple decision rules inferred from the data features in order
to create a model that predicts the value of a target variable.
One of themain advantages of Decision Trees is their explain-
ability, as they use a white box model: in fact, the trees can
be visualized and the predictions can be easily explained in
terms of conditions expressed in boolean logic. By contrast,
black box models (e.g., in an artificial neural network), are
typically more difficult to explain, even though they may lead
to better performance in terms of accuracy. For further details
on Decision Trees the reader is referred to [41] and [40],
among others.

D. MODEL EXPLANATION
The explanation has the goal to give users awareness on the
main working mechanisms of the model, providing details on
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FIGURE 3. Flow chart of the feature extraction algorithm. For the feature
vector of a given day d , we collect and group up all the articles about c
and all other companies in I published in the previous month, in the
previous week and in the previous day, respectively. For the monthly and
the weekly sets, we further split the articles into two groups depending
on the associated stock price variation on the next day (high or low
variation, respectively). As a result, we obtain ten sets of news in total,
which are summarized on the left side of Figure 3. Please note that it is
not possible to associate a stock price variation to the news published on
the previous day, since this is exactly what we intend to predict. For each
group of news, we calculate the average percentage of words that the
articles in the group share with the lexicon. In this way, we obtain a
vector of ten real-valued features for each sample included in the
classification task.

the specific input conditions that determine a certain predic-
tion as output. In particular, two pieces of information are
provided:

1) Sequence of rules followed by the model to produce the
prediction;

2) Lists of sentences extracted from the news articles that
generated the features.

In the following we better describe these steps.
Sequence of Rules: The rules are easily extracted from the

Decision Tree induced on the training data. By construction,
each internal node of the tree, including the root, is associated
to a rule, expressed as an inequality of the form feature ≤
value; the leaves are associated to a target label. During the
prediction step, the feature vector is matched against the rules
from the root of the tree to one of the leaves. Therefore,
to generate the explanation it is sufficient to present the user
with the sequence of boolean conditions that were satisfied
by the feature vector along this path. In order to make the
explanation easily readable by the user, it is recommendable
to fix the depth of the tree to a reasonable small value, since
the number of levels in the tree corresponds to the number of
rules in the explanation.
List of Sentences: The features involved in the boolean

conditions correspond to the percentages of lexicon words
present in some group of news articles, as described in
Section IV-B. We can exploit this fact to extract sentences
from the articles where such words appear and provide them
to the user as a complement of the explanation. For instance,
given the rules in the previous example, the algorithm

FIGURE 4. Flow chart of the prediction algorithm, including the
generation of the model explanation.

would extract three lists of sentences, respectively from the
monthly industry news associated with low variations, from
the weekly industry news associated with high variations
and from the company news published on the previous day.
An example of explanation with rules and selected sentences
will be illustrated in Section V-C2.

This kind of approach meets the recent and exponentially
increasing trend of Explainable AI [42], [43], consisting of
opening up the given black-box model by explaining how
the method arrives to a certain final output. In this way
predictions are more transparent and even allow for statistical
inference. Explanation of the resulting analysis also allows
easing algorithm reuse and extension [42].

V. EXPERIMENTAL EVALUATION
In this section, we illustrate the experiments carried
out to assess the effectiveness and soundness of our
approach. In particular: (i) we describe the datasets used for
the evaluation; (ii) we introduce the adopted methodology
and setting; and, finally, (iii) we present and discuss the
obtained results.

A. DATASETS
Dow Jones DNA: The Dow Jones ‘‘Data, News and Ana-
lytics’’ dataset provides documents from more than 33, 000
globally renowned newspapers, including e.g. TheWall Street
Journal, theDow Jones Newswires and The Washington Post.
The publications are both in print and online format and cover
a wide variety of topics, such as finance, business, current
affairs and lifestyle. The delivery frequency ranges from
ultra-low latency newswires to daily, weekly, or monthly edi-
tions. For every article in the dataset, the headline, the snippet
and the full body are available. Furthermore, every item is
enriched with a set of metadata providing information about
the source, the time and place of the publication, the relevant
companies and the topics, among others.

Content usage rights vary based on the specific content,
API, or feed combination. These rights include the display for
human consumption or text mining for machine consumption
and the content retention period. Table 1 includes some statis-
tics about the news data. In particular, for each of the three
industrial sectors pertaining to our study, the table shows
the number of news employed in the analysis, the average
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TABLE 1. Number of documents and statistics for each of the three analysed industrial sectors.

TABLE 2. List of five of the most important companies for every industry
included in our study.

number of news and standard deviation per company, and
finally the company with the highest and lowest number of
news. Note that a news document might belong to more than
one industrial sector.
S&P 500 Time Series:The second fundamental data source

exploited in our analysis consists of all the stock price time
series of the companies included in the Standard & Poor’s
500 index (that measures the stock performance of 500 large
companies listed on stock exchanges in the United States).
Data are collected separately for each individual company at
a daily frequency, and they include the following information:

• open price (i.e. price of the stock at the opening time of
the market);

• close price (i.e. price of the stock at the closing time of
the market);

• high price (i.e. maximum price reached by the stock
during the day);

• low price (i.e. minimum price reached by the stock
during the day);

• volume (i.e. number of operations performed on the
stock during the day).

The dataset also provides information about the group-
ing of companies in sectors (e.g. Manufacturing, Healthcare,
Information Technology, Communication Services, Finance,
etc.). Table 2 shows a list of five among the most relevant
companies included in each business sector considered in our
study.

B. METHODOLOGY AND SETTING
For our purposes, we selected from DNA all the news
articles, in English language, published from 2005 to
2018 and relevant – according to the metadata field com-
pany_codes_about – for at least one company of one of these
three industries: Information Technology, Finance and Indus-
trials. We then grouped the documents by industry, obtaining
three groups, which respectively contain 43, 331, 40, 115 and
36, 233 items. To align these documents with stock prices,
we restricted the S&P 500 dataset to the same interval, for

FIGURE 5. Structure of the walk-forward approach used for validation.

all the companies included in the aforementioned business
sectors.

The goal of our experimental evaluation is twofold:

• show that the feature-extraction method and the pre-
dictive algorithm proposed in this paper capture the
correlation between news and stock price movements;

• demonstrate that the Decision Tree classifier can pro-
duce explainable predictions, without significant losses
in terms of accuracy w.r.t. other state-of-the-art models.

We repeated the experiments on each industry taken alone
and we employed a walk-forward validation which iteratively
splits the data into training and validation sets, guaranteeing
that all the samples in the former temporally precede the ones
of the latter (Figure 5). According to the common practice
in Machine Learning, the training set was used to infer the
Decision Tree (and the other models used for comparison),
while the validation set was used to optimize the parameters.
On top of that, an independent test set – contiguous and
subsequent to the validation set – was isolated to test the
model with the selected parameters on unseen samples. The
number of walks to iterate in the walk-forward approach
was set to 10, with fix-sized portions of training set starting
from 2004/01/01 and lasting 10 years (meaning that for the
first walk the training set will cover the period: [2004-01-
01, 2014-01-01], for the second walk it will be shifted of
the validation set size, which is 1 year, and will therefore
cover the period: [2005-01-01, 2015-01-01], and so on for
the 10 walks). The whole validation set was collected from
2014/01/01 to 2015/12/31, while the test set was collected
from 2016/01/01 to 2017/12/31.

The class_threshold that determines the class label of
each sample (Equation 2) was set empirically to 0.02 (i.e.
corresponding to a 2% daily variation, in absolute value).
This configuration leads to a 22%, 28% and 26% of samples
labeled as high in Information Technology, Financial and
Industrials, respectively. Given the low percentage of days
above the threshold value of 0.02, we have considered such
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TABLE 3. Settings used for the evaluation methodology.

variations (i.e. 22%, 28% and 26%) as meaningful for our
classification task.

The class imbalance that follows from this setting is taken
into account both during the inference of the Decision Trees9

and in the evaluation phase (by using appropriate metrics
such as Balanced Accuracy, Precision, Recall and F1-score,
as better defined in the next section). The reader notices that
the impact of the choice of different threshold values has been
already shown in [15].

For reproducibility purposes, the approach and experimen-
tal framework were developed in Python employing a set
of open source Machine Learning libraries. The implemen-
tation of Decision Tree and the other state-of-the-art clas-
sifiers used for comparison was based on the scikit-learn10

and XGBoost11 Python libraries. For the text pre-processing
tasks we have used the gensim12 and Natural Language
Toolkit (NLTK)13 Python libraries. The lexicons employed
throughout the experiments were generated using the fol-
lowing setting. Only uni-grams were considered. The time
interval to select the news to include in the lexicon was
set to 28 days. Furthermore, words that appeared in more
than 70% or less than 10 documents were filtered out and,
finally, words in the upper 95th percentile of the ranking were
selected for inclusion in the final lexicon. The values of these
parameters, the configuration of the Decision Tree and the
other classifiers included in the comparison (Section V-C1)
were selected empirically through an experimental validation.
Table 3 briefly lists all the parameters previously mentioned.
Regarding the Decision Tree implemented with scikit-learn,
its hyper parameters were experimentally set as specified
in the following. The parameters max_depth (i.e. the max-
imum depth of the tree), min_samples_split (i.e. the mini-
mum number of samples required to split an internal node),
and min_samples_leaf (i.e. the minimum number of samples
required for a node to be a leaf node), were set, respectively,
to the values 4, 2, and 1, since this has been the resulting com-
bination leading to the best accuracy for all the three consid-
ered industries on the validation set; all the other parameters
have not shown to influence the final results and therefore

9For more details, please check https://rb.gy/ki6bdi
10http://scikit-learn.org
11http://xgboost.readthedocs.io
12http://radimrehurek.com/gensim
13http://nltk.org

have been set to the default scikit-learn values.The developed
code has been publicly released in a freely accessible GitHub
repository.14 Furthermore, in order to avoid overfitting the
models on a single industry, the model parameters have been
chosen by optimizing the weighted average of the Balanced
Accuracy on the three industries in the validation set.

C. RESULTS
1) ALGORITHM COMPARISON
The goal of the first set of experiments is to compare the
proposed approach based on Decision Trees against some
of the most commonly employed state-of-the-art classi-
fiers, namely Random Forest [44], Gradient Boosting [45],
and Multilayer Perceptron, i.e. a basic artificial neural net-
works (ANNs) model [46]. Our baseline is represented by
the method presented in [15]. The latter is an unsupervised
predictive algorithm that exploits the input news documents
and the generated lexicons to perform the forecasts about the
magnitude of future stock prices variations. It does not use
any machine learning classifier but just statistical measures
and metrics. Basically, we first calculate the percentage of
words belonging to articles associated to high variations
and low variations that the documents share with the lexi-
con created within the same time interval of the news. Let
news_matchhigh and news_matchlow be these values. Then
we select the news articles published on the d − 1 day,
related to a given company, and calculate the percentage of
words contained in the corresponding lexicon. If this value
is closer to news_matchhigh, we then assign the class high
to the sample; otherwise, the class low is assigned. Our
method was already proven to perform better than a random
classifier which predicts both classes with 50% probability
and that we include also here for illustrative purposes, hence
strongly demonstrating its ability to achieve valuable results
also in this difficult forecasting scenario. In fact, the task of
predicting themagnitude of price variation (i.e., the volatility)
is a very difficult challenge; indeed, in the wider domain
of market forecasting, achieving high accuracy values is
commonly harder than in classic machine learning tasks [47].
Moreover, other works in literature highlighted that, often,
canonical methods for volatility prediction are not able to
show a clear effectiveness, and that their performances are
highly sensitive to the selected evaluation metric [48].

The performance of the algorithms is measured through the
following four standard metrics [49], specifically selected,
as already mentioned, to cope with the class imbalance of
the dataset described in Section V-B: ‘‘Balanced Accuracy’’,
‘‘Precision’’ of class high and ‘‘Recall’’ of class high and
‘‘F1-score’’ of class high.

Balanced accuracy [49] gives a global estimate of the per-
formance of a classifier avoiding inflated estimates on imbal-
anced datasets. In the binary case, it is equal to the arithmetic
mean of sensitivity (true positive rate) and specificity (true

14https://github.com/Artificial-Intelligence-Big-Data-Lab/Explainable-
ML
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negative rate):

BalancedAccuracy =
1
2

(
TP

TP+ FN
+

TN
TN + FP

)
,

where TP is the number of true positive samples (high sam-
ples correctly classified), FN is the number of false negative
(high samples wrongly classified as low), TN is the number
of true negative (low samples correctly classified) and FP is
the number of false positive (low samples wrongly classified
as high).

Precision and Recall [49] were included in the evaluation
to gain a more detailed assessment of the performance of the
class high. Intuitively, the former provides a measure of the
classifier’s exactness, whereas the second allows to gauge
the classifier’s completeness. They are formally defined as
follows:

Precision =
TP

TP+ FP

Recall =
TP

TP+ FN

Finally, the F1-score [49] provides a weighted average of
the Precision and Recall and is defined as the harmonic mean
of the two metrics:

F1_score = 2 ∗
Precision ∗ Recall
Precision+ Recall

The results in Figure 6, grouped by industry, show that
the Decision Tree-based approach is competitive against the
state-of-the-art classifiers (Gradient Boosting, Random For-
est and Multilayer Perceptron), achieving comparable or bet-
ter values in all the considered metrics. Furthermore, our
approach (Decision Tree) leads to a better BalancedAccuracy
compared to the baseline of [15] and, consequently, to the
random classifier, even though the difference is significant
only for Finance. The trade-off between Precision and Recall
is a well-known phenomenon in the evaluation of Machine
Learning algorithms. In our scenario, Decision Tree obtains
higher Precision values than the baseline, but it is outper-
formed in terms of Recall (especially against the random
classifier, which achieves a 50% Recall by construction). For
this reason, it is useful to observe the value of the F1-score,
which clearly indicates that our approach is globally more
effective at predicting the class high.

2) MODEL EXPLAINABILITY
In this section, we show a qualitative evaluation of the
explainability of the proposed model [50], [51], by inspecting
thewhite box of the Decision Tree and by providing examples
of explanation.

Figure 7 shows an example of Decision Tree inferred on a
specific portion of the walk-forward process for the Industrial
sector. In this case, the maximum depth of the tree is set to
three, in order to allow an easy inspection. Each path from the
root to one of the leaves is a possible rule-based explanation
of the prediction.

FIGURE 6. Comparison of the algorithms on three different industries.

FIGURE 7. Example of Decision Tree inferred on a specific walk for the
Industrial business sector. At each node, the left-hand arrow is followed
whenever the boolean condition associated with the node is true.
Otherwise, the right-hand arrow is followed. Each leaf indicates the
predicted class label.

An interesting aspect that can be observed from the
Decision Tree models is the importance of each feature,
computed as the normalized total reduction of the crite-
rion brought by that feature (in this case, in terms of
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TABLE 4. Example of sentences selected from the news published in the
30 days before May 17th, 2016, for the Information Technology sector,
as a form of explanation. The words in bold are the terms that belong to
the dynamic lexicon created for the related time-span and associated
with high stock price variation of companies within the considered sector.

the Gini coefficient). We computed the feature importance
for each walk in the validation for all the three indus-
tries, and we calculated the average importance of every
feature to get a global estimate. In order to get a value
for each feature, the maximum depth of the tree was left
unbounded for this specific experiment. Something worth
to note is related to the first two ranked features being the
percentage-company-month-high with a value of
0.124 and percentage-company-month-low with a
value of 0.12. They have higher values than all the other
features implying that news over a month related to single
companies have a bigger impact with respect to those related
to industries. This also corresponds to the intuition that news
related to a certain specific company probably contain impor-
tant words pertaining to that company and that are more likely
to occur within the generated lexicon.

Now, let us also consider the other pairs (feature,
value) which are positioned later in the ranked list:
(percentage-industry-week-high, 0.113), (per-
centage-industry-month-high, 0.108), (per-
centage-industry-month-low, 0.105), and
(percentage-industry-week-low, 0.096). Consid-
ering also the first two pairs shown above, in each case, com-
pany per month, industry per week and industry per month,
the feature corresponding to high has always a higher value
than its counterpart corresponding to low. This indicates
that news associated to big stock variations (either positive
or negative) contain words with a bigger impact toward the
classification with respect to the news associated with low
stock variations. This suggests the possibility to go one step
further and create a lexicon of all such words. As this analysis
goes out of the purpose of this paper (where we generated a
lexicon which proved to be efficient for the forecast of stock

TABLE 5. List of the first 10 lexicon words, ranked by absolute frequency,
that appear in the news about Information Technology, published in the
30 days before May 17th, 2016, associated with high stock price
variations.

price variations in absolute value), it is a direction we would
like to explore more in detail as future work.

Nevertheless, in Table 4 we report some examples of
sentences extracted from news associated with high price
stock variations, according to the procedure described in
Section IV-D. Table 5, instead, illustrates a list of the 10 most
frequent lexicon words that appear in this group of news.

VI. CONCLUSION AND FUTURE WORK
In this work we have proposed an approach based on an
explainable Machine Learning model to predict the magni-
tude of future stock price variations for individual companies
of the S&P 500 Index. A series of lexicons are created from
articles published by globally renowned newswires, with the
goal of identifying the words that have an impact on the
market in a specific time-span within a given business sector.
Subsequently, these lexicons are exploited to extract a set of
features from the same collection of news, to capture certain
statistical indicators associated with the industry and the
company in a given time. A Decision Tree classifier is trained
to predict the class of magnitude associated to the company’s
stock price variation on the next day. Finally, the algorithm
provides an explanation of the prediction, by extrapolating
a set of rules from the Decision Tree model, expressed as
simple boolean conditions that are satisfied by the feature
vector. The explanation is complemented by a list of sen-
tences containing relevant lexicons words, selected from the
groups of news articles considered in the feature extraction
phase. Note that that by changing either news documents,
market or classifier, the entire approach remains still valid.
For this reason, in order to stimulate further applications and
studies in the subject, we have freely released the devel-
oped source code along with examples on the used data.
For further improving model explainability, approaches such
as LIME [52] might also be exploited to aim at a deeper
understanding of the obtained set of features.

Through our experimental validation, we demonstrate that
the proposed approach is more accurate with respect to both
the best to date baseline in the literature and other consid-
ered state-of-the-art classifiers, all having the drawback of
employing hardly explainable black boxmodels.We carry out
both a quantitative evaluation, showing the competitiveness
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and superiority of the proposed model with respect to the
other methods, and a qualitative evaluation of the explainabil-
ity of themodel, by inspecting the inferredDecision Trees and
by providing examples of explanations. The results presented
in this paper should be analysed by taking into account the
very challenging financial forecasting context considered,
where accuracy values of forecasting models in the literature
typically reach lower values. For this reason we believe that
achieving a Balanced Accuracy between 0.5 and 0.6 scores is
a non-trivial and very remarkable result. Our overall objec-
tive consists in achieving a methodology both competitive
in forecasting performance and explainable in the obtained
output, in order to further encourage the development of
Machine Learning algorithms allowing for a human-readable
understanding of the obtained results.

Although the proposed approach is promising for extract-
ing relevant lexical properties from news sources, one of
its limits is that it does not consider the semantic value of
their content, which could provide additional information
to further improve the forecasting accuracy. As a future
improvement, we intend to integrate semantic features into
our system by means of state-of-the-art techniques such as
topic models, frame semantics and word embeddings, with
the goal of identifying words corresponding to features of
the classifier with a bigger impact. Another challenge that is
worth undertaking is the extraction of events from news sto-
ries, which would allow distinguishing more clearly between
factors that have an actual impact on the stock markets from
others that are in fact irrelevant. In order to achieve this,
traditional news wires can be combined with other sources,
such as social media platforms, in order to gain a richer
perspective of the events and the associated sentiment. Also,
we intend to conduct a more fine-grained analysis, observing
the behaviour and measuring the performance on individual
companies. Specifically, an aspect we want to better investi-
gate is whether the number and frequency of news published
about a company, regardless of their content, or the frequency
of each words used when creating the lexicon, can be used
as effective indicators of higher volatility to improve the
forecasting capability of our model. Finally, in the future we
also intend to investigate the adoption of neural networks
approaches (e.g. transformers) for the problem, performing
a detailed comparison against the results obtained by the
method proposed here.
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