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Abstract: Optical phased arrays (OPAs) are important as they allow beam steering and 
scanning with no moving parts. As their channel count increases, the complexity of control 
and calibration becomes challenging. We propose an architecture and algorithm that provide 
rapid on-chip calibration and are scalable to arbitrary channel counts with significantly 
reduced chip area and reduced overall complexity compared to previously proposed 
approaches. The optimized phase shifter tuning algorithm – Deterministic Stochastic Gradient 
Descent (DSGD) - rapidly converges to the optimal state speeding up the digital-to-analog 
converter based control of large channel count OPAs. 
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1. Introduction 

Chip-scale optical phased arrays (OPA) are of interest, primarily due to a need for a low-cost 
light detection and ranging (LIDAR) system for autonomous driving where it is believed that 
such a system, enabled by the scale of semiconductor manufacturing, would be a game 
changer. There are many other applications that would benefit from high-performance OPAs 
such as free space communications, holographic displays and biomedical imaging. 
Mechanical steering is common, but an OPA offers many advantages such as reduced size 
and weight as well as increased speed due to lack of inertia. 

Great progress has been made in recent years with a focus on integrated phased arrays [1–
21] and many impressive demonstrations. In this manuscript we study an integrated OPA 
where phase control is used to steer only in one of the axis, while the other axis is steered by 
wavelength such as in [7,19]. Such approach has a distinct advantage compared to a purely 
phase steered 2D array due to the significant reduction in the number of controls required. A 
1D OPAs need only N + 1 controls (N phases and 1 wavelength) compared to NxM controls 
needed for 2D phase array. Practical demonstrations of such arrays had generally limited 
channel counts (128 [19]) if the OPAs have included steering elements (phase shifters). More 
complex OPAs without phase shifters comprising up to 1024 elements have been 
demonstrated [20], but they obviously lack the steering capability. Furthermore, in many 
cases, external cameras were used to calibrate the arrays with limited side-mode suppression 
ratios (SMSR) despite using various alignment strategies such as hill-climbing or gradient 
descent algorithm [7,19]. Calibration and alignment not only is time consuming, but also has 
problems such as temperature changes and aging of the components. The temperature 
changes can be compensated to a certain extent with look-up tables, but at the expense of 
slowing down the calibration process further, while there is no clear way to address aging in 
e.g. phase shifters. Some applications require OPAs with thousands or more channels, such as 
imaging at 1 km or more or free space optical communications over thousands of km. If such 
OPAs are to be moved from the laboratory stage, control and calibration has to be simplified 
and made robust to external influences and aging. In this work, we propose both the 
architecture and an algorithm that combined allow for fast on-chip calibration and control. 

The manuscript is organized as follows. In Section II we introduce a modified control 
algorithm for OPAs that speeds up the convergence compared to other popular algorithms 
even at larger channel counts. In Section III we introduce the on-chip calibration and control 
sub-system that can scale to practically arbitrary channel counts and takes advantage of the 
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algorithm introduced in Section II. Finally we give a brief discussion on the proposed method 
and give conclusions in Section IV. 

2. OPA control algorithm 

We study an OPA as shown in Fig. 1, where the input signal is split via a star coupler to N 
phase shifters and ultimately N emitter gratings. In our preferred embodiment, the OPA uses a 
star coupler for power splitting as it offers high fan-out count, small pitch, multiple 
wavelengths operation, low insertion loss and power profile shaping for reducing the 
sidelobes. As an alternative, a multimode interference (MMI) coupler tree could be used with 
potentially the biggest advantage compared to a star coupler structure being the uniform 
phase delay. An MMI tree generally can have low loss, but the loss tends to increase as the 
width of the MMIs is reduced (e.g [20].) – which is necessary for a small pitch emitter. It also 
provides uniform power distribution, which can in some circumstances be a disadvantage 
resulting with increased sidelobes. We would also like to point out that, despite having 
uniform phase delay in the splitter region, the MMI tree OPA still probably requires 
calibration in a potential full LIDAR system as there are many other sources of phase errors 
such as thermal gradients and process non-uniformity for both the passive and active (phase 
shifters) components, especially as chip sizes continue to increase. 

In our analysis, we study a 512 channel OPA, set the grating pitch to be 1.25 µm and set 
the operating wavelength to be λ = 1.55 µm. This allows steering the main lobe to around ± 
13.9° until a grating lobe appears in the visible space and, with the proper design of the 
elementary emitter, much wider steering by using the directivity of the elementary emitter to 
suppress the grating lobes. For simplicity we use an omnidirectional elementary emitter in our 
calculations. Further reduction of the pitch would improve the grating lobe performance, but 
the optical crosstalk can become a problem. We ignore the crosstalk in our analysis, but point 
out that both the algorithm and the architecture we describe below can be used with larger 
pitch OPAs that have multiple grating sidelobes. Sidelobes in that case can be suppressed 
with sparse aperiodic arrays as analyzed in [23], but with a penalty of reduced power in the 
main beam. 

 

Fig. 1. Optical phase array (OPA) as studied comprises of a star coupler (splitting the input 
into N waveguides), N phase shifters and N emitters. 

The optimization of an OPA is a challenging task due to explosion in complexity as the 
number of channels is increased. The emitters in a typical OPA will most likely be controlled 
by a corresponding number of digital-to-analog converters (DAC). The number of bits in a 
DAC is an optimization parameter, and depending on the required OPA performance, lower 
number of bits (6-8) might be satisfactory. The total number of states is given by: 

 No.states = 2N B⋅    (1) 
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where N is the number of waveguides or emitters and B is the number of bits in DACs. In our 
study, we implement the control with 16-bit DACs, as a harder problem to solve and to better 
illustrate the superiority of our novel algorithm. This results with a solution space for the N = 
512 channel OPA with number of states much larger than the number of atoms in the 
universe, currently estimated at between 1072 and 1082. 

In the study of the sparse aperiodic arrays [22], where the positions of the emitters were 
optimized for the best performance, the fitness function was given by the directivity in the 
target direction plus the achieved SMSR. Such, more complicated, fitness function was 
necessary to optimize the array element placement for the best performance in given 
direction. We note that once the arbitrary array elements locations are set, we can use a 
simpler fitness function such as the power in the target direction. The change of fitness 
function greatly simplifies the solution space and allows us to improve the optimum search 
algorithm as well. 

To show the benefit of this novel approach let us consider a simpler case of a 32-channel 
OPA with 6-bit DACs. Both the channel count and the number of bits are decreased in order 
to make the images more illustrative. In Fig. 2, a subspace of the fitness solution space is 
shown, where the value of channel 15 and 16 are swept while the remaining channels are kept 
constant. Those plots are a projection of the solution in a 2-dimensional sub-space, while the 
full solution space is N dimensional. On the left-hand side of Fig. 2, the fitness function 
combines the directivity in the main lobe direction D(α) with the SMSR ratio, while on the 
right-hand side, the fitness function is the power in the main lobe encompassed in twice the 
diffraction limited 3 dB beam-width P(α). In all plots, the sign of the fitness function is 
switched, so the minimum corresponds to higher fitness value. 

To demonstrate the advantage of the new fitness function, we consider two different 
channel-configurations. In the first case, which is shown on the top of Fig. 2, all channels 
(i.e., from 1 to 14 and from 17 to 32) are set at the optimal value while the value of channel 
15 and 16 are swept in the sub-space. Vice versa, on the bottom of Fig. 2, we assume that all 
the remaining channel have a random value. 

In the former working condition, both fitness function show a smooth shape. On the other 
hand, when all the remaining channel are randomized, only the power-based fitness function 
shows a clear minimum in the 2D-subspace, while D(α) + SMSR has an irregular behavior. As 
proved by this illustrative example, the solution space is much simpler if P(α) is used as 
fitness function, which simplifies the work of the optimizer and allows for independent 
channel pre-alignment. Depending on system constraints, both fitness functions do not 
necessarily converge to identical solutions, but they lead to maximization of power in the 
main lobe and can be used to steer the beam. Suitability of simplified fitness function for 
OPA control is demonstrated in Fig. 6 where beam is rapidly steered in number of directions. 
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Fig. 2. Fitness solution space for 32-channel OPA using 6-bit DACs as two channels are swept 
(channel 15 and 16) for two different fitness functions and aligned or randomized phases of the 
remaining channels. See text for details. 

We compare three optimization algorithms using the simplified fitness function based on 
P(α). We utilize one of the most popular global search optimizations – particle swarm 
optimization (PSO) [24] and a popular adaptive wavefront control technique based on 
stochastic parallel gradient descent (SPGD) [23]. For details on the PSO algorithm, reader is 
referred to the literature while we will briefly describe the SPGD as it is partly reused in our 
proposed algorithm. In a SPGD algorithm with N control channels, it is assumed that it is 
possible to calculate the fitness function as F = F(u1, u2, …, uN). Small random perturbations 
δuj are applied to every channel simultaneously. Said random perturbations have fixed 
amplitudes |δuj| = δu with random signs with equal probabilities for δuj = + δu and δuj = -δu. 
Fitness perturbation is defined as δF = F(u1 + δu1, u2 + δu2, …, uN + δuN)-F(u1, u2, …, uN) and 
the stochastic approximation to the true gradient component ∂F/∂uj by the ratio δF/δuj. Now 
we can apply conventional gradient procedures, with the only difference being that instead of 
the true gradient, the stochastic approximation is used. The benefit is that stochastic gradient 
approximation is a single calculation step regardless of the number of dimensions of the 
system. For more details see reference [23]. 

We note that both algorithms are relatively slow in converging to the optimal solution, 
which motivated us to develop a novel algorithm that improves on the stochastic parallel 
gradient descent by introducing an initial deterministic part to pre-align the phase shifters 
closer to the optimal locations and then let the stochastic gradient provide fine tuning to the 
optimal solution. We call the new algorithm deterministic-stochastic gradient descent 
(DSGD). The pseudo-code for the deterministic part of the algorithm is given below in Fig. 3, 
while in the stochastic part, we use identical code as in [23] with the addition of reducing the 
step size (δu) as the optimization progresses. The deterministic part is made possible with the 
use of simplified fitness function as each emitter is tuned to provide maximum power in the 
direction where the OPA is pointed to. It is possible to fully align each phase shifter using the 
deterministic part of the algorithm, but that would lead to an excessive number of evaluations 
(large number of DAC states with 8- or 16-bit DACs) so the optimization algorithm is broken 
into two parts. In the first part, the number of DAC steps is reduced to a smaller subset of 
values (typically 4-16 steps) which is a relatively fast way to pre-tune the array. By coarsely 
pre-tuning the emitters, we greatly simplify the problem for the stochastic part, which starts 
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closer to the optimal solution and avoids being stuck in local minima. SPGD then fine tunes 
the OPA to provide majority of power in the main lobe. 

A direct comparison in the convergence of the algorithms is shown in Fig. 4. The DSGS is 
more than an order of magnitude faster than the PSO algorithm and the speed difference 
increases as the fitness is improved. The SPGD works reasonably well in the initial stages of 
the optimization, outperforming the PSO, but due to limited randomness and the complexity 
of the problem makes slow progress in later stages, often being stuck in a local minimum. The 
PSO, owning to its ability to escape local minimums, converges to a good result but with very 
large number of evaluations. For the DSGS we initially optimized two most significant bits 
using deterministic approach (2,048 evaluations) and then move to SPDG using 1,000 
evaluations for each of the 5 step sizes where the steps were equal to 26, 25, 24, 23 and 22 
(5,000 evaluations), bringing the total number of evaluations to 7,048 evaluations. For the 
pure SPDG we used 10,000 evaluations for each of the 8 step sizes used (80,001 evaluations 
total), while for the PSO we have utilized the build-in Matlab routine with 200 swarm 
elements and let it run for 3 hours on an i7 quad-core CPU reaching 207,600 evaluations. In 
all cases the initial phases are fully randomized, corresponding to a worst case scenario. 

We plot the optimized far-field patterns and corresponding phases of the individual phase 
shifters in Fig. 5, and also summarize key parameters of the synthesized beams in Table 1. It 
is clear that the proposed DSGD algorithm is superior for considered type of problems. 

 

Fig. 3. Pseudo-code for the deterministic part of the DSGD algorithm. The reduced set of DAC 
points (DAC_subset) is usually 2-4 most significant bits of the DAC resulting with 4-16 
evaluations for channel before proceeding with stochastic algorithm. DAC_subset ⊂ 
DAC_states, where DAC_states is the full DAC range. Emitter_array are controls of individual 
emitters arranged as an array; one can think of it as an array that stores DAC states or voltages 
for pointing the beam at a certain direction and is the array that is being optimized. 

 

Fig. 4. Convergence of the three considered algorithms. Note that the x-axis is plotted using a 
logarithmic scale. For the DSGD, we show the point in which the algorithm transitions from 
deterministic to stochastic part. 
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Fig. 5. Comparison between final results for the three studied algorithms. The top row shows 
the far-field patterns, while the bottom row shows the phases on the individual phase shifters. 
Some key parameters are summarized in Table 1. 

Table 1. Comparison between the algorithms used to control the OPA 

 PSO SPGD DSGD 
SMSR: 21.12 15.11 24.07 
Power in main beam: 0.58 0.22 0.76 
Evaluations required: 207,600 80,001 7,048 

We finally optimize the beam using the DSGD algorithm in various directions, even when 
the grating lobe of the same magnitude appears, as we use an omnidirectional elementary 
emitter in the simulations. The algorithm can reach a similar level of performance, regardless 
of the direction angle, in comparable time of only around 7,000 evaluations as shown in Fig. 
6. We used identical DSGD settings as before. 

 

Fig. 6. Synthesized far-field patterns at (a) 0° (b) 10° (c) 15° and (d) 35°. The convergence of 
the fitness function is shown in (e). The speed of convergence is very similar between different 
steering angles, but it is interesting to see that they converge to a different value. The reason is 
the grating lobe that reduces the power in the main lobe once it is steered past ~13.9°. The 
initial fitness also varies, but that is dependent on the initial randomization of the phases. 

The optimizations so far mimic the optimization that would be performed if an external 
camera was used. As we only use the power in the main beam (target angle) for optimization, 
neglecting the power/data outside the region of interest, it is possible to zone the readout of 
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the camera to only few pixels and increase the readout rate resulting in faster beam formation. 
The increased speed is a welcome improvement, but still the system requires external 
components for calibration and is susceptible to external influences and aging. It turns out we 
can do much better by including added functionality to the OPAs to provide on-chip 
calibration and control as we show in the next section. 

3. On-chip control subsystem 

There have been ideas to include an on-chip monitor to an OPA system such as e.g. GRIN 
lens with a photodetector array [7]. Such a system is relatively complex and, according to the 
design shown in [7], it occupies a large area compared to the emitting array. Finally no details 
on control were given. An approach using MMI couplers was demonstrated for 8-channel 
OPA in [15]. Here the authors employed an MMI tree that for N channel array comprises of N 
1x3 MMIs, (N + 1) modified 2x1 MMIs and (N-1) photodetectors. The authors have 
demonstrated on-chip calibration and control, but it is obvious that such an approach has poor 
scaling for OPAs with larger channel counts. An added complication was the difference in the 
OPA phase and the phase at the reference plane where the on-chip control was implemented 
due to relatively long waveguides with bends used to route the signals on the chip. 

 

Fig. 7. Proposed on-chip calibration and control of high-channel count OPAs. Larger number 
of waveguides are coupled to M:1 MMI whose output is coupled through 1:3 MMIs directly to 
detectors B or through a 1:2 MMI to a detectors A. Details of the operation are in the text. 

We propose an alternative configuration that has much better scaling to larger channel 
counts with fewer elements as shown in Fig. 7. The on-chip control comprises of a M:1 MMIs 
that we describe in more detail later on. Its output is split in 1:3 MMIs to detectors of type B 
or is routed through 2:1 MMIs to detectors of type A. Both detectors can be the same type of 
device, and the distinction is only in the role they play during the alignment. In case the 
channel count is smaller, only a single M:1 MMI and one detector can be used for the control, 
while with the increase in the total number of channels, it is advisable to split the control in 
multiple sets of M waveguides. The exact number of waveguides connected to each M:1 MMI 
is an optimization parameter. Each M:1 MMI and the corresponding type B detector is used to 
align M waveguides as will be described with the help of Figs. 8 and 9, while type A detectors 
are used to align the phases of channels corresponding to neighboring M:1 MMIs similarly to 
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the alignment of neighboring channels in [15]. There might be some channels between the 
M:1 MMIs that are not coupled, depending on the pitch in the optical phased array and the 
required spacing between the MMIs. In most scenarios, with the use of a high-contrast 
waveguide platform like Si-SiO2, that spacing can be very small leading to potentially one 
channel without direct control. For that channel the control can be extrapolated from 
neighboring channels. 

Similarly to the optimization described in Section II where we optimized the power at 
single location, here we maximize the received power in detector B for each set of M 
channels. When the power at the detector is maximized, we know that the input phases are set 
to values that correspond to the maximum power being imaged at the single port of the M:1 
MMI. Those phases can be calculated analytically or simulated numerically and used to 
compute the phases in the individual waveguides. Furthermore, by tuning a single phase 
shifter, its efficiency can be determined from the periodicity in the photodetector signal. But 
before we show simulation results for M:1 MMI, we first establish size scaling of M:1 MMIs, 
which will show the important benefit of the proposed approach in terms of on-chip size. 

As the MMI is a reciprocal component, we study the inverse problem that is somewhat 
simpler. We excite the central port at one side and simulate the evolution of electrical field as 
it propagates. The general behavior of MMIs is well known [25, 26], but it might not be that 
obvious that the larger number of imaged peaks appear the shorter the MMI is. As in our case 
we want to have a M:1 MMI coupler, where M is a large number, this directly leads to very 
short structures. In the case simulated in Fig. 8 for 30 µm wide MMI excited by 2 µm wide 
waveguide there are 12 resolvable peaks at the distance of 158 µm resulting with ability to 
control 2.5 µm pitch OPA. Furthermore the inputs to the MMI are straight waveguides 
coming from the OPA removing the problems associated with difference in measured and 
OPA reference frames outlined in [15]. By shortening the length, smaller pitches can also be 
controlled although with some reduction in coupled energy as peaks are less and less 
pronounced. 

 

Fig. 8. Imaging properties of a 30 µm wide. The number of images increases at shorter lengths 
which is the optimal behavior for the M:1 MMI as envisioned in Fig. 8. The table on the right 
shows the number of peaks and pitch at given length corresponding to the vertical red lines that 
serve as a guide to the eye. All dimensions are in µm. 

As the OPA that we studied in Section II had 1.25 µm pitch, we now design an MMI 
suitable for control of said OPA. We set the width of the MMI region to 50 µm, which will 
correspond to 40 channels at 1.25 µm pitch. With the optimization of the length, we show that 
control of such OPA is indeed possible with ~89% power coupled as shown in Fig. 9. The 
total length of the MMI is only 127 µm, excluding the tapers that are an optimization 
parameter, allowing on-chip control with significant reduction in the on-chip area. There is a 
large phase variation between the channels (Fig. 9(c)), but this can easily be corrected with 
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control electronics such as microcontroller or FPGA by using the scattering matrix of the 
MMI as will be described later in the calibration and control part. In some cases, initial 
calibration of the MMI scattering matrix can be made on a separate test structure from the 
same wafer run; or initial pre-alignment to determine exact phase shifts can be performed 
using external instrumentation. Necessity of such steps depends on the quality of fabrication 
process, which only tends to increase as more advanced fabrication nodes are used for 
photonic integrated circuits. 

The scaling is also very favorable in terms of other components. Obviously, the biggest 
tradeoff is in the number of channels in the M:1 MMI. For a given N channel OPA, the on-
chip control needs (N/M) M:1 MMIs, (N/M) 1:3 MMIs, (N/M-1) 2:1 MMIs and (N/M + 1) 
photodetectors. It is clear that with large M of 50 or even 100, the component count is 
significantly reduced. Furthermore, the alignment algorithm outlined in Section II can be 
performed in parallel for each M waveguide coupled to a single M:1 MMI, further reducing 
the time required for alignment. With modulator and photodetector bandwidths in GHz 
ranges, the calibration could be performed almost instantly, since the proposed algorithm 
converges in less than 10,000 evaluations for 512 channel count. 

 

Fig. 9. (a) M:1 MMI for control of 1.25 µm pitch OPA. There are in total 40 waveguides in 50 
µm wide MMI. (b) Around ~89% of power can be coupled by using tapers at the input and 
output. (c) The variation in absolute phase between waveguides increases for shorter MMIs 
(smaller pitch), but is something that is straightforward to include in the control electronics. 

Combining the benefit of the alignment algorithm, previously described, with the on-chip 
monitor strategy can strongly improve the calibration and control of the OPA in term of both 
computation time and external instruments. A typical alignment strategy in terms of pseudo-
code is outlined in Fig. 10 and here we give more in-depth description of the same. 

First step in calibration is the alignment of phase shifters for maximum power at the 
corresponding M:1 MMI type B photodetector using the, preferably, DSGD algorithm 
(run_DSGD in pseudo-code). In case there are multiple M:1 MMIs they can be optimized in 
parallel, each with its corresponding detector (parfor in pseudo-code). This allows for “divide 
and conquer” capability leading to further increase in speed. Once powers are maximized, we 
know that the phases at the input of the MMI (or end of the emitter grating) correspond to the 
phases that result with maximum coupling to the photodetector. These phases can be 
determined analytically, simulated numerically (see Fig. 9) or extracted with test structures. 
This is our “known phase relationship” condition between the emitters. 

Second step in calibration is the extraction of the individual phase shifter efficiencies 
(sweep_Phaseshifter in pseudo-code). This step can also be parallelized between different 
M:1 MMIs. Keeping the rest of the phase shifters at position that results with maximum 
power at type B photodetector, we sweep individual phase shifters through all the available 
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states (or sub-set of states for increased speed) recoding the modulation of the power at type 
B photodetector. From this response we can extract both the phase shifter efficiency (drive 
signal needed for 2π phase shift) as well as linearity and account for process variation as well 
as external influences and aging with subsequent calibrations. 

Final step in calibration is the alignment of neighboring M:1 MMIs (align_MMI in 
pseudo-code) by using one of the outputs from two neighboring 1:3 MMIs and tuning the M 
phase shifters in sync like it was one grating emitter using previous calibration steps and the 
scattering matrices of the 1:3 and 2:1 MMIs. Once again, they can be analytically calculated, 
numerical simulated or extracted with test structures. The strategy for alignment between 
different groups of M gratings is very similar to the one employed in [15] where single phase 
shifter was tuned. At the end, we arrive to a state where we know relative phases between all 
the emitters as well as their efficiencies and linearities. This allows for precise control of the 
OPA. 

The control of tuning, once system is calibrated, is relatively straightforward 
(tune_Phaseshifter in pseudo-code). The required phase shifts for given beam direction are 
straightforward to calculate from the emitter spacing (known by design). Control signals 
corresponding to these phase shifts at the grating are also straightforward to calculate from 
“known phase relationship” condition, MMI scattering matrices and extracted phase shifter 
efficiencies and linearities in the calibration step. Said functionality can be provided by e.g. 
microcontroller, FPGA, ASIC or PC. 

 

Fig. 10. Pseudo-code for on-chip calibration and tuning. For details see text. 

4. Conclusions 

As the complexity of photonic integrated circuits (PICs) increases, control becomes more 
challenging. Optical phased arrays (OPA) are one of the most complex PICs with 
demonstrations of up to few thousands of elements with tendency for further increases in 
component counts. Control of such systems can be very challenging, and typically extensive 
calibration using external instruments is needed. Such a process is not easily scalable and also 
has limited usability if OPAs are deployed in commercial systems due to external influences 
and aging of components. An ideal OPA would have the capability to recalibrate and control 
itself as soon as some external condition (temperature change, time period without 
calibration, etc.) is reached. We proposed and analyzed such a method. 

Compared to previous demonstrations, our method has significantly reduced chip 
footprint owning to the fact that we are using multi-mode interference (MMI) with large 
channel count to calibrate the system leading to significantly reduced MMI coupler lengths. 
The novel architecture, combined with a new optimization algorithm – deterministic 

                                                                                                Vol. 26, No. 3 | 5 Feb 2018 | OPTICS EXPRESS 3209 



stochastic gradient descent (DSGD), divide and conquer approach (parallel optimization of 
groups of M waveguides), and high speed modulators and detectors allows on-chip OPA 
calibration in ms timescales compared to many hours or days needed if standard camera based 
far-field optimization is pursued. 

On-chip calibration and control, as outlined in this work, can pave the way for OPAs to be 
used in automotive, military or space industries where performance has to be guaranteed 
across very large temperature ranges. 
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