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A B S T R A C T

Building facade systems can be subject to severe and highly localized wind suction pressures. Such pressures
need to be accurately assessed in order to estimate the maximum loads on a typical cladding panel. Wind tunnel
experiments studying turbulent flow over a model high-rise building have shown space–time localized peaks
of extremely low pressure (𝐶𝑝 < −8) on the model building facade. Such low pressure values are unexpected
and the potential implications for the cost and carbon intensity of cladding systems are significant. In this
work, we use the open-source solver PyFR to carry out high-order Implicit Large Eddy Simulations (ILES) of
this test case. The simulations capture, for the first time, the observed space–time localized peaks of extreme
low pressure, replicating the experimental findings. The corresponding fluid structures are shown in detail.
They are found to be relatively thin and long vortices spinning with an angular velocity approximately normal
to the building wall.
1. Introduction

The facade system, inclusive of cladding panels, accounts for ap-
proximately 20%–40% of the total construction cost for most high-rise
buildings. Part of the cost is driven by the need to withstand space and
time dependent wind suction pressures, which must be assessed during
the design phase. The wind-induced suction pressures typically exhibit
stronger fluctuations near the corners and edges of high-rise buildings’
side walls. In these cases, the pressure fluctuations have a strong non-
Gaussian behaviour and large negative skewness (Cook, 2016; Peng
et al., 2014; Lamberti et al., 2020; Rigo et al., 2020).

For buildings with complex geometries, or where strong interac-
tions with the flow fields around nearby structures and/or terrain are
expected, it is common industry practice to carry out wind tunnel
testing (European Committee for Standardization, 2005). In relation
to cladding design pressures, the objective of wind tunnel testing is
to obtain spatially averaged pressures on scales which are relevant
to the loading on individual panels. Due to practical limitations, the
spatial density of pressure probe locations is not generally sufficient to
measure these averaged pressures directly. Filtering is therefore carried
out in the time domain and the resulting pressures translated to the
spatial domain using an assumed (often linear) relationship (e.g. the
TVL equation, which represents standard practice in the UK Lawson,
1976).

∗ Corresponding author.
E-mail address: g.giangaspero@imperial.ac.uk (G. Giangaspero).

Another approach to study wind-induced loads on buildings is to
carry out Computational Fluid Dynamics (CFD) simulations, which
allow data to be captured at a greater resolution in both space and
time with respect to experiments. This allows area-averaged loads,
maximum loads and load profiles to be derived directly rather than
estimated from pointwise experimental signals. This constitutes the
main advantage of CFD over experiments. Furthermore, CFD simu-
lations provide a three-dimensional representation of the flow field
surrounding the model building, giving insight on the flow physics
causing the pressure fluctuations. Also, CFD simulations can be used
earlier in the design phase because geometrical modifications can be
more easily taken into account than in the context of an ongoing exper-
imental campaign. However, while experiments are assumed to capture
all physics up to the spatial/temporal resolution of the instrumentation,
traditional CFD solvers may give inaccurate results due to excessive
numerical dissipation and/or turbulence modelling errors. For instance,
both Reynolds-Averaged Navier–Stokes (RANS) and unsteady-RANS
(URANS) turbulence modelling approaches have been shown to resolve
poorly the vortical structures in the wake and in the separation zones
around buildings (Thordal et al., 2019; Tominaga et al., 2008; Blocken,
2014). Also (U)RANS may not resolve the smaller spatial scales that
are relevant for design. This issue is typically mitigated by adopting
higher-fidelity scale-resolving approaches, i.e. by running Large Eddy
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Fig. 1. Building model in the Politecnico di Milano wind tunnel.
Simulations (LES), which however increase substantially the computa-
tional power/time required. Furthermore, a faithful representation of
the incoming turbulence has proven to be of paramount importance
for the accuracy of CFD predictions when compared to experiments,
see for instance (Aboshosha et al., 2015; Ricci et al., 2018; Thordal
et al., 2019; Lamberti and Gorlé, 2020). This requirement limits the
use of hybrid RANS/LES approaches, like Detached Eddy Simulations
(DES), which have lower computational costs than LES but whose
reliability and accuracy for wind engineering applications is still an
open question (Thordal et al., 2019). The resulting high computational
requirements may force the designer to run CFD simulations for a
shorter physical time compared to experiments (Thordal et al., 2019).

Despite the associated technological challenges, CFD simulations
have been used successfully in many wind engineering applications. In
particular, LES of high-rise buildings have provided predictive values
of pressure fluctuations that are comparable to wind tunnel experi-
mental data, see Tamura (2008), Daniels et al. (2013), Thordal et al.
(2020a,b) and Lamberti and Gorlé (2020), albeit without extreme
negative pressure peaks.

Recent wind tunnel tests (Amerio, 2017; Lamberti et al., 2020) of a
model high-rise building have shown local temporally-varying areas of
extremely low pressure (𝐶𝑝 ≈ −6 to − 10) on the leeward facade of the
model building for certain wind directions. To the authors’ knowledge,
the extreme low-pressure events of the experiments (Amerio, 2017;
Lamberti et al., 2020) have not been previously captured by CFD
simulations. The phenomenon is unexpected, very localized and time
dependent; its flow physics are not fully understood. Designing for
pressures in this extreme range has significant implications for the
cost and carbon intensity of cladding systems. It is therefore critical to
understand the associated spatial characteristics to limit the potential
for over-conservative designs. To tackle this problem, here we carry
out unsteady high-order Implicit LES (ILES) to study the turbulent
flow over the model high-rise building, focusing on the wind direction
of 10◦. We employ high-order schemes, which are considerably less
dissipative than traditional low-order schemes (Vermeire et al., 2017).
Furthermore, the ILES approach is taken to reduce the turbulence
modelling error typically associated with RANS models. In particular,
ILES allow for explicit simulation of vortex structures which govern
design pressure loads and are only implicitly represented using RANS
methods. We also employ a recent development of the Synthetic Eddy
Method (SEM) (Giangaspero et al., 2022) to inject synthetic turbulence
and reproduce the incoming turbulent boundary layer that was present
2

in the experiments. In this work, for the first time, we show several ex-
treme low-pressure events and we look at the corresponding turbulent
structures in detail.

This paper is organized as follows. The experiments that have
shown the presence of very low-pressure peak events are described in
Section 2. Section 3 describes the computational method adopted to
carry out high-fidelity scale-resolving simulations. Section 4 presents
the main results of the numerical simulations. Finally, conclusions are
drawn in Section 5 where also the future outlook is presented.

2. Experimental data

2.1. Setup and instrumentation

The experimental studies have been undertaken in the Boundary
Layer section of the Politecnico di Milano wind tunnel in collaboration
with the Advanced Technology and Research group of Arup UK (Ame-
rio, 2017). The test section has a cross-dimension equal to 14 m 𝑥 4 m
and a length equal to 35 m (Fig. 1(a)). The model represents a generic
high-rise building in scale 1:50, corresponding to a 100 m tall building
at full-scale. Its dimensions are 0.3 × 1 × 2 m. The model was tested
for several incoming wind directions from −15deg to +30deg and from
−135deg to +150deg (Fig. 1(b)). Note that the incoming wind direction
corresponds to the angle of attack of the flow relative to the building.
This paper focuses on the results obtained with a wind direction equal
to +10deg. For this direction strong negative peaks were measured in
the leeward top-corner area of the building, i.e. in the area covered by
tile A on wall W4 (Fig. 1).

The measurements focused on the regions of the building where
the highest peak pressures are expected: two aluminum tiles with 224
pressure taps each were placed in the top corner (tile A) and at the
middle of the vertical edge of the model (tile B). The distance between
the pressure taps is equal to 3 mm close to the building edges and
increases progressively when moving away from the edges (Fig. 2). The
model was instrumented with 8 PSI ESP-32 HD high-speed pressure
scanners, connected to a data acquisition system with a sampling
frequency equal to 500 Hz.

Each wind direction was tested experimentally for 300 s which
(assuming a velocity scale equal to ≈ 3) correspond to ≈ 85 min full
scale; or ≈ 3100𝑡𝑐 , where 𝑡𝑐 is the convective time 𝑡𝑐 = 𝐿𝑥∕𝑈∞, 𝐿𝑥 = 1 m
is the streamwise length of the model, 𝑈∞ = 10.3 m∕s is the reference
far-field velocity. The Reynolds number was Re = 𝜌∞𝑈∞𝐿𝑥∕𝜇∞ ≈
6.8 × 105. The reference velocity is measured by a Pitot tube located
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Fig. 2. Detail of the pressure taps close to building’s top corner (Tile A) and on building’s edge mid-point (Tile B).
Fig. 3. Experimental pressure time-history recorded for wind direction 10◦ by a probe of tile A close to the top edge. Top: full time-history. Bottom: detail showing several negative
peak events in greater detail.
just upstream to the turntable, 7 m upstream of the model, 1 m above
ground. The measured value was then corrected to represent the mean
velocity at the centre of the turntable using a previously calculated ratio
without the model installed. The reference density 𝜌∞ and the reference
temperature 𝑇∞ were also measured at the same location. The reference
viscosity 𝜇∞ was determined based on the temperature 𝑇∞.

The same experimental campaign with the same physical model was
carried out also in the Wall of Wind wind tunnel of the university of
Florida International University, an open-jet wind tunnel with a 4.2 m
x 6.1 m wide test-section, and similar results were obtained (Lamberti
et al., 2020).

Both experiments recorded severe pressure-peaks events occurring
in the leeward top-corner area of the building for a wind direction equal
to 10deg, corresponding to the area covered by tile A. For instance, we
show the time-history of the pressure signal recorded by a probe close
to the top edge, Fig. 3. On a given probe, these events had a relatively
low occurring frequency, being recorded on average every 80 to 100
convective times (for 𝐶𝑝 ≤ −6). These phenomena are very localized in
space and time dependent.

2.2. Flow conditions

Previous studies (Rocchi et al., 2011; Zasso et al., 2009) have shown
that a correct reproduction of the incoming turbulence is essential to
3

correctly simulate the pressure field acting on a structure. The target
turbulent boundary layer was chosen to be representative of a typical
sub-urban atmospheric boundary layer (ABL) profile. This was achieved
using passive turbulence generators at the inlet of the test section (a
group of nine 2.5 m tall spires) and roughness elements (bricks) on the
wind tunnel floor upstream of the model, see Fig. 1(a).

Prior to the tests, the mean velocity profile, turbulence intensity
profile, the characteristic turbulent length scales in the streamwise
direction, and the frequency spectrum were measured at 5 different
spanwise locations, spaced 0.6 m and symmetrically arranged with
respect to the centre of the turntable. 20 s time histories of the three
velocity components have been recorded using 3D hot-wires with a
sampling frequency of 2000 Hz. The experimental data is reported
in Amerio (2017) and Lamberti et al. (2018, 2020) (see also Sec-
tion 3.2.1). Comparison of the experimental mean velocity profile 𝑈 (𝑦)
to a typical logarithmic mean velocity profile indicates that up to
2.4 m height good agreement is obtained for a roughness length of
1 mm model-scale, corresponding to a 𝑧0∕𝐻 value of 5 ⋅ 10−4 (see
Fig. 5(a)). The integral length scales have been computed using Taylor’s
hypothesis, taking the product between the mean stream-wise velocity
and the streamwise integral time scale of the given velocity component.
The streamwise integral time scale is obtained by integrating from
0 to infinity a decaying exponential fitted to the normalized auto-
correlation function. The normalized experimental spectrum is in good
agreement with the Von Kàrmàn spectrum across the entire range of
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Fig. 4. Computational domain and mesh.
Fig. 5. Average profile and frequency spectrum of 𝑢 at the model location.
frequencies (see Lamberti et al., 2020). The Von Kàrmàn spectrum is
given by Lamberti et al. (2020) and Harris (1990):
𝑓 𝑃𝑆𝐷(𝑢)

𝜎2𝑢
= 4𝜈

(

1 + 70.8𝜈2
)5∕6

(1)

where

𝜈 = 𝑓𝑙𝑥𝑢∕𝑈 (2)

𝑃𝑆𝐷(𝑢) is the power spectrum density of the streamwise instantaneous
velocity 𝑢, 𝑓 the dimensional frequency, 𝑙𝑥𝑢 is the streamwise integral
(characteristic) length scale of 𝑢, 𝜎2𝑢 is the variance of the signal 𝑢 and
𝑈 is its mean.

3. Computational method

3.1. PyFR

In this study we utilize the incompressible solver within the open-
source Python-based PyFR (www.pyfr.org) (Loppi et al., 2018) frame-
4

work. The incompressible solver is based on the unsteady artificial
compressibility formulation with dual time stepping; convergence is ac-
celerated with a 𝑝-multigrid, locally adaptive pseudo-time stepping, and
optimal Runge–Kutta schemes. The physical time integration scheme
is the standard 2nd-order Backward Differencing Formula (BFD2). The
ILES approach has been adopted, thus no explicit sub-grid scale model
is used. ILES is based on the hypothesis that the action of the subgrid
scales on the resolved scales is equivalent to a strictly dissipative
action (Garnier et al., 2009), which is accounted for by the numerical
dissipation of the discretization scheme. The solver is high-order accu-
rate in space via the Flux Reconstruction approach (Huynh, 2007) and
massively parallel via platform-unified runtime code generation using
the MPI + X approach, where X can be OpenMP for conventional CPUs,
CUDA for Nvidia GPUs or OpenCL for AMD GPUs.

3.2. Setup

The cross section of the computational domain is the same as the
cross section of the wind tunnel (4×14 m) where the experiments were

http://www.pyfr.org
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Fig. 6. Reynolds stress components.
carried out, see Fig. 4. The origin of the coordinate system is located
at the centre of the base of the building, on the ground. The 𝑥, 𝑦 and 𝑧
directions correspond to the streamwise, vertical, and lateral directions,
respectively. The model building dimensions are 1 × 2 × 0.3 m. The
inlet and outlet of the domain are located 7 m upstream (𝑥 = −7) and
17.5 m downstream (𝑥 = 17.5) of the model building, respectively. The
computational mesh consists of 237144 prisms and 1881532 hexahedra
for a total of ≈ 2.1 × 106 elements. The first solution point away from
the wall is at 𝑦+ ≈ 1 (see Fig. 4(b)) for a 4th-order solution polynomial,
𝑝 = 4. Elements are clustered in the vicinity of the model building and
in its wake region. Furthermore, the building surface is discretized with
a non-uniform structured grid that is refined close to the corners. The
same resolution is used for all corners, see Figs. 4(b) and 4(c).

The top wall of the domain is modelled as an inviscid (slip) wall,
the building and the ground are modelled as smooth no-slip walls,
while all other boundaries are modelled with far-field type bound-
ary conditions. Far-field boundary conditions are Riemann-invariant
characteristic boundary conditions which impose weakly the given
values of the velocity vector and pressure (Bassi et al., 2006; Loppi,
2019). The Reynolds number is Re ≈ 6.7 × 105 (1.5% less than the
experimental one). The incoming flow is laminar, the velocity profile
is modelled with a logarithmic function that approximates the time-
averaged turbulent incoming flow of the experiments (Fig. 5(a)). The
same profile is imposed at all other boundaries modelled with far-
field type boundary conditions. Synthetic turbulence is generated via a
source term (Giangaspero et al., 2022) active 4 m upstream of the model
building, see Section 3.2.1, to reproduce the experimental turbulent
boundary layer. As in the experimental setup, the mean flow is parallel
5

to the side walls while the model building is rotated with respect to
the building’s longitudinal axis to obtain the desired relative wind
direction. All the results presented here have been obtained with a
relative wind direction of 10◦.

The simulation was run in three parts. An initial preliminary run
was carried out with a piece-wise constant polynomial approximation
of the solution (𝑝 = 0, which corresponds to a first-order accurate
spatial discretization scheme) and without any turbulence injection to
remove the initial large transients. Then, at nominally 𝑡∕𝑡𝑐 = 0, the
simulation was restarted and the flow was developed up to 𝑡∕𝑡𝑐 = 20
using a first-order polynomial approximation of the solution (𝑝 = 1,
second-order accurate) and with turbulence injection enabled. The sim-
ulation was then restarted once again with a fourth-order polynomial
approximation of the solution (𝑝 = 4, fifth-order accurate), which
corresponds to approximately 250×106 degrees of freedom per equation,
and run until 𝑡∕𝑡𝑐 = 50. Time-averaged statistics, probes data and
extreme events were collected over the last 20𝑡𝑐 ensuring any transients
arising from startup or increasing polynomial degree to be damped.

The simulation was advanced in physical time with the BDF2 in-
tegration scheme with a time-step of 𝛥𝑡∕𝑡𝑐 = 0.001. Integration in
pseudo-time was carried with the optimal embedded pair Runge–Kutta
scheme 𝑅𝐾10,11,1 described in Vermeire et al. (2020). The results shown
here have been obtained by running the code on 128 Nvidia P100
GPUs on PizDaint of the Swiss National Supercomputing Centre, and
on Wilkes of Cambridge University. With these settings and hardware,
the GPU time was 24ℎ∕𝑡𝑐 . Thus the total computation cost for 30𝑡𝑐 was
24 × 128 × 30 = 92160 GPU hours. The simulation diverged on two
occasions. In those cases, the simulation was restarted from a previous
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Fig. 7. Stream-wise turbulent (integral) length scales.
Fig. 8. Velocity magnitude (|𝑢|∕𝑈∞) contours in the plane 𝑧 = 0.
solution and advanced in time with a halved time-step until the time
when the simulation previously diverged had been surpassed. Then the
simulation was restarted again with the default time-step.

At run time, the pressure at the wall was monitored by 224×4 = 896
numerical probes which correspond to the pressure probes used in
the experiments for tile A for 4 wind directions: ±10◦ and ±170◦. It
should be noted that the corresponding experimental data come from
four separate, non-simultaneous runs. We also note that the numerical
probes record the pressure at a given solution point, thus they are point-
wise signals. The experimental probes instead give an area-averaged
signal as they measure the pressure over their inlet area, which is finite
(Section 2). Each numerical probe recorded a data-point per time-step,
6

which corresponds to a sampling frequency that is 20 times higher than
the experimental one. Furthermore, in order to capture the pressure
peaks, a conditional writer plugin was developed in PyFR. This plugin
wrote the full volumetric solution to file when the local pressure in the
area covered by the pressure probes was such that 𝐶𝑝 < −2.8, with

𝐶𝑝 =
𝑝 − 𝑝∞
1
2𝜌∞𝑈2

∞

, (3)

𝑝∞ being the far-field reference pressure, 𝜌∞ the reference density, and
𝑈∞ the reference velocity, i.e. the mean velocity of the undisturbed
incoming flow at 𝑦 = 1 m).
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Fig. 9. Instantaneous iso-surfaces of the Q-criterion (𝑄 = 250𝑈 2
∞∕𝐿2

𝑥) coloured by the magnitude of velocity (|𝑢|∕𝑈∞). Wind direction of 10◦. (For interpretation of the references
to colour in this figure legend, the reader is referred to the web version of this article.)
𝑢

The conditional writer and the synthetic turbulence generation
method (see Section 3.2.1) have been implemented in PyFR v1.9.0. A
patch that provides the additional functionality used for this work is
provided as part of the Supplementary Data. We also provide the mesh
and configuration files.

3.2.1. Synthetic turbulence generation
Synthetic turbulence is injected in the computational domain to re-

produce the experimental turbulent boundary layer, see Section 2. Syn-
thetic turbulence is generated via a source term following the extended
Synthetic Eddy Method (SEM) described in Giangaspero et al. (2022).
The source term is added to the right-hand-side of the incompressible
Navier–Stokes equations as follows:
𝜕𝑢𝑘
𝜕𝑡

+ ∇ ⋅ 𝑓𝑢𝑘 = 𝑆𝑢𝑘 , (4)

𝑆𝑢𝑘 = 𝑆𝑢𝑘 (�⃗�, 𝑡) =

⎧

⎪

⎨

⎪

⎩

𝑢′𝑘(�⃗�, 𝑡)

𝑡𝑘(�⃗�)

(

�⃗�
)

if �⃗� ∈ 𝛺

0 if �⃗� ∉ 𝛺,
(5)

where 𝑡𝑘 is characteristic convective turbulent time for velocity com-
ponent 𝑢𝑘, 𝛺 is the region of space where the turbulence is being
generated,  is a smoothing function, and 𝑢′𝑘(�⃗�, 𝑡) is the fluctuating
velocity component, defined according to the classic decomposition:

𝑢𝑘(�⃗�, 𝑡) = 𝑈𝑘(�⃗�) + 𝑢′𝑘(�⃗�, 𝑡). (6)

The signal 𝑢′𝑘 is written as a matrix–vector product:

𝑢𝑘(�⃗�, 𝑡) =
∑

𝑗
𝐴𝑘𝑗 (�⃗�)𝑢𝑗 (�⃗�, 𝑡) (7)

where 𝐴 is the Cholesky decomposition of the target Reynolds stress
𝑅 and 𝑢 is a signal with zero mean, unit variance and given temporal
7

𝑗

and spatial correlation. The SEM generates the signal 𝑢𝑗 based on a su-
perimposition of fictitious turbulent eddies with prescribed geometrical
shape, random signs and random positions. The eddies are convected
with constant velocity across a predetermined region of space, the box
of eddies 𝛺. In this case, the eddies are convected with a velocity equal
to 𝑈∞. They influence the flow solution as they travel according to
their shape functions and strength, which are designed to obtain the
desired Reynolds stress and characteristics turbulent length scales. The
field 𝑢𝑗 (�⃗�) is computed as

�̃� (�⃗�) =
𝑁
∑

𝑛=1
𝜖𝑗𝑛𝑔𝑗

(

�⃗� − �⃗�𝑛
𝑙

)

, (8)

where 𝜖𝑗𝑛 is the sign (either +1 or −1) of eddy 𝑛 for component 𝑗,
and 𝑔𝑗 are the shape functions, which is this work are Gaussians. This
method ensures that a divergence-free turbulent field is generated. All
implementation details can be found in Giangaspero et al. (2022).

The source term formulation allows the box of eddies to be of any
size and located anywhere in the domain; it is not constrained to the
inlet. In this case, the centre plane of the box of eddies is located 4 m
upstream of the model location and covers the area (0 ≤ 𝑦 ≤ 3)×(−1.0 ≤
𝑧 ≤ +1.0). A mesh with similar resolution to the one used for the
main simulations but without the model building (and its boundary
layer) was generated. This coarser mesh consisted of 18400 prisms and
236000 hexes and was used to verify and fine-tune the settings of the
synthetic turbulence generator.

We now present a series of figures to show the profile of the mean
velocity together with its frequency spectrum (Fig. 5), the profiles of
the Reynolds stress components 𝑅𝑖𝑗 = ⟨𝑢′𝑖𝑢

′
𝑗⟩ (Fig. 6), and the profiles of

the streamwise characteristic turbulent length scales 𝑙𝑥𝑗 = (𝑙𝑥𝑢, 𝑙𝑥𝑣, 𝑙𝑥𝑤)
(Fig. 7). These results are based on the spanwise- and time-average
over 40𝑡𝑐 of the flow solution obtained with a third order polynomial
approximation of the solution, 𝑝 = 3, on the coarse mesh without the
model building. All variables are made non-dimensional appropriately
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Fig. 10. Mean wind pressure coefficient 𝐶𝑝, comparison between experimental data (EXP) and CFD. 𝛥𝐶𝑝 = 𝐶𝐶𝐹𝐷
𝑝 − 𝐶𝐸𝑋𝑃

𝑝 .
with the reference velocity 𝑈∞. Consistently with experiments, the
characteristic integral length scales 𝑙𝑥𝑗 have been computed by fitting
the auto-correlation function of the three velocity components using a
decaying exponential and integrating them from 0 to infinity. Where
present, the grey area indicates the smoothed spanwise range of the
experimental data (minimum/maximum average): it is defined by poly-
nomial fits to the minimum and maximum average values measured
across the spanwise locations and thus it is a representation of the
spanwise variability. As done in a previous study (Lamberti et al.,
2018), the grey area is used as a target region for the numerical results.
For completeness, the plots also show the mean experimental values
and the corresponding 95% confidence intervals which are defined as
𝜇±1.96𝜎∕

√

𝑛, where 𝜇 indicates the mean, 𝜎 the standard deviation and
𝑛 = 5 is the number of spanwise locations. The dashed line indicates the
input to the turbulence generator. The experimental data relative to the
8

grey area in Figs. 5 to 7 was obtained by digitalizing the corresponding
figures in Lamberti et al. (2018).

We focus our attention first on the streamwise velocity 𝑢, see
Fig. 5. The time-average computational profile of 𝑢 follows closely the
target (input) one, which is an exponential function approximating the
experimental profile, see Fig. 5(a). Note that in the CFD the top wall
is modelled as a no-slip wall. The frequency spectrum of the velocity
signal recorded in the experiments agrees well with the model von-
Kármán spectrum of Eq. (1), see Fig. 5(b). The CFD signal at different
axial locations is in very good agreement with the experiments in the
low and mid frequency range. However, the higher portion of the
spectrum is not captured after a cut-off non-dimensional frequency of
𝜈 = 𝑓𝑙𝑥𝑢∕𝑈 ≈ 5. We note that a similar behaviour was observed also in
previous numerical simulations of the same test case with a different
synthetic turbulence generation method (the digital filter, Kim et al.,
2013; Xie and Castro, 2008), see Lamberti et al. (2018) and Lamberti
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Fig. 11. Standard deviation of wind pressure coefficient, 𝐶𝑠𝑡𝑑
𝑝 , comparison between experimental data (EXP) and CFD. 𝛥𝐶𝑠𝑡𝑑

𝑝 = 𝐶𝑠𝑡𝑑,𝐶𝐹𝐷
𝑝 − 𝐶𝑠𝑡𝑑,𝐸𝑋𝑃

𝑝 .
and Gorlé (2020). Furthermore, spectra relative to a different test case
but with comparable characteristics can be found in Thordal et al.
(2019). This lack of resolution in the higher portion of the spectrum
can be explained by looking at the mesh resolution. A cut-off non-
dimensional frequency of 𝜈 ≈ 5 indicates that wavelengths smaller than
𝜆𝑐𝑢𝑡−𝑜𝑓𝑓 = 𝑈∕𝑓 = 𝑙𝑥𝑢∕𝜈 ≈ 0.08 m (𝑙𝑥𝑢 ≈ 0.4 m, see Fig. 7(a)) are
not being resolved. The mesh is progressively finer as the location of
the model building is approached: the average distance between two
solution points in the streamwise direction is 0.05 where turbulence
in being injected (𝑥 = −7) and 0.0125 at the model location (𝑥 = 0).
Thus the minimum wavelength that can be resolved is approximately
between 0.0125 × 2 = 0.025 and 0.05 × 2 = 0.1, i.e. 0.025 < 𝜆𝑚𝑖𝑛 < 0.1.
Note that 𝜆𝑐𝑢𝑡−𝑜𝑓𝑓 falls in this range.

Fig. 6 shows the comparison between the experimental profiles of
the non-zero components of the Reynolds Stress 𝑅𝑖𝑗 and the correspond-
ing profiles measured in the numerical simulations. The turbulence
9

generator covers a height up to 𝑦 = 3 and the top wall is modelled as a
slip-wall. Hence the Reynolds stress measured in the CFD solution goes
quickly to zero for 𝑦 > 3 while the experimental profiles increase due
to the presence of the wind tunnel top wall. Nevertheless, we note that
there is a very good agreement between the experimental and numer-
ical results. Similar considerations can be made for the characteristic
turbulent (integral) length scales, see Fig. 7, as most of the numerical
data points lie within the experimental range. Note that the vertical and
spanwise length scales, which have not been measured experimentally,
are approximated as follows in the turbulence generator (Amerio, 2017;
Lamberti et al., 2018):

𝑙𝑦𝑢 = 0.2𝑙𝑥𝑢 = 𝑙𝑦𝑣 = 𝑙𝑦𝑤, (9)

𝑙 = 0.3𝑙 = 𝑙 = 𝑙 . (10)
𝑧𝑢 𝑥𝑢 𝑧𝑣 𝑧𝑤
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Fig. 12. 𝐶𝑝 measured by the 50 numerical probes of tile A closest to the top corner for a wind direction of 10◦.
4. Results and discussions

4.1. Flow field

Fig. 8 shows the instantaneous contours of the non-dimensional
velocity magnitude |𝑢|∕𝑈∞ in the vertical plane at the centre of the
domain. The incoming flow is laminar but turbulence is injected syn-
thetically upstream of the model building as described in Section 3.2.1.
The turbulent eddies are convected downstream by the mean flow
and later interact with the boundary layer of the model building. As
measured in the experiments (Fig. 7(a)), the streamwise extent of the
turbulent eddies is similar to that of the model building (1 m). The flow
field close to the walls is visualized by means of iso-surfaces of the Q-
criterion (Jeong and Hussain, 1995) in Fig. 9. The Q-criterion aims at
identifying coherent vortical structures, which are defined as the flow
10
regions where the difference between vorticity magnitude and shear
stress magnitude is positive, i.e.:

𝑄 = −1
2

3
∑

𝑖=1

3
∑

𝑗=1

𝜕𝑢𝑖
𝜕𝑥𝑗

𝜕𝑢𝑗
𝜕𝑥𝑖

> 0, (11)

where 𝑢𝑘 and 𝑥𝑘 (𝑘 = 1, 2, 3) are the components of the velocity and
coordinate vectors, respectively. The model building is characterized
by sharp edges which fix the separation point and the transition to
turbulence, which is finely resolved, see Fig. 9. On the vertical wall
W2 (see Figs. 9(a) and 1(b)), which constitutes the pressure side of
the building, the turbulent boundary layer reattaches after a separation
region close to the leading edge of the building (i.e. the common edge
between walls W1 and W2). The flow on wall W4 (Fig. 9(b)), which is
the suction side, is completely separated and thus characterized by a
relatively large recirculation region that develops into the wake.



Journal of Wind Engineering & Industrial Aerodynamics 230 (2022) 105169G. Giangaspero et al.
Fig. 13. Minimum 𝐶𝑝 measured on the surface area covered by tile A for a wind
direction of 10◦.
11
The time-averaged pressure field on tile A can be compared to
the one measured by the experiments by looking at the probes data.
This is shown in Fig. 10, for 4 wind directions: ±10◦ and ±170◦

(see Fig. 1(b) for the definition of the wind direction relative to the
building). In this case, the experimental data is taken from the online
database (Pomaranzi et al., 2020). The contour levels are obtained by
linear interpolation. A very good agreement is found for all wind direc-
tions in terms of both trend and absolute values of mean wind pressure
coefficient 𝐶𝑝. The local absolute difference between the experimental
and numerical data, |𝛥𝐶𝑝| = |𝐶𝐶𝐹𝐷

𝑝 − 𝐶𝐸𝑋𝑃
𝑝 |, is less than 0.45, see the

right-most column of Fig. 10. Similarly, the standard deviation of the
pressure coefficient, 𝐶𝑠𝑡𝑑

𝑝 , is compared in Fig. 11. The trends are well
represented by the CFD, but the agreement in terms of absolute values
is not as good as for the time-average 𝐶𝑝. The standard deviation of 𝐶𝑝
captured by the probes is generally under-predicted by the CFD. This
discrepancy can be attributed to the much shorter total sampling time
of the CFD compared to the experiments.

Furthermore, we note a consistent disagreement between the CFD
results and the experimental ones for the probe located at (𝑥 ≈
350 mm, 𝑦 ≈ 1900 mm), see Figs. 10 and 11. In fact, focusing on the
experimental data only, the values of the average 𝐶𝑝 and 𝐶𝑠𝑡𝑑

𝑝 relative
to that probe appear to deviate considerably from the values of the
neighbouring probes, which suggests a possible instrumentation issue.
Fig. 14. Event A (𝑡∕𝑡𝑐 ≈ 33, minimum 𝐶𝑝 ≈ −16). Iso-surfaces of the Q-criterion (𝑄 = 3.25 × 106𝑈 2
∞∕𝐿2

𝑥) coloured with velocity magnitude (a, b and c) and contours of 𝐶𝑝 (d). (For
interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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Fig. 15. Event B (𝑡∕𝑡𝑐 ≈ 45, minimum 𝐶𝑝 ≈ −30). Iso-surfaces of the Q-criterion (𝑄 = 7.50 × 106𝑈 2
∞∕𝐿2

𝑥) coloured with velocity magnitude (a, b and c) and contours of 𝐶𝑝 (d). (For
interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
4.2. Extreme events

Pressure fluctuations at the wall were monitored at the pressure
probes, see Fig. 12, as was the entire surface 𝐶𝑝 distribution, the
minimum of which is shown in Fig. 13. Both of these time histories
were recorded for a wind direction of 10◦ and were used to identify
when extreme events occurred.

The probe data was gathered with the highest possible sampling
frequency: a sample point was collected every time step. However,
the minimum 𝐶𝑝 over the surface area of tile A is a discontinuous
signal with non-constant sampling frequency as it was obtained by
extracting the solution at the wall from the full volumetric solution
written to file by the conditional writer (see Section 3.2). Several severe
extreme low-pressure peaks have been observed. The signal recorded
by the probes and the minimum 𝐶𝑝 have similar behaviour indicating
that the physical resolution of the experimental probes is sufficient to
detect the occurrence of an extreme event. However, the actual value
of 𝐶𝑝 recorded with the two approaches is significantly different as
the minimum 𝐶𝑝 on the surface (Fig. 13) is always considerably lower
than the 𝐶𝑝 measured by the probes (Fig. 12). For instance, for the first
event, occurring at 𝑡∕𝑡𝑐 ≈ 33, the probes measured a 𝐶𝑝 of ≈ −5 while
the minimum 𝐶𝑝 on the building surface was ≈ −16. Similarly, for the
event at 𝑡∕𝑡 ≈ 44.5, the most extreme one, the 𝐶 measured by the
12

𝑐 𝑝
probes was ≈ −6.5 while the minimum 𝐶𝑝 on the wall was ≈ −30. This
demonstrates how the spatial scale of the minima is smaller than the
spacing between the experimental probes.

We now focus our attention on the turbulent structures that gener-
ate the extreme fluctuations. In particular, we look at the events A,
B and C occurring at 𝑡∕𝑡𝑐 ≈ 33, 𝑡∕𝑡𝑐 ≈ 45 and 𝑡∕𝑡𝑐 ≈ 47, respec-
tively (Fig. 13). The corresponding turbulent structures are shown in
Figs. 14 to 16, respectively. Animations of the events are available
online as supplemental electronic material.

Each of these three figures contains 4 sub-figures that depict the
iso-surfaces of the Q-criterion coloured with velocity magnitude from
different point of views (sub-figures a, b and c) and the contours of
𝐶𝑝 at the wall (sub-figure d). Note that in Figs. 14 to 16 the flow is
from right to left. The vortical structures that generate such pressure
peaks are long and thin vortices spinning around an axis almost normal
to the leeward building facade. This is especially clear for the most
extreme event, Fig. 15. In this case, the value of the Q-criterion (the
difference between vorticity magnitude and shear stress magnitude)
of the fluid structure was the highest in the domain and thus it was
easily isolated. Regarding the other two events, Figs. 14 and 16, the
Q-criterion shows the presence of other vortical structures with similar
strength (measured in terms of value of the Q-criterion). The bigger one
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Fig. 16. Event C (𝑡∕𝑡𝑐 ≈ 47, minimum 𝐶𝑝 ≈ −15): Iso-surfaces of the Q-criterion (𝑄 = 3.25 × 106𝑈 2
∞∕𝐿2

𝑥) coloured with velocity magnitude (a, b and c) and contours of 𝐶𝑝 (d). (For
interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
is a vortical structure originating from the corner and inclined approx-
imately 45◦ with respect to the three axis of the wall. Nevertheless, the
contours plot of 𝐶𝑝 at the wall () show that this type of structure is not
responsible for the very low pressure at the wall; instead, that is due to
the ones almost normal to the wall. Similar considerations can be made
for the other extreme events (not shown here).

5. Conclusions

The turbulent flow over a model high-rise building has been anal-
ysed using high-order scale-resolving ILES. Wind tunnel experiments
of the same model have shown space–time localized peaks of ex-
tremely low pressure (𝐶𝑝 < −8) on the building facade for certain
wind directions. Such strong fluctuations constitute an unexpected
phenomenon that no previous CFD simulations have captured. Yet they
are of interest to the wind engineering community for their potential
impact on the design of building facades. To replicate the experimental
findings, we have carried out CFD simulations of the model high-rise
building using the open-source software PyFR, which combines high-
order discretization schemes (FR) with the high-fidelity scale-resolving
approach of ILES. Synthetic turbulence was injected via a source-term
to accurately reproduce the experimental turbulent boundary layer. The
wind direction was 10◦. Point-wise pressure signals were collected at
13
the same location of the experimental pressure taps. Also, a conditional
writer was developed to write the full volumetric solution to disk when
a pressure such that 𝐶𝑝 < −2.8 was detected on the model building
surface.

Several extreme low-pressure peak events (𝐶𝑝 < −10) have been
captured and the corresponding three-dimensional fluid structures have
been shown in detail. The most extreme one caused a minimum 𝐶𝑝 of ≈
−30. These structures are relatively thin and long vortices spinning with
an angular velocity approximately normal to the building wall. The
spatial extent of these vortices can be smaller than the spatial resolution
of the experimental probes. The location where these structures formed
is consistent with the experimental findings, i.e. they appeared close the
downstream leeward (suction-side) corner of the building, in particular
closer to the top edge rather than to the side one. While the exper-
imental campaigns clearly demonstrated the occurrence of extreme
low-pressure events, their spatial extent was unclear due to the limited
spatial resolution of the probes. The numerical simulations carried out
in this work give important insights into the vortical structures that lead
to the low pressure peaks and in particular they allow the designer to
estimate more accurately the spatial extent and duration of the low-
pressure peaks and thus the expected load on the cladding systems.
This in turn limits the potential for over-conservative designs which
would have been likely if based only on the experimental results. The
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combination of high-order discretization schemes and a high-fidelity
scale-resolving approach like ILES has proven successful in resolving
this elusive physics.

In future work, extended duration simulations will be undertaken
in order to allow quantitative analysis of the frequency at which
extreme events are observed. In this context, future work will also
investigate whether relatively short-duration simulations, that provide
spatially continuous data on the entire building surface, can recover
comparable statistics to relatively much longer-duration experiments
that only provide data at a finite number of point probe locations.
Finally, future work will investigate the genesis of the fluid structures
that cause the extreme suction pressures.
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