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A B S T R A C T   

International standards concerning hydrogen measurement in legal frameworks are still lacking. This study 
proposes a novel approach to instrument and procedure definition for the legal measurement of pure hydrogen 
volume and volumetric flow rate according to main international standards of metrology. A wet drum meter 
filled with water is chosen as reference meter. The selected reference instrumentation and procedures are 
replicable in other laboratories. Simulations and calculations demonstrate that hydrogen diffusivity in water 
have no influence on error estimations, while water evaporation is considered because it affects the volumetric 
flow rate measurement. The expanded uncertainty of the total metrological chain is less than 0.25%. This 
reference procedure allows to perform tests for error of indication of new meters both using hydrogen and other 
flowing gases with the same measurement principle, instrumentation and procedures, helping the development 
and certification processes of new products useful for the upcoming energy transition.   

1. Introduction 

The energy transition from fossil-fuel to carbon-free energy sources is 
one of the most impelling challenges that governments, institutes, in
dustries, and populations have to deal with in the next years. The goal of 
limiting the global temperature increase below 1.5–2 ◦C is well estab
lished after the Paris Agreement [1]. Renewable energies are considered 
the fundamental solution to lower the global carbon footprint, in 
particular in the power generation sector. However, their inherent limits 
in terms of discontinuous production and storage capacity make re
newables not always compatible with the electricity demand [2]. The 
decisive help could be provided by hydrogen, which has been proposed 
by many scientific experts, private companies and public authorities as a 
fundamental driver through this energy transition [3]. In fact, hydrogen 
can be exploited by power-to-gas routes using electricity from renewable 
sources and through methanation, which would combine carbon dioxide 
with hydrogen to produce a synthetic and renewable natural gas [4]. 

Then, the gas can be stored for later use to match electrical and thermal 
needs. Regarding distribution over long distances, hydrogen can be 
transported by different means, even via existing and new gas pipeline 
networks as a pure fluid or in a blend with natural gas. Finally, hydrogen 
can be used in established or in original applications within the indus
trial sectors as well as the domestic ones [2]. 

The option of transporting hydrogen as pure or blended gas through 
pipeline networks poses some matters with respect to gas grid regulation 
and standardization, as confirmed by Jaworski et al. [5]. The effect of the 
addition of hydrogen to natural gas measurement have been studied in 
different works, such as [6,7,8,9,10]. All the studies demonstrate that 
gas meters seem not to be affected significantly by hydrogen addition to 
natural gas up to about 10 to 30%. However, international standards 
concerning the legal measurement of natural gas flow and volume exist, 
whereas analogue standards for hydrogen are still lacking. Hence, few 
preliminary international projects have been working on proposing and 
proving new solutions of volume and volumetric flow meters for pure 
hydrogen, as the United Kingdom project “Hy4Heat” [11], or for blends 
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with natural gas, as the EMPIR EURAMET project “NewGasMet” [12]. 
Nevertheless, it is becoming ever more pressing to select the instru
mentation and to define the procedures for the metrological character
ization and verification of new domestic gas meters suitable to measure 
hydrogen for gas trades with the same accuracy and uncertainty of 
natural gas measurements. 

European projects as MetHyinfra [13] and MetroHyVe 2 [14] 
recently started, but they have not provided yet results on metrological 
activities and reference systems. New test rigs have been developed in 
Europe and used to test industrial and domestic gas meters [15,16,17], 
facing the challenges of reproducing the same quality level of natural gas 
metrological chains also using hydrogen blends. Also new facilities for 
testing of meters with pure hydrogen are under development or char
acterization in terms of metrological chain. TÜV-SUD facility is using a 
sonic nozzles reference system with good results in terms of a mea
surement uncertainty that is equal to 0.3% (with 95% of confidence) 
[18]. The reference systems selected in these new facilities are mainly 
sonic nozzles, turbine or Coriolis meters considering the volumetric flow 
rate as the main quantity of interest. Traditionally, though, gas meters 
are verified using volume reference systems (bell prover, piston prover) 
being tools for measurement of gas volumes. A reference system able to 
consider both volume and volumetric flow also with pure hydrogen is 
still lacking and could help the development and diffusion of new 
hydrogen meters. 

Recommendations and standards are used as a guideline for the 
definition of the reference instrument selection and procedure described 
in this work. Among recommendations, OIML R 137 [19] and OIML R 
140 [20] are provided by the International Organization of Legal 
Metrology that harmonize standards of gas meters and measuring sys
tems for gaseous fuel at the international level. The application of these 
recommendations in the present work is a necessary step to make the 

proposed procedure compatible with all metrological infrastructures 
worldwide. In the European legislation, the Blue Guide [21] ensures the 
broadest possible common understanding on implementation of the New 
Legislative Framework for the marketing of products. Furthermore, the 
European Regulation (EC) 765/2008 [22] and the Measuring In
struments Directive (MID) 2014/32/EU [23] are considered in this 
work. In particular, the Regulation 765/2008 is necessary for the 
compliancy with the requirements for accreditation and market sur
veillance relating to the commercialization of products, whereas the 
Directive has the scope to “harmonize the laws of the Member States of 
the European Union relating to the making available on the market of 
measuring instruments”. Among the technical standards, the European 
standards about gas meters, i.e. EN 1359 (diaphragm meters), EN 14236 
(ultrasonic meters), EN 17526 (thermal mass meters), EN 12261 (tur
bine meters), EN 12480 (rotary displacement meter) and EN 12405 
(conversion devices), are observed in the present work to adopt the 
harmonized directives of the European Union member States relating to 
the homologation and the test requirements. The main issue in these 
technical standards is that hydrogen is not covered in their scope. 
Moreover, European standards as ISO/IEC 17025 (general requirements 
for the competence of testing and calibration laboratories) and ISO/IEC 
standard about conformity assessment, i.e. 17065 (requirements for 
bodies certifying products, processes and services), 17020 (re
quirements for the operation of various types of bodies performing in
spection), 17021 (requirements for bodies providing audit and 
certification of management systems), 17043 (general requirements for 
proficiency testing), 17011 (requirements for accreditation bodies 
accrediting conformity assessment bodies), and 17050 (supplier’s 
declaration of conformity), are observed in compliance with the re
quirements for accreditation, inspection and notified bodies in terms of 
conformity, certification and tests. 

Nomenclature 

Acronyms 
1D One-dimension 
OIML International organization of legal metrology 
MID Measuring instrument directive 
MPE Maximum permissible error 
MUT Meter under test 
WDM Wet drum meter 

Symbols 
α Advection constant, (-) 
ε Measurement bias, (-) 
λ Diffusion constant, (-) 
μ Viscosity, (Pa • s) 
C Hydrogen concentration, (lH2/lH2O) 
C Mean hydrogen concentration, (lH2/lH2O) 
D Diffusion coefficient, (m2/s) 
E Volumetric flow rate percentage error, (%) 
En Test bench comparison quantity, (%) 
J Number of control volumes, (-) 
j Spatial index, (-) 
K Coverage factor, (-) 
k Boltzmann constant, (J/K) 
N Number of time steps, (-) 
n Time index, (-) 
ṅ Molar flow rate, (mol/s) 
nrev Number of revolutions, (-) 
P Pressure, (Pa) 
Q Volumetric flow rate, (l/h) 
R Universal gas constant, (J/(mol K)) 

r Diffusing particles hydrodynamic radius, (m) 
T Temperature, (K) 
t Time, (s) 
U Expanded uncertainty 
u Standard uncertainty 
V Volume, (m3) 
v Velocity, (m/s) 
x Spatial coordinate, (-) 
y Molar fraction, (mol/mol) 

Superscripts 
* Quantity corrected 
’ Quantity relative to the calibration-part procedure 
“ Quantity relative to certification- and verification-part 

procedure 
sat Saturation 

Subscripts 
avg Average 
BLL Bell prover 
diff Diffusion 
eva Evaporation 
H2O water 
in Wet drum meter inlet 
out Wet drum meter outlet 
min Minimum 
max Maximum 
MUT Meter under test inlet conditions 
nom Nominal 
ref Reference meter 
WDM Wet drum meter average conditions  
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The goal of this work is to propose a novel approach to the selection 
of the reference instrumentation and the definition of the procedures for 
the legal measurement of volume of pure hydrogen in agreement with 
the main international standards of metrology. These instructions aim at 
performing tests as a support to type approval evaluation of these new 
hydrogen domestic gas meters compliantly with the current certification 
processes to help the development and certification processes of new 
products useful for the upcoming energy transition, focusing the atten
tion on performance tests for meter accuracy evaluation. Because other 
proposals are currently appearing in the metrology field, the procedure 
in this work represents one more solution than the existing ones pre
sented in the previous paragraphs [13,14,15,16,17,18], which are still 
little and limited to a few laboratories without yet a full-blown global 
consensus. 

The article is structured as follows. Section 2 deals with the instru
ment selection and procedure description comprising the calibration- 
part, certification-part and validation-part. Additionally, the measure
ment uncertainty calculation is described. Section 3 shows the results of 
the tests obtained by the applied measurement procedure. Finally, 
Section 4 discusses the results of the whole analysis and draws the final 
conclusions. As a support to the measurement procedure, Appendix A 
demonstrates that the diffusivity of the flowing gas in the liquid of the 
wet drum meter is negligible. 

2. Materials and methods 

This section details the selected instrument installed on the test 
bench and defines the procedure for its use. First, the principle at the 
base of the proposed procedure is depicted. Secondly, the choice of wet 
drum meters as reference meters is motivated. Thirdly, the measurement 
procedure is described in its three parts: calibration, certification and 
validation. Then, the test bench employed in this work, in addition to the 
reference meter, are described. Lastly, the measurement uncertainty 
calculation is illustrated. 

2.1. Procedure principle 

For sake of type approval evaluation, gas meter performances have to 
be compared to that of a reference meter placed in series. Specifically, 
error curves comparing the volumetric flow rate of the gas meter under 
certification, i.e. the so-called meter under test (MUT), with respect to 
the reference systems are determined at different volumetric flow rates 
to determine the MUT error curves. At each flow rate, the measurement 
error, E (%), is calculated as follows: 

E =
QMUT

* − Qref
*

Qref
* • 100 (1)  

where QMUT
* and Qref

* are the corrected volumetric flow rate of the 
meter under test and the corrected volumetric flow rate of the reference, 
whose calculation is described in the following sections considering also 
water evaporation in the wet drum meter. 

In general, the tests for type approval evaluation of gas meters should 
be performed by reference meters as well as systems and procedures able 
to guarantee traceability to an international reference standard. The 
selected reference meter must be stable in time. Furthermore, its per
formances must not depend on the nature of the flowing gas both in 
terms of chemical and mechanical stresses, as well as of impact on ac
curacy. The test equipment should give a certain metrological stability, 
resolution, repeatability, and uncertainty. Specifically, the uncertainty 
for type testing must be lower than 1/5 of the maximum permissible 
error (MPE) [19]. 

Therefore, the following sections describe in sequence the reference 
meter, the procedure and the instrumentation that are selected to 
guarantee the requirements of international reference standards. 
Furthermore, the method used for the calculation of the measurement 

uncertainty is depicted. 

2.2. Reference meter selection and evaporation model 

The measuring systems employed for certification of gas meters are 
classified based on the gas volume passed or the gas flow rate measured, 
either mass flow rate or volumetric flow rate. On the one hand, 
measuring the flow rate has the advantage of reducing the experimental 
time for the tests, limiting the risks in laboratories when flammable 
gases are used because measuring average flow rate requires lower gas 
volumes. In contrast, measuring volume has the disadvantage that the 
duration of test is directly proportional to the meter resolution, hence in 
the case of low resolutions longer test duration collecting greater vol
umes are necessary to decrease the impact of the resolution on the total 
uncertainty. On the other hand, when the mass flow rate or volumetric 
flow rate are measured, it is necessary to integrate it over time to obtain 
volume, and measurement errors must be calculated as defined in the 
Measuring Instruments Directive 2014/32/UE Annex IV. Time in
tegrations implicate synchronization issues with the flow oscillation 
during measurements and introduce another source of experimental 
errors. In contrast, when the volume is measured, such measurement 
errors are not encountered. 

Several measuring systems are employed for certification and veri
fication of gas meters, such as sonic nozzles, thermal mass flow meter 
and bell prover to name the most common, as seen previously. Cascetta 
et al. [24] classifies natural gas metering technologies in volumetric, 
non-volumetric and conversion devices. Sonic nozzle systems measure 
the mass flow rate of a flowing gas with a good accuracy and repeat
ability. Their measuring principle is based on the Venturi effect in a 
critical regime [25], where the mass flow rate is proportional to the inlet 
total pressure, while it is independent on the outlet pressure. Thermal 
mass flow meters measure the mass flow rate by means of the heat 
convection from a heated surface to the flowing fluid. Their measuring 
principle is based on King’s law [26]. Both sonic nozzles and thermal 
mass flow meters are mature technologies for mass flow rate reference 
systems. In these cases, though, the conversion to volumetric flow rate 
must be computed by means of the calculated gas density and, for this 
reason, it highly depends on the gas characteristics. The gas meter 
calibration process is crucial for achieving good reference systems and 
may become complicated when the complexity and variety of gas mixing 
increase, or in presence of changes of composition. This aspect is 
particularly critical in the case of sonic nozzles and thermal mass meters. 
In their turn, Coriolis meters are not considered in this work due to their 
high costs and high uncertainty at the low pressures and gas densities at 
the conditions of interest of this work. 

Because of the cited drawbacks of the mass flow rate measurement, 
the use of an inherent volumetric flow rate measurement principle is 
adopted in this study, where volume is the metrological quantity that 
has legal and economical relevance, as declared by MID 2014/32/UE 
Annex IV. The most used volume measuring system for test and cali
bration is the bell prover. Its measuring principle is based on the 
displacement of an air volume over time. Bell provers have a very good 
accuracy, repeatability, and stability in time, and they also have the 
main advantage of measuring directly the volume of the flowing gas in 
actual conditions. However, despite the several advantages of bell 
provers, another reference system with the same advantages of the bell 
prover is defined. This is done also to explore new ranges of calibration 
technologies and procedures to be compared to other proposed solu
tions. The wet drum gas meter (WDM) is selected in this study because 
they are more accessible instruments with respect to bell provers both in 
terms of dimensions, costs and safety with flammable gases. For this 
reason, they allow to ease replicability and comparison among different 
laboratories. Additionally, the wet drum meter can be defined as an 
instrument with an infinite capacity, thus continuous refilling with large 
hydrogen volumes is not needed as it is in a bell prover. Finally, risk 
assessments in the laboratory can be highly eased by the utilization of 
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wet drum meters compared to bell provers due to the smaller volumes 
that allow to ease inertization for safety issues and hydrogen discharge 
in case of security alarms. As a conclusion, the selection of the wet drum 
meter is made to make the procedure the most replicable in terms of 
both costs and dimensions. 

Wet drum meters work on the principle of a positive displacement 
due to the flowing gas [27], so the volume is measured directly for all 
gases and gas mixtures with equal accuracy. These meters have an in
ternal measuring drum partly submerged in packing liquid, for instance 
water or low viscosity oil, and rotated by the gas flow pressing over 
vanes that identify rigid measuring chambers. These chambers are filled 
and emptied periodically in this way. The measuring drum is coupled to 
a needle-dial and cumulating counter to measure the gas volume, while 
the flow rate can be measured with an impulse-counter and a high- 
resolution timer. 

In calibration and research laboratories, especially where the con
formity assessment process as notified bodies is active, the most 
preferred used medium is oil. Oil is usually preferred because the 
evaporation problems are limited to a minimum and oil does not cause 
corrosion of the measuring system components, and thus does not 
introduce additional components of measurement uncertainty. Oil is 
mainly used when the tested gas is air, as for example in bell provers, 
where oil acts as sealing liquid between a vertical inner tank and the 
outer shell. When the tested gas is a flammable gas, safety issues must be 
taking into account. 

Considering the case of tests with natural gas, more than hundreds of 
liters of gas could pass through the bell prover and the risk of combus
tion increases considerably. Indeed, notified body prefers to use other 
test benches for meter verification with natural gas, where the reference 
meter (as for example, meter with an inner constant volume, as a dia
phragm meter or a wet drum meter) does not need to be filled with oil 
necessarily, reducing the risk of combustion totally. The volume of a 
drum meter is bigger than tens of liters, and oil can act as combustible in 
case of fire in the laboratory. Also, Park et al. [28] underline the ad
vantages of water with respect to oil. 

Testing meters with hydrogen has the same issues and risks related to 
use of oil of testing meter with natural gas. In this paper, the main aim is 
to adopt test benches similar to that used with natural gas also for 
hydrogen and to propose a reference system and procedures that could 
be easily replicable in other laboratories (notified body, institutions, 
meter manufacturers) keeping as lower as possible the risk and the costs 
of the system. Moreover, oil utilization may lead to different disadvan
tages in terms of cost and replicability being more expensive than 
distilled water and not being unique. Indeed, the choice of oil could 
restrict the validity and replication of this work depending on the type of 
chosen oil. Finally, no literature studies deal with hydrogen diffusivity in 
oil, that should be evaluated for hydrogen utilization in drum meters. 
For all the above-mentioned reasons, water can be a better option than 
oil. 

Due to the presence of water in the meter, the effect of gas diffusivity 
in water and water evaporation must be analyzed. The former phe
nomenon is neglected because its effects are negligible, as demonstrated 
beyond in Appendix A. On the other hand, the latter is considered in all 
the measurement procedure parts, as described in the following sections. 
In fact, a portion of the water of the wet drum meter evaporates into the 
gas flowing in the wet drum meter itself. Simultaneously, the inlet gas 
humidity affects the amount of evaporated water. Because of this phe
nomenon, the measurement of the outlet volume from the wet drum 
meter comprises both the flowing gas and the evaporated water volume. 
Hence, the effect of water evaporation shall be considered to correct the 
WDM flow measurement prior to comparing it with the MUT measure
ment. If this is not done, the measurement would be characterized by 
errors even in the order of percent points, that are not acceptable in 
terms of metrological traceability. In 2002 Park et al. [28] defined an 
experimental set up to account for water evaporation in wet drum me
ters. The procedure is very practical, but it requires the utilization of a 

bell prover. Because the bell prover cannot be used for flammable gases 
as hydrogen, as anticipated in the previous section, the following 
paragraph shows how to compute the evaporated water volumetric flow 
rate correctly for any gas flowing through the wet drum meter. 

The evaporated water volumetric flow rate in the wet drum meter, 
Qeva (l/s), is calculated as follows. First, the inlet and outlet water mole 
fractions in the flowing gas, yH2O,i (molH2O/molgas), and the inlet and 
outlet water molar flow rates, ṅH2O,i (molH2O/s), are calculated via 
Raoult’s Law as [29]: 

yH2O,i =
RHiPsat

H2O(Ti)

Pi
(2)  

ṅH2O,i = ṅtot,i•yH2O,i (3)  

where RHi (%) is the measured relative humidity of the flowing gas at 
section i of the wet drum meter, Psat

H2O(Ti) (Pa) the water saturation 
pressure as a function of the measured temperature of the flowing gas, Pi 
(Pa) the measured pressure of the flowing gas, and ṅtot,i (mol/s) are the 
total molar flow rates. The water saturation pressure as function of 
temperature can be calculated by the formulations provided by the 
“International Association for the Properties of Water and Steam” 
(IAPWS) [30]. In its turn, the total molar flow rates can be calculated by 
the ideal gas model starting from the volumetric flow rate of the flowing 
gas. The subscript i indicates either the inlet or outlet section of the wet 
drum meter referred to as in and out, respectively. 

Next, the evaporated molar flow rate in the wet drum, ṅeva (mol/s), 
and the corresponding evaporated water volumetric flow rate, Qeva (m3/ 
s), are computed as follows: 

ṅeva = ṅH2O,out − ṅH2O,in (4)  

Qeva =
ṅeva R TWDM

PWDM
(5)  

where R (J/(mol K)) is the universal gas constant, while TWDM (K) and 
PWDM (Pa) the temperature and pressure averages between the inlet and 
outlet wet drum meter measured conditions, respectively. In particular, 
Eq. (5) is based on the assumption that vaporized water is modelled as 
an ideal gas in agreement with Raoult’s Law, which is a very well-suited 
approximation for low pressure conditions, as in the case of domestic gas 
meter application. In fact, saturated steam behaves as an ideal gas for 
pressure values approximately even up to 1.1 MPa, which is a limit well 
above the partial pressure of water at the inlet and outlet of the wet 
drum meter [31]. At the room temperature of 20 ◦C, for instance, 
saturated steam compressibility factor is equal to 0.99865, proving the 
applicability of the ideal gas model. 

2.3. Three-part procedure definition 

This section deals with the description of the procedure proposed in 
this paper for the performance evaluation tests of new gas meters. As 
explained earlier, the procedure is divided in three parts: calibration, 
certification and validation. During the calibration-part, the wet drum 
meter is placed downstream of the bell prover and the tests are per
formed in air. During the certification-part, the wet drum meter is placed 
downstream of the meter under test and the tests are performed in 
hydrogen. During the validation-part, both the bell prover and the wet 
drum meter are used, and their volumetric flow rates are compared to 
that of a travelling measurement standard; in this part, tests are per
formed both in helium and air. At last, some remarks regarding the 
procedure are highlighted. 

2.3.1. Calibration-part procedure 
Before depicting the error curves between the meter under test and 

the reference meter, which is the wet drum meter, the latter must be 
calibrated. The calibration of the wet drum meter consists in the 
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determination of its geometric volume. This volume is the empty space 
fillable with the flowing gas, therefore it is constant for each test as far as 
the liquid water free surface does not change appreciably due to evap
oration and, importantly, it is independent on the gas itself. In this work, 
calibration is performed in air as required by the reference standards. 
The geometric volume can be calculated as the sum of the evaporated 
water and the inlet gas volume filling the wet drum during a revolution 
of the wet drum meter. The former is obtained via Eq. (5) from the 
measurements of pressure, temperature and relative humidity both at 
the inlet and the outlet of the wet drum meter. The latter is considered 
equal to the volume displaced by a well assessed reference system, such 
as the bell prover, placed upstream the wet drum meter. In fact, the bell 
prover is not affected by water evaporation and can be used with air 
safely in a laboratory. The number of revolutions and the duration of 
each test are also needed to shift from volumes to volumetric flow rates. 
The following section describes the model to calculate the wet drum 
meter geometric volume, where the quantities are indicated by a single 
quote mark to refer explicitly to this calibration-part procedure. 

The geometric volume of the wet drum meter, VWDM (l), is deter
mined during calibration as follows: 

VWDM =
Q′

WDM

n′

rev
• t′ (6)  

where t’ (s) and n’
rev (-) are the measured time duration and number of 

revolutions of each test during calibration, respectively. Q’
WDM (l/s) is 

the volumetric flow rate of the wet drum meter. It comprises two terms, 
the corrected volumetric flow rate of gas flowing into the wet drum 
meter, Q’

WDM
* (l/s), and the evaporated volumetric flow rate in the wet 

drum meter from Eq. (5), Q’
eva (l/s), as follows: 

Q′

WDM = Q′

WDM
*
+Q′

eva (7) 

Specifically, during calibration Q’
WDM

* (l/s) is equal to the gas volu
metric flow rate measured by the bell prover, Q’

BLL (l/s), corrected to the 
wet drum temperature and pressure conditions as follows: 

Q′

WDM
*
=

P′

BLL T ′

WDM

T ′

BLL P′

WDM
Q′

BLL (8)  

where T’
BLL (K) and P’

BLL (Pa) are the measured temperature and the 
pressure of the bell prover during calibration. 

The authors suggest performing calibration tests at different bell 
prover volumetric flow rates and calculating the geometric volume as 
the average of the geometric volumes calculated in all these different 
tests. 

2.3.2. Certification-part procedure 
The geometric volume determined from Eq. (6) during calibration 

can be used to calculate the corrected gas volumetric flow rate of the wet 
drum meter. This calculation can be performed for any test after the wet 
drum meter has been calibrated, i.e. during certification as well as 
validation. Also in this case, the effect of water evaporation shall be 
considered by Eq. (5). The corrected volumetric flow rate is then used as 
the reference volumetric flow rate to calculate the measurement error by 
Eq. (1), where ref is substituted by WDM. The following section de
scribes the model to certificate meters under test, where quantities are 
indicated by a double quote mark to refer explicitly to this certification- 
part procedure. 

First, Eq. (7) is rearranged to obtain the corrected wet drum meter 
volumetric flow rate during certification, Q’’

WDM
* (l/s), as follows: 

Q′′
WDM

*
= Q′′

WDM − Q′′
eva (9)  

where Q’’
eva(l/s) is the evaporated volumetric flow rate in the wet drum 

meter during each test by using Eq. (5). In its turn, the wet drum 

volumetric flow rate, Q’’
WDM (l/s), is computed starting from the geo

metric volume determined during calibration as follows: 

Q′′
WDM =

VWDM

t′′
• n′′

rev (10)  

where t’’ (s) and n’’
rev (-) are the measured time duration and number of 

revolutions of each test during certification, respectively. 
Finally, it is possible to compare the corrected WDM volumetric flow 

rate with that of the MUT by Eq. (1), where the volumetric flow rate 
indicated by the meter under test during certification, Q’’

MUT , is corrected 
to the same thermodynamic conditions of the WDM. Specifically, Q’’

MUT 

is corrected to Q’’
MUT

* applying the ideal gas model as follows: 

Q′′
MUT

*
=

P′′
MUT T ′′

WDM

T ′′
MUT P′′

WDM
• Q′′

MUT (11)  

where the compressibility effects are not considered because the 
compressibility factor for hydrogen is almost equal to 1 at operative and 
standard conditions. 

2.3.3. Validation-part procedure 
The validation-part aims at verifying that the calibration of the wet 

drum meter is performed successfully. The authors suggest performing 
the validation-part also to acquire experience on the proposed proced
ure. However, this third part is not intended to be mandatory, but it can 
be performed voluntarily at other laboratories after the calibration-part. 
The validation-part consists in the direct comparison of the error curves 
of a travelling measurement standard with respect to both the bell 
prover and the wet drum meter, as described by ISO 17043:2010 stan
dard “Conformity assessment – General requirement for proficiency 
testing”. The following section describes the model to validate the 
calibration. Here the quantities are indicated again by a double quote 
mark as in the certification-procedure because calculations for both 
certification and validation are executed in the same manner. 

Similarly, to the certification-part, Eq. (1) will be applied using both 
the bell prover and the WDM, while the MUT is substituted by a trav
elling measurement standard. Moreover, Eqs. (9) to (11) will be used to 
calculate the corrected wet drum meter and meter under test volumetric 
flow rate. In its turn, the bell prover corrected volumetric flow rate is 
calculated similarly to Eq. (8) as follows: 

Q′′
BLL

*
=

P′′
BLL T ′′

WDM

T ′′
BLL P′′

WDM
• Q′′

BLL (12)  

where the compressibility effects are not considered because the 
compressibility factor for hydrogen is almost equal to 1 at operative and 
standard conditions. 

In this study both air and helium are utilized in the validation-part at 
different flow rates, while a diaphragm meter is employed as travelling 
measurement standard. Air is used because it is the typical calibration 
gas for legal measurements. Helium is selected as the second validation 
gas because it is an inert gas with a low density similarly to hydrogen. 
Thus, the potential effects of the utilization of a low density gas, as well 
as potential leakage issues, are evaluated in this part. Both gases are used 
to demonstrate that the calibration of the wet drum meter is applicable 
to gases of any nature. 

Once the error curves of the travelling measurement standard with 
respect to the bell prover and the wet meter are depicted for air and 
helium, the trends of the error curves of the two gases are compared. For 
low helium volumetric flow rates, the errors of the travelling measure
ment standard with respect to the bell prover and wet drum meter are 
expected to increase due to the mentioned effect of low gas density on 
diaphragm gas meters. 

2.3.4. Procedure remarks 
This section presents three additional remarks of the proposed 
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procedure that can be observed by laboratories and may be considered 
during the type approval evaluation of new gas meters. 

First, as explained, the calibration of the wet drum meter consists in 
the determination of the wet drum meter geometric volume, i.e. the 
empty space fillable with gas. This volume is constant for each test as far 
as the liquid water free surface does not change appreciably due to 
evaporation. In fact, water evaporation decreases the water volume in
side the wet drum meter, increasing the actual geometric volume of the 
reference meter previously calibrated. Therefore, it is suggested con
trolling the liquid free surface and keeping constant the water level by 
water refilling until the level obtained in the calibration-part during the 
whole certification-part of the procedure. 

Secondly, this work deals with tests of pure-hydrogen gas meters, 
thus tests with pure-hydrogen will be presented. However, any other gas 
can be used due to the applicability of the model to any kind of gas. 
Indeed, the geometric volume obtained during calibration is constant 
and, thus, is the same also for each test performed after calibration, 
regardless of the nature of the gas. Additionally, also the calculation of 
the evaporated volumetric flow rate does not depend on the nature of 
the gas. 

Finally, it is also possible to further validate the test bench by 
considering the alignment between different laboratories or test 
benches. Specifically, the standard ISO 17043:2010 defines a quantita
tive way to compare results from different test benches, by means of the 
dimensionless quantity En (-) that is calculated as follows: 

En =
|EWDM − E|
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

U2
WDM + U2

√ (13)  

where EWDM (-) is the percentage error obtained with the new test bench, 
E (-) the percentage error calculated with an ISO 17025 certified labo

ratory, UWDM (-) the expanded uncertainty of the new test bench, and U 
(-) the expanded uncertainty assigned to ISO 17025 certified laboratory. 
A value of En lower than 1 suggests a good alignment between labora
tories or test benches. However, more indexes for the determination of 
confidence levels should further support this analysis. The calculation of 
these indexes is outside the scope of this work and, thus, it is omitted. 

2.4. Test bench 

During the calibration-part, the wet drum meter (WDM) is placed 
downstream of a bell prover for the calculation of the geometric volume 
and the tests are performed in air. Moreover, during the certification- 
part, the wet drum meter is placed downstream a meter under test 
and the tests are performed in hydrogen. Lastly, during the validation- 
part, both a bell prover and the wet drum meter are used to compare 
their volumetric flow rates with respect to the that of a travelling 
measurement standard, in this case, tests are performed both in air and 
helium. 

In all the three parts of the procedure, temperature, pressure and 
relative humidity must be measured at the inlet and outlet sections of the 
wet drum meter to correct the volumetric flow rates as depicted in 
section 2.3. In this work, a diaphragm gas meter is employed as meter 
under test (MUT) during the certification-part and as travelling mea
surement standard during the validation-part. The characteristics of the 
employed wet drum meter and the MUT are reported in Table 1. 

Hydrogen, air and helium are used in this work as test gases, while 
nitrogen as purge gas. Both hydrogen (purity ≥ 99.9995 %mol) and 
helium (purity ≥ 99.998 %mol) are extracted by certificated 200-bar 
cylinder tanks, while air is taken from the laboratory. The tests were 
performed in laboratory at conditions under control: temperature is kept 
at 20 ◦C within ± 0,5 ◦C, while pressure at atmospheric conditions of 
about 989 mbar with an uncertainty of 4 mbar and relative humidity 
50%. Regulating valves are used to regulate the gas flow rate, that is 
then measured by the meters. 

Fig. 1 shows a schematic of the test bench during the certification- 
part procedure, while Fig. 2 a picture of the same. The wet drum 
meter is located downstream of the diaphragm meter under test. Pure 
hydrogen volumes and volumetric flow rates are measured, while the 
relative error between the two instruments is calculated. The test bench 
comprises pressure transducers (measurement uncertainty of 5.8 Pa), 
temperature (measurement uncertainty of 0,06 ◦C) and humidity 

Table 1 
Main characteristics of the reference meter employed in the procedure and of the 
meter under test, employed for sake of example in this work, including the in
formation about manufacturer, type, as well as maximum and minimum volu
metric flow rates, Qmax and Qmin respectively.  

Gas Meter Manufacturer Type Qmax(m3/h) Qmin(m3/h) 

Reference meter Elster NB 15 300  0.100 
Meter under test Bessel G 4–10 10  0.040  

Fig. 1. Scheme of the test bench used in the certification-part procedure to certify the hydrogen volumetric flow rate measurements of a diaphragm gas meter under 
test (MUT) G 4–10 against the calibrated reference wet drum meter (WDM). 

C.N. Bonacina et al.                                                                                                                                                                                                                            



Measurement 203 (2022) 111882

7

sensors (measurement uncertainty of 2%), as well as regulating valves to 
control the flow rates. Pressure reducers and stabilizers, and a heat 
exchanger for temperature control are inserted in the test bench for the 
certification-part performed with hydrogen. Specifically, the stabilizer, 
also defined as gas regulator, allows to maintain a constant gas to air 
ratio even when the air pressure varies. For the calibration-part pro
cedure, air volumes and volumetric flow rates are measured, while the 
geometric volume of the WDM is calculated. Pressure reducers and 
stabilizers, the heat exchanger and the MUT are not included in the test 
bench, and the hydrogen tank is substituted by a bell prover containing 
air. For the validation-part procedure, air or helium volumes and volu
metric flow rates are measured, while the relative error of the travelling 
measurement standard with respect to the bell prover and WDM are 
calculated and compared. Pressure reducers and stabilizers, and the heat 
exchanger are not included in the test bench, and the hydrogen tank is 

substituted by a bell prover containing air or helium. In this third part, 
the MUT is referred as travelling measurement standard. The exhausted 
hydrogen is vented outside of the laboratory by mixing hydrogen with 
air keeping the percentage of hydrogen below half of flammability level. 
As shown in Fig. 1, the temperatures and pressures are measured before 
the MUT, before the WDM, and after the WDM. The humidity is 
measured both before and after the WDM to account for water evapo
ration, while humidity measurement is not necessary in the MUT sec
tion. Finally, the employed PLC S7-1500 ET200S by Siemens can 
simultaneously activate several timers with a base frequency of 1024 
kHz to measure the test time. 

2.5. Measurement uncertainty calculation 

First, the traceability of the test bench has to be defined to describe 

Fig. 2. Picture of the test bench used to compare the volumetric flow rate measurements of a diaphragm gas meter G 4–10 and the reference wet drum meter.  

Fig. 3. Traceability scheme of the measurement procedure including a standard capacity meter, bell prover, wet drum meter and meter under test with their un
certainty contributions. The shown uncertainty values are derived from a real case and are meant to represent their order of magnitude. 
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the uncertainty of measurement. The traceability scheme followed here 
is represented in Fig. 3. Specifically, the calibration of each instrument 
contributes to the uncertainty at each level of the traceability chain, 
from the standard capacity meter to the bell prover and WDM un
certainties that all contribute to the MUT uncertainty calculation. The 
metrological chain starts from a standard capacity meter, considered as 
primary reference and used for the calibration of the bell prover and wet 
drum meter. This allows to compare in a consistent way the MUT with 
both the bell prover and the WDM. The uncertainty of the standard 
capacity meter derives from INRIM [32] certificates and is equal to 
0.010%. The uncertainty calculations are performed in accordance with 
a procedure that has been filed at a national accreditation body [33]. 
The uncertainty values shown in Fig. 3 are calculated for a real case, 
employing the relations described later in this section, and they are 
meant to represent the order of magnitude of the uncertainty of the 
proposed traceability scheme, but they can slightly change from 

calibration to calibration. 
The uncertainty of the measured data and the geometric volume 

must be investigated to calculate the uncertainty of the corrected gas 
volumetric flow rate of the wet drum meter. Measured data are retrieved 
from direct measurements performed by the laboratory instruments. 
Thus, their uncertainties are taken from the instrument calibration 
certificates provided by the manufacturers. Specifically, these are un
certainties of type B [34] with a normal statistical distribution. This is 
except for the encoder applied to the WDM which measures the number 
of revolutions for each test. Its uncertainty stems from a technical 
specification of the encoder and is considered with a rectangular sta
tistical distribution. The expanded uncertainties, U, and the statistical 
distributions related to each measured quantity are summarized in 
Table 2. 

Regarding the geometric volume uncertainty calculation, Eq. (6) is 
expanded to show the dependency of the geometric volume on all the 
main quantities. The final geometric volume expression is as follows: 

VWDM =
t′ • Q′

BLL

n′

rev
•

P′

BLL T ′

WDM

T ′

BLL P′

WDM
•

(

1+
y′

H2O,out − y′

H2O,in

1 − y′

H2O,out

)

(14) 

Thus, the calculation of the combined uncertainty is necessary, and is 
performed in accordance with the Guide to the Expression of Uncer
tainty in Measurement (GUM) considering all the terms in Eq.(14) 
except the time as a source of uncertainty. The combined standard un
certainty uf of a function f(x1, .., xn) depends on the uncertainty of the xi 

quantities involved in the model. Its value is calculated as follows: 

uf =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑n

i=1

(
∂f (xi)

∂xi
uxi

)2
√

(15)  

where n is the number of the quantities, xi. Then, the expanded un
certainties, U, is related to the standard uncertainty, u, as follows: 

U = u • K (16)  

where K (-) is the coverage factor related to the statistical distribution 
and the system degrees of freedom. In this study, the rectangular sta
tistical distribution of the number of revolutions is normalized to a 
Gaussian distribution by dividing its expanded uncertainty by a 2 

̅̅̅
3

√

factor. 
Applying Eqs. (15) and (16) to the geometric volume of Eq. (14), the 

expanded uncertainty of the geometric volume, UVWDM (l), is found. The 

Table 2 
Expanded uncertainties and statistical distributions of the quantities directly 
measured in the test bench. Expanded uncertainties are characterized by a 
confidence interval of 95 % and derive from calibration certificates of the 
measurement instruments.  

Measured 
quantity 

Unit of 
measure 

Expanded 
uncertainty (U)

Coverage 
factor 

Statistical 
distribution 

t s 10-6 2 
̅̅̅
3

√ rectangular 
nrev rev/test 0.01 2 

̅̅̅
3

√ rectangular 
QBLL l/h 0.11 2 normal 

(Gaussian) 
TBLL K 0.028 2 normal 

(Gaussian) 
PBLL Pa 2.30 2 normal 

(Gaussian) 
Tin K 0.028 2 normal 

(Gaussian) 
Pin Pa 2.30 2 normal 

(Gaussian) 
RHin % 1.10 2 normal 

(Gaussian) 
Tout K 0.028 2 normal 

(Gaussian) 
Pout Pa 2.30 2 normal 

(Gaussian) 
RHout % 1.10 2 normal 

(Gaussian)  

Table 3 
Inlet and outlet pressure, temperature and relative humidity measurements, bell volumetric flow rates, wet drum meter revolutions and test duration calibration data 
for the wet drum meter geometric volume calculation. Tests are performed with air.  

Q’
nom P’

in P’
out T’

in T’
out RH’

in RH’
out Q’

BLL n’
rev t’ VWDM 

(l/h) (kPa) (kPa) (K) (K) (%) (%) (l/h) (rev) (s) (l) 

200 99.115 99.118 293.45 293.25 57 100 210.17 1 853.55 50.33 ± 0.030 
600 99.114 99.115 293.45 293.35 57 100 628.47 1 285.05 50.27 ± 0.022 
1200 99.114 99.115 293.45 293.30 57 100 1194.51 2 300.72 50.39 ± 0.021 
2400 99.112 99.109 293.40 293.35 58 100 2446.71 2 147.09 50.49 ± 0.020 
6000 99.110 99.106 293.30 293.20 58 100 6189.85 4 115.76 50.26 ± 0.020  

Table 4 
Sources of uncertainties with weight coefficients and statistical distributions of the geometric volume calculation for the test at 6000 l/h for sake of example.  

Measured quantity Unit of measure Quantity estimation Standard uncertainty (u) Weight coefficient Coverage factor Statistical distribution 

n’
rev rev/test 4  0.00002  29.22851 2 normal (Gaussian) 

Q’
BLL l/s 1.719  0.00866  0.00043 2 normal (Gaussian) 

T’
BLL K 293.3  0.00990  0.17136 2 normal (Gaussian) 

P’
BLL bar 0.991  0.00001  50.70690 2 normal (Gaussian) 

TWDM K 293.2  0.00001  50.70690 2 normal (Gaussian) 
PWDM bar 0.991  0.01400  0.17135 2 normal (Gaussian) 
y’

H2O,in % 1.39  0.00013  50.96190 2 normal (Gaussian) 

y’
H2O,out % 2.37  0.00013  51.47433 2 normal (Gaussian)  
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Fig. 4. Reading error curves of the Meter Under Test (MUT) with respect to the reference Wet Drum Meter (WDM) for three tests with hydrogen.  

Table 5 
Inlet and outlet pressure, temperature and relative humidity measurements, wet drum meter revolutions and test duration data for the calculation of the hydrogen 
corrected volumetric flow rate of the wet drum meter during Test 2, taken as example from the three tests.  

P’’
in P’’

out T’’
in T’’

out RH’’
in RH’’

out n’’
rev t’’ Q’’

WDM
* QMUT

* E 

(kPa) (kPa) (K) (K) (%) (%) (rev) (s) (l/h) (l/h) (%) 

100.91 100.84 292.85 292.35 6 100 1 907.61 198.87 ± 0.08 197.35 − 0.766% 
100.87 100.80 293.45 292.35 6 100 2 300.92 1238.7 ± 0.5 1231.96 − 0.543% 
100.73 100.66 293.75 292.35 6 100 2 90.63 5118.7 ± 2.2 5126.25 0.147% 
100.68 100.58 293.35 292.35 6 100 4 70.29 10628 ± 4 10607.17 − 0.194%  

Table 6 
Sources of uncertainties with weight coefficients and statistical distributions of the wet drum meter volumetric flow rate calculation for Test 2 at 6000 l/h for sake of 
example.  

Measured quantity Unit of measure Quantity estimation Standard uncertainty (u) Weight coefficient Coverage factor Statistical distribution 

VWDM l 50.347  0.00529  0.02824 2 normal (Gaussian) 
n’

rev rev/test 2  0.00500  0.54402 2 normal (Gaussian) 
y’

H2O,in % 0.14  0.00013  1.42392 2 normal (Gaussian) 

y’
H2O,out % 2.2  0.00012  1.42392 2 normal (Gaussian)  

Fig. 5. Error curves in air and helium of the travelling measurement standard with respect to the bell prover and the wet drum meter.  
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determination of the geometric volume must be performed during 
calibration by way of tests at different flow rates. It is necessary to use air 
as calibration gas because required by standards, yet tests with other 
gases could be executed to verify the calculated geometric volume. 
Therefore, a mean value of the geometric volume, VWDM (l), must be 
computed, according to the total number of tests. Then, the corre
sponding expanded combined uncertainty is calculated through Eq. 
(15), which rearranged with Eq. (16) becomes as follows: 

UVWDM
= K •

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑ntest

i=1

(
uVWDM,i

ntest

)2
√

(17)  

where ntest (-) is the total number of tests performed, UVWDM,i (l) the 
expanded uncertainty of each geometric volume resulted from each test. 
The coverage factor K is assumed equal to 2 due to the normalized 
statistical distribution of the quantities. 

Finally, the geometric volume as well as the measurement un
certainties are used to calculate the test volumetric flow rate uncertainty 
with a similar procedure, i.e. applying Eqs. (15) and (16) to the corrected 
wet drum meter volumetric flow rate of Eq. (9). 

3. Results 

This section deals with the results of the present study. First, the 
values of the experimented flow rates are presented. Secondly, the wet 
drum meter geometric volume is calculated during the calibration-part 
using air. Then, the results of the certification-part using hydrogen are 
shown. Then, the procedure is validated performing tests with both air 
and helium. The values of the measurement uncertainty are shown for 
all the procedure parts. 

3.1. Experimented volumetric flow rates 

The maximum volumetric flow rate for hydrogen, Qmax, is defined 
here by considering to triple the maximum rate for natural gas in do
mestic applications in order to transport the same quantity of energy 
given the fact that hydrogen energy content is roughly one third of 
natural gas on a volume basis at same temperature and pressure. 
Because the value of Qmax for natural gas is typically 6000 l/h in do
mestic applications, the value for hydrogen would be 18000–20000 l/h. 
Moreover, because the minimum volumetric flow rate, Qmin, is the 1/150 
of the maximum as defined in European standards of natural gas meters, 
the value of Qmin for hydrogen would be 120–133 l/h. The adopted 
travelling meter operates at different volumetric flow rate ranges 
depending on the flowing fluid, e.g. between 60 and 10000 l/h for air 
and between 180 and 30000 l/h for hydrogen. Thus, the volumetric flow 
rates experimented in this work are in the mutual range from 200 to 
10000 l/h. To cover a wider range of flow rates two travelling meters 
should have been used. However, this evaluation is outside the scope of 
this work, that aims at demonstrating the goodness of the procedure 
used. 

3.2. Calibration-part results 

This section deals with the results of the wet drum meter calibration 
for the computation of its geometric volume performing the tests with 
air. During calibration, the wet drum meter inlet and outlet pressure, P’

i 

(Pa), temperature, T’
i (K), and relative humidity, RH’

i (%), as well as the 
bell volumetric flow rate, Q’

BLL (l/h), the number of revolutions per test, 
n’

rev (rpm), and the test duration,t’ (s), are used to calculate the geometric 
volume, VVDM, as described in Eq. (6) for different nominal flow rates, 

Table 7 
Values of the wet drum meter and bell prover errors and uncertainties, and the 
calculated quantity En at each tested flow rate in air.  

Q’’
nom EWDM UWDM EBLL UBLL En 

(l/h) (%) (%) (%) (%) (-) 

200 0.37 0.32 0.39 0.30 0.06 
1200 0.34 0.28 0.36 0.25 0.04 
6000 0.32 0.27 0.27 0.25 0.12 
10,000 − 0.36 0.27 − 0.18 0.25 0.49  

Table 8 
Values of the wet drum meter and bell prover errors and uncertainties, and the 
calculated quantity En at each tested flow rate in helium.  

Q’’
nom EWDM UWDM EBLL UBLL En 

(l/h) (%) (%) (%) (%) (-) 

200 0.45 0.32 0.50 0.30 0.12 
1200 0.62 0.28 0.58 0.25 0.11 
6000 0.38 0.27 0.39 0.25 0.04 
10,000 − 0.11 0.27 0.14 0.25 0.70  

Fig. 6. Saturation concentration of hydrogen, nitrogen and oxygen in water as a function of water temperature at 1 atm, redrawn after rearrangement based on data 
from Kolev [36]. 
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Q’
nom (l/h). 

Table 3 shows these data retrieved from the experimental bench. The 
values of the geometric volumes of the different tests are used to 
calculate the mean geometric volume as well as the combined expanded 
uncertainty via Eq. (17), that turn out to be equal to (50.347 ± 0.011) 
liters. Table 4 depicts the sources of uncertainty considered for the 
calculation of the geometric volume and anticipated in the previous 
section together with their weight coefficients and distribution. The 
main sources of uncertainty are the relative humidity and the temper
ature measurements. 

3.3. Certification-part results 

Once the calibration is completed, tests in hydrogen can be done 
using the wet drum meter as the reference meter. Water leveling of the 
wet drum is important to obtain better results as explained in section 
2.3.1: water leveling should be equal to the one defined during cali
bration and refilling should be performed before each test. In this way, 
the actual geometric volume of the wet drum meter can be considered 
the same as that retrieved during calibration. The corrected wet drum 
meter volumetric flow rates, Q’’

WDM
*, are calculated by Eq. (9) starting 

from the geometric volume obtained via calibration. Also in this case, 
inlet and outlet values of pressure, P’’

i (Pa), temperature, T’’
i (K), and 

relative humidity, RH’’
i (%), as well as the number of revolutions per test, 

n’’
rev (rpm), and the test duration,t’’ (s), are needed. 

Fig. 4 shows the volume flow rate error curves of the MUT with 
respect to the WDM for three different tests. The trends of the curves are 
similar and characterized by a repeatability that is within 0.27% 
considering the maximum observed spread. The error curves are around 
zero, except at lower flow rates where errors are negative due to an 
expected behavior of diaphragm meter with low density gases such as 
hydrogen, as anticipated in section 2.3.3. For sake of numerical 
example, Table 5 shows the measured quantities as well as the calcu
lated volumetric flow rates of hydrogen with their uncertainty obtained 
during Test 1. Table 6 depicts the sources of uncertainty considered in 
this work and anticipated in the previous section together with their 
weight coefficients and distribution for the wet drum meter volume flow 
rate calculation. 

In order to quantify the effect of evaporation on the measurement, 

the error that would be obtained from Eq.(1) comparing the MUT 
volumetric flow rate QMUT

* with the wet drum meter volumetric flow 
rate without the correction due to evaporation Q’’

WDM of Eq. (10) is 
calculated. As a numerical example, let’s consider test 1 with a nominal 
flow rate of 200 l/h. In this case, QMUT

* is equal to 187.06 l/h and Q’’
WDM 

is calculated from Eq.(10) and the data in Table 4, and results to be equal 
to 192.81 l/h. The error is calculated using Eq. (1) and results to be as 
high as 3%. These errors are not acceptable in terms of metrological 
traceability, thus a detailed method to account for the evaporated water 
is necessary, as presented in this paper starting from the precise mea
surements of temperature, pressure and relative humidity at the inlet 
and at the outlet of the wet drum meter. 

3.4. Validation-part results 

In order to verify successful calibration, a travelling measurement 
standard is used to compare the behavior of the bell prover and the wet 
drum meter. Specifically, a comparison of the reading error curves of the 
travelling measurement standard with respect to the bell prover and wet 
drum meter is presented for both air and helium to validate the wet 
drum meter calibration and highlight the effect of the gas density on 
diaphragm gas meters. The corrected wet drum meter volumetric flow 
rates are calculated by Eq. (9) starting from the geometric volume ob
tained via calibration. Also this case requires inlet and outlet pressure, 
P’’

i (Pa), temperature, T’’
i (K), and relative humidity, RH’’

i (%), as well as 
the number of revolutions per test, n’’

rev (rpm), and the test duration,t’’ 

(s). 
Fig. 5 shows the error curves of the travelling measurement standard 

with respect of the bell prover in a certified laboratory according to ISO 
17025 and using the wet drum meter with air and helium as flowing 
gases. The error curves of with respect to the bell prover and wet drum 
meter have maximum differences of 0.2% and 0.3% at the high flow 
rates for air and helium, respectively. On top of this, it is possible to 
notice that helium error curves are shifted upwards with respect to the 
air curves. This effect is caused by the lower density of helium with 
respect to air which influences the behaviour of the diaphragm: its 
membranes tend to deform less if the gas density is lower at the same 
flow rate, decreasing thus the measured cyclic volume and shifting the 
error to positive values. This phenomenon is more evident at the lowest 

Fig. 7. Predicted biases of the volumetric flow rate measurements due to hydrogen diffusion during the first hour of test over a wide range of volumetric flow rates.  
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flow rates due to the further decrease of the filling velocity of the meter 
chambers. Thus, the authors suggest the possibility to adopt a smaller 
diaphragm and a larger one if using them as travelling measurement 
standards in executing the validation-part with a low density gas as 
helium. 

These results confirm that the wet drum meter calibration procedure 
is performed successfully, validating the method. The error curves of the 
travelling measurement standard with respect to the bell prover and wet 
drum meter for a fixed flowing gas have maximum differences below 
0.2–0.3%. Additionally, Table 7 and Table 8 show the values of En at 
each tested flow rate for air and helium, respectively. All the values are 
significantly lower than 1, thus a further investigation on the test bench 
compatibility is not necessary. This trend confirms the highly traceable 
alignment between the test benches, as showed also by Fig. 5. 

4. Conclusions 

This study proposes a novel approach to the selection of the instru
mentation and the definition of the procedure for the measurement of 
hydrogen volume as well as hydrogen volumetric flow rate in a legal 
framework. A new test bench equipped with a wet drum meter as the 
reference meter is designed and calibrated considering all sources of 
errors in the tests for type approval evaluation of new gas meters. A wet 
drum meter is selected as the reference meter due to its ability to mea
sure both volume and volumetric flow rate of different flowing gases 
directly with the same accuracy. The procedure is divided into three 
parts: calibration, certification and validation, where:  

• the calibration-part aims at calibrating the reference meter, that is 
the wet drum meter, via a bell prover in order to determine its 
geometric volume, which is the available volume occupied by the 
flowing gas in case the evaporation was not present and which is 
constant in all tests;  

• the certification-part procedure aims at using the calibrated wet 
drum meter for the normal utilization of certifying any meter under 
test;  

• the validation-part procedure aims at validating the calibration part 
and it is meant to be replicated only voluntarily at other laboratories. 

The conclusions from this work are as follows. 

• Water evaporation into hydrogen has an appreciable effect, intro
ducing errors as high as 3% in the worst cases if not accurately 
addressed. These errors are not acceptable in terms of metrological 

traceability, thus a detailed method to account for the evaporated 
water is presented here.  

• The expanded uncertainty of the total metrological chain is in 
agreement with the international standards, i.e. OIML R137. It can be 
maintained below 0.25%.  

• Hydrogen solubility and diffusivity into the water have no practical 
influence on the measurements. Indeed, the net measurement bias 
due to hydrogen diffusion in water with respect to air is up to 
0.015%, as it will be demonstrated in Appendix A.  

• The authors believe that the procedure is easily replicable in other 
laboratories and can be applied for different flowing gases, including 
pure gases and mixtures. In particular, it provides a new and reliable 
approach for hydrogen volume and flow rate measurement in a legal 
framework.  

• The authors suggest using the instructions given in this work to 
perform type approval evaluation tests of new domestic gas meters 
compliantly with the current certification processes and can be 
useful for writing new international standards for gas meters 
including pure-hydrogen meters. 
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Appendix A 

A portion of the gas flowing through the WDM diffuses into the water of the WDM itself. This section deals with gas diffusion in water for 
determining the volumetric flow rate measurement bias between the WDM and the MUT. Both hydrogen and air diffusion are studied. Indeed, 
hydrogen is the fluid under test during the certification-part, while air is the gas used to calibrate the wet drum meter in the calibration-part. Thus, the 
main quantity of interest of this study is net volumetric flow rate measurement bias of hydrogen with respect to air, being the effect of air diffusion in 
water already considered by the calibration procedure. First, the data of solubility and diffusivity of hydrogen and air into water from literature are 
presented. Then, the mathematical and numerical models, as well as their implementation, are analyzed. Lastly, their results are discussed, proving 
that the diffusivity bias can be neglected. The analysis omits helium for brevity, which would lead anyhow to the same conclusion. 

Solubility and diffusivity data 
The solubility and diffusivity coefficients of hydrogen and air in water must be investigated to describe quantitatively the effect of hydrogen and air 

diffusion in the water of the wet drum meter. 
Regarding the hydrogen solubility, the studies of Young [35] and of other authors [36,37,38] are compared to analyze the experimental data and 

empiric relations of the solubility of hydrogen in water. In Young’s work [35], the best fitting equation for 75 data points from other experimental 
works is obtained, and the hydrogen mole fraction solubilities at a gas partial pressure of 101325 Pa are computed, giving a standard deviation of 
0.52% at the middle of the temperature range considered. Kolev [36] correlates hydrogen solubility data for temperatures up to 100 ◦C and pressure of 
1 bar with an analytical expression with a mean error of 0.46%. Crozier and Yamamoto [37] determine Bunsen solubility coefficients of hydrogen in 
distilled water at atmospheric partial pressure of the gas as function of the measurement temperature with an estimated accuracy of 0.5%. Theodore 
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et al. [38] report Henry’s constants at moderate pressure conditions, highlighting that the pressure dependence can be neglected for pressures up to 5 
bar. All these literature studies show results in close agreement. Moreover, Kolev [13] offers a comparison among hydrogen, nitrogen, and oxygen 
solubility data, useful to relate the behaviour of nitrogen and oxygen with respect to hydrogen. This aspect jointly with the agreement among 
hydrogen solubility data of the above-mentioned authors in the temperature range of interest leads to selecting the solubility values from this work. 
The raw data of Kolev [36] are rearranged to obtain concentrations as liter of hydrogen (lH2) per liter of water (lH2O) at actual temperature and 
pressure conditions. Consequently, Fig. 6 shows the saturation concentration of hydrogen, nitrogen and oxygen as function of water temperature at 1 
atm as obtained after the rearrangement. A hydrogen solubility of 0.0194 lH2/lH2O is found at 20 ◦C and 1 bar. 

Regarding the air solubility, the work of Battino [39] is investigated. Specifically, the Bunsen solubility coefficients of dried air in distilled water at 
101325 Pa and 293.15 K with an estimated error of 1% are reported. Similarly to hydrogen, the author’s data are rearranged to obtain the air 
concentration in water expressed as liter of air (lair) per liter of water (lH2O). As a result, an air solubility of 0.02 lair/ lH2O at 20 ◦C and 1 bar is found. 
Hence, the difference between hydrogen and air solubility is in the order of 10-4. 

Regarding the diffusivity, the results of the works of Houghton et al. [40], Vivian and King [41], Wise and Houghton [42], Ferrell and Himmelblau 
[43], as well as Mazarei and Sandall [44] are compared. The cited authors investigate the diffusion phenomenon of hydrogen in water to reach 
equilibrium conditions of the flow. Specifically, the most recent study [44] employs a wetted wall column technique for measuring and calculating 
some parameters from which the hydrogen diffusion coefficient can be computed. Experiments with carbon dioxide gas, with a well-known diffusion 
coefficient, are also carried out to validate this method. They found an average hydrogen diffusion coefficient of 4.8 • 10-5 cm2/s at 25 ◦C. This result is 
in accordance with the results of the previous works of Vivian and King [41], Ferrell and Himmelblau [43] and Houghton et al. [40]. Among these 
literature references, Houghton et al. [40] provide also the air diffusion coefficient in water at 19.6 ◦C, which is equal to 2.3 • 10-5 cm2/s. 

Diffusivity model and solution 
During the tests, hydrogen flows through the wet drum meter, that is partially filled with water. Thus, a portion of hydrogen diffuses from the water 

free surface into water itself. The rate of diffusion changes from the beginning of the tests, where no hydrogen is present in water, to the end, where 
saturation is reached. Both diffusion and advection affect hydrogen concentration in water due to the presence of a hydrogen flow at the water free 
surface. The scope of the following model is to estimate the order of magnitude of diffusion over the whole test duration to estimate the biases both at 
the beginning and at the end of the tests, and to find out when equilibrium conditions are reached. 

A one-dimension (1D) approach is considered to evaluate the order of magnitude of the measurement bias obtained due to hydrogen diffusion in 
water. Hence, the 1D advection–diffusion equation is selected to describe the transport of gas in water as function of time and position [45]: 

∂C
∂t

+ v
∂C
∂x

= D
∂2C
∂x2 (18)  

where C (lgas/lH2O) is the gas concentration and v (m/s) the gas flow velocity. The gas velocity is assumed constant and one-dimensional for all tests. 
Moreover, it is calculated for each test as a function of the volumetric flow rate and the orifice area through which hydrogen enters the WDM. The 
depth of the WDM is computed from the geometrical drawing of the instrument. The gas diffusion coefficient at the laboratory operating temperature, 
D (m2/s), is assumed also to be constant and calculated from the literature reference value of diffusion coefficient at 25 ◦C by the Stokes-Einstein 
theory as follows: 

D μ
T

=
k

6πr
(19)  

where μ (Pa • s) is the solvent viscosity, T (K) is the solution temperature, k (J/K) the Boltzmann constant, and r (m) the hydrodynamic radius of the 
diffusing particles [44,41,46]. This relation indicates that the diffusion coefficient decreases with decreasing temperature for small concentrations of 
the solute in the solvent [38]. 

The implicit 1D Crank-Nicolson method is chosen to solve the time-dependent advection–diffusion equation [47]. The Crank-Nicolson method is a 
combination of the backward and forward Euler’s methods and guarantees numerical stability. Mathematically: 

Cn+1
j − Cn

j

Δt
+ u

[
1
2

(
Cn+1

j+1 − Cn+1
j− 1

2Δx
+

Cn
j+1 − Cn

j− 1

2Δx

)]

= D

[
1
2

(
Cn+1

j+1 − 2Cn+1
j +Cn+1

j− 1

Δx2 +
Cn

j+1 − 2Cn
j +Cn

j− 1

Δx2

)]

(20)  

where j is the spatial index ranging between 1 and J, n the time index ranging between 1 and N, while Δt and Δx are the temporal and spatial steps, 
respectively. Space is discretized along the depth of water in the wet drum in J control volumes. 

Moreover, introducing the following constants: 
⎧
⎪⎪⎨

⎪⎪⎩

λ=def DΔt
2Δx2

α=def uΔt
4Δx

(21) 

Eq. (20) is simplified as follows: 

− (λ+ α)Cn+1
j− 1 +(1+ 2λ)Cn+1

j − (λ − α)Cn+1
j+1 = (λ+ α)Cn

j− 1 +(1 − 2λ)Cn
j +(λ − α)Cn

j+1 (22) 

The following boundary and initial conditions are set to solve the linear system of equations: 
⎧
⎪⎪⎨

⎪⎪⎩

C(j = 1, n) = Csat

Cn
J− 1 = Cn

J+1

C(j ∕= 1, n = 0) = 0
(23)  
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where Csat (lH2/lH2O) is the gas saturation concentration and the spatial index j is set equal to 1 at the water free surface. Finally, the expression of 
linear system of equations in a matrix form leads to the final solution as follows: 

[Cn+1] = [AA− 1]([BB][Cn] + [d]) (24)  

where [Cn+1] and [Cn] are vectors of J+1 dimension containing the gas concentration values at the time-steps n+1 and n, respectively; 
[
AA− 1] is the 

inverse of the [AA] tridiagonal matrix [48] with the coefficients of the linear system corresponding time-step n + 1; [BB] is the tridiagonal matrix with 
the coefficients of the linear system corresponding to the time-step n; [d] is the vector of J+1 dimension containing the initial and boundary conditions. 
The Crank-Nicolson model is implemented in a MATLAB code and used to simulate the diffusivity behavior of both hydrogen and air in water under 
the conditions of the present investigation. 

Finally, the Crank-Nicolson model is validated comparing the obtained results with those of the exact analytical solution, that considers diffusion 
only [45], because advection effects seem negligible over the whole test cycle. Specifically, in the range between 25 and 500 days, 0 and 37.5 cm 
depth, the maximum errors obtained for hydrogen and air diffusion are equal to 0.2% and 1.1%, respectively, at 37.5 cm depth after 25 days of 
hypothetical operation. Thus, the implementation is validated, and its results can be considered acceptable in the whole range of measurements. 

The simulations are executed until water is completely saturated with the gas. The output of the model consists in the prediction of gas con
centration in water as a function of time and depth of the wet drum meter. Moreover, the volumetric flow rate of gas diffused in water, Qdiff (l/h), is 
computed for different time intervals as follows: 

Qdiff =

(
Cn+1

− Cn)V
tn+1 − tn (25)  

where V (l) is the volume of water contained in the wet drum, while C (lH2/lH2O) is the mean gas concentration in water calculated with the trapezoidal 
integration function in MATLAB. Then, the diffusivity measurement bias, εdiff (-), is calculated to depict the effect of diffusivity on the volumetric flow 
rate measurement as follows: 

εdiff =
Qdiff

Qtest
(26)  

where Qtest (l/h) is the test volumetric flow rate, that is in the range between the minimum and maximum volumetric flow rates, Qmin (l/h) and Qmax (l/ 
h). Finally, the net volumetric flow rate measurement bias of hydrogen with respect to air is calculated as follows: 

εdiff ,net =
Qdiff ,H2 − Qdiff ,air

Qtest
= εdiff ,H2 − εdiff ,air (27) 

Diffusivity results and considerations 
Hydrogen and air volumetric flow rates simulated here span from 133 to 25000 l/h, resulting even in a larger range than that experimented in 

section 3.1. Moreover, the WDM water depth and volume are measured experimentally and are found to be equal to 38 cm and 108 l, respectively. The 
gas inlet orifice is placed far above the liquid level, thus the advection term α is considered null. Finally, the diffusion coefficient corrected at 20 ◦C is 
calculated by Equation (19), and is found to be equal to 4.2 • 10-5 cm2/s and 2.3 • 10-5 cm2/s for hydrogen and air, respectively. 

Fig. 7 depicts the results from the diffusivity model. The whole depth of the wet drum meter is considered, and the results are reported each five 
minutes for 1 h of test. The net measurement bias, εdiff ,net , due to hydrogen diffusion in water with respect to air is up to 0.015% only in the most 
stringent case of minimum volumetric flow rate after 5 min. In any other cases, the bias is lower than 0.005% and tends to almost null values for higher 
volumetric flow rates. This result confirms that hydrogen diffusion in the wet drum does not represent a problem in terms of metrological traceability 
even when executing tests with new and clean water. Indeed, the diffusivity bias is at least one order of magnitude lower than measurement errors 
illustrated in Section 3. Finally, the simplification of the diffusivity model by way of the Crank-Nicolson method with a 1D approach is acceptable 
because of the highly moderate measurement bias obtained. Similar considerations could be obtained also for helium diffusivity in water with respect 
to air because hydrogen and helium are characterized by diffusivity coefficients of the same order of magnitude, as measured by Verhallen et al. [49]. 
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