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Abstract 

Since its inception in 2009, Bitcoin has gained popularity and importance in financial markets. 

The Bitcoin price is highly volatile entailing high risk and chances of high returns for traders.  

This work is part of a work project, which performs a holistic approach to build an intraday 

Bitcoin trading algorithm based on predictive analysis of Machine Learning models. This part 

performs a Sentiment Analysis on Twitter data, showing a Granger causal relationship between 

the extracted Sentiment and the Bitcoin price. 
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1 Introduction 

Since its inception in 2009, Bitcoin has gained popularity and importance in the international 

financial landscape, attracting media coverage, the attention of regulators, government 

institutions, investors, academia, and the public (Sebastião and Godinho 2021). Following 

Bitcoin, other cryptocurrencies were introduced over the past decade. As of 14th of October 

2021, there are 6,590 different cryptocurrencies on the market, amounting to a market 

capitalization of around $2.4 trillion for the entire cryptocurrency market (CoinMarketCap 

2021). The opportunities to own and trade cryptocurrencies have increased significantly in 

recent years. With the rise of online wallet companies, trading is made easier and accessible to 

the public, which is reflected in higher trading volume and an increase in the number of wallets 

(Blockchain.com 2021). 

On 14th of October 2021, the 24-hour trading volume of the entire cryptocurrency market 

amounted to $92 billion (CoinMarketCap 2021). On that day, the trading volume of Bitcoin 

was $43 billion compared a trading volume of $10 billion for Apple and $10 billion for Tesla 

as commonly known stocks (Wall Street Journal 2021). Bitcoin is the most relevant 

cryptocurrency on the market with a market capitalization of around $1 trillion (October 14th), 

accounting for around 46% (followed by Ethereum accounting for around 19%) of the total 

market capitalization of the cryptocurrency market (CoinMarketCap 2021). In addition to its 

high market capitalization and trading volume, the cryptocurrency market is characterized by 

high price fluctuations, i.e., high volatility. High volatility results in high risk and return because 

volatility is considered as an alternative measure for risk and risk has a positive and significant 

relation to returns (Bali and Lin, 2006). Cryptocurrencies do not follow the development of 

major financial asset classes but are driven by behavioral factors like for example herding 

factors where traders follow other people instead of relying on their own analysis (Sebastião 

and Godinho 2021). Machine Learning (ML) algorithms discover patterns and drivers for the 
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financial development of an asset, enabling to develop a model that predicts future price 

movements, and generates returns superior to its benchmark if executed in the market (Tao, et 

al. 2021). Prior research has been conducted to analyze the applicability of different ML 

algorithms to predict the development of cryptocurrencies. We identified 73 papers that discuss 

the prediction of cryptocurrency prices (cf. Table 1). 63 of these papers (86%) analyze data 

from 2019 and previous years. 64 papers (88%) translate the prediction problem into either a 

Regression (42 paper, 58%) or Classification (22 paper, 30%) analysis. 53 papers (73%) use 

either Statistical or ML algorithms but do not compare both. The Feature Selection is 

characterized by endogen cryptocurrency features (69 paper, 95%). 21 papers (29%) consider 

a trading strategy to evaluate the model. 

Due to recent developments in the Bitcoin market, patterns of the Bitcoin movement have 

changed. Before 2019, the highest trading volume ($120 billion) per week was accorded in the 

first calendar week in 2018. After 2019, the week with the highest trading volume grew by 

538% to a total of $765 billion in calendar week eight in 2021 (Finance 2021). The state of 

research is limited as 63 papers do not incorporate data from 2019 on and dismiss the current 

pattern in the development of Bitcoin. Algorithms need to be trained with recent data. Research 

on the implementation of a real-time trading algorithm for Bitcoin is not covered by any paper. 

Limited research has been conducted regarding a holistic approach for the development of a 

trading algorithm, including both Regression and Classification problems, comparing several 

algorithms, considering endogen (Supply & Demand) as well es exogen features (Crypto 

market, Macro Financial, Political and Sentiment) and including a trading strategy for final 

evaluation. A holistic approach for algorithmic trading brings scientific novelty and can 

discover new insights for data-driven trading. Based on the identified gaps in the current state 

of research this work seeks to answer three major questions: (Study I) Does Twitter Sentiment 

impact short-term price fluctuations in Bitcoin? (Study II) What is the optimal modelling design 
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for Bitcoin price and trend prediction? (Study III) How to translate multiple model predictions 

into an algorithmic trading strategy? 

The main objective of this work is to build a Bitcoin trading algorithm based on the predictive 

analysis of ML models. Past research is analyzed and aggregated to develop a holistic approach, 

from Data Collection, Feature Engineering, Feature Selection, Model Implementation and 

Model Selection to the definition of a trading strategy. Using a simulation setting for real-time 

trading during a test period, the final evaluation is conducted on economic performance 

measures of trading strategies that combine multiple model predictions. The results are 

compared to benchmark strategies. The findings indicate that a trading algorithm derived from 

ML model predictions is able to generate positive returns and to outperform its benchmark 

strategies. Ensemble trading strategies that combine predictions of multiple Long Short-Term 

memory (LSTM) Regression models have the highest overall performance. 

This work is organized in 5 major sections. In section 2, we review the related work. In section 

3 we outline the methodology of this work and describe Problem Definition, Data, Modelling, 

and Trading Strategy. The individual studies (Study I, Study II, Study III) mentioned above 

represent self-contained analyses and are included in this section. In section 4 we report and 

discuss the results. Section 5 concludes this work and gives an outlook for future research 

opportunities. 
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Table 1: Coverage of major topics in the defined 73 papers 

 Details Number 

Observation period till 2019 63 

 2019 - now 10 

 Total 73 

Prediction Regression 42 

 Classification 22 

 Both 9 

 Total 73 

Algorithm Statistical 20 

 ML 33 

 Both 20 

 Total 73 

Features Supply & Demand  69 

 Crypto market 0 

 Macro-financial  12 

 Political 6 

 Sentiment 11 

 Total (Higher due to duplication) 98 

Trade strategy Yes 21 

 No 52 

 Total 73 
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2 Literature Review 

Systematic search of the literature ensures qualitative scientific work (Timmins and Mccabe 

2005). We applied a forward and backward search process to identify relevant papers and used 

filter criteria to ensure a state-of-the-art literature base, as shown in figure 1. 

 

Figure 1: Literature research approach 

We used the EBSCO library, a collection of scientific databases, for our initial research search. 

EBSCO is a leading provider of research databases and includes paper, e-journals, magazines, 

and e-books (Williams and Foster 2011). EBSCO displays the peer review status of papers to 

ensure academic scientific quality. During forward search, we used the keywords in table 2 to 

find papers focusing on Bitcoin and cryptocurrency prediction or volatility. 

Table 2: Combinations of the keyword search query 

Keyword 1 Keyword 2 

Bitcoin Prediction 

Bitcoin Forecasting 

Bitcoin Volatility 

Cryptocurrencies Prediction 

Cryptocurrencies Forecasting 

Cryptocurrencies Volatility 

 

We gathered 61 papers during the first step. We selected papers that focus on prediction or 

forecasting in the second step to reduce the literature base to 23 papers. We applied backward 

search, scanning related work for additional relevant paper. The scope totaled to 73 papers. We 

filtered the papers by content for ML algorithms and only included paper that were published 

in 2019 or later to ensure state-of-the-art. The remaining five papers represent the focus papers 

of our work, shown in table 3.  
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The focus papers provide guidance for our work in presenting the latest research results as well 

as represent a benchmark to compare our work. All papers that are included in this work are 

peer-reviewed to ensure high academic quality. 

Table 3: Overview of focus paper 

Author 

(Year) Prediction Forecast  

Trade 

strategy 

Supply & 

Demand 

Crypto 

market 

Macro-

financial Political 

Senti

ment 

Chen, Li and 

Sun (2020) 

Classificat

ion 

5 minutes 

& 1 day 
N/A x N/A x N/A x 

Cocco, 

Tonelli and 

Marchesi 

(2021) 

Regression 1 day N/A x N/A N/A N/A N/A 

Dutta, 

Kumar and 

Basu (2020) 

Regression 1 day x x N/A x x x 

Mudassir, et 

al. (2020) 
Both 

1 day, 

1 week, 

1 month 

N/A x N/A N/A N/A N/A 

Sebastião 

and Godinho 

(2021) 

Both 1 day x x x x N/A N/A 

 

Focus papers are categorized according to the ML problem they are analyzing into Regression, 

Classification, and a combination of both learning problems. Prediction in general is defined as 

estimating the output for unseen data. Forecasting is a part of prediction and is concerned with 

time-series data (Matsuo 2003). In this work, we use the general wording “prediction”. The 

focus papers leverage different features which can be aggregated into five feature categories: 

Supply & Demand, Crypto market, Macro Financial, Political and Sentiment. The features 

categories will be explained in depth in section 2.2.  

Chen, Li and Sun (2020) use high dimensional features of Supply & Demand, Macro-financial 

and Sentiment on a five-minute interval basis to predict the Bitcoin price trend in five minutes 

and for the next day. They highlight the importance of sample granularity and feature 

dimensions on ML model performance (Chen, Li and Sun 2020). Cocco, Tonelli and Marchesi 

(2021) and Dutta, Kumar and Basu (2020) predict the daily closing Bitcoin price. Cocco, 
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Tonelli and Marchesi (2021) compare several ML frameworks to predict the prices of Bitcoin 

and Ethereum. They use five technical indicators that are calculated from the cryptocurrency 

price and provide insights how to build efficient trading frameworks (Cocco, Tonelli and 

Marchesi 2021). Dutta, Kumar and Basu (2020) investigate Feature Engineering of twenty 

features from Supply & Demand, Crypto Market, Macro-financial, Political and Sentiment for 

ML algorithms. They implement a simple trading strategy and demonstrate the possibility of 

financial gain through algorithmic cryptocurrency trading (Dutta, Kumar and Basu 2020). 

Mudassir, et al. (2020) and Sebastião and Godinho (2021) consider a Regression and 

Classification problem, predicting price and price trend. Mudassir, et al. (2020) predict Bitcoin 

volatility on a daily, weekly, and monthly base. They use 700 features based on technical 

indicators and show that it is possible to predict the daily Bitcoin price with low error rates 

(Mudassir, et al. 2020). Sebastião and Godinho (2020) predict the daily price of Bitcoin, 

Ethereum and Litecoin and implement trading strategies. They consider Supply & Demand, 

Crypto Market and Macro Financial features and find that ML is a good technique to predict 

cryptocurrency prices and price trends, enabling profitable algorithmic trading of 

cryptocurrencies. 

None of the identified papers combines Regression and Classification, the usage of all five 

feature categories (Supply & Demand, Crypto market, Macro Financial, Political and 

Sentiment) and the implementation of a trading strategy. 

3 Methodology 

3.1 Problem Statement 

The goal of this work is to develop a trading algorithm that generates superior returns to its 

benchmarks with automated trading of the cryptocurrency Bitcoin. Financial time-series data is 

challenging to analyze due to the dynamic, non-linear, non-stationary, highly volatile, and 

chaotic nature of financial markets. ML algorithms can be used to analyze large amounts of 
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seemingly chaotic data, to discover patterns in the data and to predict future data. Additionally, 

an automated trading bot can react much faster to developments in the market than any human 

(Borges and Neves 2020). To build a trading algorithm that is based on a ML, we must convert 

the problem of profitable trading into a ML problem defining an output that can be generated 

by a ML model. In this paper, we conduct price and trend prediction. Price prediction represents 

a Regression problem and trend prediction a Classification problem. All learning problems 

represent a Supervised Learning Problem because the target variable, i.e., the Bitcoin price or 

the trend calculated from the Bitcoin price, is given, and can be tested against. 

To evaluate our trading algorithm, we create a simulation design that is aligned to the 

prerequisites a real-time trading algorithm requires. The architecture of our work is represented 

in figure 2. Data is collected through API connections. The features are categorized in five 

feature categories: Supply & Demand, Cryptocurrency Market, Political, Macro Financial and 

Sentiment. The collected data is pre-processed, and Feature Transformation, Technical 

Analysis and Sentiment Analysis are applied to enrich the data and build the final dataset for 

modelling purposes. We implement Regression and Classification algorithms. Finally, trading 

strategies are developed that translate model outputs into trading actions. 
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Figure 2: Architecture of the work project 

Data Transformation 
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We use Python 3.9 for this work. The training, validation, and evaluation of our ML models 

was executed through cloud computing provided by Genesis Cloud. We used two NVIDIA 

GPU GEDorce GTX 1080Ti cores. We used the computing power on demand for a two-week 

period. The main used Pytoch libraries are PyTorch 1.6 for DL algorithms, scikit-learn 1.0.1 

for ML algorithms and Optuna 2.10.0 for Hyperparameter Tuning. The host operating system 

was Linux. 

3.2 Data 

3.2.1 Data Collection 

A solid and valid data base is the prerequisite for any data analysis and the cornerstone of this 

project (Gupta, et al. 2021). Data Collection is a challenging process for algorithmic trading. 

Past data is needed to train the algorithm and real-time data must constantly be fed into the 

algorithm follow market fluctuations and adjust predictions accordingly. Data Collection 

requires time, restricting the selection of data sources. 

We performed a detailed analysis of the Data Collection process introduced in our focus paper 

and identified two major characteristics. First, data is collected with different techniques and in 

different formats and second, features collected for the prediction of cryptocurrencies differ 

between papers. We observe three different techniques for the Data Collection process: Data 

retrieval from external files, e.g., CSV (Ahmed and Mafrachi, 2021), data retrieval using web 

scraping (Kim, et al. 2021), and Application Programming Interface (API) (Chen, Li and Sun 

2020). Feature selection is performed differently in terms of categorization and number of 

features. Several studies examine for example the influence of S&P 500, Gold, other 

Cryptocurrencies and Sentiment on Bitcoin price fluctuations (Bouri, et al. 2017, Abraham, et 

al. 2018, Mallqui and Fernandes 2019).  Factors influencing the Bitcoin price can be categorized 

in endogen and exogen features (Bouri, et al. 2017). We follow the approach of Sovbetov (2018) 

as the work provides the most comprehensive collection of factors influencing Bitcoin 
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fluctuations. Sovbetov (2018) divides the features for cryptocurrency predictions into four 

categories: Supply & Demand, Cryptocurrency Market, Political and Macro Financial. In our 

work, we will extend the collection of Sovbetov (2018) by a fifth category: Sentiment. 

Considering the increasing importance of social media in recent years, prior research 

investigates a causal relationship between Online Sentiment and Bitcoin price fluctuations 

(Kraaijeveld and De Smedt 2020, Pano and Kashef 2020). Table 4 summarizes the five 

categories and gives examples for each. Endogen features are connected to supply and demand 

of cryptocurrencies. Exogen features are not directly connected to the observed cryptocurrency 

but measurements of other influencing factors. 

Table 4: Overview of feature categories 

Categories Influence Example Features 

Supply & Demand Endogen Exponential Moving Average etc. 

Cryptocurrency Market Exogen Ethereum, Solana, Cardano, Dogecoin etc. 

Political Exogen CBOE Volatility 

Macro Financial Exogen S&P 500, CAC40, DAX40, Nikkei 225 etc. 

Sentiment Exogen Twitter 

 

Within the focus papers (cf. table 3) Data Collection is mostly performed for daily data, only 

one paper analyzes intraday data. The access to past intraday data is limited compared to the 

access of daily data for most data sources. From the Yahoo Finance API, past intraday data can 

only be retrieved for a maximum period of 60 days (Aroussi 2021). There are data sources 

which can provide data for a longer period, which will imply further costs. Therefore, we 

decided to use the Yahoo Finance API. Four focus paper analyze data from 2019. No paper is 

based on data from 2021. 
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Table 5: Overview of Data Collection in the focus paper 

Authors and Year End Time Frequency Sources Observations 

Chen, Li and Sun (2020) 02.2019 5 minutes 1 50.000 

Cocco Tonelli and Marchesi (2021) 04.2020 Daily 1 1.216 

Dutta, Kumar and Basu (2020) 06.2019 Daily 9 3.469 

Mudassir et al. (2020) 12.2019 Daily N/A N/A 

Sebastiano and Godinho (2020) 03.2019 Daily 2 1.297 

 

Binance provides past intraday data for cryptocurrencies nearly without limitations since the 

opening of the trading platform in 2017 (Binance 2021). The collection of Twitter data is 

different and depends on the arranged tweet limit. During our academic research the limit was 

set to 10.000.000 Tweets (Twitter, Developer Platform 2021a). 

In our analysis, we exclusively use data sources that offer an API connection. APIs have an 

advantage over the other two Data Collection techniques because data is retrieved in a concise 

time. Downloading and reading CSV files or web scraping consumes more time. Uploading 

multiple files and scraping multiple websites increases the numbers of sources that need to be 

monitored, increasing the risk for changes in data formats which would interrupt the automated 

trading algorithm. Aiming to minimize the risk of unwanted changes in data formats, we use a 

minimum number of APIs that provide high data quality and ensure a data base that includes 

features from all five feature categories. 

To determine the endogenous factors about the Bitcoin Price, the following features in the 

corresponding time interval were extracted. To examine the influence of other cryptocurrencies 

on the Bitcoin price, the 15 of the largest following Cryptocurrencies, based on market 

capitalization in October (coinmarketcap 2021) were included in the dataset. Along with the 

Bitcoin movement, 84,7% (coinmarketcap 2021) of the whole market capitalization is being 

tracked and analyzed.  
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As there is a relationship between Macro Financial Movement and the Price Development of 

Bitcoin (Walther 2019). The ten most important countries sorted by GDP were selected for 

further analysis, for each country the primary equity index and the currency for the respective 

country were extracted (Silver 2020). For countries with the same currency or a currency that 

is already included in the dataset the value has been skipped.  

Furthermore, the most actively traded commodities according to Futures Industry Association 

were also added to the analysis (FIA 2021). 

Table 6 gives an overview of the sum of the total number of features extracted. For example, if 

a feature is extracted like “Ethereum” it will be counted as one feature which will contain some 

more sub features like close price and trading volume. The Cryptocurrency Market (13 

Features) and Macro-Financial (28 Features) category contain the most features. For Supply & 

Demand we extracted 12 features through technical analysis. 

Table 6: Overview of collected features 

Feature Category Feature Sub Features Engineered Features 

Supply and Demand 1 5 12 

Cryptocurrency Market 13 78 0 

Political 1 1 0 

Macro-Financial 28 28 7 

Sentiment 1 2 0 

 Total 115 19 

 

3.2.2 Exploratory Data Analysis 

Figure 3 provides an overview of the observed data and gives a detailed picture of the 

development of the target variable. The data analyzed in this paper contains 8,929 observations, 

representing a time-period of 31 days from the 01.10.2021 00:05 to the 31.10.2021 23:55. The 

target variable is the closing price of Bitcoin measured in Tether (BTCUSDT), visualized in 

figure 3. Tether (USDT) is a cryptocurrency whose value is linked to the US dollar and called 
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a stable coin. At the start of the observation period the price of Bitcoin is 43,981 USDT and 

reaches a price of 61,243 USDT at the last observation. For the analyzed period the average 

Bitcoin price was 57,653 USDT, while the median was 59,516 USDT. The price was subject to 

strong fluctuations and ranged from 43,361 USDT as a minimum to a highest price of 66,908 

USDT within the period. The standard deviation was 5,285.  

 

Figure 3: Development of Bitcoin price 

We included 115 features which are divided in 5 categories as described in the data collection 

part. The current memory usage is 16,1 MB. In addition to the collected data, we add 19 features 

that are calculated using the collected data and which will be described in Feature Engineering 

part. An overview of the features is provided in Appendix 1. 
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Figure 4: Bitcoin trade volume in 5-minute intervals 

Figure 4 shows the trading volume of Bitcoin within a 5-minute time interval. On average, 175 

Bitcoins are traded every 5 minutes on Binance, making the Binance platform a liquid trading 

venue. 

 

Figure 5: Correlation matrix of cryptocurrency market features 

Figure 5 shows a correlation analysis of the cryptocurrencies observed in this work. The 

correlations range from -0.51 to 0.91. The differing correlations between cryptocurrencies 



 17 

indicate that the cryptocurrency market is not always moving in the same direction. The highest 

positive correlation with Bitcoin has Polkadot (DOT), i.e., 0.92, and the highest negative 

correlation Cardano (ADA), i.e., -0.43. In figure 6 the normalized price developments of the 

observed cryptocurrencies are visualized. The different developments support the findings of 

the correlation matrix. DOT experiences the highest increase in the observed period, ADA 

experiences the worst development. 

 

Figure 6: Normalized price development of observed cryptocurrencies 

Cryptocurrency trading is not limited to opening hours of stock exchanges but is possible 24 

hours, seven days a week. Data for cryptocurrencies exists for every 5-minute timestamp of the 

observed period as shown in figure 6. Data of the commodity market is received for opening 

hours of the market. This is visualized in figure 7. 
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Figure 7: Normalized price development of commodity and Bitcoin prices 

 

3.2.3 Data Transformation 

3.2.3.1 Data Preprocessing 

Different sources were used to retrieve data and the data was merged to build a comprehensive 

base for analysis and modelling purposes. As described in the previous section, we observe 

missing values in 98 of our 115 input features. As we are dealing with time-series data from the 

cryptocurrency as well as the general stock market data, missing values in our data have specific 

characteristics. While cryptocurrencies can be traded 24 hours a day, seven days a week, the 

trading of stocks, commodities and other securities is bound to opening hours of stock market 

exchange providers (Dutta, Kumar and Basu 2020). The number of missing values can differ 

between features, because of after-hours trading and differences in opening hours between 

Stock Exchanges. After-hours trading occurs after regular market hours. Due to after-hours 

trading and after-hours volatility, the opening price for a stock on the following day can differ 

quite extensively from the price at which it closed the previous day (Barclay and Hendershott 



 19 

2003). Missing values need to be accounted for by deleting respective observations or features, 

or by imputation, because most of the existing ML algorithms don’t work well with missing 

values.  

Other researchers that have used general stock market data to predict cryptocurrency prices 

have used imputation methods to fill missing values. One of the simplest imputation methods 

that has been widely used is the Last Observation Carried Forward (LOCF) time-series 

imputation method (Vo and Yost-Bremm 2018). Therefore, it is assumed that stock, 

commodity, and other security prices do not change after closing hours, i.e., after-market 

trading is ignored (Dutta, Kumar and Basu 2020). 

We use the LOCV imputation method in combination with Next Observation Carried Backward 

(NOCB) method to account for missing values that arise within time-horizons when the general 

stock market is closed. As for the LOCV, missing values are imputed as the previously observed 

value, i.e., the last observation is carried forward. In case there is no previous value the NOCV 

method is used. Thus, the follow-up value is used to impute the previous value. The 

combination of the observed and imputed data is then analyzed as there were no missing data. 

3.2.3.2 Feature Transformation 

The architecture of our model requires a transformation of our target variable, i.e., Bitcoin price. 

Sebastião and Godinho (2021) found out that model assembling enables profitable trading 

strategies. We formulate the analysis as a Regression and Classification problem with three 

different prediction horizons ph = {“one hour”: 1h, “two hours”: 2h, “three hours”: 3h}. The 

horizons are selected, aiming to take advantage of intraday trading and avoid exaggerated 

transaction costs. The prediction is evaluated each five minutes as it is the most granular level, 

we can collect a comprehensive number of features. In addition to a Regression problem, we 

are dealing with a Classification problem, and we need to transform the Bitcoin price into a 

categorical variable, i.e., trend variable. For the Classification problem, we create a categorical 
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variable that is equal to 0, 1 or 2. The variable is set equal to 0 if the Bitcoin price is decreasing 

and set to 2 if the Bitcoin price is increasing. In all other cases the variable is set to 1. We use 

a threshold of 0.5% to calculate the trend variable for the Classification problem. The 

distribution of the trend variables for each time lag is shown in figure 8. For the Regression 

problem, we create lagged variables for all prediction horizons 1h, 2h, and 3h. Each lagged 

variable represents the target variable for one prediction horizon and is used to validate and test 

the respective model. 

 

Figure 8: Distribution of trend variables 

Aiming to improve modelling performance we add new features by transforming existing data. 

Lagged variables are common features to be included for predictive analysis of cryptocurrency 

prices and price trends (Sebastião and Godinho 2021). We include past lagged trend variables 

with time lags equal to those of the trend target variables, i.e., one, two and three hours. They 

show the trend of the Bitcoin price compared to the previous instance according to the defined 

time lags. 

The day-of-the-week effect represents a well-known phenomenon in the study of financial 

markets where differing returns between days of the week are observed in a persistent way. 
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Indications for this anomaly are observed for many products on the financial market (Aharona 

and Qadan 2019). The price fluctuations of cryptocurrencies, especially Bitcoin, seem to 

depend on the day of the week (Sebastião and Godinho 2021). In this paper, we created daily 

dummy variables for each weekday to capture effects that are related to certain days of the 

week. 

3.2.3.3 Technical Analysis 

Technical analysis is the study of historical prices and price movements in the market to get an 

estimation of the price or its trend in the future (Borges and Neves 2020). Technical analysis 

intends to identify specific rules like price trends, market cycles, momentum, volatility, or price 

chart patterns, under the assumption that prices move in trends and historic movements repeat 

themselves (Huang, Huang and Ni 2019). Extensive research regarding the impact of technical 

analysis of stocks has been conducted, constituting a high importance of technical features on 

future price predictions and trends (Fang, et al. 2020). For the cryptocurrency market, prior 

researchers have also used technical analysis for price prediction and have also concluded that 

technical features are an important factor to predict price movements (Kristjanpoller and 

Minutolo 2018) (Nakano, Takahashi and Takahashi 2018) (Huang, Huang and Ni 2019), 

(Abbad, Fardousi and Abbad 2014). 

A vast amount of different technical indicators has been used in prior research with the intention 

to improve prediction of future price movements. Technical indicators differ in their purpose 

and can be divided in different categories like overlap study indicators, momentum indicators, 

cycle indicators, volatility indicators, and pattern recognition indicators. Prior research on the 

predictability of Bitcoin prices using a large set of 124 technical indicators has been conducted. 

(Huang, Huang and Ni 2019). Other researchers focus on a small number of technical indicators 

that are widely accepted. The most represented technical indicators that we identified in our 

research are Exponential Moving Average (EMA), Moving Average Convergence–Divergence 
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(MACD), Relative Strength Index (RSI), On Balance Volume (OBV) (Borges and Neves 2020) 

(Vo and Yost-Bremm 2018) (Nakano, Takahashi and Takahashi 2018). 

In this paper, we calculated and included the following technical indicators: Exponential 

Moving Average (EMA), Moving Average Convergence–Divergence (MACD), Relative 

Strength Index (RSI), On Balance Volume (OBV) and Stochastic Oscillator. These technical 

indicators have comprehensively been used in prior research and are widely accepted by traders 

on the market. All indicators depend only on past Bitcoin prices. In the following paragraphs, 

we will provide more detailed information about the technical indicators that are used in this 

paper. Further elaborations and explanations of technical analysis and each technical feature 

can be found in (Murphy 1999). 

Exponential Moving Average (EMA) 

A moving average (MA) is a technical indicator that helps to smooth out the price data by 

dampen the effects of short-term oscillations, through a constantly updated average price. The 

MA is a trend following indicator that reacts to the market by announcing a trend that has 

already begun. An EMA is a variation of the MA that assigns more weight and significance the 

most recent data points, having the ability to react faster to recent price variations (Borges and 

Neves 2020). As this paper intends to analyze short-term predictions of the highly volatile 

Bitcoin price, we us the EMA. The EMA is calculated using the following equation: 

𝐸𝑀𝐴𝑡 = 𝐸𝑀𝐴𝑡 − 1 +
𝑠𝑚𝑜𝑜𝑡ℎ𝑖𝑛𝑔 𝑓𝑎𝑐𝑡𝑜𝑟

𝑛+1
+ [𝑃𝑟𝑖𝑐𝑒𝑡 − 𝐸𝑀𝐴𝑡 − 1] (1) 

In equation (1), t refers to the current period, n refers to the number of time periods the EMA 

is calculated on, and the smoothing factor represents a smoothing parameter that is set to the 

most common value of two for all calculations. For this study, we used 6 different time periods 

corresponding to n = {12, 24, 48, 96, 288, 576}, representing time periods of one, two, four and 

eight hours, as well as one and two days. The first n values of EMA are set to an initial average 

of the first n time periods for each of the time periods, respectively. 
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Moving Average Convergence–Divergence (MACD) 

The MACD is calculated using the difference between two trend following indicators, EMAs, 

of different time periods. As a trend-following momentum indicator it combines the purpose of 

trend-following and momentum (Borges and Neves 2020). The MACD is popular among 

traders thanks to its simplicity and effectiveness. It shows how the two EMAs converge and 

diverge and helps to understand whether the bullish or bearish movement in the price is 

increasing or decreasing (Vo and Yost-Bremm 2018). Traditionally, a 26- period EMA is 

subtracted from a 12-period EMA to calculate the MACD (Borges and Neves 2020). We use a 

24- period EMA and a 12-period EMA representing a period of 1h and 2h, respectively. The 

equation to calculate the MACD is the following: 

𝑀𝐴𝐶𝐷𝑡 = 𝐸𝑀𝐴𝑡 × 12 − 𝐸𝑀𝐴𝑡 × 24 (2) 

In equation (2), t refers to the current period and 12 and 24 refer to the EMA with the respective 

period n at time t.  

Relative Strength Index (RSI) 

The RSI measures the magnitude of recent price changes and is used to identify general price 

trends (Vo and Yost-Bremm 2018). It is a momentum oscillator that is used to evaluate whether 

a market is overbought or oversold. It represents a line that moves between two extremes and 

can take a value between 0 and 100 (Borges and Neves 2020). The RSI is calculated using the 

following equation: 

𝑅𝑆𝐼𝑡 = 100 −
100

(1+[𝑎𝑣𝑒𝑟𝑎𝑔𝑒 𝑔𝑎𝑖𝑛 𝑡−14/𝑎𝑣𝑒𝑟𝑎𝑔𝑒 𝑙𝑜𝑠𝑠 𝑡−14,𝑡
]) 

 (3) 

In equation (3), t refers to the current period. Average gain and average loss are calculated using 

the gains and losses of the past 14 observations, while losses are set to zero to calculate the 

average gain and gains are set to zero to calculate the average loss.  
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On Balance Volume (OBV) 

While the previous indicators utilize prices and price movements, OBV is a technical 

momentum indicator that focuses on volume flow to predict price changes. OBV is built on the 

idea that volume movement precedes price movement and is a key factor behind markets. An 

increase of OBV signals a price move up while a decrease of OBV signals a decrease (Vo and 

Yost-Bremm 2018). The RSI is calculated using the following equation: 

 OBVp-1 + Volumep,  if Pricet > Pricet-1 

OBVt =  OBVp-1  – Volumep,  if Pricet < Pricet-1 (4) 

 OBVp-1, if Pricet = Pricet-1 

In equation (4), t refers to the current period and Volume refers to the amount of trading volume 

in the past 5 minutes prior to t. 

3.2.3.4 Study I: Sentiment Analysis  

3.2.3.4.1 Introduction 

Bitcoin is a speculative asset and its price is highly volatile (Valencia, Gómez-Espinosa and 

Valdés-Aguirre 2019). Trading Bitcoin is associated with high risk but also the chance for 

extraordinary profits. As a decentralized cryptocurrency, Bitcoin is trading 24 hours, 7 days a 

week, which makes it an exciting target for price speculations and predictions (Kraaijeveld and 

De Smedt 2020). Bitcoin does not have an inherent value and is not backed by any government 

(Bugár and Somogyvári 2020). Being detached from the characteristics of traditional assets, the 

value drivers of Bitcoin are continuously discussed and researched (Woebbeking 2021). The 

long-term development of Bitcoin represents a major discussion, where opinions range from 

Bitcoin being a bubble to being a solid investment (Valencia, Gómez-Espinosa and Valdés-

Aguirre 2019). Therefore, the Bitcoin price is driven by behavioral factors where people do not 

follow their own analysis but, e.g., the opinion of a majority (Sebastião and Godinho 2021). 

Social media platforms are predominantly used to exchange information on Bitcoin and social 
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media sentiment proved to have an influence on cryptocurrency prices (Kraaijeveld and De 

Smedt 2020). Additional, statements from influencers like Elon Musk have a significant 

influence on the Bitcoin price, leading to abnormal returns (Ante 2021).  

The integration of high frequency features derived from Sentiment Analysis in algorithmic 

trading is barely represented in past academic literature. The important of sentiment for 

algorithmic trading of Bitcoin is analyzed by answering the following research question:  

Does Twitter Sentiment impact short-term price fluctuations in Bitcoin? 

In this work project, I perform a Sentiment Analysis for intraday sentiment extracted from 

Twitter data and investigate the impact on short-term price fluctuations of Bitcoin. I define a 

group of high influential accounts, i.e., VIP accounts, and analyze the difference between the 

impact of Overall Sentiment and VIP Sentiment on the Bitcoin price. 

3.2.3.4.2 Related Work 

Previous research observed the relationship between Twitter sentiment and the development of 

cryptocurrency prices. Kraaijeveld and Smedt (2020) observe tweets on a daily interval and find 

evidence that the observed sentiment has a Granger causal relation to Bitcoin returns. They 

formulate the hypothesis that an intraday analysis of Twitter sentiment further improves the 

results. The hypothesis is supported by findings of Pano and Kashef (2020), who identify a 

higher correlation for shorter time horizons if an optimal text pre-processing strategy is applied. 

Text pre-processing is a technique to reduce noise and is commonly used for Sentiment 

Analysis, especially for social media content. Multiple pre-processing methods for tweets are 

observed and compared by Pano and Kashef (2020) to extract the correct sentiment and 

categorize tweets in positive and negative. Sentiment can be extracted by two approaches. The 

first approach is lexicon-based and does not require labelled data and rely in predefined lexicons 

(Turner, Labille and Gauch 2021). The second approach includes ML and requires manually 

labelled data to create a training set. Where humans have to manually categorize the sentiment 
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of a fraction of the tweets (Pant, et al. 2018). The VADER lexicon-based approach is the most 

popular method for Sentiment Analysis in social media, as described by Kraaijeveld and De 

Smedt (2020) and Stenqvist and Lönnö (2017). Dr. Rajab and Jahjah (2020) find a positive 

correlation between Twitter sentiment and the Bitcoin price of the next day. To further analyze 

a correlation for a “causal” relationship, the Granger causality test is a common procedure. The 

Granger causality test is used in prior research to investigate the relationship between stock data 

and investor sentiment (Chu, Wu and Qiu 2015) and the relationship between cryptocurrency 

data and social media sentiment (Kraaijeveld and De Smedt 2020) (Dastgir, et al. 2019).  

The findings of Pant, et al. (2018) indicate that there is also a relationship of specific Twitter 

cryptocurrency news accounts and the Bitcoin price. 

This work project performs an intraday Sentiment Analysis of tweets and investigates a Granger 

causal relationship of the observed sentiment and the Bitcoin price. Furthermore the  

observed news accounts from Pant, et al. (2018) will be extended and also tested for a Granger 

causal relationship.  

After an introduction of Twitter, the project is divided into five different steps: (1) Data 

Collection, (2) Data Pre-processing, (3) Sentiment Analysis, (4) Filtering and a (5) Granger 

causality test. Further visualized in Figure 9: 

.  

Figure 9: Structure of the Sentiment Analysis 
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3.2.3.4.3 Twitter 

"Twitter is a global platform for public self-expression and conversation in real time. Twitter 

allows people to consume, create, distribute, and discover content and has democratized content 

creation and distribution.” (Twitter, Fiscal Year 2020 Annual Report 2021, 6). Twitter has 

developed a rapid growth in users and popularity, becoming one of the most used social media 

networks globally (Wollams 2021). In 2020, average daily active user amounted to 192 million, 

increasing 27% compared to last year (Twitter, Fiscal Year 2020 Annual Report 2021). In 2021, 

Twitter was the fourth most visited website and the second most visited social network and 

online community globally (Neufeld 2021). It offers the users to share text, images, or short 

videos (Antonakak, Fragopoulou and Ioannidis 2021). A post on Twitter is called a tweet. It 

represents a short message addressed to a wide variety of receivers and is limited to a maximum 

of 280 characters (Twitter, Developer Platform 2021d). Therefore, users must be precise with 

their statements.  

Due to the limitation in characters, the high number of users, the substantial increase of 

popularity, the publication of opinions and trends makes the Twitter database helpful in 

analyzing public opinions on specific topics (Kraaijeveld and De Smedt 2020). 

3.2.3.4.4 Data 

3.2.3.4.4.1 Data Collection 

For this work, data was collected from 01.10.2021 up to 31.10.2021. Bitcoin prices are collected 

through the Binance API in a 5-minute frequency summing up to 8,893 observations in total 

(Binance 2021). Tweets are collected through the Twitter API (v2: Early access), launched in 

June 2020 (Twitter, Developer Platform 2021a). Counting 4,81 million tweets in English, 

queried for the keyword: “Bitcoin”. Queries in Twitter are case-insensitive for all characters 

(Twitter, Developer Platform 2021b). Which, for example, would also include the following 

notations: “bitcoin”, “BITCOIN”, or “BiTcOiN”. For each tweet, the following data is received:  
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Table 7: Received Twitter information 

Information Detail 

Created_at Timestamp in UTC when the post was published 

Author_id Unique author id from which the post was published 

Public_metrics Retweet, reply, like, and quote count 

Source The operating system was the post was made on 

Text The content of the tweet 

 

If a tweet is retweeted, it will contain the same message as the original tweet but starts with: RT 

@username. Public metrics are measured at the point in time when the tweet was pulled. 

author_id is a unique number given to each account. 

3.2.3.4.4.2 Data Descriptive statistics before data pre-processing 

A total number of 864,968 unique author_ids were identified. 

 

Figure 10: Distribution of tweets each user 

Figure 10 shows how many times a unique author_id tweeted during October 2021. If the 

account tweeted more than 30 times, it was counted towards bin 30. Most of the accounts 

(478,000) only tweet once a month. As some accounts are tweeted 30 or more times indicate 

that the population is split into active tweeters and heavily active tweeters.  
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Figure 11: Development of total number of tweets 

Figure 11 shows the number of total tweets observed per day, roughly 139,000 tweets. Towards 

the end of the month the number of tweets increases to 144,000 tweets a day. 

3.2.3.4.4.3 Data Pre-processing 

A tweet has a different structure than a newspaper article or a literary text from a book. The 

publication takes place without a correction. Tweets contain significantly more slang, emojis, 

or spelling mistakes (Pano and Kashef 2020). Hashtags (#), retweets (RT), mentions (@), or 

URLs, which are frequently used in tweets, add noise to the text (Antonakak, Fragopoulou and 

Ioannidis 2021). For example, the tagged username @love or @nice will influence the 

sentiment score of a sentence although it just represents a username without any polarity. A 

hashtag connected to a word #like or #love could also distort the analysis. It is recommended 

to clean tweets before performing the Sentiment Analysis (Elbagir and Yang 2019). To reduce 

noise in tweets, I performed the following data preparation steps, following the documentation 

proposed by (Pano and Kashef 2020). Table 8 shows all preprocessing steps performed.  
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Table 8: Preprocessing steps 

Action Example 

Delete hashtags # 

Delete tags of users @sampleusername 

Delete URLs https://www.sampledomain.com/ 

Delete HTML entities &amp, \n, etc. 

Delete stopwords the, is, a, etc. 

Delete numbers 1-9 

 

Figure 12 visualizes the step of Preprocessing for a sample tweet.  

 

Figure 12: Preprocessing visualization 

3.2.3.4.4.4 Descriptive Statistics 

After cleaning with the above-mentioned techniques, a common technique to visualize insights 

about textual data is a Word Cloud (Heimerl, et al. 2014). The most used words in connection 

with Bitcoin are identified and first interpretations about important topics connected to Bitcoin 

can be made. The more giant and bolt a word is represented in the graphical output, the higher 

is the frequency of the observed text. Figure 13 presents the Word Cloud for the search 

conducted in this work. Next to Bitcoin, the most frequently used words are: Crypto, BTC, gift, 

Price, and Ethereum. This shows that people that tweet about Bitcoin also tweet about other 

cryptocurrencies and the price. This is a first indication that the price is linked to the content of 

the observed tweets. 

https://www.sampledomain.com/
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Figure 13: Tweet Word Cloud 

3.2.3.4.5 Methodology 

3.2.3.4.5.1 Sentiment Analysis 

Sentiment Analysis is at the forefront of Natural Language Processing as it possesses the most 

beneficiary abilities to analyze textual data (Medhat, Hassan and Korashy 2014). Sentiment 

Analysis deals with analyzing the polarity of texts. It processes Sentiment by computing 

polarity for each word in the analyzed text (Srishthi and Seba 2020). The growing field of 

Sentiment Analysis provides a wide range of tools specifically developed for many kinds of 

textual data. These tools differ in their method and usage but can be overreachingly divided 

into a lexicon-based approached and a ML based approach. Lexicon-based tools are most often 

used in literature, as they possess the most accessible and most understandable way of analyzing 

sentiment in data (Khoo and Johnkhan 2018). ML tools are less optimal to interpret and require 

manually labeled data to create a train set (Mitra 2020). The ML and the lexicon-based approach 

are explained in more detail in the following section. 
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3.2.3.4.5.2 Machine Learning based Tools 

The process of Sentiment Analysis, with ML tools, can be interpreted as a sentiment 

Classification. A given ML algorithm is trained on a data set with a label/class for each data 

point (Liu, Bi, and Fan 2017). The model is tested on the entire data set if its accuracy on a 

labeled validation data set is high enough (Jain and Jain 2019).   

A problem with this kind of method is the need for labeled data. As the current dataset contains 

4.81 million tweets it would take a huge amount of time and people to label a train set manually. 

Furthermore, it could lead to unwanted biases in the results if the data has been classified by 

only a few people. ML based tools are also less interpretable because, respective of the given 

model, the tool acts as a kind of black box on the data (Carvalho, Pereira and Cardoso 2019). 

This problem arises for traditional ML algorithms and increases for Deep Learning algorithms. 

3.2.3.4.5.3 Lexicon-based Tools 

Lexicon-based approach is based on lexicons of features – in this case: words – with their 

respective polarity. These lexicons were already filled and labeled. Texts are analyzed by 

querying the words and aggregating the produced polarity values (Turner, Labille and Gauch 

2021). A challenge for lexicons is that some words in English do not possess a single polarity 

score but influence the polarity of other words, intensifiers like “very” or “most” or 

downtowners such as “slightly” or “somewhat” (Taboada, et al. 2011). 

Taboada, et al. (2011) also show that negators and intensifiers (boosters) are words that 

drastically change the sentiment of a sentence without having a polarity value on their own such 

as "not", "don’t” or “nobody”. However, they do change the sentiment of a sentence or a word 

they are linked to.  

Furthermore, in social media posts, emotions are often expressed in emoticons rather than in 

words which also need to be measured to extract the sentiment. In the following paragraph two 

lexicon-based sentiment analysis tools are presented and compared.  
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3.2.3.4.5.3.1 SentiArt 

SentiArt is a lexicon-based Sentiment Analysis tool that has produced good results on literary 

texts. It was developed by (A. M. Jacobs 2019). The tool consists of lexicons from three 

different languages (English, German and Dutch). These lexicons have different feature 

columns that express the computed score for six emotions such as “fear” or “joy”. The feature 

which compared to the compound score of VADER is the AAP (Affective-Aesthetic Potential) 

score (Jacobs, et al. 2020). While SentiArt proved to produce good results on sentiment of 

novels and literary texts, it does not possess the ability to analyze the sentiment of emojis or 

punctuation (A. M. Jacobs 2019). 

3.2.3.4.5.3.2 VADER 

The lexicon-based tool Valence Aware Dictionary and Sentiment Reasoner (VADER) was first 

introduced by (Hutto and Gilbert 2014). VADER consists of a lexicon of words that have been 

developed by researchers using qualitative and quantitative methods (Elbagir and Yang 2019). 

The lexicon’s features were established using a wisdom-of-the-crowd approach where different 

people assess a word's sentiment, and all assessments are aggregated to form a precise 

assessment (Hutto and Gilbert 2014). The developed lexicon is then combined with 

grammatical and syntactical rules to establish sentences' estimates in different combinations. 

(Hutto and Gilbert 2014). VADER has demonstrated to improve social media data results 

compared to traditional sentiment lexicons, due to the following reasons (Hutto and Gilbert 

2014): A major part of the VADER model is its ability to take symbols into account. For 

instance, emoticons play a significant role on Twitter as they convey a user’s sentiment ( 

(Eisner, et al. 2016). VADER possesses an emoji dictionary that maps an emoticon to a fitting 

description. For example, the emoji 😊, which conveys a positive sentiment, has the description 

“smiling face with smiling eyes”, such that VADER evaluates the sentiment of the emoji using 

only its description.  
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Another part of tweets are punctuation marks. Using many punctuation marks, users convey 

boosted opinions and sentiments. The sentiment of “I really like this” differs from the sentiment 

of “I really like this!!!”. The second sentence is much more intense than the first. Similarly, the 

use of ALL-CAPS modifies a sentence's sentiment (Hutto and Gilbert 2014). Using the example 

from above, “I REALLY like this” conveys more intensity than the original sentence. These 

problems are tackled in VADER by using an empirically derived mean sentiment intensity 

rating increase and multiplying this scalar value with the given sentence or word as established 

in (Hutto and Gilbert 2014). Additionally, VADER is accurate in catching the negations 

mentioned above (Swarnkar 2020). VADER returns a compound score ranging from -1 

(negative) to +1 (positive), which is further defined as the Sentiment score (Boldt and Borg 

2020). Figure 14 visualizes the Vader Sentiment Analysis of the above cleaned tweet:  

 

Figure 14: VADER Sentiment Analysis procedure 

3.2.3.4.6 VIP Sentiment 

A post from someone who is an expert or has a high number of followers is more valuable than 

a post from an average person, which is supported by the study from (Pant, et al. 2018) (Pant, 

et al. 2018).  

To give these accounts a different weight, high influential Twitter accounts from people and 

organizations are identified, considering four different influential groups. First, the seven 

Bitcoin news accounts identified by Pant, et al. (2018) are included. The second group consists 

of the ten most followed news accounts on Twitter, according to (McCabe 2019). The third 

group is represented by the account of Elon Musk, chosen due to the observed abnormal returns 
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in the work performed by Ante (2021). Finally, the list is completed by the most influential 

people on Twitter regarding cryptocurrencies and Bitcoin, according to Coinbound (2021).   

Appendix 2 shows all accounts that were added and analyzed within the VIP Sentiment.  

3.2.3.4.7 Results and Discussion 

3.2.3.4.7.1 Sentiment Results 

In this section, I present the results of the performed VADER Sentiment Analysis and compare 

the differences between the Overall Sentiment and the VIP Sentiment.  
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Table 9: Results of the Sentiment Analysis 

Measure Overall Sentiment  VIP Sentiment 

Mean 0.254 0.166 

Standard deviation 0.055 0.355 

Minimum -0.087 -0.908 

Maximum 0.536 0.917 

 

Table 9 describes the Overall Sentiment results of the Sentiment Analysis. The mean is higher 

for the Overall Sentiment (0.254) than the VIP Sentiment (0.166), but both are positive. The 

standard deviation is significantly higher for the VIP Sentiment (0.355) compared to the Overall 

Sentiment (0.055). In line with the higher standard deviation, minimum and maximum values 

are more extreme for the VIP Sentiment. The minimum value of the Overall Sentiment is 

particularly striking because it is only (-0.087), which indicates that the average Sentiment 

nearly never gets negative. 

 

Figure 15: Development Overall Sentiment score 
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Figure 16: Development of the VIP Sentiment score 

Figures 15 and 16 visualize the development of the Overall Sentiment and the VIP Sentiment 

during October 2021. The black line is the daily rolling average for each respective Sentiment 

which is also compared in one graph in figure 17. The Overall Sentiment has four outstanding 

peaks during October, with two highs and two lows. 

 

Figure 17: Comparison between Overall Sentiment and the VIP Sentiment 

3.2.3.4.7.2 Granger Causality  

“For a strictly stationary bivariate process {(Xt ,Yt)},{Xt} is a Granger cause of {Yt} if past 

and current values of X contain additional information on future values of Y that is not 

contained in past and current Y-values alone.” (Diks and Pancheko 2006). A variable is helpful 

if the included variable X reduces a prediction error of the target variable Y (Clower 2021). 

Testing for Granger causality within a Sentiment Analysis is critical to check whether the 
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sentiment Granger causes the Bitcoin price or if the Bitcoin price Granger causes a sentiment 

(Kraaijeveld and De Smedt 2020). It is the most common “causality” test for Sentiment 

Analysis and is widely used in a broad range of papers for cryptocurrencies and stocks 

(Kraaijeveld and De Smedt 2020) (Chu, Wu and Qiu 2015) (Behrendt and Schmid 2018). 

One of the requirements for testing for Granger causality is that all variables need to be 

stationary (Granger 1969), which can be tested with the Augmented Dickey Fuller (ADF) Test 

(Dickey and Fuller 1981) that is commonly used in prior research (Li 2020).  

If the p-value is <= 0.05, the null hypothesis, that the series is nonstationary, is rejected. 

Table 10: Augmented Dickey Fuller Test 

Data ADF Statistics p-value 

Bitcoin Price -2.734 0.068 

Overall Sentiment -9.236 0.000 

VIP Sentiment -37.173 0.000 

 

For the ADF Test, a p-value > 0.05 is observed for the Bitcoin price. The null hypothesis cannot 

be rejected. The Overall Sentiment and the VIP Sentiment both have a p-value of 0.00 and do 

not need to be further transformed. A common technique to transform skewed data is taking log 

values (Li 2020). After calculating the log values and reperforming the ADF Test the p-value 

is less than 0.05.  

Table 11: ADF Test after transformation 

Data ADF Statistics P-Value 

Log Bitcoin Price -3.088 0.0274 

 

After transforming, the Granger causality test can be performed, testing the null hypothesis:  

𝐻0 ∶ {𝑋𝑡} 𝑖𝑠 𝑛𝑜𝑡 𝐺𝑟𝑎𝑛𝑔𝑒𝑟 𝑐𝑎𝑢𝑠𝑖𝑛𝑔 {𝑌𝑡} 
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The graph below plots the p-values for each time lag t from 1 to 40 in 5-minute steps for the 

respective sentiment. The null hypothesis is rejected when a p-value smaller <= 0.05 is 

observed, visualized as the red line in figure 18. 

The blue and green highlighted areas represent the time intervals for which the null hypothesis 

can be rejected. Blue highlights the Overall Sentiment and green the VIP Sentiment.  

For the Overall Sentiment the null hypothesis can be rejected with a time lag of one interval (5 

minutes). The VIP Sentiment has a significant p-value given a time lag of nineteen intervals (95 

minutes).  

 

Figure 18: Granger causality test 

3.2.3.4.8 Conclusion and Future Work 

The relationship of Overall and VIP Sentiment to the intraday Bitcoin log price was analyzed 

using a Granger causality test. I find a Granger causal relationship of both Sentiments to the 

Bitcoin price. The Overall Sentiment demonstrates predictive influence in 5 minutes. The 

results of the VIP Sentiment show a Granger causal relationship to the Bitcoin log price in 95 

minutes. The results show that Twitter Sentiment can reduce the predictive error. The effect of 

the Twitter VIP Sentiment is lagged against the Overall Sentiment. Overall and VIP Sentiment 

will be included as a feature for algorithmic trading. 
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Further work can focus on analyzing the interactions between Overall and VIP Sentiment and 

reveal the interrelationship. There could exist a group of accounts which are Granger causing 

the Overall Sentiment. In addition, the number of followers and the number of likes could be 

integrated into the analysis. 

 

4 Results and Discussion 

In this section, we describe the findings from the simulation of a real time Bitcoin trading 

algorithm. First, we provide an overview of the generated insights regarding the influence of 

twitter sentiment on the Bitcoin price (Study I), the optimal modeling design for Bitcoin price 

and trend prediction (Study II) and the best performing trading strategy derived from the 

predictive analysis (Study III). Second, we evaluate the profitability of the trading strategy 

including costs associated with running a real time trading algorithm. Finally, we discuss 

feasibility of implementation and limitations of financial evaluation. 

We introduce a real time Bitcoin trading algorithm that covers the entire process from Data 

Collection to the translation of trading signals, analyzing the influence of Twitter, the modeling 

design and trading strategies. We investigate that Overall Sentiment and VIP Sentiment for 

Twitter have a Granger causal relationship to the Bitcoin price. We find that LSTM yields the 

best price prediction performance for Bitcoin price prediction in 1h, 2h and 3h. DL outperforms 

RF and XGBoost for Classification. GRU, LSTM and RNN provide the best trend prediction 

of the Bitcoin price for 1h, 2h and 3h trend predictions, respectively. We find evidence that 

algorithmic trading of Bitcoin using predictive analysis of ML algorithms can earn positive 

returns. Strategies derived from regression models have a higher financial performance than 

strategies derived from Classification models. We identify the ensemble strategy reg_consensus 

that combines the predictions of LSTM regression models with three different prediction 

horizons to be the best performing strategy. The reg_consensus strategy generates a ROI of 
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7.32% for the test period, which is superior to the ROI of the buy_and_hold strategy (0.13%). 

The ARIMA represents the benchmark for our Regression models. The ARIMA_consensus 

strategy has the best overall results among the ARIMA models but is not ablet to trigger 

profitable trading decisions. The PV development of the reg_consensus strategy is visualized 

and compared to buy_and_hold and ARIMA_consensus strategy in figure 23.  

 
Figure 19: PV development of buy_and_hold, ARIMA_consensus and reg_consensus 

 

Profitability 

The calculation of the ROI that is performed in this work, includes trading associated costs 

based on the cost-settings of Binance. Costs that arise for the development, implementation and 

deployment of the ML models are not factored into the calculation. For a final evaluation of the 

trading algorithm, costs for Data Collection and Computing Power need to be included. Several 

platforms offer the integration of algorithmic trading strategies, providing API access, 

computing power, back-testing analysis, and other services (Fang, et al. 2020). The usage of 

these services presents multiple opportunities to structure costs but this work project intends to 

provide a stand-alone approach for algorithmic trading. The Data collection of this work is 

aimed to incur a minimum of costs. While the Yahoo Finance and Binance API are available 
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free of charge, a paid API is required to collect Twitter data. For academic research like our 

work, the Twitter Developer API is freely available after application review and signing a non-

commercial use agreement. The implementation of a trading algorithm requires a commercial 

Twitter API that costs $2.499 per month and allows to retrieve a maximum of five million 

tweets per month (Twitter, Developer Platform 2021c). The costs for the commercial Twitter 

API during the period tested in this work, would amount to $280. Due to the calculational 

complexity of Hyperparameter Tuning for DL algorithms, GPU computation is required 

(Cocco, Tonelli and Marchesi 2021). External computing power needs to be purchased to train 

and deploy the developed algorithms. A GeForce GTX 1080Ti with two GPU cores is required 

to train the LSTM Regression model for predictions in 1h, 2h and 3h. Monthly costs total $876. 

The costs for the computing power during the period tested in this work, amount to $100 

(Genisis, 2021). Additional costs include the development and monitoring of the algorithm as 

well as the connection to the platform API for real-time trading. These costs are difficult to 

quantify, and we do not include them in the following evaluation. Gains from cryptocurrency 

trading are not subject to taxes in Portugal and therefore not included in the calculation 

(Cointaxlist 2021). The ROI and the total profit of buy_and_hold, the ARIMA_consensus 

strategy as the best performing strategy among the ARIMA strategies, and the strategy 

reg_consensus, are shown with and without the inclusion of costs for Twitter API and 

Computing Power in table 19. The performance metrics are calculated for the test period from 

28.10.2021 09:50 to 31.10.2021 21:05. During this period our trading algorithm, based on the 

reg_consensus strategy, earns a total profit after costs of 352 USDT, equal to a ROI of 3.52%. 

ARIMA_consensus and buy_and_hold only achieve a ROI of 0.13% and -1.56%, respectively. 

Considering costs for Data Collection and Computing Power our trading algorithm outperforms 

its benchmark strategies. 

Table 12: ROI of reg_consensus strategy and benchmark strategies including costs  
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All Amounts in USDT Buy_and_hold ARIMA_consensus reg_consensus 

Start Balance 10,000 10,000 10,000 

Final Balance 10,013 9,834 10,732 

+ Profit 13 -156 732 

- Twitter API 0 0 280 

- Computing Power 0 0 100 

Profit (after costs) 13 -156 352 

ROI (after costs) 0.13% -1.56% 3.52% 

 

Feasibility 

Automated trading based on the developed trading algorithm requires considerations for 

feasibility of a real-time implementation. While previous research fails to address components 

of real-time implementation, we discuss limitations of the trading algorithm when it comes to 

real-time trading. Training of ML algorithms requires computing time dependent on the 

provided computing power. 

LSTM algorithms have a high computational complexity (Cocco, Tonelli, and Marchesi 2021). 

Using computing power from Genesis cloud it took around eight hours for each LSTM 

algorithm to train, limiting the frequency of applying a newly trained model when Computing 

Power is used as described in this work. An alternative to the presented modeling design, i.e., 

batch learning, is online learning. Online learning is a promising technique for learning from 

continuous streams of data but requires a different modeling architecture. For online learning, 

the algorithm takes the current model and subsequently uses new observations to further adjust 

the weights of each parameter. Online learning is faster to train but more difficult to maintain 

as the algorithms rely on a constant flow of data points (Hoi, et al. 2021). Constantly collecting 

data in the same format is challenging. The data for this work project is entirely collected using 

APIs. Although APIs are specifically designed to support Data Collection, APIs are subject to 

changes. For example, Twitter updated its API in June 2020 with an Early Access for the v2 

API. In November 2021, the usage was published for all developers, causing changes in the 
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Data Collection process. The four main variations are: Endpoint URLs, app and project 

requirements, response data format, and request parameters (Twitter, Twitter Developer 2021). 

Changes in API structure need to be monitored and code needs to be adjusted to prevent 

prediction errors. Trading signals triggered by the trading algorithm can either notify the trader 

or directly execute a trading action. An automated execution of trading signals requires the 

implementation of a real-time connection between the trading algorithm and a trading platform, 

e.g., Binance. While this work presents the foundation for a real-time implementation of the 

trading strategy, the connection to the Binance platform is not in the scope of this work. 

Considering these feasibility issues, we find that our developed trading algorithm has the 

prerequisites to be used for real-time trading. 

  



 45 

5 Conclusion and Future Work 

We define a holistic approach to build an intraday Bitcoin trading algorithm derived from 

predictive analysis of ML models and test the developed trading algorithm in a simulation 

setting. Special focus is placed on the impact of Twitter Sentiment (Study I), the Modeling 

Design (Study II), and the Trading Strategy (Study III). Finally, we evaluate profitability and 

feasibility of the trading algorithm in real-time implementation, which previous research fails 

to address. 

We combine Regression and Classification models, with features from five feature categories 

(Supply & Demand, Crypto market, Macro Financial, Political and Sentiment). Study I 

identifies a Granger causal relationship between the overall and VIP Twitter Sentiment on the 

Bitcoin price. Study II concludes that LSTM models yield the best prediction performance for 

Bitcoin price prediction and GRU, LSTM and RNN generate the best Bitcoin trend predictions 

in 1h, 2h and 3h, respectively. Study III finds superior profitability of ensemble trading 

strategies over individual trading strategies and identifies a Regression ensemble strategy to 

achieve the best overall results. Combining the findings of Study I, II, and III, we provide a 

holistic design of a trading algorithm. Finally, we evaluate the profitability of our trading 

algorithm for a real-time implementation considering costs for Data Collection and Computing 

Power and evaluate feasibility concerns. Our findings indicate that our intraday trading 

algorithm can be implemented for real-time trading and generates positive returns that exceed 

the returns of benchmark strategies. 

Direct extensions to this work can investigate the real-world implementation of the presented 

design for an intraday Bitcoin trading algorithm. Special focus should be placed on the 

deployment of online learning for continuous model development. Further work can elaborate  

on developing additional business plans for monetarizing the presented trading algorithm. 

  



 46 

List of Appendices 

Appendix 1: Feature Overview ................................................................................................ 48 

Appendix 2: VIP List ............................................................................................................... 49 

List of tables 

Table 1: Coverage of major topics in the defined 73 papers ...................................................... 5 

Table 2: Combinations of the keyword search query ................................................................. 6 

Table 3: Overview of focus paper .............................................................................................. 7 

Table 4: Overview of feature categories .................................................................................. 12 

Table 5: Overview of Data Collection in the focus paper ........................................................ 13 

Table 6: Overview of collected features .................................................................................. 14 

Table 7: Received Twitter information .................................................................................... 28 

Table 8: Preprocessing steps .................................................................................................... 30 

Table 9: Results of the Sentiment Analysis ............................................................................. 36 

Table 10: Augmented Dickey Fuller Test ................................................................................ 38 

Table 11: ADF Test after transformation ................................................................................. 38 

Table 12: ROI of reg_consensus strategy and benchmark strategies including costs ............. 42 

 

  



 47 

List of figures 

Figure 1: Literature research approach ....................................................................................... 6 

Figure 2: Architecture of the work project ............................................................................... 10 

Figure 3: Development of Bitcoin price ................................................................................... 15 

Figure 4: Bitcoin trade volume in 5-minute intervals .............................................................. 16 

Figure 5: Correlation matrix of cryptocurrency market features ............................................. 16 

Figure 6: Normalized price development of observed cryptocurrencies ................................. 17 

Figure 7: Normalized price development of commodity and Bitcoin prices ........................... 18 

Figure 8: Distribution of trend variables .................................................................................. 20 

Figure 9: Structure of the Sentiment Analysis ......................................................................... 26 

Figure 10: Distribution of tweets each user ............................................................................. 28 

Figure 11: Development of total number of tweets .................................................................. 29 

Figure 12: Preprocessing visualization .................................................................................... 30 

Figure 13: Tweet Word Cloud ................................................................................................. 31 

Figure 14: VADER Sentiment Analysis procedure ................................................................. 34 

Figure 15: Development Overall Sentiment score ................................................................... 36 

Figure 16: Development of the VIP Sentiment score .............................................................. 37 

Figure 17: Comparison between Overall Sentiment and the VIP Sentiment ........................... 37 

Figure 18: Granger causality test ............................................................................................. 39 

Figure 19: PV development of buy_and_hold, ARIMA_consensus and reg_consensus ......... 41 

 

  



 48 

 

Appendix 

Appendix 1: Feature Overview 

Feature Category Interval Sources Start End 
BTC Supply & Demand 5 min Binance API 01.10.2021 31.10.2021 

ETH Cryptocurrency Market 5 min Binance API 01.10.2021 31.10.2021 

BNB Cryptocurrency Market 5 min Binance API 01.10.2021 31.10.2021 

ADA Cryptocurrency Market 5 min Binance API 01.10.2021 31.10.2021 

SOL Cryptocurrency Market 5 min Binance API 01.10.2021 31.10.2021 

XRP Cryptocurrency Market 5 min Binance API 01.10.2021 31.10.2021 

DOT Cryptocurrency Market 5 min Binance API 01.10.2021 31.10.2021 

DOGE Cryptocurrency Market 5 min Binance API 01.10.2021 31.10.2021 

USDC Cryptocurrency Market 5 min Binance API 01.10.2021 31.10.2021 

LUNA Cryptocurrency Market 5 min Binance API 01.10.2021 31.10.2021 

LTC Cryptocurrency Market 5 min Binance API 01.10.2021 31.10.2021 

AVAX Cryptocurrency Market 5 min Binance API 01.10.2021 31.10.2021 

S&P 500 Macro Financial 5 min Yahoo API 01.10.2021 31.10.2021 

SSE 

Composite 
Macro Financial 5 min Yahoo API 01.10.2021 

31.10.2021 

Nikkei 225 Macro Financial 5 min Yahoo API 01.10.2021 31.10.2021 

Dax 40 Macro Financial 5 min Yahoo API 01.10.2021 31.10.2021 

BSE Senex Macro Financial 5 min Yahoo API 01.10.2021 31.10.2021 

FTSE 100 Macro Financial 5 min Yahoo API 01.10.2021 31.10.2021 

CAC 40 Macro Financial 5 min Yahoo API 01.10.2021 31.10.2021 

BOVESPA Macro Financial 5 min Yahoo API 01.10.2021 31.10.2021 

FTSE MIB Macro Financial 5 min Yahoo API 01.10.2021 31.10.2021 

TSX 

Composite 
Macro Financial 5 min Yahoo API 01.10.2021 

31.10.2021 

CNY Macro Financial 5 min Yahoo API 01.10.2021 31.10.2021 

JPY Macro Financial 5 min Yahoo API 01.10.2021 31.10.2021 

EUR Macro Financial 5 min Yahoo API 01.10.2021 31.10.2021 

INR Macro Financial 5 min Yahoo API 01.10.2021 31.10.2021 

GBP Macro Financial 5 min Yahoo API 01.10.2021 31.10.2021 

BRL Macro Financial 5 min Yahoo API 01.10.2021 31.10.2021 

CAD Macro Financial 5 min Yahoo API 01.10.2021 31.10.2021 

CBOE 

Volatility Political 
5 min Yahoo API 01.10.2021 

31.10.2021 

Brent Macro Financial 5 min Yahoo API 01.10.2021 31.10.2021 
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Natural Gas Macro Financial 5 min Yahoo API 01.10.2021 31.10.2021 

Soybeans Macro Financial 5 min Yahoo API 01.10.2021 31.10.2021 

Corn Macro Financial 5 min Yahoo API 01.10.2021 31.10.2021 

Gold Macro Financial 5 min Yahoo API 01.10.2021 31.10.2021 

Copper Macro Financial 5 min Yahoo API 01.10.2021 31.10.2021 

Silver Macro Financial 5 min Yahoo API 01.10.2021 31.10.2021 

WTI Macro Financial 5 min Yahoo API 01.10.2021 31.10.2021 

Twitter Sentiment 5 min Twitter API 01.10.2021 31.10.2021 

 

Appendix 2: VIP List 

Name Twitter ID 

CNN Breaking News @cnnbrk 428333 

The New York Times @nytimes 807095 

CNN @cnn 759251 

BBC Breaking News @bbcbreaking 5402612 

BBC World @bbcworld 742143 

The Economist @theeconomist 5988062 

Reuters Top News @reuters  1652541 

The Wall Street Journal @wsj 3108351 

Time @time 14293310 

BitcoinNews @BTCTN 3367334171 

CryptoCurrency @cryptocurrency 216304017 

CryptoYoda  @CryptoYoda1338 852256178021294080 

BitcoinMagazine @BitcoinMagazine 361289499 

CoinDesk @coindesk 1333467482 

Roger Ver @rogerkver 176758255 

Erik Voorhees @ErikVoorhees 61417559 

Ty Smith @TyDanielSmith 961971412528517120 

Tone Vays @ToneVays 2577886615 

CryptoCobain @CryptoCobain 2259434528 

Tyler Winklevoss @Tyler 24222556 

Vitalik Buterin @VitalikButerin 295218901 

CryptoWendyO @CryptoWendyO 935742315389444096 

StackingUSD @StackingUSD 431243238 

Girl Gone Crypto @Girlgone_Crypto 1150790822813560833 

David Gokhshtein @davidgokhshtein 170049408 

Hailey Lennon @HaileyLennonBTC 3740778132 

Justin Sun @justinsuntron 902839045356744704 

https://twitter.com/ErikVoorhees
https://twitter.com/tydanielsmith/
https://twitter.com/ToneVays
https://twitter.com/CryptoCobain
https://twitter.com/tyler
https://twitter.com/VitalikButerin
https://twitter.com/CryptoWendyO
https://twitter.com/StackingUSD
https://twitter.com/girlgone_crypto
https://twitter.com/davidgokhshtein
https://twitter.com/justinsuntron
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Ivan on Tech @IvanOnTech 390627208 

Kenn Bosak @KennethBosak 4693571508 

Scott Melker @ScottMelker 17351167 

TheCryptoDog @TheCryptoDog 887748030304329728 

BitBoy Crypto @Bitboy_Crypto 954005112174862336 

Dan Held @DanHeld 1598709350 

LayahHeilpern @LayahHeilpern 455937214 

Elon Musk @elonmusk 44196397 

 

  

https://twitter.com/IvanOnTech
https://twitter.com/kennethbosak
https://twitter.com/CryptoBrekkie
https://twitter.com/TheCryptoDog
https://twitter.com/bitboy_crypto
https://twitter.com/danheld
https://twitter.com/layahheilpern
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