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In this paper, we examine the process of designing robot-performed iconic hand gestures in the
context of a long-term study into second language tutoring with children of approximately 5 years
old. We explore four factors that may relate to their efficacy in supporting second language tutoring:
the age of participating children; differences between gestures for various semantic categories, e.g.
measurement words, such as small, versus counting words, such as five; the quality (comprehen-
sibility) of the robot’s gestures; and spontaneous reenactment or imitation of the gestures. Age
was found to relate to children’s learning outcomes, with older children benefiting more from the
robot’s iconic gestures than younger children, particularly for measurement words. We found no
conclusive evidence that the quality of the gestures or spontaneous reenactment of said gestures
related to learning outcomes. We further propose several improvements to the process of designing
and implementing a robot’s iconic gesture repertoire.

RESEARCH HIGHLIGHTS

* Based on existing literature, we have identified four factors that may relate to the effectiveness of robot-
performed iconic gestures in supporting second language tutoring: gesture comprehensibility, the age of
the learner, differences between semantic categories and spontaneous gesture reenactment.

* In the current study we found that older children (within the range of 5-6 years old) appeared to
benefit from the robot’s gestures, and this was particularly the case for specific semantic categories
(e.g. measurement words).

¢ More research is needed to further study the relationship between these four factors and the effectiveness
of robot-performed iconic gestures, and to investigate potential interplay between these factors.
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1. INTRODUCTION

There is an increasing interest in the use of robots for educa-
tional purposes (Belpaeme et al., 2018, Mubin et al., 2013, Toh
etal . 2016). They can be used as a subject of learning, for exam-
ple by building and programming robots together with students
to teach them about robotics, artificial intelligence or computer
programming. Alternatively, social robots can take on the role
of tutors by presenting educational content and engaging in
teaching activities in a multitude of domains (Mubin et al.,
2013), including language learning, which is the focus of the
current study. One of the main motivations that drive the use
of technology, and social robots specifically, in education is the
need to accommodate individual children’s diverse needs while
at the same time the average number of students per teacher is
increasing (Blatchford & Russell, 2020). By working alongside
teachers (and certainly not replacing them), robots can present a
cost-effective way of expanding and personalizing the content
that can be offered to learners. On top of the functional role
of presenting educational content, which can also be done
with other tools such as tablets, robots are arguably able to
provide additional social support, for example by providing
(non-verbal) feedback and giving empathic responses rather
than focusing merely on knowledge transfer, which has been
shown to enhance the learner’s engagement, as well as learning
outcomes (Saerbeck et al., 2010).

An important part of a robot’s perceived social intelligence
(Fong et al., 2003) is its ability to use non-verbal communica-
tion such as gestures. Pointing (deictic) gestures, for instance,
can be used to guide the attention of the learner toward the
educational content, by referring to relevant objects (Sauppé
& Mutlu, 2014). Iconic gestures, which are closely related
in shape or motion to the concept being described (McNeill,
1992), can be used to ground new knowledge in familiar
concepts or actions from the real world (Barsalou, 2008). For
example, a ball can be depicted by molding a sphere with
one’s hands (shape), or by kicking an imaginary ball (motion).
One particular domain that appears to benefit from gestures is
(second) language learning (Hald er al., 2016, Rohlfing, 2019),
a domain that has recently also gained considerable attention
from research into educational robots [see, e.g. Kanero et al.,
2018b, van den Berghe et al., 2019, for reviews of existing
work]. In second language learning, gestures can be used as
a bridge between unknown words in the second language and
existing knowledge of concepts or experiences (Hald er al.,
2016). In other words, gestures can be used to link the learner’s
non-linguistic (e.g. motor, visual) knowledge of a concept to the
linguistic form of said concept.

However, robot-performed gestures may have to look differ-
ent from what we are used to, as current commercially available
robots are more limited in their motor degrees of freedom than
humans. For example, most commonly used robots are not
able to move individual fingers, making it hard to perform
finger-counting or detailed hand gestures (Vogt et al., 2017).

This means that, in many cases, it is not possible to directly
copy the way humans perform a gesture onto a robot, poten-
tially resulting in a loss of information, which reduces the
communicative ability of the gesture. This raises the question
whether robot-performed gestures are able to provide the same
beneficial effects to learning that we see with human-performed
gestures (e.g. Hostetter, 2011, Roth, 2001).

In a previous study we investigated whether a NAO
humanoid robot could support its second language tutoring
efforts with iconic gestures. We found that children of 4—
6 years old retained more words over time and were more
engaged during the interaction if a robot used iconic gestures
when introducing words in the second language, as opposed to
a robot that did not use such gestures (de Wit et al., 2018). In
a follow-up to this previous work, which will provide the basis
for the current paper, we have made several adjustments to the
set-up of the study: instead of the highly iconic animal names
that were taught in the previous study, the follow-up included
concepts for which it is more challenging to come up with
gestures with a high degree of iconicity, such as prepositions
(next to) and comparatives (most). Additionally, the follow-up
study consisted of seven sessions with the robot, instead of
the single session in the first study. The follow-up study was
conducted with children of a similar age group as the previous
study, and it included a larger sample. In this case, however,
we found no effect of the robot’s use of iconic gestures on
children’s learning outcomes (Vogt et al., 2019).

These mixed findings across the two studies, combined
with the overall positive results found in literature on both
human-performed and robot-performed gestures in supporting
language learning [e.g. Hald ez al., 2016, van Dijk et al., 2013),
show us that it is important to carefully consider the design
and implementation of the robot’s gestures, and to investigate
any contextual factors that may have prevented children from
benefiting from them in our second study.

Based on existing studies into human gesturing, we have
identified four factors that may relate to the effectiveness of
robot-performed gestures in the context of education. First,
iconic gestures only appear to contribute to learning if their
meaning is clear and congruent with what is conveyed via
speech (Kelly et al., 2009, Macedonia et al., 2011). It is
therefore important that the gestures are designed in such a
way that they are comprehensible for the learner. Second, the
ability to interpret the meaning of iconic gestures develops
during a child’s early years (Novack er al., 2015, Stanfield
et al., 2014) and, as such, the children in our study were
generally at an age (5—6 years old) where they should be able
to interpret the gestures. However, the fact that they were
performed by a robot, with certain physical limitations and
a different morphology from humans, might have negatively
affected this ability. Age could therefore have played a role
in the effectiveness of the robot’s gestures. Third, studies have
shown indications that gestures may have a greater contribution
to teaching the linguistic forms of certain types of concepts
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(e.g. motor events such as running), compared to others (e.g.
de Nooijer et al., 2013, Hostetter, 201 1). Finally, research with
human-performed gestures in the context of language learning
suggests that reenactment or imitation of the teacher’s gestures
by the learner could further strengthen their contribution to the
learning process (Repetto et al., 2017, Tellier, 2005). Based on
the outcomes of our previous studies, combined with the four
factors identified from existing literature, we pose the following
research question:

(RQ) To what extent do (1) the comprehensibility of the
robot’s gestures, (2) the age of participating children,
(3) different semantic categories and (4) gesture reen-
actment relate to the successful application of robot-
performed iconic gestures in second language tutoring
for children?

In the current paper, we build upon our previous study (Vogt
et al., 2019). This is done, firstly, by thoroughly reflecting
upon and conducting an evaluation study on the design of the
robot’s gestures, in order to find ways to improve the gesture
design process. Secondly, we provide additional analyses of the
data that were previously collected, focusing specifically on
the four aforementioned contextual factors: comprehensibility,
age, concept-based differences and reenactment. Our aim with
this work is to present concrete guidelines for the design and
implementation of iconic gestures for social robots, in order
to optimally make use of the beneficial effects that the robot’s
gestures could have on (second) language learning. In the
following sections we provide an overview of existing research
in the field of robots for education and gestures and we cover
previous work that investigated gestures performed by robots,
particularly focusing on studies in education. We then introduce
the set-up of the experimental study that was conducted in order
to investigate the effects of a robot’s use of iconic gestures
to support second language learning, from which the data
are used in the current analyses, and describe in detail the
process of designing the robot’s iconic gestures. Finally, we
present and then discuss the results of our evaluation of the
comprehensibility of the robot-performed iconic gestures, as
well as the role of age, item-based differences and reenactment.

2. BACKGROUND
2.1. Social robots in education

The potential use of social, humanoid robots in educa-
tion has become a recent focus of attention in research
and in society. Next to their functional goal of present-
ing educational content, robots are also able to fulfill a
social role that is conducive to learning, because people
tend to assign human-like characteristics to them (Duffy,
2003), and therefore want to communicate with them in a
human-like way (Bartneck & Forlizzi, 2004). This enables
robots to teach meta-cognitive skills such as thinking aloud
that can further support learning (Ramachandran er al.,

2018). A socially intelligent robot (Fong ef al., 2003) is able
to observe the emotions of others and adjust its behavior
accordingly (Gordon et al., 2016, Szafir & Mutlu, 2012), and
it can also display emotions of its own, thus showing a certain
personality or character (Breazeal, 2004, Robert ef al., 2020).
Furthermore, it is able to engage in a dialogue with human inter-
locutors using natural language and support its communication
with non-verbal behavior such as gaze and gestures (Anzalone
et al., 2015, Scassellati, 2002). Its socially intelligent behavior
enables the robot to build rapport, which in turn elicits more
social behavior, such as constructive help-seeking (Howley ef
al.,2014), from the learner as well. The bond between robot and
learner can be further strengthened by personalizing the inter-
actions, for example by addressing learners by their names and
engaging in small talk by asking them about their interests. This
can stimulate others to open up and engage more with the robot
(Henkemans et al., 2013). However, research by Kennedy et
al. (2015) shows that caution is advised when designing educa-
tional human-robot interactions, as it is also possible for a robot
to become foo social, which could have a detrimental effect on
learning.

Compared to virtual agents that can offer similar advantages
in education, robots additionally have a physical presence in
the context of the learner, which is suggested to stimulate
social behavior and result in greater learning gains (Belpaeme
etal.,2018). A robot that is physically present is also generally
rated more positively and regarded as more persuasive than a
telepresent robot that is displayed on a screen or a virtual agent
(Li, 2015). Furthermore, people are more likely to comply with
tasks that can be seen as unusual (e.g. putting books in the
trash), which rely heavily on trust (Bainbridge ef al., 2011),
when these tasks are presented by a physically present robot
instead of a virtual agent. Depending on the educational domain
in which the robot is active, its ability to move within and
interact with the physical world could be used to support its
teaching activities (Ozgiir et al., 2017), for example by provid-
ing realistic feedback on tasks that require manipulations in the
physical world, and it allows the robot to perform classroom
management (Kanda ez al., 2012).

One particular educational domain in which robots are com-
monly deployed is language learning. Because robots are seen
as socially present entities, it is possible to create an immersive,
natural context where learners can engage in conversations with
the robot in order to facilitate language learning by immediately
applying newly acquired skills in practice while receiving feed-
back (Lee et al., 2011). Chang et al. (2010) further highlight
the robot’s ability to tirelessly repeat content and the potential
use of body language to support language learning. A study by
Alemi et al. (2015) reports that children felt less anxious, were
more motivated and reported higher levels of enjoyment when
training second language vocabulary with a robot compared to
when no robot was present.

Previous research by Han er al. (2008) investigated the
difference between children learning a second language from
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a robot, web-based instruction and a book with audiotape in
the context of their homes. Content was kept similar by taking
the design for the web-based instruction and turning it into
static imagery for the book and by displaying it on the robot’s
embedded tablet screen. They found that children were more
interested and focused and performed better when a robot
was used. However, Kory-Westlund er al. (2015) compared
language learning from a robot, tablet and human teacher, and
did not find any differences in terms of learning outcomes,
although children did indicate that they preferred learning from
the robot over the tablet and human teacher. To summarize,
existing research shows promising results regarding the use
of social robots in education. Their physical embodiment and
presence in the context of learning set robots apart from other
educational tools, such as tablet devices. Gestures could form
an important way to make use of the robot’s physical presence.

2.2. Gestures in education

Gestures are generally defined as ‘visible actions’ portrayed
with our bodies (Kendon, 2004). The use of gestures plays an
important role in our communication with others, for exam-
ple by guiding the attention of listeners, and by making it
easier for them to understand information that is communi-
cated verbally (Hostetter, 2011). In communication, we use
different types of gestures, including rhythmic beat gestures
to emphasize certain parts of our speech, deictic gestures such
as pointing to direct attention toward a specific entity and
representational or iconic gestures in which the hands or body
are used to depict a particular action, object or concept that
may not be physically present (McNeill, 1992). The concept
that an iconic gesture refers to is represented in some way
by the motion itself, for example by pretending to brush our
teeth when trying to describe a toothbrush, or by molding the
shape of an imaginary ball in the air. In the current study
the robot employed occasional deictic gestures to guide atten-
tion, but we focus mainly on investigating the use of iconic
gestures.

Gestures, and iconic gestures in particular, are often used
spontaneously and together with speech, although silent ges-
ture or pantomime that act as a substitute for speech occur
as well (McNeill, 1992). The use of gestures is an important
tool in educational settings (Kelly er al., 2008), where it can
be considered a form of scaffolding that helps the learner
understand the materials, which is particularly useful when
concepts are complex or newly introduced (Alibali & Nathan,
2007). Additionally, teachers are able to hold the students’
attention for longer periods of time when they use gestures
to support their teaching (Valenzeno et al., 2003). Specifically
in second language learning, gestures can serve as a bridge
between a concept that is familiar to someone in their native
language, referred to as L1, and its still unknown translation
in the second language (L2) by grounding the new L2 word in
existing knowledge of actions or objects (Barsalou, 2008).

2.2.1. Meaningful, comprehensible iconic gestures

Several studies have examined the added value of iconic ges-
tures for (second) language learning [see, e.g. Hald et al.,
2016, Rohlfing, 2019, for a review]. For example, Kelly ef al.
(2009) compared between L2 word learning without support
from gestures, without gestures but with repeated speech, with
congruent gestures or with incongruent gestures (which were
the same gestures as in the congruent condition, but produced
with other words than to which they belonged). Participants
who received support from congruent gestures learned most
words, followed by the group that received repeated speech
input, the group without any additional cues, and lastly the
group that received incongruent gestures. Macedonia et al.
(2011) conducted a study in which they compared between
the use of iconic gestures and meaningless gestures to support
learning of an artificial language, and they found that using
iconic gestures resulted in better learning outcomes than when
meaningless gestures were used. Both studies show that the role
of iconic gestures goes beyond merely drawing attention to the
speaker, and that it is relevant to design gestures in such a way
that they communicate the right meaning. Based on this, we
pose the following subquestion to guide our research:

(Q1) How does the comprehensibility of the robot’s iconic
gestures relate to learning?

2.2.2. Age of the learner

We learn to interpret iconic gestures at a relatively young age.
Novack et al. (2015) compared between 2- and 3-year-old chil-
dren, and found that 2-year-olds could already take advantage
of iconic gestures in the context of learning how to use new
toys, although not as much as 3-year-olds. Another study by
Stanfield et al. (2014) found that children start to understand
non-redundant iconic gestures (e.g. a combination of ‘read’
in speech with an iconic gestures for book) by the age of 3
years, and that this skill continues to develop as they grow older.
Existing research highlights a number of additional factors that
may influence the effects of iconic gestures on communication
and learning. For example, children with weaker L1 skills
generally benefit more from gestures than people that have
stronger L1 skills (Rowe et al., 2013). Children were found to
especially find support in gestures when the spoken part of the
message was complex (McNeil e al., 2000), potentially also
due to their still developing language skills. These individual
differences, particularly at a younger age as our ability to
interpret gestures is still developing, leads us to the second
subquestion:

(Q2) What is the role of age in the effects of the robot’s iconic
gestures on learning?

2.23. Concept-based differences

It is further suggested that the positive effects of iconic gestures
are stronger when they describe spatial concepts (e.g. spatial
relations such as under) or motor events (e.g. actions such as
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running) than when the concepts are more abstract, such as
colors, where the link between the motions and the referent is
less clear (Hostetter, 2011). However, a study by Repetto et al.
(2017), in which young adults were taught a number of abstract
words (e.g. boredom and alternative) in an artificial language,
still showed that participants remembered more words when
they were presented to them in combination with gestures,
than when the words were presented with pictures or with no
additional cues. Research further suggests that verbs are espe-
cially challenging for children to learn, because children have
difficulty generalizing from the particular objects or context
with which they were originally taught. Because gestures do
not involve interactions with real physical objects, they support
the acquisition of generalizable verb knowledge better than
actually performing the action on a specific tangible object
(Wakefield ef al., 2018). In summary, research on potential
differences in the effectiveness of gestures based on concept
or word types is scarce, but provides a first indication that
such differences do exist. As a result, we pose the following
subquestion for the current research:

(Q3) Are there (item-based) differences in the contribution of
gestures in supporting learning, depending on the types
of concepts that are depicted?

2.24. Gesture reenactment

One important aspect of the study by Repetto ez al. (2017),
which might support learning by means of gestures, is that
participants were asked to reenact or imitate the movements
after observing them on screen, rather than merely observ-
ing them. In a study by Cook et al. (2008) children of 8-
10 years old were asked to mimic the instructor’s behav-
ior when solving mathematical problems, which led to bet-
ter long-term retention of the instructions compared to chil-
dren that did not perform gestures themselves. Tellier (2005)
found similar effects, first in the context of L1 vocabulary
learning, where 42 children (5-6 years old) were split into
three groups: one group was asked to repeat the words, the
second also repeated the words and observed corresponding
gestures, while the third group repeated words and imitated
the gestures. The group that mimicked gestures performed
significantly better in a short-term recall test than both other
groups.

In a follow-up study (Tellier, 2008), 20 children within
the same age group as the previous study learned L2
vocabulary over the course of multiple sessions. They either
received pictures of the concepts that the words related to as
support, or video recordings of people performing gestures
for these concepts. If they were shown gestures, the children
were asked to imitate them. The group of children who
encoded the words using gestures performed better on the
assessments, particularly on tests of their active knowledge
(production, rather than recognition of the L2 words), than
the group who observed pictures (Tellier, 2008). In a study by

de Nooijer et al. (2013), children of 9-11 years old learned
L1 verbs and were divided into four groups. One group only
observed corresponding gestures while training the words,
while the other three groups imitated the gestures, either 2) dur-
ing training, 3) while trying to recall the verbs on the post-test or
4) in both situations. The results of this study indicated that imi-
tation was only helpful for the object-manipulation verbs that
were present in the study, and not for the locomotion or abstract
verbs.

These findings regarding the potential benefits of enacting in
order to memorize concepts align with the notion of embodied
cognition, and the language-action connection (Glenberg &
Gallese, 2012, Hostetter & Alibali, 2008). Although, to our
knowledge, there is no existing research that draws a direct
comparison between observing and reenacting iconic gestures
in the context of L2 learning, based on findings in other
educational domains and L1 learning we expect that children
who (spontaneously) reenacted gestures in the current study
may have benefited more from them than those who did not
reenact, therefore we pose the following subquestion:

(Q4) Does reenactment (mimicry, imitation) of the robot’s
iconic gestures by the learners improve learning out-
comes?

To summarize, iconic gestures have proven to be valuable
tools to support education, particularly in the domain of second
language learning. Their contribution to learning appears to be
dependent on several factors, including the characteristics of
the learner, the materials that are being taught, and whether
the gestures are merely observed or also imitated. We aim to
investigate whether these same factors play a role in human-
robot interaction.

2.3. Related work on robots and gestures

Because robots are generally more limited in their motor
degrees of freedom, their gesturing capabilities are not as
extensive as that of humans, or modern virtual agents that are
driven by motion capture recordings. This raises the question
whether robots are expressive enough to be able to leverage the
aforementioned benefits that gestures provide in human-human
communication, specifically in educational contexts. Bremner
& Leonards (2016) compared between co-speech iconic
gestures produced by a human, and the same gestures copied
to a NAO robot, the same robot used in the current study, using
motion capture techniques. They found that for most gestures
the adult participants in their study were able to identify the
meaning in a multiple choice task equally well, regardless of
whether they were performed by a human or a tele-operated
robot.

Not only do the robot’s gestures appear to support its com-
municative efforts, robots that add a non-verbal component to
their speech output are also perceived differently from those
that do not. A study by Salem er al. (2013) found that a
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robot that used gestures was perceived as more human-like
and likeable than one that did not use gestures, even more
so when the robot made errors by performing motions that
were incongruent with its speech, although at the cost of
task performance. Gestures can also be used to give a certain
personality or emotional state to the robot, which in turn could
lead to richer, more personal interactions and to further improve
people’s attitude toward the robot (Aly & Tapus, 2013, Craenen
et al., 2018). Furthermore, several studies have reported higher
levels of engagement when robots use gestures, compared to
when they are static or perform random movements (de Wit et
al., 2018, Bremner et al., 2011). In a review by Li (2015), the
results from several studies indicate that people’s attitude tends
to be more positive toward a physically present robot compared
to one that is telepresent (i.e. displayed on a screen) and to
virtual agents, but only when it is using gestures—the opposite
effect was found when the robot did not use gestures. This is
an indication that one of the main advantages of a robot that is
physically present over virtual alternatives is that it is able to
move and communicate in the real world context.

Ahmad et al. (2016) conducted an interview study with
primary and high school teachers. The teachers agreed that
social robots could be useful for language learning, and they
stressed the importance of gestures in language education (with
and without robots). Empirical research specifically into the
effects of a robot’s use of iconic gestures in the context of
(second) language learning is however still scarce. In a study
from the related field of information retention, van Dijk et al.
(2013) showed in a single session with adult participants that
the use of iconic gestures by a robot increased retention, partic-
ularly of verbs, measured using a recall task. Similar results on
information retention were found in the context of storytelling
(Bremner et al., 2011, Huang & Mutlu, 2013). Another study
involving storytelling by a robot further suggests that exagger-
ated gestures, which are perceived as more cartoon-like, lead
to increased memorization of the story compared to ‘normal’
(unexaggerated) motion, and the robot was perceived as more
engaging and entertaining when exaggerating its movements
(Gielniak & Thomaz, 2012).

In previous work with 4- to 6-year-old children, we have
shown that the robot’s use of iconic gestures while presenting
words (animal names) in a second language aided the recall of
these words approximately 1 week after training, and resulted
in an overall higher level of engagement of the child while
learning with the robot (de Wit et al., 2018). Although these
gestures were intentionally chosen and designed to have a
high degree of iconicity, the results of this study do serve as
a first indication that the benefits of iconic gestures that we
see in human—human tutoring situations could apply to robot-
performed gestures as well. After this initial exploration, we
conducted a large-scale study to further investigate the potential
application of social robots in second language tutoring. In
Vogt et al. (2019), we have concisely described the learning
effects in the different conditions (briefly summarized in the

next section), which provides the basis for the current paper. In
this paper, we present an in-depth analysis of the design and the
effects of the robot’s use of iconic gestures, which was not part
of Vogt et al. (2019).

2.4. Large-scale study

The previous study, from which data are further analyzed in the
current paper, was conducted at nine different primary schools
throughout the Netherlands, in which children of approxi-
mately 5 years old (M = 5 years, 8 months; SD = 5 months)
interacted with an intelligent tutoring system (ITS). This ITS
consisted of a tablet device on which educational content was
shown, and a robot that engaged in learning activities with the
children. The study included seven sessions, where new L2
vocabulary was introduced in the first six, while the seventh
session served as a recap of the previously taught words. Our
aim was to investigate the following: (1) whether the ITS
is effective at teaching children L2 vocabulary, (2) whether
the robot’s physical presence contributes to learning outcomes
(compared to only using a tablet) and (3) whether robot-
performed iconic gestures result in greater learning outcomes,
compared to a robot that does not use iconic gestures. In order
to study these effects, we assigned the children to one of the
following conditions:

(i) Control (no treatment), where children had an inter-
action with the robot once a week (for a total of three
interactions), which did not involve any educational con-
tent related to second language vocabulary. This was to
control for the possibility that children were exposed to
the target vocabulary outside of the language learning
lessons.

(ii) Tablet only, where children interacted only with the
tablet. The robot was hidden from view, with its speech
output routed through the tablet’s speakers.

(iii) Tablet + robot without iconic gestures, where children
interacted with the tablet and the robot, and the robot
would use deictic (pointing, tablet manipulation) ges-
tures to guide the child’s attention.

(iv) Tablet + robot with iconic gestures, where children
interacted with the tablet and the robot, and the robot
would use both deictic gestures to guide the child’s
attention and manipulate objects on the tablet, as well as
a corresponding iconic gesture whenever it pronounced
one of the target words in the second language.

A total of 194 children, 97 boys and 97 girls, participated and
met the inclusion criteria (e.g. scoring a maximum of 17 out of
34 words correct on the English translation pre-test). They were
pseudo-randomly assigned to the experimental conditions, with
a balance in age and gender, resulting in 32 participants in the
control condition (i), and 54 participants in each of the three
experimental conditions (ii—iv). The children’s legal guardians
gave informed consent, and the study was approved by our
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institutions’ research ethics committees. The study and analysis
plan were preregistered on AsPredicted' .

The results, which are presented in detail in Vogt er al.
(2019), showed that children in the three experimental con-
ditions scored significantly higher on translation as well as
comprehension tasks, than those in the control condition (all
P-values < 0.01). This means that the tutoring interaction was
effective. However, contrary to our expectations, no significant
differences were found between the three experimental con-
ditions of tablet only, tablet + robot without iconic gestures
and tablet + robot with iconic gestures. In other words, there
was no observed effect of the robot’s physical presence and
use of deictic gestures, nor of its use of iconic gestures, on the
students’ learning outcomes. For the remainder of this paper,
we will focus our attention on the robot’s use of iconic gestures,
to get a better understanding of the role of these gestures in the
child-robot interactions.

It is important to note that we take an exploratory, inductive
approach in this paper. The research questions for the current
paper were formulated after conducting our main, preregistered
analyses (as described in Vogt et al., 2019), and therefore
the experiment could not be designed in such a way that the
four factors currently under investigation could be empirically
tested. Our intention now is to further contextualize the main
results of the experiment, particularly those pertaining to the
robot’s use of iconic gestures, and to propose an agenda for
future robot gesture research in the field of education, based on
theories from human gesture studies that were outlined in the
previous sections.

In the following section, we first describe the design of the
ITS as a whole. This is important, because the iconic gestures
were included as part of this tutoring interaction and were
not used in isolation, therefore the nature of this interaction
(and how it is different from other studies) could potentially
have influenced the effectiveness of the robot’s iconic gestures.
We then introduce the process of designing the gestures, and
what the resulting gestures looked like. The measurement
instruments are then presented, as these are needed to interpret
the analyses that follow. Finally, we present the results of our
analyses, and conclude with a discussion of our findings and
recommendations for the design and implementation of robot-
performed iconic gestures.

3. INTERACTION AND GESTURE DESIGN
3.1. Design of the tutoring interaction

The ITS consisted of a Softbank Robotics NAO V5 robot,
combined with a Microsoft Surface Pro 4 tablet through which
the child engaged in the learning interaction. The robot was
placed in a crouching position at a 90-degree angle relative

1 https://aspredicted.org/6k93k.pdf

FIGURE 1. Positioning of the tablet and the robot during the
experiment.

to the child. This helped to position the robot as a peer rather
than a teacher, which has been shown to result in increased task
engagement and performance (Zaga et al., 2015). In addition,
this made it easier for the learner to take on the robot’s per-
spective, thereby avoiding confusion for gestures such as left,
which would be harder to interpret if the robot would be sitting
directly across from the learner. Figure 1 shows the general
positioning of the robot and tablet. This positioning was kept as
consistently as possible between different schools. One camera
was placed facing the child, with a second camera to the side
and behind the child, so that the interactions with the tablet
could also be recorded. To make the robot seem more life-like,
we enabled ‘breathing mode’, which caused its arms to move
around slightly, giving the illusion that the robot was actively
breathing. It also blinked its eyes every few seconds and was
tracking the child’s face to establish eye contact.

The content of the study comprised seven lessons in total.
The first six lessons each took place in a different virtual
environment, such as a forest or a playground, where the native
Dutch-speaking child was introduced to five or six words in the
second language (English) during each lesson (see Figure 2 for
an example). We opted for the use of virtual environments and
objects instead of physical ones because automatic perception
and manipulation of real objects in a dynamic physical context
would have been challenging to implement. Virtual objects
have also been shown to be equally effective in supporting
math and L1 teaching (Klahr er al., 2007, Singer & Gerrits,
2015). Moreover, in a preliminary study comparing the effects
of physical versus virtual objects on L2 learning, we did not
find differences in learning outcomes (Vlaar et al., 2017).

In the first three lessons, the target words belonged to the
number domain, including concepts such as counting words
(one, two, three, four, five), mathematical operations (add, take
away) and comparisons (more, most). Lessons four, five and
six focused on spatial relations and verbs, which contained
words such as above, next to, walking and sliding. These
words were selected based on a survey of existing educational
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FIGURE 2. Examples of the virtual environments shown on the tablet
(left: lesson one in the zoo, where animals have been brought back to
their cages; right: lesson six in the playground, which was first ‘built’
by placing equipment, and now children started playing in the area).

TABLE 1. English words included in the study, per lesson.

Lesson Environment English words

1 700 One, two, three, add, more, most

2 Bakery Four, five, take away, fewer, fewest

3 700 Big, small, heavy, light, high, low

4 Fruit shop On, above, below, next to, falling

5 Forest In front of, behind, walking, running,
jumping, flying

6 Playground Left, right, catching, throwing, sliding,

climbing
7 Photo book Recapitulation of all words

curricula, word frequency and age of acquisition lists® to ensure
that children were familiar with the concepts in their native
language. The final seventh lesson did not introduce any new
target words, but instead recapitulated all 34 target words from
the previous six lessons. Table | shows a list of all the English
words that were included in the study, as well as the virtual
environment in which they were presented. The children were
not encouraged nor discouraged to practice the English words
outside of these seven lessons. Parents, caregivers and teachers
were unaware of the exact target words that were taught, to
avoid external influences as much as possible.

During each lesson, children went through a particular sce-
nario together with the robot, while they completed several
different tasks that were presented to them by the robot, such
as touching or moving objects on the screen, repeating words
after the robot or performing an action in the real world (such
as pretending how to climb). To further position the robot as
a peer, the tablet was used to actually initiate these tasks, for
example by making new objects appear on the scene. The robot
would then observe this change on the tablet and suggest the
course of action in order to continue, as if the robot and child
were learning together, for example by stating that ‘the monkey
has escaped — let’s put it back in its cage!’.

2 https://web.archive.org/web/202104 150227 14/http://www.12tor.eu/effe/wp-content/
uploads/2015/12/D1.1-Lessons-series-three-domains.pdf

@Mlllll\\\\

FIGURE 3. The photo book environment used in the seventh (reca-
pitulation) lesson.

The lessons followed predefined scripts, so that each child
experienced the same interaction by performing the tasks in
the same order. The scripts were created in such a way that
all target words were mentioned at least 10 times during the
lesson in which they were introduced, and once more in the
lesson that followed it. In the condition with iconic gestures,
the robot would perform the corresponding gesture whenever it
pronounced a target word in the L2. If the child did not perform
any action or if the action was incorrect, the robot would repeat
the task up to two times, which resulted in additional exposures
to the English words and, in the condition with iconic gestures,
the corresponding gestures. If the task was still unfinished after
two reminders, the robot performed the task for the child, for
example by moving objects on the screen or by counting down
and then repeating the words together with the child, to ensure
that the script was always completed. Because of the robot’s
imperfect pronunciation, the first mention of each word was
by means of a recording from a native English speaker, which
was played back through the tablet, generally as a response to
the child successfully performing an action such as touching or
moving an object on the screen.

During the seventh lesson, which was a recapitulation of the
previously learned words, children constructed a photo book
that contained six pages, each with a screenshot of the backdrop
of one of the previous lessons. The children were then asked to
drag stickers containing objects that were present in the original
scenes onto the pages, while practicing the related English
words. Figure 3 shows one of the pages of the photo book,
with the stickers not yet placed. While the other lessons all
had three-dimensional environments, the recapitulation lesson
was two-dimensional. Although all 34 target words had to be
covered in this lesson, there were fewer repetitions of these
words compared to previous lessons, resulting in a total session
length of approximately 15-20 minutes, which was similar to
the other six sessions.

The researcher had a control panel running on a laptop,
which could be used to start a specific lesson. This was also
used to enter the child’s name, so that the robot could use it
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during the interaction, and it provided the researcher with the
option to pause the lesson if needed. The robot acted nearly
autonomously, with the exception of recognizing whether chil-
dren successfully completed tasks in which they had to repeat
words after the robot, or had to enact a certain action, for
which the sensing techniques were difficult to implement. For
example, the use of automatic speech recognition (ASR) to
detect whether children correctly repeated after the robot is
not yet reliable enough (Mubin ef al., 2012), especially when
attempting to recognize young children’s speech (Kennedy er
al., 2017). For tasks where the child had to repeat a target
word, the researcher therefore pressed a button on the control
panel when the child spoke for the interaction to continue (a
Wizard of Oz approach). For other points during the scenario
where we expected a reply from children (e.g. during small
talk, or in the case of enactment), we implemented pauses
to create the illusion that the robot was watching and lis-
tening to the children. To give an impression of what the
interaction between child and robot looked like, we refer to a
promotional video that was developed as part of the L2TOR
project’ .

3.2. Design of the robot’s gestures

3.2.1. Deictic gestures

The robot performed three types of deictic gestures during
the tutoring interactions with the children (Figure 4). The first
type was implemented at predefined locations within the script,
where the robot would point toward the tablet screen to direct
the child’s attention to it. This gesture was always the same, so
there was no distinction between different parts of the screen—
the robot directed its gaze toward the tablet, and pointed at its
general direction. The other two types of deictic gestures were
used when the robot provided help to the learner after a task was
performed incorrectly or not performed at all. If the task was to
move an object to a different location, the robot would ‘swipe’
across the screen while at the same time the object would move
to its correct target location. A similar motion was implemented
to simulate the robot touching an object on the screen. In
this case the robot would extend its arm over the tablet and
then briefly open and close its hand. At the same time, the
corresponding object was highlighted on the screen to simulate
the robot’s triggering of the object. Both the swiping and
touching gestures, just like the pointing gesture, were always
the same and were not linked to any exact locations on the
tablet. However, this proved to be realistic enough to provide
the illusion of the robot performing manipulations within the
virtual environment. We also explained to children that this was
how the robot controlled the tablet, and this explanation was
accepted by them.

3 https://www.youtube.com/watch?v=y8W-2Xgdfol

3.2.2. Designing human-like iconic gestures

The iconic gestures for the chosen target words were based
on a dataset that was collected using a gesture elicitation
procedure (Kanero er al., 2018a). In this elicitation study,
three participants, all native speakers of English, were recorded
while performing corresponding gestures for all 34 concepts.
Twenty other participants, also native English speakers, were
then asked to view these recordings and rate on a scale from 1
to 7 the comprehensibility of the human-performed versions
of the gestures, or the degree to which they matched the
words they intended to describe. Because participants in this
study were not constrained to the robot’s physical limitations,
several gestures contained certain features or motor skills that
are not supported by the NAO robot (e.g. jumping up and
down or finger-counting), preventing a direct mapping from
these recorded gestures onto the robot. For this reason, several
gestures had to be reinterpreted, although the suggestions from
the elicitation procedure were still used as a guideline. Figure 5
(left) displays an example of finger counting where such a
reinterpretation had to take place: To depict the concept four
using the robot’s fingers, we had the robot raise both hands
showing two of its three fingers per hand by turning the wrist
so that the thumb was hidden from view. Figure 5 (right)
shows a gesture that could be translated more directly, without
adjustments. The gestures for the robot were made using the
Choregraphe tool that is provided with the NAO robot (Pot
et al., 2009), which allows the designer to define keyframes.
The robot then interpolates between these keyframes when
producing a gesture.

An initial pilot evaluation with five verbs (out of the 34
target words) was conducted to validate whether the gestures’
comprehensibility, or how well the gestures matched the con-
cepts they intended to describe, indeed influenced how well
these gestures support tutoring by leading to improved learning
outcomes. This was done by conducting a between-subjects
study with children as participants (N = 43, My = 5
years, 9 months, SDg,. = 7 months), where the gestures were
either performed by a robot or by a human tutor. The results,
described in more detail in one of our project’s deliverables* ,
indicate that indeed the comprehensibility of an iconic gesture,
as originally rated for human-performed versions by 20 adult
participants, had an effect on learning outcomes of children
that used these gestures to learn English words, at least when
this was measured by means of a receptive vocabulary task. No
significant differences were found in a production task.

Before including them in the current experiment, the gestures
were revised once more, especially taking into account the
change in the robot’s positioning relative to the child—in the
original recordings, participants were standing and facing the
camera, while in the experiment the robot was seated and

4 https://web.archive.org/web/202104150227 14/http://www.12tor.eu/effe/wp-content/
uploads/2015/12/D7.4-Evaluation-report-storytelling-domain.pdf
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FIGURE 4. The three types of deictic gestures used in the study (left: pointing (closed hand); middle: pretending to touch the screen (the hand
briefly opens and closes); right: pretending to swipe across the screen (open hand)).

FIGURE 5. Examples of the translation of human-recorded gestures onto the robot for the concepts four (left) and light (right); images used from

the data of Kanero et al. (2018a) with permission.

placed at a 90-degree angle to the right of the child, changing
the way gestures were perceived. Figure 6 shows photographs
of all 34 gestures as they were used in the study, taken from the
perspective of the learner.

There is a further distinction between the gestures that were
designed for this study: Examples such as running use the
whole body, where the robot actually ‘becomes’ the runner
(character viewpoint), while others such as jumping instead
use one hand to depict an imaginary character or object that
is jumping, also known as the observer viewpoint. Research
has shown that younger children tend to use a larger gesture
space, and perform gestures from the character viewpoint (as
is the case with the running example) more often than smaller,
imaginative gestures from the observer viewpoint such as the
one for jumping (Sekine et al., 2018). This suggests that it
could be better to use more gestures where the robot actually
‘becomes’ the concept. However, this was not always possible
given the robot’s physical limitations.

3.2.3. Integration with the lesson content

The built-in text-to-speech engine of the NAO robot is able to
trigger events, such as performing a gesture, at specific points
during the robot’s speech output. This was used to align speech
and gestures, as well as perform coordinated deictic gestures
and shifts in the robot’s gaze to guide the learner’s attention.
For the iconic gestures we introduced pauses in the robot’s

speech, such that the corresponding target word in the L2
coincided with the stroke, the most salient part of the gesture.
If possible, the pronunciation of the target word was timed
for a moment with little to no movement, thereby minimizing
any negative influences that motor noise could have on the
audibility of the robot’s speech. The robot then resumed talking
in L1 after the gesture was completed.

4. DATA COLLECTION
4.1. Procedure

4.1.1.  Group introduction

Children were first introduced to the robot in a group setting.
This was generally done with an entire classroom, includ-
ing children that did not (yet) sign up to participate in the
experiment, with the teacher also present. Previous research
has shown that these group introductions reduce anxiety for
subsequent individual interactions (Vogt et al., 2017, Fridin,
2014). During the group session, the robot introduced itself
as ‘Robin’—a unisex name, leaving the robot’s gender open
to interpretation—and demonstrated some of its abilities, for
example by performing several dances and by inviting the
children to join in taking on a number of different poses. It also
highlighted some of its limitations, for example by mentioning
that it could not hear very well, thereby instructing children to
speak loudly. This was done so that researchers could clearly
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FIGURE 6. Gestures for all of the 34 concepts in the study; video recordings are available at https://youtube.com/playlist?list=
PLJreGGDWkgkqQUIsZXMgekMHP1T-_dfbU.
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FIGURE 7. Example of the comprehension task (for the concept in
front of ) administered as part of the post-tests.

hear the children repeating after the robot during the lessons,
allowing them to press the Wizard of Oz button on the control
panel. Children were invited to shake the robot’s hand, which
may help them bond with the robot.

4.1.2. Pre-test

The pre-test took place either on the same day as the group
introduction, or shortly thereafter. Children were picked up
from their classroom one by one and brought to a separate,
quiet room—often the same room in which they later interacted
with the robot. They sat down at a table on which a laptop was
placed, with a researcher sitting next to them. The researcher
then walked through the different pre-test segments in a prede-
fined order:

1. Peabody Picture Vocabulary Test (L1 vocabulary knowl-
edge);

2. Translation task of the target words from L2 to L1;

3. Visual search task (selective attention);

4. Non-word repetition task (phonological memory);

5. Questionnaire measuring anthropomorphism.

Depending on the type of task, the child either answered
verbally or pointed at items on the screen, while the researcher
took notes on a paper sheet or pressed corresponding buttons
on the keyboard. The researcher gave positively voiced neutral
feedback to the child without indicating whether the answers
given were correct or not. If the child did not know an answer
to one of the tests, the researcher reassured them that this was
not a problem and stimulated them to proceed with the tasks.
After completing all segments the child was brought back to
the classroom. The pre-test took approximately 45 minutes, and
was recorded with a video camera.

4.13. Lessons

Children who were assigned to one of the three experimental
conditions took part in a total of seven lessons, which were
scheduled so that children received two lessons per week, and
never two lessons on the same day. As a result most children
completed the lesson plan over the course of 4 weeks. The first
lesson was planned at least one day after the pre-test.

The interactions were situated in a separate, quiet room at
the school, where the robot was sitting on the floor next to the
tablet. The child was collected from his or her classroom and
invited to sit in front of the tablet, after which the researcher
started the lesson using the control panel. While the child and
robot completed the lesson together, the researcher was sitting
behind the child to discourage the child from looking at him
or her instead of the robot for feedback. If needed the lesson
could be paused and resumed using the control panel. The end
of a lesson was always marked by stars appearing and moving
around on the tablet screen, after which the robot said goodbye
and the child was brought back to the classroom. Each session
with the robot took approximately 15-20 minutes to complete.

4.14. Post-test

The post-test was administered to each child twice, first an
immediate post-test close to the last lesson (but at least one day
later), and then a delayed post-test approximately 2—5 weeks
after the immediate post-test. In both cases the child was picked
up from the classroom and brought to a quiet room. Similar to
the pre-test, the child sat down at a table with the researcher
sitting next to him or her. Using a laptop, the two translation
tasks and comprehension task described in Section 4.2 were
completed in the following order:

Translation from L2 to L1;
Translation from L1 to L2;
Comprehension task;
Questionnaire measuring anthropomorphism (only in the
immediate post-test).

The researcher noted down the answers as they were given
by the child. Each post-test took approximately 30—45 minutes
to complete, and was recorded with a video camera.

B

4.2. Measures

Three different tasks were used to measure whether children
learned and remembered the target words. This included two
translation tasks, one from the L2 to the L1 and one from the
L1 to the L2, to measure children’s ability to freely produce
translations of the target words. In both tasks the researcher
would repeat a predefined sentence (‘Wat is [word] in het
[language]?”” — ‘What does [word] mean in [language]?’),
where the word was either in L1 or L2, and the language
was either Dutch or English depending on the translation task.
The pronunciation of the target words was made consistent by
using recordings from a bilingual speaker of Dutch and English,
which were embedded in a set of Powerpoint slides and then
triggered by the researcher.

To measure children’s comprehension of the target words
in L2, we conducted a separate task where children were
shown a set of Powerpoint slides, each slide containing three
pictures or videos depicting a certain concept (Figure 7). A
voice recording from a native speaker was played back every
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time a new slide was shown, asking ‘Waar zie je... [L2 word]’
(‘Where do you see... [L2 word]’), after which the child was
asked to point at the corresponding picture or video. Depending
on the target word, these stimuli would contain several physical
objects, or a person performing a certain action. Because there
is a relatively large probability that the children would guess
correctly (33%), each concept was tested three times using
different contexts, and shown with different distractor concepts
(incorrect answers). However, because this would result in too
many trials if all target words were included, we only tested
18 words, which were pseudo-randomly selected to include
examples from all of the semantic categories (e.g. counting,
measurement, movement verbs), and from all of the six lessons.
The same 18 words were used for all children to avoid a
potential effect of differences in difficulty level if words were
randomly picked. Multiple versions were developed of both
translation tasks and the comprehension task, in which the
items were presented in a different order.

We further measured the children’s receptive L1 vocabu-
lary knowledge using the Peabody Picture Vocabulary Test
(Schlichting, 2005), their phonological memory with a non-
word repetition task (Chiat, 2015), and selective attention by
means of a visual search task (Mulder et al., 2014). In addition,
we investigated the extent to which children anthropomor-
phized the robot by means of a questionnaire (van den Berghe
etal.,2021a).

S. EVALUATING THE ROBOT’S GESTURES

In this section we present a detailed examination of the different
factors that may have influenced the effectiveness of the robot’s
iconic gestures. We will first look at the comprehensibility of
the gestures (Q1), followed by the role of age (Q2), differences
between semantic categories of the target words (Q3) and
finally the potential benefits of not only observing but also
reenacting the gestures (Q4). For each analysis, we will first
introduce the approach that was taken, followed by the results.

5.1. Comprehensibility of the gestures

Studies into human-performed gestures indicate that iconic
gestures should actually convey meaning, as meaningless or
incongruent gestures do not appear to contribute to language
learning and may in fact even have a detrimental effect (Kelly
et al., 2009, Macedonia et al., 2011). We therefore investi-
gated whether the meaning of the gestures included in the
current study was clear by means of an online evaluation with
adults, and then compared these comprehensibility scores to
the learning outcomes of children in the study to see whether
the comprehensibility of the gesture of a particular concept
contributed to learning the English word for that concept.

5.1.1. Analysis approach

To investigate whether the meaning of the 34 final gestures
included in the study was clear, we conducted an online eval-
uation study for the purposes of the current paper. In this
evaluation study, participants were 17 adults, 10 female and 7
male, with an average age of 21 years and 6 months (SD =
2 years, 8 months), recruited via convenience sampling. They
were shown videos of all robot gestures, recorded from the
same perspective as the photographs in Figure 6, in random
order. Each video was between three to eight seconds long.
Participants were asked to choose the concept belonging to the
gesture they were just shown from a list of six possible answers.
The incorrect answers were always the other concepts from the
same lesson, to measure whether the 34 gestures were iconic
enough to identify them within the context of the lesson in
which they were used. The answers were also randomized for
each trial. Lessons two (bakery) and four (fruit shop) contained
only five target words in total, therefore the words six and lifting
were added to these respective lessons as additional (incorrect)
answers to ensure that the chance of guessing correctly was
always the same.

Along with identifying the corresponding concept (binary
scores, correct or incorrect), participants were asked to rate the
clarity and naturalness of the gesture, by means of two separate
5-point scales ranging from 1 (extremely unclear/unnatural) to
5 (extremely clear/natural). We then calculated the accuracy for
each concept, which is the number of participants in the gesture
evaluation study that correctly identified the concept divided
by the total number of participants, resulting in a score from
0-1, as a measure of how comprehensible the corresponding
gesture was. Although this should perhaps be considered a
measure of recognition of a particular gesture within a limited
set of six rather than general comprehensibility, we consider
this an accurate measurement of comprehensibility because the
children in the study only had to distinguish between five or
six gestures per lesson as well (except for the recap lesson,
but this did not introduce new gestures). In addition, in this
evaluation study the gestures were presented in isolation, while
the robot used them in conjunction with speech during the
experiment, thereby providing additional information to help
children comprehend the gestures.

Correlation analysis (Kendall’s tau-b, because of the rela-
tively small sample size) was used to test whether the accuracy
(as a measure of comprehensibility of the gesture), clarity
and naturalness were significantly correlated. In addition, we
grouped the concepts into semantic categories, such as counting
words and prepositions, based on existing language learning
curricula’. Using paired samples z-tests, we tested whether
there were significant differences between the semantic cate-
gories, in terms of the comprehensibility, clarity and natural-
ness of the gestures.

5 See, e.g. https://www.gov.uk/government/collections/national-curriculum
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We also explored the relationship between the comprehen-
sibility of the gesture for a concept, and children’s learning
outcomes for that same concept. Learning outcomes were
calculated for the 54 children that were in the experimental
condition with iconic gestures, based on their performance on
the translation tasks. There were two translation tasks, from
the L2 (English) to the L1 (Dutch) and from the L1 to the
L2. Because there was a strong correlation between the two
tasks, indicating that they both measure a similar language
production skill, the scores on both tasks were averaged. This
means that for each concept, the score of one child could be
either O (incorrect on both tasks), 0.5 (correct on one of the
two tasks) or 1 (correct on both tasks). For this analysis, we
only included the experimental condition where the robot used
iconic gestures, to focus on the relationship between gesture
comprehensibility and the resulting learning outcomes when
these gestures were used. Children’s scores on the translation
tasks were averaged across all children in the condition with
iconic gestures (N = 54), to reach an average score for that
particular concept (ranging from 0—1). We then compared the
scores on both post-tests (immediate and delayed) for each
concept to the rated comprehensibility of the gesture for that
concept using correlation analysis. Note that the comprehen-
sion task of the post-tests only tested 18 out of the 34 target
words, therefore we can only analyze the relationship between
comprehensibility and post-test scores for these 18 words.

5.1.2. Results: evaluation study with adults

Appendix A shows a full overview of the comprehensibility
(accuracy) scores, and the ratings of clarity and naturalness,
from the adult participants in the online evaluation study.
Kendall’s tau-b correlation was calculated to test the relation-
ship between participants’ accuracy in identifying the concept
that was described by a gesture, referred to as comprehensi-
bility (M = 0.72,SD = 0.09), and the rated clarity of the
gestures (M = 3.69,SD = 0.42). This showed a significant
medium correlation, 7, = 0.37, P = 0.045, where participants
who rated the gestures as more clear also had a higher chance
of matching this gesture with the correct answer. In addition,
the correlation between gesture clarity and naturalness was
significant, 1, = 0.36,P = 0.043, indicating that gestures
that were rated as more clear were generally also rated as more
natural. However, the correlation between comprehensibility
and the rated naturalness of the gestures (M = 3.48,SD =
0.35) was not significant, 7, = 0.35, P = 0.06.

Table 2 presents a summary where we grouped the con-
cepts by semantic categories and calculated the mean scores
across all words of each category. The lowest comprehensi-
bility scores, 0.35 and 0.51, were found for ‘counting words’
and ‘comparatives’, while ‘operations’ and ‘movement verbs’
had the highest comprehensibility scores: 0.97 and 0.88. ‘Mea-
surement words’ and ‘prepositions’ received scores of 0.75
and 0.79. In the ‘measurement words’, the word heavy scored
low (0.29) compared to the other words in that semantic cat-

egory, while ligh+—which has a similar gesture—was gen-
erally identified correctly (0.88). For the ‘prepositions’, the
gesture for on scored especially low on comprehensibility
(0.47), compared to the other gestures in the same category.
Using paired samples #-tests, we tested whether there were
significant differences between the semantic categories. The
results, which are presented in full in Appendix B, show that
there was a significant difference in comprehensibility between
all semantic categories, except for ‘measurement words’ and
‘prepositions’ (P = 0.30). The clarity and naturalness rat-
ings showed similar patterns to each other: They both dif-
fered significantly between ‘counting words’ and ‘measure-
ment words’, ‘prepositions’ and ‘movement verbs’ (all P-
values < 0.001), between ‘comparatives’ and ‘measurement
words’, ‘prepositions’ and ‘movement verbs’ (all P-values
< 0.007), between ‘operations’ and ‘measurement words’,
‘prepositions’, and ‘movement verbs’ (all p-values <.01), and
between ‘prepositions’ and ‘movement verbs’ (both P-values =
0.02).

In summary, the evaluation study of the gestures with adults
showed differences in the comprehensibility (accuracy at the
identifying the corresponding concepts), clarity and natural-
ness, both between and within the different semantic categories.
Particularly ‘counting words’ and ‘comparatives’ were often
not correctly identified, while ‘operations’ and ‘movement
verbs’ were relatively easy to recognize. Comprehensibility
correlated moderately and significantly with the rated clarity,
and also moderately, albeit not significantly with the rated
naturalness of the gestures. Naturalness correlated moderately
and significantly with clarity.

5.1.3. Results: Comprehensibility and children’s learning
outcomes

Figure 8 shows the comprehensibility scores, collected during
the rating study with adults and discussed in the previous
subsection, on the horizontal axis, and the children’s average
scores on the translation tasks in the study on the vertical axis,
for both the immediate (left) and delayed (right) post-tests. By
visually inspecting these graphs, we could identify three broad
‘clusters’, which appear for both post-tests:

1. High scores on the translation tasks, but low comprehen-
sibility ratings—this cluster consists mainly of ‘counting
words’, such as four;

2. Medium to high scores on the translation tasks, and high
comprehensibility ratings—this cluster mainly includes
‘movement verbs’, such as jumping;

3. Low scores on the translation tasks, and medium to
high comprehensibility ratings—this cluster includes
most of the ‘comparatives’ (e.g. more), ‘operations’
(e.g. take away), ‘measurement words’ (e.g. light) and
‘prepositions’ (e.g. behind).

Kendall’s tau-b correlation shows that the correlation
between the comprehensibility of the gestures, as rated
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TABLE 2. Comprehensibility (0-1), clarity (1-5) and naturalness (1-5) ratings for the gestures per semantic category (SD in parentheses). These
are mean scores across all words of each category. Chance level for comprehensibility is 0.17.

Semantic category Comprehensibility Clarity Naturalness
Counting 0.35 (.11) 3.00 (1.30) 2.94 (1.13)
One, two, three, four, five
Comparatives 0.51 (.23) 3.22 (1.01) 3.19 (0.92)
More, most, fewer, fewest
Operations 0.97 (.04) 3.03 (1.29) 2.94 (1.18)
Add, take away
Measurement 0.75 (.24) 3.92 (0.89) 3.68 (0.87)
Big, small, heavy, light, high, low
Prepositions 0.79 (.15) 3.89 (1.10) 3.56 (0.98)
On, above, below, next to, in front of, behind, left, right
Movement verbs 0.88 (.11) 4.11 (1.12) 3.83 (1.10)
Falling, walking, running, jumping, flying, catching, throwing, sliding, climbing
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FIGURE 8. The individual gestures’ comprehensibility, in terms of mean accuracy by adult raters (horizontal axis), compared to the average
translation scores of children in the condition with iconic gestures (N = 54) for these concepts (vertical axis). Scores per child were either O (no
correct), 0.5 (correct on 1 translation task, L1->L2 or L2->L1), or 1 (correct on both tasks). Left: immediate post-test; right: delayed post-test.

by adults, and the scores of children participating in the
condition with iconic gestures on the translation tasks was
negative and not significant for the immediate post-test (7, =
—0.19, P = 0.13) as well as the delayed post-test (t, = —0.20,
P =0.11).

Figure 9 shows the same gesture comprehensibility scores on
the horizontal axis, but now with children’s average scores on
the comprehension task on the vertical axis, for the immediate
(left) and delayed (right) post-tests. Note that only 18 out of the
34 target words were included in this task. The results show
a similar pattern for the comprehension task to the scores on
the translation tasks, where children scored well on ‘counting
words’ and ‘motion verbs’. Additionally, children seemed to
perform slightly better on some of the ‘measurement words’
(small, heavy) and ‘comparatives’ (most) on this task. Note
that chance level for this score was 0.33. The Kendall’s tau-
b correlations between the comprehensibility ratings of the

gestures, and children’s performance on the comprehension
task were negative and not significant for the immediate post-
test (t, = —0.17, P = 0.36), and the delayed post-test (t, =
—0.17, P = 0.36).

To summarize, we do not find conclusive evidence that there
is a relationship between the comprehensibility of the gestures,
as measured with adults, and performance of children in the
large-scale study on the post-test tasks.

5.2. Age-based differences between learners

Based on indications in existing research that the ability to
perform and interpret (iconic) gestures develops during early
childhood (Novack et al., 2015, Sekine et al., 2018, Stanfield
et al., 2014), we explored how age was related to children’s
learning outcomes during our study, with and without the
robot’s use of iconic gestures.
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5.2.1. Analysis approach

To study the effect of the participating children’s age on their
learning outcomes, we ran the same analysis that was used
in the original study (Vogt et al., 2019) to measure learning
outcomes, but now with children’s age at the time of the pre-
test (in months) as a covariate. This analysis included all four
conditions so that we can investigate whether an observed effect
of age applies to learning in general, or only when the robot
uses deictic and/or iconic gestures.

The analysis was a doubly multivariate repeated measures
ANOVA, with the translation scores (average of L2 to L1, and
L1 to L2 translation tasks) and comprehension task scores as
dependent variables, condition as independent variable, and age
as covariate. The scores on the translation tasks were combined
for all target words, which means that every participant had a
score in the range of 0-34 (0.5 for each correctly translated
word on one of the two translation tasks). The score on the
comprehension task ranged from 0-54 (18 target words, 3 trials
per word), where the chance of guessing correctly was 18
(33%), because every trial included the correct answer and two
incorrect distractor items.

5.2.2. Results
Figure 10 shows the scores on the translation tasks of the imme-
diate and delayed post-tests plotted against the participants’ age
in months at the start of the experiment. A linear fit to these data
showed a steeper curve for the experimental condition where
the robot used iconic gestures, that starts at a lower score on
the translation tasks for younger children compared to the other
experimental conditions, while it ends at a higher score than the
other conditions for the older children in the study. This pattern
did not emerge for the comprehension task, which is shown in
Appendix C.

A doubly multivariate repeated measures ANOVA, with
translation scores (combined into one score for both translation

tasks) and scores for the comprehension task as dependent
variables, condition as independent variable and children’s age
in months at the time of the pre-test as covariate, showed a
significant effect of age for scores on the translation tasks,
F(1,189) = 6.13,P = 0.01, 7112, = 0.03, where older children
in the study showed higher scores on the translation tasks of the
post-tests than younger children. This effect was not significant
for the comprehension task, F(1,189) = 1.24, P = 0.27, nl% =
0.007.

To further examine whether this effect held for all exper-
imental conditions, we split the dataset and ran the afore-
mentioned ANOVA per condition, with the translation scores
and comprehension scores as dependent variables, and age as
covariate. This showed the same significant effect of age for
scores on the translation tasks, but only for the experimental
condition where the robot used iconic gestures, F(1,52) =
4.59,P = 0.04, 77[% = 0.08. No significant effects were found
for the comprehension task, nor for any of the tasks in the other
three conditions (all P-values in range [0.26, 0.56]).

The results of this analysis show that the older children in our
study performed better on the translation (language production)
tasks than the younger children, but only if the robot used iconic
gestures while the children were learning the English words.
Because this effect only shows in the experimental condition
where the robot used iconic gestures, we postulate that older
children may be better at understanding and making use of
the robot’s iconic gestures, compared to younger children.
However, the effect of age should be interpreted with caution,
because the effect size is relatively small.

5.3. Differences between semantic categories

Existing research suggests that iconic gestures for certain types
of concepts (e.g. spatial concepts, motor events or items that are
relatively concrete) contribute more strongly to learning than
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FIGURE 10. Linear fit to the post-test scores for the translation task per condition, by age.

gestures for concepts that are, for example, more abstract (de
Nooijer et al., 2013, Hostetter, 2011, Wakefield et al., 2018).
We therefore divided the English words into six semantic
categories, and investigated whether there are any differences
on average post-test scores between these categories, and if
these can be attributed to the robot’s use of gestures.

5.3.1. Analysis approach

For studying the differences between semantic categories, we
included the tablet-only condition, where the robot was not
physically present at all, and the two robot conditions (with
and without iconic gestures), to see if the attention-guiding
deictic gestures or the iconic gestures may have contributed
to differences in children’s learning outcomes for the different
semantic categories. The 34 concepts for the translation tasks,
and 18 concepts for the comprehension task, were divided
into the same semantic categories used in the analysis of the
gestures’ comprehensibility (Subsection 5.1.1), and the post-
test task scores were calculated for these semantic categories
for the different experimental conditions. Scores on the trans-
lation tasks per child and per word were again either 0, 0.5, or
1, and for the comprehension task this was 0, 0.33, 0.66 or 1.
These scores per child and per word were then averaged across
children within the semantic categories, resulting in scores
ranging from 0-1 for each category.

To check whether the differences between semantic cate-
gories were significant, we used a MANOVA with the scores
on all six semantic categories, on the translation and com-
prehension tasks, as dependent variables (12 in total), and
experimental condition (tablet-only, tablet 4+ robot without
iconic gestures, tablet 4+ robot with iconic gestures) as inde-

pendent variable. Furthermore, to test for an effect of age, in
case differences occurred only for the older children in the
sample, we ran the same MANOVA, including only the group
of children who were at the average age of 5 years and 8 months
or older (a mean split). This resulted in a subset of 38 children
in the tablet-only condition, 32 in the tablet + robot without
iconic gestures condition, and 29 in the tablet + robot with
iconic gestures condition.

5.3.2. Results

Table 3 shows the average scores of all children on the post-
test tasks, on the immediate and delayed post-tests, for the
three experimental conditions. The table shows no large differ-
ences between conditions for any of the semantic categories.
To test whether there were any statistically significant differ-
ences, we conducted a MANOVA with the post-test scores on
the six semantic categories, on the translation tasks and the
comprehension task, as dependent variables (12 in total), and
experimental condition as independent variable. This showed
no significant effect of experimental condition on children’s
performance on the semantic categories for the immediate post-
test (all P-values inrange [0.11, 0.94]), nor for the delayed post-
test (all P-values in range [0.23,0.99]).

Because we observed an effect of age, where the older
children appeared to benefit more from the iconic gestures than
the younger children in the study, we also present the average
post-test task scores on the semantic categories of children
that were at the average age of 5 years and 8 months or older
(a mean split). These results are displayed in Table 4. This
table shows differences between conditions, particularly on the
translation tasks for the ‘measurement words’, where children
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TABLE 3. Average translation and comprehension task scores (all 0-1) on semantic categories between conditions.

Translation tasks

Comprehension task

Tablet No iconic gestures Iconic gestures Tablet No iconic gestures Iconic gestures

Immediate post-test

Counting 0.72 0.70 0.65 0.82 0.71 0.77
Comparatives 0.10 0.09 0.09 0.52 0.53 0.52
Operations 0.03 0.01 0.03 0.31 0.35 0.37
Measurement 0.10 0.09 0.12 0.56 0.57 0.58
Prepositions 0.03 0.04 0.03 0.42 0.41 0.36
Movement verbs 0.24 0.27 0.25 0.69 0.72 0.73
Delayed post-test

Counting 0.78 0.71 0.71 0.69 0.67 0.69
Comparatives 0.12 0.12 0.09 0.52 0.56 0.53
Operations 0.01 0.00 0.02 0.69 0.62 0.67
Measurement 0.09 0.10 0.11 0.64 0.65 0.63
Prepositions 0.03 0.04 0.04 0.52 0.55 0.55
Movement verbs 0.26 0.26 0.26 0.46 0.43 0.46

in the condition with iconic gestures scored higher than the
children in both other conditions.

To test whether there were significant differences between
conditions, the same MANOVA was conducted for this subset
of older participants, which showed a significant effect of
condition for the ‘measurement words’ on the translation tasks
on the immediate post-test, F'(2,96) = 4.97, P = 0.009, nl% =
0.09, and for the translation tasks on the delayed post-test,
F(2,96) = 5.85,P = 0.004,7> = 0.11. For words related
to ‘operations’, a significant effect of condition was found only
for the translation tasks on the delayed post-test, F(2,96) =
3.60,P = 0.03, 775 = 0.07. No significant effects were
found for categories other than ‘measurement words’ on the
translation tasks of the immediate post-test (all P-values in
range [0.45,0.96]), and no significant effects were found for
categories other than ‘measurement words’ and ‘operations’
on the translation tasks of the delayed post-test (all P-values
in range [0.11, 0.85]). Furthermore, no significant effects were
found for any of the semantic categories on the comprehension
task, neither for the immediate post-test (all P-values in range
[0.11,0.76]) nor the delayed post-test (all P-values in range
[0.23,0.99]).

For the ‘measurement words’, a post-hoc analysis using
Bonferroni correction shows a significant difference on the
immediate post-test between the experimental condition with
iconic gestures and the tablet-only condition (Mg = 0.96, P =
0.047), and between the conditions with and without iconic
gestures (Myr = 1.21,P = 0.01). There was no significant
difference between the tablet-only condition and the condition
without iconic gestures (Mgy = 0.25,P = 1.0). For the
delayed post-test, a post-hoc analysis using Bonferroni cor-
rection shows a significant difference between the condition
with iconic gestures and the tablet-only condition (Mg =

1.19, P = 0.017), and between the conditions with and without
iconic gestures (Mg = 1.39, P = 0.006), but not between the
tablet-only condition and the condition without iconic gestures
(Mgir = 0.20,P = 1.0).

The post-hoc tests for the ‘operations words’ on the delayed
post-test showed no significant differences between the condi-
tion without iconic gestures and tablet-only condition (Mg =
0,P = 1.0), between the condition with iconic gestures and
the tablet-only condition (My;r = 0.17, P = 0.055) or between
the condition with iconic gestures and the condition without
iconic gestures (My;r = 0.17,P = 0.07). This is likely due
to a floor effect, as shown by the .00 scores in the tablet-only
condition and the condition without iconic gestures. Scores
that are significantly different from the other experimental
conditions have been marked in boldface in Table 4.

In summary, by comparing between experimental condi-
tions we investigated whether the robot’s physical presence,
and its use of iconic gestures in particular, improved learning
outcomes for specific semantic categories of words. When
including all participants in the study, no differences between
conditions were found for the semantic categories. However,
after only including the older children in the study—those that
appeared to be able to take advantage of the robot’s gestures,
as seen in Subsection 5.2—we observe that the robot’s iconic
gestures were mostly beneficial to learning the ‘measurement
words’ (e.g. big), and they may have contributed to learning
words pertaining to ‘operations’ (add, take away) as well.

54. Gesture reenactment

In several studies that report a positive contribution of
iconic gestures to learning, participants were asked to not
only observe, but to also perform the gestures themselves
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TABLE 4. Average translation and comprehension task scores (all 0—1) on semantic categories between conditions, for children that were at
least the average participant age of 5 years and 8 months (mean split). Values in boldface are significantly higher than in the other experimental

conditions.

Translation tasks Comprehension task
Tablet No iconic gestures Iconic gestures Tablet No iconic gestures Iconic gestures

Immediate post-test

Counting 0.77 0.75 0.74 0.84 0.74 0.86
Comparatives 0.10 0.09 0.10 0.54 0.59 0.53
Operations 0.02 0.02 0.04 0.28 0.33 0.39
Measurement 0.08 0.06 0.16 0.55 0.55 0.61
Prepositions 0.04 0.04 0.03 0.39 0.39 0.35
Movement verbs 0.25 0.27 0.27 0.72 0.71 0.75
Delayed post-test

Counting 0.80 0.77 0.81 0.67 0.65 0.67
Comparatives 0.12 0.14 0.09 0.52 0.56 0.55
Operations 0.00 0.00 0.04 0.70 0.61 0.68
Measurement 0.08 0.06 0.18 0.66 0.66 0.66
Prepositions 0.03 0.04 0.05 0.52 0.54 0.58
Movement verbs 0.27 0.26 0.29 0.46 0.43 0.49

(Cook et al., 2008, de Nooijer et al., 2013, Repetto et al.,
2017, Tellier, 2005, 2008). We assume that this could lead to
a stronger grounding effect of the new vocabulary in existing
sensorimotor experiences.

54.1. Analysis approach

To investigate whether children that spontaneously reenacted
the gestures benefited more from them than children who did
not perform gestures themselves, we annotated these reenact-
ment events and compared them with the children’s learning
outcomes. This was done by reviewing the recordings of the
interactions of all children that were in the experimental con-
dition where the robot used iconic gestures (N = 54), and
noting down every occurrence of reenactment including the
timestamp within the video and the concept that was reenacted.
For feasibility reasons, this annotation was only done for the
first lesson, with the underlying assumption that this would help
to identify the subgroup of ‘reenacting children’, and thereby
give a representative idea of how much reenactment actually
took place during the entirety of the experiment. Furthermore,
in the last two lessons the children were prompted to enact
a number of action verbs, which in the experimental condi-
tion with iconic gestures essentially means that children were
actively requested to reenact the gestures, and therefore these
lessons could not be included in an analysis of spontaneous
reenactment. Due to technical issues, the robot did not gesture
during the first lesson for one of the children, therefore we had
to exclude this child from the analysis, resulting in 53 observed
sessions. The relatively small sample size (for the number of
words), low number of words learned overall, and the fact that
reenactment was prompted in only two of the lessons means
that we cannot perform analyses on the level of each word.

The results should therefore be considered a first exploration
of gesture reenactment and its effects on learning outcomes.

5.4.2. Results

In total, 37 out of the 53 children (70%) reenacted at least once
during the first lesson. A total of 498 reenactment events were
observed in this first lesson. When children reenacted, they did
this 13 times on average (SD = 13), out of a minimum of
60 gestures performed by the robot, depending on the number
of times the robot had to repeat a task. Figure 11 shows the
frequency distribution of how often children reenacted the
gestures and the frequency distribution of how many different
concepts (out of 6) children reenacted during the first lesson.
To see whether the act of imitating the iconic gestures from the
robot relates to learning outcomes, we calculated the Pearson
correlation between number of reenactments in lesson one and
test scores on the comprehension and translation tasks. We
focused on number of reenactments rather than a binary mea-
surement (reenacted or not) to obtain a more precise estimate
that reflected the variation in the sample more closely and, as
such, may be more likely to show relationships with children’s
learning.

Table 5 shows the results of this correlation analysis. The
correlation was not significant for the translation tasks nor for
the comprehension task, in neither the immediate nor delayed
post-test. In Appendix D we include a figure with each child’s
test scores on the vertical axis, and the number of times they
reenacted during lesson one on the horizontal axis, showing
no discernible pattern indicating a relationship between the
number of reenactments during the first lesson, and children’s
learning outcomes. There was also no significant correlation
between the children’s age at the time of the pre-test, and the
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Frequency (number of children)
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Frequency (number of children)

R 10 15 20 25 30 35 40 45 50
Number of times a gesture was reenacted in lesson 1

1 2 3 4 5 6
Number of different concepts reenacted in lesson 1

FIGURE 11. Left: Number of children (y-axis) that reenacted a certain number of times (x-axis) during the first lesson. Right: Number of children
(y-axis) that reenacted a certain number of unique concepts (x-axis) during the first lesson. Only children that reenacted at least once are shown

(N = 37, 16 did not reenact).

TABLE 5. Correlation between gesture reenactment and learning
outcomes.

r P
Immediate post-test, translation tasks -0.13 0.37
Immediate post-test, comprehension task -0.09 0.53
Delayed post-test, translation tasks -0.12 0.41
Delayed post-test, comprehension task -0.17 0.24
number of reenactments during the first lesson, »r = —0.18,p =

0.19.

Our investigation of spontaneous gesture reenactment shows
that a relatively large number of children reenacted the robot’s
gestures during the first lesson (70%), compared to our previ-
ous experiences with running similar studies. However, reen-
actment did not appear to relate to learning outcomes, as
there was no significant correlation between the number of
reenactments in lesson one and the learning outcomes on the
post-tests. In addition, the likelihood that a child in the study
reenacted the robot’s gestures did not appear to be linked to
their age.

6. DISCUSSION

Existing literature in gesture studies and human-robot inter-
action suggests that iconic gestures, performed by humans
or by robots, are able to support second language tutoring.
However, our previous study (de Wit et al., 2018) and the
study that formed the basis of this paper (Vogt et al., 2019)
have shown mixed results, where in the case of our previous

study the robot’s iconic gestures did contribute to learning,
while in the current study they did not. Therefore, in this
paper we set out to explore a number of factors that may
relate to the successful application of robot-performed gestures
in second language tutoring. Concretely, we examined the
importance of the design, and subsequent comprehensibility
of the gestures (Q1), the age of the learners (Q2), differences
between semantic categories of vocabulary words (Q3), and
spontaneous gesture reenactment (Q4). In the following sec-
tions, we will address these subquestions, and infer guidelines
for the design of robot-performed iconic gestures, focusing
specifically on applications in (second language) education.

6.1. Design and comprehensibility of the robot’s gestures

While reflecting upon the design of the robot’s gestures, as well
as their integration in the overall tutoring system, we identified
several differences compared to our previous study (de Wit et
al., 2018). First, the English vocabulary words included in the
current study were more complex, diverse, and abstract than
the animal names that were used previously. These words may
have been more difficult for children to learn, as seen in the
small number of words learned in general, and the resulting
gestures were less iconic than those from our previous study.
A gesture for a concept such as most (shown in Figure 6), for
example, will be more difficult to comprehend than a gesture
that displays the act of riding a horse.

In addition, the positioning of the robot may have affected
the clarity of these gestures. While in the previous study the
robot was standing across from the child, in the current set-
up it was sitting close to the child, at an angled position. This
limited the robot to only use its upper body, and it changed
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the perspective from which children were able to observe the
gestures, which may have negatively affected their clarity. Con-
cretely, we have seen that children misinterpreted gestures, as
they were incorrectly mimicking them, for example by holding
up their entire hand or showing three fingers for the word fwo.
As aresult of these factors, the gestures in the present research
were likely more difficult to understand than those used in our
previous study (de Wit ez al., 2018), in which the gestures had a
higher degree of iconicity, the robot was positioned facing the
child and the robot was able to use its full body to perform the
gestures.

Although the gestures were designed based on recordings
from an elicitation procedure, this procedure was conducted
with adults rather than children from the same age group that
would end up observing (and having to interpret) the gestures.
Because children tend to perform gestures differently than
adults do (Sekine et al., 2018), it is conceivable that they
also understand gestures that were produced by their peers
better than those produced by people from a different age
group. In future work we propose to take a more iterative
approach to the design of gestures, including more frequent
evaluations and revisions—with the target demographic, in this
case, children—before integrating the final versions into the
tutoring interaction.

The online evaluation with adults of the gestures shows
that there are differences in the comprehensibility of the ges-
tures, both between and within the semantic categories. As we
observed while conducting the robot experiment with children,
the gestures for counting words were often misinterpreted
because of the NAO robot’s inability to move its fingers inde-
pendently. More generally, several of the iconic gestures that
were originally recorded from human performers had to be
reinterpreted to accommodate the robot’s physical limitations
and its positioning. We suspect that these reinterpreted versions
were harder to understand than the original versions, but it
would be interesting for future work to quantify, by means of
empirical studies, this effect of redesigning gestures on their
comprehensibility.

We did not observe a clear link between the gestures’ com-
prehensibility and children’s performance on learning the cor-
responding L2 words. It would be an interesting avenue for
future research to study more closely this link between the
quality, in terms of comprehensibility, of robot-performed ges-
tures and how this relates to learning outcomes. We would
then consider conducting the gesture evaluation study with
children belonging to the same age group that would end up
interacting with the robot. However, it might be difficult for
younger children to correctly identify abstract words such as
big and take away without any context other than the gesture,
and they cannot be asked to judge the clarity and naturalness
of the gestures. We therefore intend to explore alternative ways
of conducting these rating studies with children in the future,
perhaps in a game-like setting and using the child’s L1 to
provide context.

From this evaluation study we also found a moderate and
significant correlation between the comprehensibility and clar-
ity of the gestures, as well as their clarity and naturalness.
Naturalness and comprehensibility also correlated moderately,
but this was not significant (p = .06). Future research could
look further into the nature of these relationships, to investigate
how particular design aspects of gestures can be used to make
the robot appear, for example, more human-like. It can be
beneficial that a robot is perceived as human-like, as research
has shown that this could, in turn, lead to the robot being
perceived as warmer and more competent, which then leads to
increased feelings of trust (Christoforakos et al., 2021). Robots
that look and behave in a human-like way are generally also
seen as more likeable, and are more easily accepted by the
people interacting with them (Roesler et al., 2021).

The results of our anthropomorphism questionnaire, which
are presented in more detail in van den Berghe er al. (2021a),
indicated that in the current study children on average assigned
more human-like traits than machine-like traits to the robot,
although there were large individual differences. In addition,
we did not see a difference in anthropomorphism between the
experimental condition where the robot used deictic and iconic
gestures, and the condition where it only used deictic gestures.
This could mean that deictic gestures alone are enough to elicit
higher degrees of anthropomorphism, but it is also possible
that iconic gestures that are more natural or clear can further
boost this effect. Our research further showed that the degree to
which a robot tutor is seen as human-like by children correlates
with the children’s learning outcomes (van den Berghe ef al.,
2021a), which leads us to believe that a robot that is perceived
as human-like could be more successful as a (peer) tutor than
one that is perceived as a toy or an artificial entity. It would
therefore be interesting to explore which aspects of the robot’s
gestures lead to higher ratings on naturalness and clarity, as this
could result in increased anthropomorphism, and perhaps, in
turn, better learning outcomes.

Next to the design of the gestures themselves, and the limi-
tations caused by the positioning of the robot, there are factors
related to the integration of the iconic gestures into the ITS
that could further explain why it may have been difficult for
children to understand the gestures. For instance, the role that
the tablet played within the overall interaction was smaller in
our previous study compared to the current set-up. In de Wit ef
al., (2018), the robot was the instructor during a game of ‘I spy
with my little eye’ and children only had to select the correct
image out of a number of answer options on the tablet. In the
current experiment, children were asked to perform relatively
complex tasks such as dragging objects in a three-dimensional
virtual space. It is possible that children found these tasks
more difficult, thereby drawing their attention away from the
robot and its gestures. In addition, this could have increased
cognitive load, resulting in less cognitive effort available to
process the robot’s gestures. An evaluation of the usability and
user experience of the ITS also highlighted several issues that
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may have negatively affected the quality of the interaction,
some of which occurred more frequently or even exclusively
in the experimental condition with gestures (de Wit et al.,
2019). Finally, the robot’s gesturing interrupted the flow of the
interaction. In order to time the motions so that the robot’s
pronunciation of the L2 words would coincide with the most
salient part (the stroke) of the gesture, we introduced breaks
in the robot’s speech. Combined with the fact that 50 to 60
gestures were included in each lesson, this made the duration of
the sessions substantially longer. As a result, the gestures had
to maintain children’s attention for a prolonged period of time.
Research also indicates that a robot that gestures too frequently
could be perceived as confusing and irritating (Pollmann et
al., 2020), although this was found with adults and it is as
of yet unclear how different gesturing frequencies by robots
are perceived by children. Additionally, the robot performed
the same gesture for a particular concept every time, so it is
possible that children got bored with seeing an identical motion
ten times. Although the same limitations apply to our previous
study (de Wit et al., 2018), in the present study the interaction
was more narrative-based, where the activities that the robot
and child engaged in were linked to an overarching story line,
compared to the more repetitive game of ‘I spy with my little
eye’ used in the previous study. During this previous study, the
gestures were also repeated less frequently and repetitions were
spread out more over time.

6.2. Gestures and the effects of age

The fact that the older children in our study appeared to be
able to understand and make use of the iconic gestures while
the gestures seemed to have an adverse effect on younger
children leads us to believe that either the gestures were too
difficult or unclear for the younger participants in our study,
or that younger children experienced some form of cognitive
overload either due to the complexity of the interaction or the
effort required to engage in learning second language vocab-
ulary in combination with having to understand the gestures.
Kennedy er al. (2015) also postulated that a robot’s social
behavior could add to cognitive load, making it more difficult
for children to focus on the task. Cognitive overload may
have distracted the children from the (phonetic elements of
the) robot’s speech as it was practicing the L2 words with
them. It is worth noting that the effect size of age in the
current study was relatively small, but so were the age dif-
ferences (all children were approximately 5-6 years old). To
further investigate this effect, and to explore which factors
may have affected the results, we have recently conducted
a follow-up study where we returned to the original, single
session experiment from our previous work (de Wit er al.,
2018). We replaced the animal names with a more diverse
set of concepts, and based the gestures on examples from a
dataset of human-performed gestures—mostly performed by
children and teenagers (de Wit er al., 2020). Interestingly, in

this study we observed a similar effect where older children
(6 years old) did benefit from gestures, while younger chil-
dren (4 years old) appeared to experience an adverse effect,
causing them on average to learn fewer words than children
their age in the experimental condition where the robot did
not use gestures. The effect sizes in this case were larger,
which could be attributed to the broader age range of 4-6 years
old, the design of the study (e.g. single session compared to
longitudinal), or the different measurement instruments (com-
prehension task, measured as pre-test and post-test, compared
to translation tasks and a comprehension task measured as post-
test).

From both the current study and the follow-up study it
appears that there is a certain (cognitive) development that
occurs between the age of 5 and 6, where children start being
able to take advantage of the robot’s gestures. Although lit-
erature indicates that we rely on gestures from a young age
onward, it also shows that it takes time to fully understand
and take advantage of them (Novack er al., 2015, Stanfield
et al., 2014). Research by Stites & Ozcaliskan (2017) further
highlights that several aspects of gesture and speech change
around the age of the participants in our study (56 years old).
For example, they showed that children rely on gestures to
support their speech when telling a narrative until the age of
six, after which they start being able to use speech without
support from gestures. It is therefore still possible that either
the combination of foreign language learning and having to
interpret gestures, or the multimodal interaction with a robot
and a tablet may be too challenging for younger learners. This
is further supported by a related study (van den Berghe et
al., 2021b), where we found that children with better selective
attention (as measured using a visual search task; Mulder ez al.,
2014) scored significantly higher on the post-tests if the robot
used iconic gestures, compared to children with worse selective
attention. It could also be the case that the children in our
study differed in their ability to understand these two types of
symbolic media—the robot’s gestures and the depictions on the
tablet screen (DelLoache, 2004). In future research we intend to
run a gesture experiment with the robot but without a language
learning component, in order to investigate whether this effect
of age is indeed related to understanding the gestures, or to
the cognitive effort needed to engage in the language learning
interaction.

The effects of age on learning gain in the experimental
condition with iconic gestures are only observed with results
on the translation tasks, and not the comprehension task. This
could either be because the gestures support children in acquir-
ing a specific type of language skills (productive rather than
receptive), or it could be due to the design of the tasks. Both
our previous study (de Wit et al., 2018) and the recent follow-
up study (de Wit ez al., 2020) used only a (differently designed)
comprehension task, and both found a positive effect of ges-
tures on learning, either for all ages (de Wit et al., 2018)
or, similar to the translation task in the present study, with
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age as a covariate (de Wit er al., 2020). It is possible that
the fact that only half of the concepts were included in the
current comprehension task may have affected the quality of
the measurements.

6.3. Differences between semantic categories

Existing literature indicates that gestures might be more effec-
tive at supporting learning of specific word types, such as
spatial concepts or motor events (Hostetter, 2011), or verbs
in general (Wakefield et al., 2018). We therefore compared
the percentage of correct answers on the post-tests for words
belonging to the different semantic categories between experi-
mental conditions (presented in Table 3). However, it appeared
that children in the experimental condition with iconic gestures
did not learn different types of vocabulary words than children
that were in the other experimental conditions (tablet only,
or robot without iconic gestures). For the counting words, it
is conceivable that children already knew these words before
participating in the study, which would explain why they score
well on these words even though the gestures were not rec-
ognized by adult participants in the comprehensibility rating
study. This is further supported by the fact that there were no
differences between experimental conditions, and by children’s
performance on the pre-test translation task (L2 to L1 only),
where they generally scored well on the counting words. This
does not apply, however, to the movement verbs, of which the
gestures received high comprehensibility scores, and for which
children had relatively high post-test, but not pre-test scores.
Children in the experimental condition with iconic gestures did
not score better than those in the other conditions, therefore
these words in general seem to have been relatively easy for
children to learn compared to other semantic categories. This
may be supported by the fact that the children in all experimen-
tal conditions were asked to act out these movements during the
lessons.

Because only the older children in the study benefited from
the robot’s use of iconic gestures, we performed the same
analysis on the subset of 99 out of 194 children that were older
than the average age of the entire group of participants (5 years
and 8 months); Table 4. For this group we do see a difference in
performance on the translation tasks: Children who interacted
with the robot that performed iconic gestures knew more words
from the ‘measurement’ category (big, small, heavy, light,
high, low), compared to children in the other experimental
conditions. With the exception of heavy, these also had high
comprehensibility scores, and above average ratings on clar-
ity and naturalness in the gesture rating study (Appendix A).
Because the group of older participants within the experimental
condition with iconic gestures is relatively small (N = 24),
further research is needed to verify whether indeed gestures are
more useful for certain types of concepts than others.

6.4. Gesture reenactment

Research on the potential benefits of not only observing but
also reenacting or mimicking gestures is scarce, but initial
findings indicate that this can indeed lead to better learning
outcomes compared to merely observing others produce the
gestures (Cook et al., 2008, de Nooijer et al., 2013, Tellier,
2005, 2008). To our surprise, in the current analyses, 70%
of the participants reenacted at least one gesture during the
first lesson, without being prompted to do so. This is in stark
contrast to our other studies with robot-performed gestures,
where virtually no reenactment took place even though the
participants were from the same age group as in the current
study. Children might be more likely to imitate the robot’s
movements when it is positioned in a similar way to them: in
this case both the child and the robot were sitting on the floor.
The robot was also in relatively close physical proximity to the
children, and it performed small gestures compared to the full-
body movements in previous studies. Furthermore, there was a
short pose imitation game included in the group introduction
of the robot, which the children may have remembered during
subsequent interactions. Another potential reason for the more
frequent reenactment of gestures is the word repetition task,
where the robot requested the child to verbally repeat one of
the English terms. This task was not included in our previous
studies, and while introducing this task the robot would also
gesture, which may have inspired the child to accompany his or
her verbal repetition with a gesture as well. Generally speaking,
it is possible that children in the current study formed a stronger
relationship with the robot, compared to the previous study.
This could be due to a multitude of factors [see, e.g. van Straten
etal., 2020, for areview on child-robot relationship formation],
such as the aforementioned physical proximity, and positioning
the robot as a peer. Research suggests that familiarity with
the demonstrator plays a role in whether children are likely to
imitate behavior (e.g. Shimpi ef al., 2013).

Contrary to what is found in human gesture studies, in the
current study we did not find a relationship between reen-
actment of the robot’s gestures and learning outcomes. This
may be due to the relatively small sample size (of reenacting
children), or the relatively small effect of gestures in general.
In the future we aim to study the role of gesture reenactment in
social robot tutoring in a more structured way.

6.5. Strengths, limitations and future work

With this work we continue our line of research into robot-
performed gestures and their effects on children’s acquisition
of second language vocabularies. We focused on the specific
domain of second language tutoring, and within this domain
on a particular set of English words for which gestures were
developed. Based on this study alone, we cannot conclude that
our findings will generalize to a broader range of (educational)
domains, user types (e.g. adults), and robot platforms without
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performing additional research. However, the results of the
present study find support in existing research into human-
robot interaction and gestures in general, which leads us to
believe that this work is representative of the current state of
social robots and robot-performed gestures. It is important to
note that the original study, from which the data were used, was
not designed with the aim to study the factors that are presented
in this paper. Rather, these explorations were conducted post-
hoc. Therefore, in the future we aim to conduct several follow-
up studies to investigate these individual factors in more detail.
It is also conceivable that there are factors other than the four
currently covered, such as a child’s prior exposure to iconic
gestures (in an educational context) in everyday life, that have
an effect on children’s learning outcomes.

The focus of this study was on children’s learning outcomes,
but there may be additional effects such as engagement with
the robot or with the educational content, and perception of the
robot that have not yet been analyzed. We believe that these
aspects of human-robot interactions are important to consider,
and are planning to include these in future work. To further
explore how the children were able to direct their attention
during the interaction with the robot, and whether they were
distracted by the presence of the tablet, we could examine their
gaze patterns. Gaze has been shown to relate to engagement
in child-robot interactions, and large individual differences are
observed in this context (de Haas er al., 2021). These individual
differences in engagement and gaze behavior could explain
differences in learning outcomes and the effectiveness of robot-
performed gestures as well.

Furthermore, we wonder to what extent the inclusion of
a tablet device has affected our results, especially since the
content that was shown on the tablet was designed specifically
for this study. It would be interesting to conduct a similar
language learning study either with existing educational soft-
ware or without the tablet device present at all. This might
reduce cognitive load, which we believe may have hampered
the gestures’ effectiveness for the younger children in the study.
By removing the tablet, we would be able to focus on the quality
of the child-robot interaction, and the role that iconic gestures
play in supporting this interaction.

It could be argued that a limitation of our study is that
the words were not presented in a random order, within and
between the lessons. We did this because we wanted to maintain
a more structured flow through the different lessons, where
each session had a clear theme, and there was a gradual increase
in the difficulty level of the concepts (e.g. from relatively easy
counting words to more complex spatial relations). Inspection
of the results by checking how children did on words per-
taining to particular lessons revealed no such order effects,
however.

The design of the robot’s iconic gestures was based on
examples recorded from human participants in an elicitation
study. This is an improvement over designing these gestures
using a researcher’s frame of mind. However, these recordings

did not take into account the physical limitations, nor the seated
and angled positioning of the robot. In addition, the recordings
and the evaluations of the robot’s gestures were both conducted
with adult, non-expert participants, even though children would
end up interacting with the robot. It is possible that children
have different preferences when it comes to gesture strategies,
which were now not included in the design. Instead of itera-
tively refining the gestures based on multiple evaluations, due
to time constraints we only evaluated the gestures once after
the study had already taken place. While this still allowed us
to control for the quality of individual gestures as a potential
confound, it did not improve the quality of the gestures before
they were used in practice. We have observed in related liter-
ature that a validation of the gesture’s design prior to using
them in a study often does not take place at all. Therefore,
to further improve the quality of the gestures, we propose to
conduct more frequent evaluations, and to include participants
who have similar demographic characteristics to the intended
target audience.

A further potential limitation lies in the NAO robot that
was used. This particular robot has certain physical limitations,
that may be overcome in the future as robots are becoming
more elaborate in their motion degrees of freedom. This could
lead to more detailed, human-like gestures, which may have a
stronger effect on learning outcomes, as well as the learner’s
perception and level of engagement. Regardless of the robot’s
physical limitations, we believe that the gestures that were
developed in the current study are unique within the entire set
of 34 target words, and that the majority of them correctly
conveyed the meaning of the word they depicted. However,
we only verified each gesture’s comprehensibility in relation to
five other concepts in our evaluation study. In the future we aim
to more thoroughly explore how the robot’s physical limitations
affect the range of gestures that can be created for the robot, and
the comprehensibility of these gestures.

With the primary goal of this line of research being to find
technological solutions to support education, it is important
to maintain a critical attitude toward the application of robots
in this particular domain. There may be alternative options,
such as tablet interactions or interactions with virtual agents,
that may be equally (or more) effective compared to a robot.
By studying (iconic) gestures, we are confident that we are
focusing on one of the defining properties of social robots and
their physical presence in the educational context. Although we
believe our results to be promising in favor of the use of social
robots, there are relatively high costs involved with deploying
robots at schools on a large scale. More research is therefore
needed to assess to what extent robot-performed gestures, when
optimally designed and implemented, can improve a robot’s
tutoring efforts, and how social robots compare to alternative
technologies. In the present study we may have linked the robot
and tablet too strongly: In the tablet only condition, children
were still introduced to the robot prior to the experiment, and
the robot’s voice was then routed through the tablet’s speakers
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during the experiment, which may have given children the
impression that they were interacting with an embodied agent
(cf. Moreno et al., 2001).

7. CONCLUSION

We report on the design of an ITS, consisting of a tablet
device and a social robot, with which children completed seven
lessons of second language vocabulary training. This system
was used to investigate whether a social robot can be used
as a second language tutor for young children, particularly
focusing on the design of the robot’s iconic gestures. In the
original, preregistered analyses of the results of the study with
this ITS, we observed no benefits of the robot’s use of iconic
gestures to learning. This was in contrast with our results from
previous studies. Therefore, in the current paper we provide an
extended follow-up analysis of the empirical results collected in
the study, focusing on four factors that, based on literature, may
play a role in the successful application of robot-performed
iconic gestures to support learning. These factors included (1)
the quality of the gesture’s design (and subsequent compre-
hensibility of these gestures), (2) the age of the learner and
how that may affect their ability to make use of the gestures,
(3) differences in effectiveness of gestures depending on the
concept that is being described and (4) whether the learner
reenacted or imitated the robot’s gestures.

We found that, in the current study, gestures that were rated
as more comprehensible by adults did not lead to better learning
outcomes for children. The age of the participants did play a
role in the experimental condition where the robot used iconic
gestures: older children in this condition showed better learn-
ing outcomes compared younger children. The older children
particularly benefited from gestures pertaining to measurement
type words, such as small. Reenactment of the robot’s gestures
did not lead to increased learning outcomes in the current study.

This work contributes to the field of human-robot interaction
by highlighting potential factors—gesture comprehensibility,
age, types of concepts that are referred to, and gesture reenact-
ment—that could play a role in the effectiveness of a robot’s
use of iconic gestures in an educational context. Based on our
findings, we list several observations and suggestions regarding
the process of designing a social robot’s iconic gestures, and
integrating them in a (tutoring) interaction:

* The positioning of the robot (and viewer’s perspective)
may relate to the comprehensibility and reenactment of
the gestures;

* An iterative design process is desirable, including ges-
ture elicitation and frequent evaluation with the intended
user group (in our case children);

* Reinterpretation of human gestures to accommodate the
robot’s physical limitations may result in a loss of mean-
ing or comprehension—frequent evaluation is especially
useful in these cases;

* Particularly in education, aiming for human-like ges-
tures (as opposed to more exaggerated gestures) may
be useful, as human-likeness could offer benefits to the
learning process and outcomes;

* Context matters: If the interaction is complex (e.g.
including a tablet), frequent gesturing might cause
cognitive overload. Managing the learner’s attention
is important;

* It may help to gesture less frequently (compared to
human gesturing), and to introduce variation in gestures
(i.e. using several different gestures for one word);

* It appears that the design and implementation of robot
gestures can either discourage or encourage spontaneous
reenactment.

In light of the present research and its promising outcomes,
in future work we intend to conduct a study where we focus
specifically on investigating these four factors in more detail.
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A Detailed Results of the Gesture Rating Study with Adults

TABLE A6. Comprehensibility, clarity and naturalness ratings for each gesture (SD in parentheses). Chance level for comprehensibility is 0.17.

Concept Semantic category Comprehensibility 0-1 Clarity 1-5 Naturalness 1-5
One Counting 0.35 2.35 (1.00) 2.41 (0.94)
Two Counting 0.53 3.41(1.33) 3.41 (1.00)
Three Counting 0.24 4.12 (0.86) 3.88 (0.98)
Four Counting 0.29 3.06 (1.20) 2.65 (0.86)
Five Counting 0.35 2.06 (1.03) 2.35(1.11)
More Comparatives 0.59 3.24 (0.90) 3.12 (0.86)
Most Comparatives 0.18 3.12 (1.05) 3.24 (0.90)
Fewer Comparatives 0.65 3.12(0.99) 3.18 (0.95)
Fewest Comparatives 0.65 3.41(1.12) 3.24 (1.03)
Add Operations 0.94 2.53 (1.37) 2.53 (1.28)
Take away Operations 1.00 3.53(1.01) 3.35(0.93)
Big Measurement 0.94 3.94 (0.83) 3.65 (1.17)
Small Measurement 0.76 3.82(1.13) 3.71 (0.99)
Heavy Measurement 0.29 3.88 (0.93) 3.65 (0.79)
Light Measurement 0.88 3.47 (0.72) 3.41 (0.80)
High Measurement 0.88 4.24 (0.83) 3.88 (0.78)
Low Measurement 0.71 4.18 (0.73) 3.76 (0.66)
On Prepositions 0.47 3.71 (0.92) 3.06 (0.90)
Above Prepositions 0.76 3.65 (0.93) 3.18 (0.88)
Below Prepositions 0.94 4.35 (1.06) 4.29 (0.69)
Next to Prepositions 0.76 3.12 (1.36) 3.06 (1.03)
In front of Prepositions 0.88 4.06 (1.03) 3.71 (0.92)
Behind Prepositions 0.76 3.35(1.22) 3.00 (1.00)
Left Prepositions 0.82 4.29 (0.77) 4.06 (0.56)
Right Prepositions 0.94 4.59 (0.62) 4.12 (0.78)
Falling Movement verbs 0.88 4.53 (0.72) 4.29 (0.77)
Walking Movement verbs 1.00 4.88 (0.33) 4.35(0.93)
Running Movement verbs 1.00 4.47 (1.01) 4.41 (0.62)
Jumping Movement verbs 0.76 3.12(1.32) 3.06 (1.09)
Flying Movement verbs 0.94 4.41 (0.80) 3.65(1.41)
Catching Movement verbs 0.76 3.41 (1.00) 3.18 (1.01)
Throwing Movement verbs 0.88 4.65 (0.61) 4.24 (0.97)
Sliding Movement verbs 0.71 2.71(0.92) 2.82(0.81)
Climbing Movement verbs 1.00 4.82 (0.39) 4.47 (0.51)

INTERACTING WITH COMPUTERS, VOL. 33 No. 6, 2022

220z Jequisidag gz uo Josn Aleiqr] Asieniun 1yoann Ag £9/2099/965/9/SE/PI0ILE/OMI/LI0D"ANO"OILISPEDE//:SARY WO, PEPEOIUMOC



DESIGNING AND EVALUATING ICONIC GESTURES FOR CHILD-ROBOT SECOND LANGUAGE LEARNING

625

B Gesture Rating Study: Differences between Semantic Categories

TABLE B2. Paired samples t-tests to test differences between semantic categories. * indicates significant

difference.

M i SD i 1(16) P
Comprehensibility (0-1)
Counting—comparatives* -0.16 0.31 -2.14 .048
Counting—operations* -0.62 0.24 -10.59 i.001
Counting—measurement™ -0.39 0.26 -6.23 ;.001
Counting—prepositions* -0.44 0.30 -6.11 ;.001
Counting—movement* -0.53 0.27 -8.14 ;.001
Comparatives—operations* -0.46 0.24 -7.90 ;.001
Comparatives—measurement™ -0.23 0.20 -4.83 ;.001
Comparatives—prepositions* -0.28 0.24 -4.72 ;.001
Comparatives—movement* -0.37 0.25 -5.98 i.001
Operations—measurement™ 0.23 0.16 5.99 ;.001
Operations—prepositions® 0.18 0.23 3.23 .005
Operations—movement* 0.09 0.15 2.50 .02
Measurement—prepositions -0.05 0.19 -1.05 .30
Measurement—movement* -0.13 0.16 -3.49 .003
Prepositions—movement* -0.09 0.16 -2.25 .04
Clarity (1-5)
Counting—comparatives -0.22 0.66 -1.38 .19
Counting—operations -0.03 0.78 -0.16 .88
Counting—measurement™ -0.92 0.56 -6.83 ;.001
Counting—prepositions* -0.89 0.44 -8.35 ;.001
Counting—movement* -1.11 0.44 -10.39 ;.001
Comparatives—operations 0.19 0.89 0.89 .39
Comparatives—measurement™ -0.70 0.48 -6.06 ;.001
Comparatives—prepositions* -0.67 0.57 -4.82 ;.001
Comparatives—movement* -0.89 0.57 -6.43 i.001
Operations—measurement™ -0.89 0.88 -4.20 .001
Operations—prepositions* -0.86 0.80 -4.44 ;.001
Operations—movement* -1.08 0.71 -6.30 ;.001
Measurement—prepositions 0.03 0.50 0.26 .80
Measurement—movement -0.19 0.40 -1.95 .07
Prepositions—movement* -0.22 0.35 -2.63 .02
Naturalness (1-5)
Counting—comparatives -0.25 0.65 -1.57 14
Counting—operations 0.00 0.74 0.00 1.00
Counting—measurement™ -0.74 0.61 -4.94 ;.001
Counting—prepositions™* -0.62 0.44 -5.73 ;.001
Counting—movement* -0.89 0.58 -6.36 ;.001
Comparatives—operations 0.25 0.99 1.04 31
Comparatives—measurement™ -0.49 0.52 -3.86 .001
Comparatives—prepositions* -0.37 0.49 -3.10 .007
Comparatives—movement* -0.64 0.68 -3.89 .001
Operations—measurement™ -0.74 0.89 -3.40 .004
Operations—prepositions* -0.62 0.88 -2.90 .01
Operations—movement* -0.89 0.87 -4.22 .001
Measurement—prepositions 0.12 0.30 1.63 12
Measurement—movement -0.15 0.41 -1.54 .14
Prepositions—movement* -0.27 0.42 -2.67 .02
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C Relation between age and post-test scores on the comprehension task

Score comprehension task, immediate post-test

FIGURE C2. Linear fit to the post-test scores for the comprehension task per condition, by age (chance level is 18).
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