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Recurrent Neural Network (RNN) inference exhibits low hardware utilization due to the strict data depen-
dencies across time-steps. Batching multiple requests can increase throughput. However, RNN batching
requires a large amount of padding since the batched input sequences may vastly differ in length. Schemes
that dynamically update the batch every few time-steps avoid padding. However, they require executing
different RNN layers in a short timespan, decreasing energy efficiency. Hence, we propose E-BATCH, a
low-latency and energy-efficient batching scheme tailored to RNN accelerators. It consists of a runtime
system and effective hardware support. The runtime concatenates multiple sequences to create large batches,
resulting in substantial energy savings. Furthermore, the accelerator notifies it when the evaluation of an input
sequence is done. Hence, a new input sequence can be immediately added to a batch, thus largely reducing
the amount of padding. E-BATCH dynamically controls the number of time-steps evaluated per batch to
achieve the best trade-off between latency and energy efficiency for the given hardware platform. We evaluate
E-BATCH on top of E-PUR and TPU. E-BATCH improves throughput by 1.8x and energy efficiency by 3.6x in
E-PUR, whereas in TPU, it improves throughput by 2.1x and energy efficiency by 1.6x, over the state-of-the-art.

CCS Concepts: • Computer systems organization → Neural networks.

Additional Key Words and Phrases: Hardware Accelerators, Long Short Term Memory, Recurrent Neural
Network, Batching

1 INTRODUCTION
Recurrent Neural Networks (RNNs) are a key technology for sequence-to-sequence applications
such as machine translation [4] and speech recognition [3]. Their connections include feedback
loops that allow them to remember information from previous executions and handle input and
output sequences of variable length (i.e., number of time-steps). Modern RNNs feature a large
number of parameters and, hence, their memory requirements are in the order of tens and even
hundreds of megabytes [29]. Also, they impose severe data dependencies, and as a result, RNN
inference exhibits a limited amount of parallelism. Not surprisingly, state-of-the-art systems such
as TPU [15] or Brainwave [8] exhibit a low resource utilization for RNN inference: 18% and
3.5% respectively. On the other hand, other accelerators such as E-PUR [29] achieve nearly 100%
utilization, but they are tailored to mobile environments. GPUs/CPUs using state-of-the-art RNN
libraries also exhibit extremely low resource utilization. For example, the high-performance library
cuDNN [6] shows an average utilization of 13.5% on an NVIDIA Titan V GPU for RNN inference.
Servers handling multiple requests (i.e., cloud services) from a large number of edge devices,

such as smartphones, employ batching to increase parallelism and throughput. During inference,
batching merges several requests and feeds them to the system simultaneously, so that all their
computations are done in parallel. Therefore, the high energy cost of accessing themodel parameters
is shared by all the requests in a batch. Note that batching works best when the batched requests
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are identical in length, i.e., their number of time-steps are the same. However, this is particularly
difficult in RNNs since their input sequences usually have different number of time-steps. For
instance, Deepspeech2 [3] has input sequences with several time-steps ranging from 60 to 1700
(Librispeech test set).

State-of-the-art deep learning systems [1, 23] handle this issue by padding the batched sequences
such that their number of time-steps are identical to the number of time-steps of the longest
sequence. The main drawback of this approach is that the latency of all the batched sequences
increases since their evaluation cannot be completed until the longest sequence has been evaluated.
Besides, energy is wasted performing computations on the extra added time-steps. Our experiments
on E-PUR, an RNN accelerator, show that 30.2% of the energy consumption is due to padding,
whereas the latency overhead is 28.5% on average for a set of RNNs.

For Deep RNN models, weight reuse is severely affected by the number of requests in a batch and
the number of time-steps in the batched sequences. The reason is that, in order to evaluate a new
layer of an RNNmodel, the weights are first brought to on-chip memory, hence evicting the weights
of the previous layer. Henceforth, creating batches with short sequences incurs a large amount of
weight swapping, and, as a consequence, energy consumption increases. This issue is evident in
batching strategies such as Cellular Batching [9], where batches with short sequences are created,
and not surprisingly, it is inefficient energy-wise. For instance, cellular batching on top of E-PUR
consumes, on average, 4.5x more energy per request than sequence padding for DeepSpeech [3].
Motivated by the inefficiencies of current batching schemes, we propose E-BATCH, an RNN

batching scheme that improves energy efficiency by avoiding padding and by increasing the
temporal and spatial locality of the weights. In E-BATCH, sequences are allowed to join a batch
while it is being evaluated. Also, when a new batch is created, all the available requests are
distributed among all the hardware processing lanes (i.e., a processing element that can evaluate
one or more sequences sequentially). More specifically, for a system with n processing lanes, we
partition all the available requests among processing lanes in a way that the difference between the
total number of time-steps evaluated by each lane is minimal. If the number of available requests is
larger than the number of lanes, several requests are assigned to a given processing lane and are
processed sequentially. Also, when the number of requests is too low, the system waits for some
time before starting a new batch to increase its size. Furthermore, while a batch is being evaluated,
specific new requests can join the batch to increase its efficiency. Note that assigning more than one
request to a processing lane increases the length of the batched sequences. Furthermore, to meet
Service-Level-Agreement (SLA), we limit the maximum number of time-steps in a given processing
lane. Our experiments show that, on average, E-BATCH improves energy efficiency and throughput
by 2.6x and 1.9x, respectively. For the rest of the paper, we refer to processing lanes simply as lanes.

To summarize, in this paper, we focus on batching for RNN inference. More specifically, batching
for LSTM and GRU networks on DNN accelerators. Its main contributions are the following:

• We analyze the trade-off between energy and latency while batching RNN sequences. Also,
we identify the excessive padding and the poor weight locality as the primary sources of
inefficiencies in current RNN batching approaches.

• We propose a novel batching scheme that largely improves temporal and spatial locality
of the weights and minimizes padding, which results in significant throughput and energy
improvements.

• We implement our scheme on top of E-PUR and TPU, two state-of-the-art accelerators for
RNNs. Our system improves energy efficiency by 3.6x/2.1x and throughput by 1.8x/1.6x for
E-PUR/TPU, respectively, compared to a state-of-the-art RNN batching strategy.
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Fig. 1. Structure of an LSTM cell.

𝑖𝑡 = 𝜎 (𝑊𝑖𝑥𝑥𝑡 +𝑊𝑖ℎℎ𝑡−1 + 𝑏𝑖 ) (1)

𝑓𝑡 = 𝜎 (𝑊𝑓 𝑥𝑥𝑡 +𝑊𝑓 ℎℎ𝑡−1 + 𝑏 𝑓 ) (2)

𝑔𝑡 = 𝜙 (𝑊𝑔𝑥𝑥𝑡 +𝑊𝑔ℎℎ𝑡−1 + 𝑏𝑔) (3)

𝑐𝑡 = 𝑓𝑡 ⊙ 𝑐𝑡−1 + 𝑖𝑡 ⊙ 𝑔𝑡 (4)

𝑜𝑡 = 𝜎 (𝑊𝑜𝑥𝑥𝑡 +𝑊𝑜ℎℎ𝑡−1 + 𝑏𝑜 ) (5)

ℎ𝑡 = 𝑜𝑡 ⊙ 𝜙 (𝑐𝑡 ) (6)

Fig. 2. Computations of an LSTM cell. ⊙, 𝜙 , and 𝜎 denote element-wise multiplication, hyperbolic tangent
and sigmoid function respectively.

2 BACKGROUND
2.1 Recurrent Neural Networks
Recurrent Neural Networks (RNNs) are a machine learning algorithm for sequence-to-sequence
problems [3, 4, 19, 31]. RNNs include feedback loops that allow them to use past information from
previous executions. Furthermore, RNNs are evaluated recurrently for each time-step of the input
sequence. Therefore, they can handle input and output sequences of variable length.
Basic RNN (i.e., vanilla RNN) cannot capture long dependencies in the input sequence because

information tends to dilute over time. For this reason, the Long Short Term Memory (LSTM) [13]
and Gated Recurrent Unit (GRU) [7] architectures were proposed. Since they can exploit long and
short-term dependencies, they represent the most successfully RNN architectures.

In an RNN, an input sequence is composed of N time-steps, i.e. 𝑋 = [𝑥1, 𝑥2, ..., 𝑥𝑁 ]. In an LSTM
or GRU network, time-steps are processed sequentially, from 𝑥1 to 𝑥𝑛 . Note that the number of
time-steps is normally different for each input sequence that is evaluated. Deep RNNs are created
by stacking together several layers, where each of these layers consists of an LSTM or GRU cell.

2.1.1 Basic structure of an LSTM Cell. Figure 1 shows an LSTM cell. The key component is the cell
state (𝑐𝑡 , in Equation 4), that is computed as a function of four gates in charge of modulating the
amount of information added or deleted from it on each time-step. The input gate (𝑖𝑡 , in Equation 1)
modulates how much of the input information is added, whereas the forget gate (𝑓𝑡 , in Equation 2)
controls how much information is removed. The updater gate (𝑔𝑡 , in Equation 3) modulates the
amount of information that is considered as a candidate to update the cell state. Finally, the output
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Fig. 3. Sequence Padding. Requests are shown in the request queue from their arrival time until they are
dispatched to the hardware for evaluation. The number inside the parenthesis next to each queued request is
the number of time-steps for that request. The batch size is 4.

gate (𝑜𝑡 , in Equation 5) controls how much information from the cell state is exposed as the cell
output (ℎ𝑡 , in Equation 6).
The computations performed by an LSTM cell are shown in Figure 2. For each gate, there are

two types of inputs: the current time-step (𝑥𝑡 ) and the previous output (ℎ𝑡−1). To compute gate’s
output, two matrix-vector multiplications are performed: one between the input 𝑥𝑡 and𝑊𝑥 , and
another between ℎ𝑡−1 and𝑊ℎ . After these multiplications, an activation function is applied, which
is typically a sigmoid or hyperbolic tangent. The output of each gate is a vector, and for the sake of
simplicity, we call its elements neurons. Most of the execution time in an LSTM cell is due to the
computation of the matrix-vector multiplication, whereas most of the energy consumption is due
to accessing the weight matrices [29].

On the other hand, GRU cells are similarly to LSTM but they do not include a cell state. A GRU
cell is composed of two gates: the update gate (𝑧𝑡 ) and the reset gate (𝑟𝑡 ). The update gate (𝑧𝑡 )
modulates how much information from the previous output (ℎ𝑡−1) will be carried over the current
output (ℎ𝑡 ), whereas the reset gate (𝑟𝑡 ) controls how much information from the previous output is
removed. In the rest of the paper, we refer to both LSTM and GRU cells as RNN cells.

2.2 Sequence Batching
Sequence Batching (we refer to it as batching for short) is a technique used to increase throughput.
Inference machine learning systems handling multiple requests (e.g., data centers providing service
to many users) batch various requests so that their computations are done in parallel. In this context,
a batch is a set of one or more requests (i.e., input sequences). The number of batched requests (i.e.,
batch size) is usually limited by the number of hardware resources available in the system (e.g.,
number of processing lanes). Arriving requests are grouped into batches of size 𝑁 , and batches
are evaluated sequentially. Once a batch of requests is sent to the hardware, each of the batched
requests is assigned to a processing lane. The evaluation of those requests is not completed until
all of them are computed. Henceforth, batching tends to work best when the batched requests
have the same length. However, this is an issue in RNNs since the number of time-steps on each
input sequence may be significantly different. To mitigate this problem, the following strategies
are employed.

2.2.1 Sequence Padding. Sequence Padding is used in TensorFlow [1] and PyTorch [23] to batch
sequences with different number of time-steps. The sequence with the largest amount of time-steps
(i.e., m) in a batch is first found. Then, the number of time-steps for the remaining sequences is
increased to match the maximum length m, filling the extra time-steps with zeros.Note that the
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Fig. 4. Sequence Bucketing. For this example, the maximum difference in time-steps for requests that are
batched together is 1.

larger the difference among batched input sequences, the larger the number of useless computations.
Consider the batches created in Figure 3, where requests 1-6 have 1, 2, 3, 4, 3, and 2 time-steps,
respectively. In order to create a batch of size 4, requests 1-3 are padded. Note that request 1 completes
its execution long before request 4 (i.e. the longest request in the batch), but it is not returned to
the user until request 4 is finished. Furthermore, although request 5 is available when request 1 is
already finished, its computation cannot start until the whole batch is computed.

2.2.2 Sequence Bucketing. Sequence Bucketing [16] is implemented on top of sequence padding in
systems such as MXNet [5] and TensorFlow to reduce the amount of padding. To this end, different
sequences are clustered together into a logical group, a.k.a. bucket, if they have similar length.
Similarity is defined as the maximum difference in time-steps among all the sequences in any given
bucket. In addition, it is constrained to be below a given threshold (i.e., the bucket width).
Only sequences from the same bucket can be batched together. Note that some sequences in a

given batch may require padding. The maximum amount of time-steps padded is the bucket width.
For instance, consider the example in Figure 4, assuming that requests 1-6 have 1, 2, 4, 5, 3, and 2
time-steps respectively, and the bucket width is one. Requests 1, 2, and 6 are assigned to a bucket
whereas request 3-5 are assigned to another bucket. Then, if batches are created using a batch size
of 4, requests 1-2 will be batched together. Similarly, requests 3-5 will go into the same batch. Note
that, although request 6 is available when requests 3-5 are batched, it is not included since it belongs
to a different bucket. Batches are evaluated sequentially, and new requests are not allowed to join a
given batch while it is being evaluated in the hardware. We refer to this optimization as bucketing.

2.2.3 Cellular Batching. Cellular Batching batches requests at the granularity of cells (i.e., a few
time-steps) instead of whole sequences [9]. New requests are allowed to join a batchwhose execution
is ongoing. Also, completed requests are returned to the user immediately. Figure 5 shows how
requests are scheduled in cellular batching. We assume a cell represents one time-step, a batch
size of 4, and an LSTM model of one layer. The first time-steps of requests 1-4 are batched together.
Once the batch is evaluated, request 1 is completed and returned to the user. After this, a new
batch is created using the second time-step from requests 2-4 and first time-step from request 5.
Once this batch is evaluated, request 2 is completed. Then, batching and evaluation continues for
the remaining time-steps of requests 3-6. Since batches are created using a finer granularity, new
requests can start execution as soon as the processing hardware becomes available, and completed
requests are sent to the user immediately.
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3 SOURCES OF BATCHING INEFFICIENCIES IN RNNS
Both Bucketing and Cellular batching provide an improvement over sequence padding by reducing
the amount of wasted computations. Cellular batching also improves latency by batching requests
using a finer granularity. However, these solutions do not take into account energy consumption
and the spatial and temporal locality of the weights for large RNN models (i.e., more than one
layer), which is typically exploited in RNN accelerators. In this section, we identify the sources of
inefficiencies in RNN batching and present a detailed analysis.

3.1 Number of Times-steps Variability
Figure 6 shows the cumulative distribution for the number of time-steps in the input sequences of
two popular RNN models. As can be seen, both models have a wide range of sizes in the length
of their input sequences. This variability severely affects batching systems that employ sequence
padding or bucketing strategies since many useless computations are introduced. For instance, we
have seen in our experiments that nearly 40% of the calculations evaluated by the hardware are
unnecessary for sequence padding. On the contrary, when bucketing is applied, the number of
wasteful computations evaluated decreases to nearly 5% since the number of time-steps among
sequences that are batched together is quite similar. Regarding cellular batching, less than one
percent of the computations executed are useless since batches are created and evaluated at a fine
granularity (i.e., five time-steps).
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3.2 Low Hardware Resource Utilization
There are two leading causes of low hardware utilization of RNNs systems. One is due to padded
sequences, whereas the other is due to a limited amount of requests.

Figure 7 shows a breakdown for the percentage of hardware utilization for useful and wasteful
computations on a system under a moderate workload (i.e., 1000 requests per second ). As can be
seen, when employing sequence padding around 26% of the hardware utilization is due to wasteful
computations. On the contrary, when bucketing is employed, only 5.2% of the hardware is utilized
for wasteful calculations.
Some wasteful computations are performed by lanes that complete the evaluation of requests

assigned to them early. For these cases, we could reduce the number of wasteful computations by
sending available requests to those lanes since there are no data dependencies among requests.
Note that, typically, when a batch is being evaluated in the hardware, to increase weight reuse, the
same model parameters (i.e., weights) are used by each processing lane. Therefore, time-steps from
an available request can only be sent to a lane when its weights are the same as the weights being
used to compute the current set of batched requests. We provide more details about this issue in
Section 5.

On the other hand, when the number of requests waiting to be processed is not enough to fill the
available lanes, batches of small sizes are created. For this reason, some lanes will perform padded
computations. Besides and more importantly, weights are swapped more frequently (i.e., for each
new batch and layer evaluated), hence decreasing weight reuse and dramatically increasing energy
consumption. For instance, for the model evaluated in Figure 7, when the workload is low (i.e.,
number of requests is smaller than the batch size), waiting for more new requests to arrive to create
batches with a more considerable amount of requests, decreases energy consumption per request
processed by 2.3x on average.
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3.3 Poor Weight Locality
For RNN inference, one of the primary sources of energy consumption is the memory accesses
to fetch the weights [29], accounting for up to 80% of overall energy consumption. Therefore,
hardware accelerators for RNN include local on-chip memories to increase weight reuse. Not
surprisingly, when batching RNN sequences, energy consumption due to memory access keeps
being the dominant factor.

For Deep RNNs, on each batch evaluation, the weights must be fetched for each layer. Note that
while evaluating an RNN layer, due to data dependencies, all the time-steps of a group of sequences
in a batch are usually computed before proceeding with deeper layers. Hence, depending on the
number of time-steps of the batched sequences, the overhead of accessing the weights will be more
or less severe. This is particularly problematic when evaluating cellular batching on accelerators
because input sequences are split into multiple batches. Moreover, batches, where the sequences
on them have a small number of time-steps (e.g., 5), are created. Therefore, for RNN models with
more than one layer, weights are fetched multiple times for each sequence on average.

Figure 8 shows the average energy consumed per request for each of the three previous batching
strategies, evaluated on E-PUR [29]. As it can be seen, when evaluating an RNN model with only
one layer, cellular batching is highly efficient since it avoids wasteful computations. Also, because
it decreases waiting time, static energy consumption is improved. Note that for one layer model,
weights are only loaded into on-chip memory only once. Despite cellular batching being highly
efficient for a one-layer model, it is very inefficient for deeper models. As shown in Figure 8, when
the model has more than one layer, the energy efficiency of padding and bucketing is 11x compared
to cellular batching. The main issue with cellular batching for deep RNN models is that weights
are swapped too frequently from on-chip memory. More specifically, batches with a small number
of requests are evaluated, which decreases weight reuse. As illustrated in Figure 9, in the case of
cellular batching, increasing the number of layers increases the number of bytes read per request
rapidly. However, for bucketing and sequence padding, the increment in weight reads per request
is less severe. Note that, for the three-layer model, sequence padding has better energy efficiency.
The reason is that because of thebucket size constraint, batches with a small number of requests are
created for sequence padding.
One approach to increase weight reuse is to use large batch sizes so that more requests are

batched together. However, increasing the batch size will also increment the number of lanes needed
to evaluate them. Another approach is to create batches in which several requests are concatenated
before being sent to a processing lane, where they are evaluated sequentially. The main drawback
of this approach is that it increases the number of time-steps evaluated sequentially per processing
lane for a given batch, which increases the average latency. However, significant improvements in
energy efficiency can be achieved (as shown later in Section 7).
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To improve energy efficiency in RNN batching, we develop E-Batch, a novel batching scheme
that allows RNN sequences to join a batch while it is being executed dynamically. Also, our proposal
strives to create batches with a low amount of padding by employing a multi-way greedy partition
algorithm. Furthermore, to increase weight reuse, E-Batch tries to evaluate many time-steps in
each lane. Finally, to improve resource utilization, E-Batch implements a timeout to batch more
requests during intervals when the number of requests arriving at the system is low.
We present the details of E-Batch in the following sections of the paper. We implemented our

proposal on top of E-PUR and TPU, two state-of-the-art RNN accelerators. First, a brief description
of the overall hardware baseline is presented. Next, we detail the extensions added to the baseline
to support batching. Then, E-Batch is described. Finally, we discuss the runtime and hardware
support required by our proposal.

4 RNN ACCELERATOR
The proposed RNN batching scheme, described in Section 5, can be implemented on top of any RNN
accelerator. We first implement it on top of E-PUR, an energy-efficient accelerator for RNNs [29].
E-PUR consists of four computational units dedicated to evaluating the four gates in an LSTM cell.
Moreover, it includes several on-chip memories to store the weights and intermediate results. In
this work, we extend E-PUR to support batching. The following subsections provide further details
on E-PUR’s architecture and describe the required modifications.

To illustrate the general applicability of the proposed batching technique, we also implement it
on top of a TPU-like architecture and provide experimental results in Section 7.3.

4.1 Architecture Overview
E-PUR consists of four Compute Units (CUs) whose overall structure is shown in Figure 10. The
main components of each CU are a dot product unit (DPU) and a Multi-functional Unit (MU).
The DPU is tailored to the computations of the matrix-vector multiplications between the input
sequences (𝑥𝑡 and ℎ𝑡−1) and the weights. On the other hand, the MU is used to compute activation
functions (i.e., sigmoid and hyperbolic tanh) and scalar operations. Note that the computations in
E-PUR are performed using either 8 or 16 bits.

In E-PUR, all gates are evaluated in parallel. For a given time-step 𝑥𝑡 of an input sequence 𝑋 , the
following steps are performed to compute the output vector ℎ𝑡 . First, for each output element (i.e,
𝑛𝑘 ) of ℎ𝑡 , the input and weight vectors are split into K sub-vectors of size N. Then, two sub-vectors
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of size N are loaded from the input and weight buffers, respectively, and the dot product between
them is computed by the DPU, which also accumulates the result. Next, the steps are repeated for
the next 𝑘𝑡ℎ sub-vector and its result are added to the previously accumulated partial dot product.
This process is repeated until all K sub-vectors are computed and added together. Once the output
value 𝑛𝑘 is computed, the DPU sends it to the MU, where bias and scalar calculations are performed.
Finally, the MU computes the activation function and stores the result in the on-chip memory for
intermediate results. Finally, these steps are repeated until all the elements of ℎ𝑡 are evaluated.

4.2 Supporting Batching
The base architecture of E-PUR does not support batching. Hence, two main modifications are
done to support the evaluation of multiple input sequences in a batch. First, E-PUR includes an
on-chip memory to store intermediate results, which saves accesses to main memory and, therefore,
improves energy efficiency [29].

Intermediate results are generated after computing the output vector (ℎ𝑡 ) and are used as input to
the following time-step of execution and as input to the next layer. However, including an on-chip
memory to store the intermediate results for all the time-steps during batching is unfeasible since
the memory requirements will be huge (hundreds of megabytes). Note that the output for each time-
step must be kept in memory until it is consumed by the next layer and, hence, intermediate results
quickly become large when increasing batch size. Therefore, a vast amount of intermediate results
are generated for large batch sizes (e.g. 𝑡𝑖𝑚𝑒_𝑠𝑡𝑒𝑝𝑠 ∗𝑏𝑎𝑡𝑐ℎ_𝑠𝑖𝑧𝑒 ∗𝑚𝑜𝑑𝑒𝑙_𝑛𝑒𝑢𝑟𝑜𝑛𝑠). Consequently, we
decide to store intermediate results among RNN layers in the main memory. Note that intermediate
results are only loaded once from the main memory when a new layer will be evaluated. Moreover,
the output of the previous time-steps is kept on-chip since it is consumed when computing the
next time-step.
Despite storing intermediate results in main memory, RNN batching improves weight locality

largely since weights are fetched once and reused to compute multiple input sequences in parallel,
reducing main memory accesses for fetching weights. This trade-off is highly lucrative since the
memory footprint for the weights is typically much larger than the size of the intermediate results.
For instance, on E-PUR, when sequence padding is employed with a batch size of 64, energy
consumption and performance are improved by 3.15x and 36x on average, respectively.
The second extension to the baseline architecture adds extra DPUs and MUs on each CU, as

shown in Figure 10. On each CU, we include N DPUs and MUs such that we have the necessary
hardware needed to evaluate N input sequences in parallel (for a batch of size N ). Hence, a lane in
E-PUR consists of a DPU and a MU. Each lane includes its private on-chip input buffer, whereas
the weight buffer is shared among all the lanes.

After these modifications, the evaluation of a batch is performed as follows. First, once a batch of
sequences is created by the runtime (discussed in Section 5.7), it is sent to E-PUR. In the accelerator,
each input sequence in the batch is distributed to a lane. Then, on each lane, the evaluation of a
sequence is done, as explained in Section 4.1. Note that since all the lanes share the weight buffer,
weights are broadcast to each of them where they are multiplied by their corresponding input
sequence. Finally, for each lane, once the output ℎ𝑡 of an input sequence is computed, the result is
stored in the main memory.

5 E-BATCH
In Section 3, we described the primary sources of inefficiencies in RNN batching. We propose
E-Batch, a novel RNN batching scheme that tries to optimize both latency and energy consumption
to mitigate these issues. First, we present an overview of the execution flow of E-Batch. Then, we
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describe the main optimizations included in E-Batch. Finally, the hardware and software support
needed to run E-Batch is detailed.

5.1 Overview
In E-Batch, the creation of a batch is performed on the CPU by a runtime system, whereas the RNN
computations are done in an RNN accelerator (E-PUR, TPU, ...). Figure 11 shows an overview of
E-batch execution flow. Typically, the runtime is waiting for a new request or a notification from
the accelerator. In this case, step one is performed. For step one, when a new request arrives at
the system, the runtime will check if the accelerator is idle or busy. If the accelerator is busy, the
runtime advances to step 2. Otherwise, it verifies if there are some requests on queue and proceeds
to step 3.
In step 2, the accelerator tries to add time-steps from the new request to the current batch.

However, this is only possible when the current batch is being evaluated for the first layer (as
explained in 5.3), and the accelerator has available lanes. In this case, some of the time-steps from
the new request are included with the current batch.

When a new request arrives at the system and the accelerator is idle, the runtime moves to step
3, where it tries to create a new batch. The runtime proceeds to step 4 when the number of requests
on the queue exceeds the number of processing lanes. Otherwise, a time-out is started to wait for
more requests. This is done to create batches with many time-steps, thus, increasing weight reuse,
as described in 5.2.
In step 4, the runtime will make a new batch using all the available requests. For this step, a

greedy partition algorithm is employed to distribute all the time-steps of all the queued requests
among the available processing lanes. After this, the runtime will limit the number of time-steps
per processing lane to a value N. This is done to decrease the latency of processing a batch. By
changing the value of N, we can trade latency for energy efficiency, as explained in 5.4. Finally,
once a batch is created, it is sent to the accelerator, where it is evaluated for all the network layers.

5.2 Increasing Weight Reuse
In contrast to other solutions, in our scheme batches are created considering all the available
requests. Since our main target is energy efficiency, E-Batch increases weight reuse by using all
the available requests. When the number of requests being batched is larger than the number of
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available lanes, multiple requests are assigned to a given lane and are executed sequentially. In this
case, the number of time-steps for a given lane is defined as the sum of the time-steps of all the
requests assigned to that lane.

Since the number of time-steps for each request tends to be different, the number of time-steps
on each lane also differs. Hence, to decrease the number of padded computations (see Section 3.1),
our scheme tries to minimize the difference in time-steps between each lane by distributing the
available requests among lanes in a way that their number of time-steps are as similar as possible.
Note that this problem is an instance of the Multi-Way Number partitioning problem, which is
known to be NP-Complete [17]. We employ a greedy heuristic to assign each request to a given
lane. For example, given the requests with the following number of time-steps (4,5,6,8,7) and a
system with two lanes, we first sort all the available requests in descending order by their number
of time-steps: (8,7,6,5,4). Next, we process the requests sequentially in descending order, assigning
each request to the lane with the minimum amount of time-steps (e.g., 8 to the first lane, 7 to second,
6 to the second, etc on). In the example above, the first lane receives requests with time-steps (8,5,4),
and the second lane gets requests with time-steps (7,6).

Greedy partitioning does not always yield an optimal solution [17]. As a result, some sequences
may need to be padded. In this case, we use hardware assistance to either clock gate the lanes that
will perform the padded sequences’ evaluations or assign new requests to these lanes. To this end,
when a lane finishes the evaluation of all the time-steps assigned to it, E-PUR queries the runtime
for a new request and, assuming that a request is available, the runtime sends it to E-PUR where its
evaluation starts immediately to avoid padding. On the contrary, if there is no request available,
the lane is clock gated. Due to data dependencies, time-steps must be evaluated sequentially and
cannot be distributed to multiple lanes.

5.3 Decreasing Padding
In order to reduce the impact of padding and improve throughput, E-Batch allows new requests
to join a batch, but only while the first RNN layer is being processed. If a new request arrives
at the server while the accelerator is processing the first (i.e., input) layer of an RNN, E-batch’s
runtime system tries to add the request to the current batch to reduce padded time-steps. Once
the computation of the first layer for a given batch is finished, the batch is locked, and it cannot
be modified for the subsequent RNN layers. The rationale behind this decision is to guarantee
that all the requests in a batch belong to the same RNN layer and are processed simultaneously to
maximize weight reuse, which results in significant energy savings, as shown in Section 7.

5.4 Trading Latency for Energy-Efficiency
In E-Batch, the number of time-steps processed by a given lane is limited to a threshold (i.e., 𝑁 ). By
using a threshold, we can trade latency for energy consumption. Batching with a small number of
time-steps per lane decreases latency but incurs in a large number of weight swaps, which decreases
weight locality. On the contrary, batching with many time-steps per lane increases weight reuse,
which significantly reduces energy consumption at the expense of an increase in latency..

When a batch is being evaluated for the first layer of the RNN, E-Batch proceeds to compute the
next layer after 𝑁 time-steps have been evaluated per lane. If the amount of time-steps in a lane is
larger than 𝑁 , the remaining time-steps for those requests assigned to that lane are evaluated in a
future batch. In other words, the evaluation of some requests is split among different batches to
allow requests to progress through the subsequent layers in the RNN and reduce latency.

When a new batch needs to be started, and the number of requests available is smaller than the
batch size, the runtime waits for 𝑇 milli-seconds to increase hardware utilization and weight reuse
(i.e., more requests are batched together) at the expense of some penalty in latency. Furthermore,
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if a batch is being executed and a new request arrives while the first layer of the RNN is being
processed, the runtime checks for any idle lane, and if there is any, the new request is sent to
the accelerator where it is assigned to that lane. Note that, to evaluate layers after the first one
is computed, the previous layer’s result is needed. Therefore, even though some lanes could be
idle, if a new request arrives when a batch is being evaluated for any subsequent layer, it cannot
be assigned to any of those idle lanes. Also, only requests for the same RNN model are batched
together.

5.5 Execution Flow
Figure 12 illustrates the execution flow of E-Batch. Like the previous examples, a batch size of 4
is used, and an LSTM model with one layer. Furthermore, a value of 3 time-steps is used for 𝑁 ,
whereas𝑇 is set to two time-steps. In the beginning, requests 1-4 are in the waiting queue. Since the
number of requests in the queue is four, a new batch (batch 0) is created by the runtime, assigning
each request in the batch to a given lane using greedy partitioning. Afterwards, batch 0 is sent to
the accelerator in time-step 1. At time-step 2, the execution of request 1 is completed. Hence, the
accelerator sends a signal to the runtime to indicate that lane 0 is idle. Thus, request 5 is assigned
to lane 0 since it is the oldest request in the waiting queue. Similarly, request 6 is assigned to lane 1
after request 2 is finished. At time-step 4, the execution of batch 0 is completed since 𝑁 is 3. At
this point, requests 1-2 are completed, and the RNN output is sent back to the client. However, for
requests 4-6, only 3, 2, and 1 time-steps have been evaluated. Therefore, the remaining time-steps
will be computed in a future batch. After the evaluation of batch 0, only requests 4-6 are in the
queue. Hence, since the number of requests on the queue is smaller than the number of lanes, the
runtime waits for 𝑇 time-steps or enough requests to fill all the lanes.
As seen in Figure 12, at time-step 5 request 4-8 are in queue, hence batch 1 is created by the

runtime. In this case, since the number of requests in the queue is greater than the number of lanes,
requests 4 and 6 are assigned to lane 1. Finally, batch 1 is sent to the accelerator, where its evaluation
is performed in manner similar to batch 0.

Figure 13 shows the behavior of our scheme for RNN models with more than one layer. Similar
to the previous example, for time-step 1, requests 1-4 are batched and sent to the accelerator.
Furthermore, at time-step 2, request 1 is completed and request 5 is assigned to lane 0. Since 𝑁 is 3,
after three time-steps have been evaluated, we proceed with the evaluation of the next layer. Note
that requests 6-7 are available at time-step four and that lane 1 is idle after time-step 6. However, as
mentioned before, new requests cannot join a batch after the first layer’s evaluation is completed.
Hence, requests 6-7 wait until the evaluation of batch 0 finishes for the second layer. After batch 0
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is completed, the output results for requests 1-2 are sent to the user, whereas a new batch is created
using the remaining time-steps of request 4-5 and the new requests request 6-7.
The overall architecture of E-Batch is shown in Figure 14. It is composed of a runtime system

and an RNN accelerator. The runtime is in charge of creating and managing batches of requests,
whereas evaluations are performed in the accelerator. In the following sub-sections, we describe in
more detail these components.

5.6 Hardware support
In order to support E-Batch in E-PUR, the following modifications are done. First, we include an
interrupt, which is used to signal the runtime when a lane becomes idle. Furthermore, we include a
small buffer (i.e., the request buffer) to keep track of the lane where each request is being evaluated.
Also, in the request buffer, we store the number of time-steps that have to be processed for each
request. Finally, we include a register to store the parameter 𝑁 (i.e., the maximum number of time-
steps). Once a batch is received, the evaluation of the first layer works as follows. For each request
in the batch, an entry in the request buffer is created and initialized with its meta-information.
Then, when a time-step is evaluated, the number of time-steps processed for the active requests are
updated in the request buffer. If all the time-steps for a given request are completed, we proceed
with the next request in the lane. However, if there are no more requests in the lane, a signal is
sent to runtime to indicate that a lane is idle so that a new request can join the current batch
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Table 1. RNN Networks used for the experiments.

Network App Domain Cell Type Layers Cell Size Dataset
DeepSpeech2 [3] Speech Recognition GRU 5 800 LibriSpeech

MNMT [4] Machine Translation LSTM 8 1024 WMT’15 En → Ge

being executed. After 𝑁 time-steps have been evaluated, we continue with the computation of the
subsequent layers. Finally, once the evaluation of a batch is completed, the number of time-steps
evaluated for each request is sent back to the runtime.

5.7 Runtime support
The runtime is in charge of the management and creation of batches. It includes a queue where new
requests arriving at the system are stored. Furthermore, for each request, the runtime tracks the
number of time-steps that have been evaluated. Also, it knows whether the accelerator is processing
or idle.

When the accelerator is idle, the system will create a new batch using all the available requests
and employing the Greedy partitioning algorithm described in 5.1. Then, once a batch is created,
for each batched request, the lane assigned to it and the number of time-steps that need to be
evaluated are sent to the accelerator. Once the evaluation of a batch is completed, the number of
time-steps evaluated are updated for all its requests. Moreover, requests that are completed (i.e., all
its time-steps have been executed) are returned to the user. On the other hand, new requests and
requests with time-steps pending for evaluation are batched together. If the available requests are
not sufficient to create a complete batch, the runtime will wait until the batch is completed or 𝑇
milli-seconds have passed.

5.8 Supporting E-Batch On a TPU-Like Architecture
TPU is a state-of-the-art accelerator for neural networks [15]. It is composed of a systolic array of
processing elements (PEs) and on-chip memory for weights and activations. In order to evaluate
LSTM models on TPU like architectures, an output stationary dataflow is employed [25, 27]. In this
regard, for an RNN model with 𝑁 neurons, neuron 𝑛𝑘 will be mapped to all the PEs in column 𝑘 of
the array. Regarding the weights, they are mapped to the columns of the systolic array, whereas the
input sequences are mapped to rows of the array (one input sequence per row). Thus, to evaluate
𝑛𝑘 , its weights are streamed down through column 𝑘 , whereas the elements of each input sequence
are streamed through the rows. Note that the maximum batch size supported is equal to the number
of rows in the array and that each of them will correspond to a processing lane. To support E-Batch
in a TPU-like architecture, as done in E-PUR, we add an interrupt to signal the end of a sequence
to the runtime and a request buffer as described in 5.6.

6 EVALUATION METHODOLOGY
To evaluate our proposal, we use the state-of-the-art LSTM networks shown in Table 1. They consist
of RNNs for popular applications such as machine translation [34] and speech recognition [3]. In
the case of DeepSpeech2, it has five layers, and the size of each cell is 800. Regarding the number
of time-steps on its input sequence, it ranges from 10 to 1800. On the other hand, MNMT has eight
layers and a cell with 1024 units. For this network, the number of time-steps ranges from 20 to 100.
Note that our system’s performance and energy consumption only depend on the characteristics of
the input sequence.
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Table 2. Hardware configuration.

E-PUR
Parameter Value
Technology 28 nm
Frequency 500 MHz

Weight Buffer 2 MiB per CU
Input Buffer 128 KiB per CU
DPU Width 64 operations
TPU-like accelerator

Frequency 700 MHz
SRAM Buffer 24 MiB

Systolic Array PEs 128x128

To estimate performance and energy, we use a cycle-level simulator of E-PUR and TPU, using
the configuration parameters in Table 2. For E-PUR, we used an in-house implementation of its
architecture, described in [29]. On the other hand, we use SCALE-Sim [27] simulator to model a
TPU-like architecture. These simulators model the execution time and dynamic accesses for each
of the computational units on E-PUR and TPU. Also, the memory accesses to the on-chip and the
main memory are modeled. For a given network, its configuration and the number of time-steps
are fed to the simulator. Then, the simulator generates a trace that includes the timing and dynamic
accesses for each computational unit. For a TPU-like architecture, we set the number of filters as
the number of neurons in the model and the input features as the number of weights per neuron.
The width and height of the filters are set to one, whereas the width of the input features is set to
the batch size.
To estimate energy consumption, we modeled the different components of E-PUR and TPU in

Verilog. We synthesized them using Synopsis Design Compiler, and to determine the static and
dynamic energy consumption of on-chip memories, we employed CACTI [22]. Note that both
timing and energy consumption are estimated by combining the synthesis, cacti, and the traces
generated by the cycle simulator. As mentioned in Section 5.2, when a processing lane is not being
used, it is clock gated. In this regard, we disable the clock for idle processing lanes. We follow a
methodology similar to [2, 18, 32], and the clock signal of idle lanes is disabled at the beginning of
the evaluation of a batch. Finally, for main memory, we used the MICRON power model [21] and
modeled a 4GB DDR4 DRAM. For the modeled memory, the peak bandwidth is 25.6 GB/s, and the
data rate is 3200 MT/s. Regarding the scheduling policy, we assumed FR-FCFS (i.e., First-ready, first-
come-first-service). Also, the power model includes key timings parameters such as maximum and
minimum clock cycle rate, minimum and average refresh-to-refresh cycle time, and the minimum
activate-to-activate timing. The values of these parameters are detailed in the datasheet for the
DDR4 memory [20], and we omit them for the sake of brevity. Our final evaluations include both
the timing and energy consumption of transferring the weights and intermediate results to the
main memory.

Regarding the runtime, we implemented a system that employs the timing estimation and status
of the accelerator’ simulator (E-PUR or TPU) to batch new requests. For our experiments, we
simulate several hours of execution. To this end, the train/test datasets are not sufficient since they
would be processed in a short period. Aiming to generate more requests to be processed by our
system, we analyzed the distribution of the number of time-steps for each input sequence in the
train and test set of the RNN models in the benchmarks. In this regard, we employ the following
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Fig. 15. Average Latency vs Throughput for Machine Translation [4] using a batch size of 64 on E-PUR.

methodology to generate new requests where the number of time-steps follows a distribution
similar to the datasets. First, we created a histogram for the time-step distribution of each dataset.
From this, we obtained a normal distribution for each dataset. Then, we replicate this distribution
using its mean and standard deviation. In this case, to generate a new request, we randomly chose
a bin from the histogram previously created. Then, from the selected bin, we randomly choose a
value for the number of time-steps and assign it to the new request. With this methodology, we
ensure that for each new request, the number of time-steps comes from a distribution that mimics
the distribution in the original datasets (i.e., they have the same mean and standard deviation).
Note that for a given request, its execution and energy consumption only depend on the RNN
parameters and the number of time-steps.
To reproduce a real environment, we simulate the arrival time of each user’s request. To this

end, we use a Poisson distribution [33]. First, to increase or decrease the number of requests per
second arriving at the system (i.e., system load), we change the parameter 𝑙𝑎𝑚𝑑𝑎, which is the main
parameter of the Poisson Distribution and represents the average number of requests per second.
Then, for a given 𝑙𝑎𝑚𝑑𝑎, we generate new requests at arrival times that the Poisson Distribution
determines. Note that, for each of our experiments, 𝑙𝑎𝑚𝑑𝑎 is kept constant.

7 EXPERIMENTAL RESULTS
This section presents the evaluation of our proposal on an E-PUR-like accelerator and a TPU-like
architecture. Regarding the batch size, we tested several batch sizes and found that the results
are similar. Thus, we chose 64 as it delivered the best trade-off between performance and area for
E-PUR, whereas for a TPU-like architecture, we use 128. The rest of this section is organized as
follows. First, we discuss the evaluation of bucketing and cellular batching on E-PUR. Second, we
discuss the performance and energy consumption of E-Batch for E-PUR. Finally, we discuss the
results of E-Batch for a TPU-like architecture.

7.1 Sequence bucketing and cellular batching on an E-PUR-like Accelerator
Regarding Bucketing, our experiments show that sequence padding is, on average, 7x faster than
bucketing and delivers 1.6x higher requests per joule for the machine translation model in Table 1.
As discussed in Section 3.2, bucketing with a small bucket width tends to create batches with a low
number of requests and, thus, weights are swapped more frequently, resulting in larger energy
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Fig. 16. Average Latency vs Throughput for Speech Recognition [3] using a batch size of 64 on E-PUR.

consumption than sequence padding, which manages to create batches with a larger number
of requests. Moreover, with bucketing, requests have to wait longer before they are sent to the
accelerator, thus increasing their latency. Note that when the number of requests per second arrives
at the system is low, both bucketing and padding achieve similar results since they behave similarly.
Regarding cellular batching, it achieves a maximum throughput of 100 requests per second for

the GNMT model, shown in Table 1. Moreover, it consumes 20x more energy per request than
sequence padding. Also, on average, the latency is 900ms. As mentioned in Section 3.3, cellular
batching incurs a large amount of weight swapping when evaluating RNN models with more than
one layer. As previously shown in Figures 8 and 9, as the number of layers increases, the number
of bytes read per request increases, and thus, energy efficiency decreases.

7.2 E-Batch on an E-PUR-like Accelerator
Figures 15 and 16 show the average latency per request for Machine Translation and Speech
Recognition RNNs, respectively, on an E-PUR-like accelerator. Both figures include the baseline and
our E-batch scheme under different loads and using 64 lanes (maximum batch size). For E-Batch,
we use different values of the threshold 𝑁 (i.e., the maximum number of time-steps in a lane) to
evaluate the trade-off between energy and latency. In these plots and others, 𝑁 = 𝑀𝑎𝑥 𝑡𝑖𝑚𝑒 − 𝑠𝑡𝑒𝑝𝑠

refers to the E-Batch configuration where the maximum number of time-steps in a lane is set
to the number of time-steps of the longest sequence in the batch when it is created. The Speech
Recognition network has a larger average latency since its input sequences are typically larger than
the input sequences of the Machine Translation model; therefore, they result in more considerable
processing and memory transfer times.
As can be seen for both networks, when 𝑁 is N=Max time-steps, the latency of using sequence

padding and E-Batch are similar because, in this case, the longest sequence in a given batch is the
same for both schemes. However, since E-Batch can add new requests to a batch while it is being
processed, the queuing time decreases, henceforth reducing the average latency. Note that for low
loads (i.e., 100 requests per second in Figure 15), the average latency is sightly higher for E-Batch.
The reason is that E-batch waits for some time to increase the number of requests that are batched
together, thus improving weight locality and energy efficiency.

Regarding the maximum throughput, as it can be seen in Figures 15 and 16 E-Batch achieves 1.83x
and 1.77x improvement over padding for Machine Translation and Speech Recognition, respectively.
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Fig. 17. Average number of Requests per Joule vs Throughput for Machine Translation [4] using a batch size
of 64 on E-PUR.

This improvement in throughput comes from allowing new requests to start execution while the
first layer of an RNN is being evaluated. Also, because of the variability in the number of time-steps,
when the evaluation of small requests is completed, a new request from the waiting queue can join
the current batch being executed. Therefore, hardware utilization is increased, improving system
throughput. The maximum throughput obtained by E-Batch for different values of 𝑁 in Figures 15
and 16 are similar, slightly increasing when 𝑁 becomes very large.
Figures 17 and 18 show the average number of requests per joule for Machine Translation and

Speech Recognition, respectively. As can be seen, when 𝑁 is N=Max time-steps, sequence padding
tends to have a slightly better energy efficiency than E-Batch for low loads. The reason is that
when the number of requests in a batch is small, as new requests arrive at the system, they are
added to the batch being processed. However, since 𝑁 is N=Max time-steps once the time-steps for
the longest and oldest request in the batch are computed, the system proceeds to evaluate deeper
layers. As a result, the computations of some requests are divided among several batches, and they
require more memory accesses to fetch the weights. On the contrary, as the load increases, batches
with a larger amount of time-steps are created, and thus, weight reuse increases. Regarding the
energy breakdown, around 53% of the system’s energy consumption is due to dynamic energy,
whereas 47% is due to static energy.

As shown in Figures 17 and 18, increasing the value of 𝑁 will dramatically increase the energy
efficiency of E-Batch for both networks. The reason for this is that since the system waits until 𝑁
time-steps are evaluated in the first layer, a large amount of time-steps are batched together, and,
as a result, weight reuse is increased.

7.3 E-Batch on a TPU-like Accelerator
Figure 19 shows the average latency per request for sequence padding and E-Batch running on
top of a TPU-like accelerator. The number of lanes used is 128 since this is the number of rows of
the systolic array in the TPU. As can be seen, when 𝑁 is N=Max time-steps, the average latency of
sequence padding and E-Batch are similar since, in this case, the largest number of time-steps for a
given batch is the same in both schemes. However, since E-Batch allows new requests to join a
batch while it is being computed for the first layer, the maximum throughput of E-Batch is 2.1x
higher.
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Fig. 18. Average number of Requests per Joule vs Throughput for Speech Recognition [4] using a batch size
of 64 on E-PUR.
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Fig. 19. Average Latency vs Throughput for Machine Translation [4] using a batch size of 128 for TPU.

Figure 20 shows the number of requests per joule for the machine translation network evaluated
on a TPU-like architecture. Similar to E-PUR, when the load is small and 𝑁 is N=Max time-steps,
many batches with a small number of time-steps are created. As a result, the number of memory
accesses increases. However, as the number of requests per second increases, a more significant
number of requests are batched together, thus increasing weight reuse. Similarly, as 𝑁 increases,
a larger amount of time-steps are batched together, increasing weight reuse. For instance, when
𝑁 is 128, and the load is 2000 req/sec, E-batch achieves an energy efficiency improvement of 1.3x
compared to the baseline, whereas when 𝑁 is 256 or 512, energy efficiency is improved by 1.46x
and 1.6x, respectively. However, note that when improving energy efficiency, the average latency
is also increased.

8 RELATEDWORK
Recurrent Neural Networks (RNNs) have achieved tremendous success in sequence to sequence prob-
lems. Not surprisingly, several hardware accelerators [8, 10, 15, 35] and software libraries [6, 14, 36]
tailored to improve energy efficiency and performance of RNNs have been proposed recently. In
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Fig. 20. Average number of Requests per Joule vs Throughput for Machine Translation [4] using a batch size
of 128 for TPU.

addition to hardware acceleration, several techniques such as pruning [12, 25], model compres-
sion [11], and computations reuse[26, 30] have been employed. Our optimizations are orthogonal
to those techniques.

Regarding software libraries such as [6, 14, 24], they are mainly tailored to GPUs and CPUs [36],
whereas our proposal targets specialized accelerators. In order to handle sequences of differences
sizes, previous proposals employ sequence padding or bucketing. In CNTK [28], wasted compu-
tations are avoided by trying to batch small sequences when they can fit in the padded space.
However, this is not always possible since small sequences may not be available. Conversely, in
E-Batch, a sequence can be split among different batches so that only the amount of time-steps
required to fill the padded space is used.

Batching RNN sequences are supported in hardware accelerators such as BrainWave and LSTM-
Sharp. BrainWave [8] is highly optimized for batches of size one, and inputs are processed se-
quentially, by computing one single input at a time. In this accelerator, sequence padding is not
required. However, employing batch sizes larger than two is unfeasible since inputs are processed
sequentially. LSTM-Sharp [35] focuses on increasing resource utilization. It addresses the issue of
extra padded computations that occur when performing matrix-vector multiplications, and the
number of multipliers per tile are not multiples of the input vector size. This padding is different to
padding several sequences to make their sizes homogeneous. Sequence padding is also needed for
LSTM-Sharp, to support batching. E-batch is orthogonal to this work and can be implemented on
top of this accelerator. TPU [15] supports large batch sizes employing sequence padding.

9 CONCLUSIONS
In this paper, we presented E-Batch, a batching system for recurrent neural networks that increases
throughput while improving energy efficiency. E-Batch consists of a runtime and minor extensions
to the hardware accelerator. In E-Batch, a large number of input sequences are batched together to
decrease memory accesses. Furthermore, throughput is increased by allowing new requests to join
other requests while their execution is ongoing. We evaluated E-Batch on top of E-PUR and TPU,
two state-of-art hardware accelerators for RNNs. Our experimental results show that in E-PUR,
E-Batch improves throughput by 1.8x and energy efficiency by 3.6x, whereas for TPU, throughput
is enhanced by 2.1x and energy efficiency by 1.6x.
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