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ABSTRACT
With the development of artificial intelligence technologies, the high accuracy ofmachine learn-
ing methods has become a non-unique standard. People are beginning to be more concerned
about the understandability between humans andmachines. The interference procedure of the
machines is hoped to accord with human thinking as much as possible, which has spawned the
recent and ongoing demands for developing explainable models. The present study proposes
a new explainable and persuasive model for machine learning problems by introducing Struc-
tural Equation Modelling into the picture. Six parts make up the model, from data collection to
model evaluation. The model can be used for data analysis, machine learning, and causal analy-
sis. The proposedmodel is also transparent and can be interpreted from design to application. A
practical experiment shows its effectiveness in a healthcare problem.
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1. Introduction

Machine Learning (ML), which is an application of
Artificial Intelligence (AI) technology, is widely used
nowadays to enable systems to learn from human expe-
riences automatically. For rapidly and correctly mak-
ing decisions, high accuracy is always regarded as a
golden assessment index for an ML model [1]. How-
ever, the primary aim of ML is to teach machines to
collaborate with a human user or replace human work.
Thus, a machine should be highly praised if it can imi-
tate humans as closely as possible. Besides, we hope
machines can improve from the existing data and can
cope with the changes such that they can become able
to think and perform like a human to anticipate what
might happen in the future. The targets mentioned
above can only be achieved by explaining themechanics
of the decision-making procedure, which has spawned
recent and ongoing demands for ML technology for
developing explainable ML models.

Samek et al. [2] explained why an explainable ML
model is necessary. First, the structure of the explain-
able model should be transparent so that domain
experts can verify it. In the fields related to safety
and security of people’s lives and property, such as
healthcare, law, and regulations, an ML model that
does not conform to common sense is invalid. Sec-
ond, explainability makes the models easy to opti-
mize. If we thoroughly learn the decision procedure
of a model, its weaknesses will be easily found at the
same time. The explainable models tell us the basis of
the machine’s thinking, which supplies the channel for

judging whether it is right or wrong. The most impor-
tant function of an explainable model is the coping-
with-change ability. This is the key to whether the
model can predict the future. In a 2018 paper, Turing
Award winner Judea Pearl [3] discussed the limitations
of current ML theories. Because ML systems operate
almost entirely in statistics or blind models, they can-
not be used for strong AI. Only by making certain of
the causal relationship in the ML system can the model
react correctly to changes in the data. For a causal anal-
ysis, the structure of themodel must be transparent and
explainable.

Roscher and his team [4] illustrated that the read-
ability of the model should have three levels: trans-
parency, interpretability, and explainability. First, the
most basic level is transparency. The transparent mod-
els can clearly show the data partitioning mode.

Furthermore, the level of interpretability demands
a higher requirement for ML models. According to
Roscher et al. [4], the interpretability-level ML mod-
els should interpret the specific structure of input and
output so that humans can understand them. Decision
Trees and their ensemble methods are the most eas-
ily interpreted ML models. Thus, multiple tree-based
methods have been proposed tomake themodels inter-
pretable [5,6]. The explainability is the level of involv-
ing the human aspects. In other words, explainability
refers to the domain knowledge from human experts
and pursues AI that performs more like human beings.
For designing the explainable data structures, Bayesian
Networks (BNT) and Structural Equation Modelling
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(SEM) are two common tools. Many researchers have
extendedBNT technology to create explainablemodels.
Constantinou et al. [7] developed a rigorous and repeat-
able method for building effective BNT models for
medical decision support from complex and unstruc-
tured data. However, the whole procedure described
in this paper needs the support from domain experts,
which incurs much time and effort. Other similar
works [8,9] also combine BNTwith otherMLmethods,
such as Neural Networks (NNs). BNT is a probability
model, which cannot explain the correlations or causal-
ity among training data. In contrast, SEM is a well-
known data modelling method expressed by a series of
regression functions, which can intuitively describe the
relationship among data features.

We [10] previously introduced SEM into ML prob-
lems for simplifying the training data dimensions. In
this paper, we extend the previous work and propose
a new explainable predictionmodel transformed by the
analysis model provided by SEM. The proposed model
can be easily implanted into other existing ML models
and shows a competitive accuracy. Also, by an inter-
vention procedure, the model can do causal analysis as
well.

The remainder of this paper is organized as follows.
In Section 2, the background knowledge of the SEM is
reviewed. Section 3 details the specific procedures of the
proposed model. In Section 4, the model is applied to a
healthcare problem, and Section 5 discusses the results.
Finally, concluding remarks are given in Section 6.

2. Structural equationmodelling (SEM)

Structural Equation Modelling (SEM) is usually a two-
step procedure. One is Exploratory Factor Analysis
(EFA). The other is Confirmatory Factor Analysis
(CFA).

EFA reliably classifies data items into correspond-
ing factors without a specific hypothesis, which aims at
identifying latent factors on the basis of the observed
variables [11]. For a research topic, the result of EFA
may not be unique. Researchers must balance the num-
ber of extracted factors avoiding both parsimony and
plausibility. Hence, a repeated operation is necessary
for EFA to obtain an excellent fitting model in the
follow-up CFA procedure. A total explaining variance
over 60% and a Kaiser-Meyer-Olkin (KMO) test result
higher than 0.5 are the reference points of EFA.

In contrast to EFA, the hypothesis is necessary for
the CFA procedure.Figure 1 shows a conceptual model
of CFA. The measurement model and structural model
make up the hypothesis for CFA to test. As men-
tioned above, EFA offers the results of extracted fac-
tors and their inclusive manifest variables, which builds
up the measurement part. The structural part specifies
the logic paths among factors. After constructing the
model, the factor loadings between manifest items and

Figure 1. Conceptual model of CFA.

latent factors and between every two factors are esti-
mated in accordance with the covariance matrix of the
manifest items. For example, themodel shown as Figure
1 can be expressed as

X = �xξ + δx (1)

Y = �yζ + δy (2)

ζ = �ξ + ε (3)

where X and Y are 3-dimensions manifest variables.
ξ and ζ are common factors measured by X and Y
respectively. δ and ε are error terms. Using estimation
methods, such as maximum likelihood estimation, the
loadingmatrixes�x and�y are easy to calculate, which
presents the factor loadings for each manifest variable
to its latent factor. Moreover, �, the regression weight
between two factors, can be estimated as well. Themark
of a successful model is obtaining goodness of fit, prov-
ing that the hypothesis can express the structure of the
data.

3. An explainable and persuasive machine
learningmodel

3.1. Overall structure

The procedure of the proposed method contains six
steps: data preparation, data management, structure
learning, parameter learning, model utilization, and
model validation. The overall structure is shown in
Figure 2.

3.2. Data preparation

The starting point of the method is the preparation of
data, before which the purpose of the model should
be determined. Comprehensively considering all the
possible related factors can save many resources for
subsequent steps, such as the application fields, users’
needs, and the quality of existing datasets. The nec-
essary data should be collected corresponding to the
experts’ knowledge.

For easy illustration, in the following sections, we
assume N-dimensions data have been collected for ML
problem A.
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Figure 2. Overall structure of proposed method.

3.3. Datamanagement

Data management aims at simplifying data dimen-
sions, extracting latent factors, and verifying corre-
lations between the latent factors and their manifest
items. In the first step, the proposed method collects a
large number of data features that relate to the learn-
ing target. However, the superfluous data dimensions
inevitably cause a computational burden. Usually, not
all collected characteristics contribute to the predic-
tion goal. Thus, a filtering anddimensionality reduction
process is necessary to extract the feature values closely
related to the prediction goal and is sufficient to solve
the ML problem.

The proposed method assumes that each dimen-
sion of the collected data is a manifest item in SEM,
which is the input for datamanagement.Moreover, data
dimensions are reduced through EFA and CFA.

For data management, EFA is used to simplify the
observed variable and extract latent factors. CFA is used
for further reducing items that have low factor loadings
to the corresponding latent factors. The initial dataset
contains N-dimensions data. EFA gets rid of the vari-
ables and extracts a suitable number of factors. Through
a factor rotation process, the calculated factor load-
ings evaluate the variables’ ability to explain each com-
mon factor. A factor loading over a threshold (>0.3
in the presented paper) presents the variable belonging
to the corresponding factor. Factors that contain fewer
than two items are inadvisable, and the final results are
more convincing if every observed variable belongs to
only one factor. Also, for different research purposes,
researchers can reserve or remove factors in accor-
dance with their experience. The final model should

reach the reference pointsmentioned in Section 2.1. Let
us assume that for problem A, EFA extracts 15 items
belonging to 5 factors.

Next, CFA is used for further confirming the factor
loadings. In this step, the emphasis is to verify whether
the extracted manifest items are suitable to explain the
corresponding factor, and the complexity of the rela-
tions among latent factors is not considered here. Also,
the differences in connections among latent factors do
not affect the factor loadings between the manifest
items and its corresponding factor. Thus, the hypoth-
esis model is made with all factors correlated with each
other in this step. In EFA, all the factors are compul-
sively assumed to be mutually independent. However, a
structural model used in CFA considers the regressions
or correlations among the factors. As a result, the fac-
tor loadings obtained from CFA are usually lower than
those obtained from EFA. That is why CFA contributes
to further reduce data dimensions in this step.

In the example of problem A, the CFA result shows
that the factor loading of item 7 is 0.2, which is not suit-
able for measuring factor 3, so item 7 is removed from
the dataset. Finally, the data management procedure
extracts 14 items and 5 factors, shown as Figure 3.

3.4. Structure learning

The structure learning procedure aims at specifying the
relations between every two latent factors and finding
out the best model fitting on the given data. When
there is enough domain knowledge, the structure can
be given by the experts. Nevertheless, a more automatic
way is to use the heuristic method. In the proposed
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Figure 3. Data management result.

method, we useGeneticAlgorithm (GA) to conduct the
structure learning procedure, and the steps of applying
GA in SEM are as follows.

Step1. Determine the fitness indicators;
Step2. Code the chromosomes and set evolution

parameters;
Step3. Generate the initial population and perform

pre-evolution iterations for finding “suggestions”;
Step4.Add the “suggestions” to the initial population

and conduct the evolution steps.

3.4.1. Fitness indicators
The goodness of fit indicators are the criteria for assess-
ing whether SEM models stand or fall. The basic pur-
pose of the indicators is to measure whether the the-
oretical model constructed by researchers reasonably
explains actual observed data. In the proposed study,
for obtaining a simple and clear explainable model, the
complexity of the model is also noteworthy. As a result,
apart from the commonly reported evaluation indexes,
the Goodness of Fit Index (GFI), Chi-square (χ2), and
Comparative Fit Index (CFI), the indexes measuring
the Degree of Freedom (DoF) are also considered by
the proposed method, which are the Root Mean Square
Error of Approximation (RMSEA) and the Adjusted
Goodness of Fit Index (AGFI) [12]. When the num-
ber of factors is fixed, the higher the DoF, the simpler
the model. The organized and used indicators in this
research are illustrated as follows. The different index
evaluates the goodness of fit of a model from differ-
ent aspects. Only choosing one index as the GA fitness
function is not all-inclusive, so we combine all five
indexes and define a Comprehensive Evaluation Index
(CEI).

CEI = GFI + AGFI + CFI +
(

1
χ2

)
+

(
1

RMSEA

)

(4)

Also, every singular index is checked simultaneously
as CEI changes to avoid the situation that a certain
indicator does not meet the fitting requirements.

3.4.2. Chromosomes encoding and parameters
setting
The corresponding GA terms to their meaning in SEM
are shown in Table 1.

In the proposed method, each gene indicates one
path from one factor to another. The gene will be coded
as “1” if the relation is true and “0” if false.What should
be paid attention to here is that the path has the direc-
tion, and the difference between the directions affects
the results of model fitting. Thus, when “1” is given to
the gene of factor A pointing to factor B, “0” should
be given to the gene of factor B pointing to factor A at
the same time. Also, a factor cannot point to itself. One
chromosome contains n ∗ (n− 1) genes if n factors are
used in the model.

Additionally, the double arrows connection in an
SEM model means two factors are correlated, but the
causal relationship remains unclear.One function of the
proposed method is to do causal analysis, so a double-
direction arrow and the circle structure are not per-
mitted in the model. The population number is set in
accordancewith the number of factors, which should be
higher when there are more latent factors in the model.

Because the gene in the proposed method is simply
encoded in binary, it is not very strict in the choice of
crossover, mutation, and selection methods. If there is
no domain knowledge, the probability of the crossover

Table 1. GA-SEM terminology.

GA term Meaning in SEM

Gene Hypothesis path among factors
Chromosome Hypothesis model
Population Group of chromosomes
Fitness function CEI
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rate is recommended to be set as 0.8. However, the
mutation rate should be set 0.3–0.5, which is higher
than the commonly recommended mutation rate in
many applications ofGA. SEMcannot calculate all solu-
tions of GA.When there are unreasonable relationships
in themodel, SEMwill return an errormessage indicat-
ing that the model cannot be calculated.We think these
solutions are invalid. On this occasion, we order GA to
return to the minimum value. As a result, a relatively
higher mutation rate is set to enhance the calculation
effectiveness.

3.4.3. Initial population generation and
pre-evolution for finding out suggestions
This step is conducted to avoid GA being caught in a
local extremum. The procedure of structure learning is
conducted after EFA and CFA. The factors extracted by
EFA and CFA accord with the correlations of the man-
ifest items. As long as SEM can calculate the model, it
will not obtain a very low value in fitting indexes, such
as GFI of almost all solutions ranging between 0.8 and
1. The changing range of CEI is small, causing GA to
be caught in the local extremum if no pre-processing
is operated. However, if the extracted factor is con-
firmed, the strong or weak relations among the factors
will be determined. Besides, the stronger relations that
are established, the higher the fitness value. Thus, we
create random initial populations and conduct multi-
ple but fewer iterations to extract these strong relations.
Here, the factor loading higher than 0.3 is thought as a
strong relationship between two factors. Then we give
suggestions to the algorithm.

For a suggestion, the genes presenting the strong
relations are coded as “1,” and other genes as “0.” The
suggestions should be inherited as the dominant pop-
ulation. The crossover and mutation in the dominant
population help GA escape from the local extremum.
It is not necessary to pour all possible solutions with
strong relations into the initial population, and the final
solution is not always the same as one or several of
the suggestions. If there is no domain knowledge, three
suggestions are enough.

3.4.4. Evolution steps
After finding the suggestions, a new initial population
containing the suggestions is given to GA. The evolu-
tion procedures will stop when CEI is not improved
after several evolutions, or the program meets a set
maximum iteration criterion. The solution (or solu-
tions) is decoded as the path between factors, and every
fitness index should be checked.

If the goodness of fit is acceptable, the next step of
parameter learning will begin. Alternatively, if the col-
lected data is not sufficient for building a model, the
procedure should go back to data collection. For prob-
lem A, one of the results of structure learning is as
Figure 4.

Figure 4. Structure learning result.

For a particular problem, there may be multi-
solutions obtained from GA because CEI turns out to
be the best fitness value of all these models. We call
these possible solutions the candidate models. All the
candidate models should be retained for the following
steps.

3.5. Parameters learning

The parameter learning of the proposedmodel contains
two parts. One is the structure simplification according
to the factor loadings between factors. The other is a
regression procedure for separating the learning target
from the training data.

There aremanymethods for SEM to estimate the fac-
tor loadings, such as maximum likelihood estimation,
general least squares, and asymptotically distribution-
free methods. Different methods apply to different data
distributions. For example, maximum likelihood esti-
mation requires the data to approximate a normal dis-
tribution, whereas the general least squares method
does not. The asymptotically distribution-free method
can deal with missing data. Thus, before conducting
SEM, a priori analysis of the normality of data is neces-
sary. A suitable method should be selected accordingly.
The same estimation method is used in the EFA pro-
cedure, structural learning procedure, and parameter
learning procedure for maintaining consistency.

The factor loadings can be calculated using the esti-
mation method, which represents the strong or weak
relations among factors. The calculation is conducted
using functions (1)–(3). In the proposed method, we
define a factor loading ≥0.3 as showing two factors
that have a relatively strong relationship. The factors
that have factor loadings <0.3 with all the other fac-
tors are thought to have no efficacy for constructing the
model. Furthermore, these factors and their contained
items should be removed from the model. We call this
procedure a structure simplification.

For example, in problem A, the factor loadings of
factor 2 are lower than 0.3 regardless of other factors,
so factor 2 and items 4, 5, and 6 ought to be removed
from the model. We call this procedure as the Structure
arrangement shown as Figure 5

As mentioned in Section 3.4, there may be multi-
solutions obtained from the structure learning procedure.
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Figure 5. Structure arrangement.

In this situation, the factor(s) in all the candidate mod-
els that have factor loadings <0.3 should be removed.

After the structure simplification, the selected esti-
mation method is used once more for calculating the
factor loadings, which can be used for analysing the
relations between every two factors. However, for an
ML problem, the purpose of the model is classification
or prediction. The classification or prediction target is
used as one of the manifest items in the built SEM
model. Thus, a further step needs to be taken to extract
the classification or prediction target and use other
manifest items to estimate the target. For example, as
shown in Figure 6, for problem A, item 15 is our classi-
fication target. It is one of themeasuring items for factor
5 in the SEMmodel.

The estimation methods described above calculate
the regression relations between factors and their con-
tained items, which measures the measuring ability of
each factor to its items. In contrast, SEM can also esti-
mate the factor scores of each factor using the manifest
items. In the shown example, the following function
estimates the factor scores of the ith factor.

FS_i = βi + ωi_1 ∗ item1 + · · · + ωi_j ∗ itemj

+ · · · + ωi_15 ∗ item15 (5)

In function (5), βi is the constant term, and ωi_jis the
regression weight of itemj for Factor i. Maximum like-
lihood estimation is usually used here for estimating
factor scores. As mentioned above, many candidate
models may be obtained by the structure learning pro-
cedure. However, the models with the same CEI value
turn out the same factor score calculation results. Thus,
the parameter learning shows the same results of all
the candidate models. Function (5) shows that for each
factor score, the classification target, item15, is used as
one of the evaluation items for calculating factor scores.
As a result, the SEM model cannot be used directly
for a classification or prediction model. For using other
items (training items) to learn the target item (predict-
ing item), the proposed method conducts a multiple
linear regression procedure using the training items on
the factor scores. Then, in the presented example, the
New estimated Factor Scores (NFS) are obtained, as
shown in function (6).

NFS_i = Nβi + Nωi_1 ∗ item1 + · · · + Nωi_j ∗ itemj

+ · · · + 0 ∗ item15 (6)

Function (6) shows that only the training items esti-
mate the NFSs. The target item15 is released from all the
factors. Also, the parameters,Nβi, the constant item for
Estimated Factor score i, andNωi_j the regressionweight
for itemj of Estimated Factor score i can be obtained at
the same time. Moreover, the final model can be built
as shown in Figure 7.

3.6. Model utilization

Themodel can be applied to different purposes, such as
data analysis, machine learning, and causal analysis. A
practical example showing the specific utilization of the
proposed model will be presented in Section 4.

Figure 6. Item 15 is the classification target.
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Figure 7. Final model.

For different application purposes, themodel should
be validated from different aspects. For example, the
goodness of fit is the most important evaluation index
for the analysis model. The accuracy is the focal point
for the MLmodel. The effectiveness of the intervention
is the key to causal models. Besides, for an explainable
and persuasive model, the model structure should be
simple and easily understood by humans. Also, domain
experts should accept its rationality. If the model can-
notmeet thementioned requirements, data will need to
be repeatedly collected.

4. A practical experiment for a healthcare
problem

This section describes a practical application of the pro-
posed method to data analysis, ML, and causal analysis
on a common sleep disorder disease, Obstructive Sleep
Apnea (OSA).

For testing OSA, themost precise device is Polysom-
nography (PSG) with a peripheral capillary oxygen
saturation (SpO2) test. However, it is expensive and
hard for people to use at home. Instead of professional
devices, questionnaires are better choices to diagnose
OSA in primary care and are self-diagnostic. There
are many kinds of questionnaires containing enormous
amounts of questions about these three aspects, such
as the Quality of Life (QoL) questionnaire, Epworth
sleepiness scale, and Stop-Bang questionnaire. Much
data is available, but it is impossible and not necessary
to use all of these questionnaires at the same time.

On the other hand, the rationality of the model
used by a healthcare problem must be recognized by
the doctors. Thus, explainable models are necessary.
A comprehensible model that can be easily under-
stood by humans also enhances the ease of communi-
cation between doctors and patients. Considering the
demands mentioned above, we explain how to apply
the proposed method to provide a simple and useful
analysing, predicting, and causal analysing model for
the OSA problem.

4.1. Data preparation

Before collecting data, we review the factors relating
to OSA. According to the recently published literature

[13–17], OSA relates closely with the following aspects:
age, gender, body mass index (BMI), sleep quality
including daytime tiredness, snore, health status, and
underlying diseases. Thus, we collected questionnaire
data considering these factors – the data used for anal-
ysis comes from the Sleep Heart Health Study (SHHS)
database [18,19]. Apnea-Hypopnea Index (AHI) data
can be made on the basis of PSG collection. Among all
5408 participants, 3931 subjects completed all data col-
lection and had no history of OSA diagnosis. AHI ≥ 5
is an indicator of suffering from OSA. A total of 70%
of subjects had an AHI ≥ 5 in our study (3931 in total,
1863 males, 2068 females, age 63.7± 11.3).

Additionally, there are 66 items collected from the
self-rated questionnaires, including Anthropometrics
(6 items), Health interview (11 items), Sleep habits and
quality (41 items), and SF_36 questionnaires (8 calcu-
lated items). Besides, the AHI ≥ 5 treated as undiag-
nosed OSA is the 67th item input to EFA explained by
the next section.

4.2. Datamanagement

EFA and CFA were conducted on the collected items.
Table 2 shows the EFA results.

The meaning of the abbreviations in Table 2 are as
follows: Sn: Snore, SC: Sleep Complaint, He: Health,
HBN, Hard Breath at Night, UD: Underlying Disease,
UO: Undiagnosed OSA, Ge: Gender, HoS: Snore Fre-
quency, HLD: Loudness of the Snore, CS: Changes in
the severity of the Snore over time, TFA: Frequency of
having trouble falling asleep, WN: Frequency of Wake
up at Night, WE: Frequency of Wake up Early and can-
not go back to sleep, RP: Role-Physical index, VT: Vital-
ity index, RE: Role-Emotion index, WC: Frequency of
Woken by Cough, CP: Frequency of Waken by Chest
Pain, SoB: Frequency of Woken by Short of Breath, Hy:
Hypertension, and Nu: Nocturia.

The 18 items express a total variance of 62.33%, and
the KMO test of 0.72. From Table 2, the EFA results

Table 2. EFA results.

Sn SC He HBN UD UO

Ge −0.438 0.172 −0.145 0.044 −0.199 −0.237
HoS 0.866 0.031 0.007 0.042 −0.099 0.119
HLD 0.873 0.012 0.024 0.056 −0.093 0.079
CS 0.793 −0.035 0.020 −0.007 0.000 −0.058
TFA −0.098 0.752 −0.090 0.097 −0.012 0.032
WN −0.014 0.880 −0.072 0.098 0.076 −0.024
WE 0.012 0.817 −0.030 0.058 0.064 0.000
RP 0.045 −0.025 0.802 −0.128 −0.206 −0.025
VT −0.011 −0.190 0.752 −0.169 −0.012 −0.110
RE 0.083 −0.004 0.787 −0.058 −0.022 0.030
WC 0.043 0.097 −0.076 0.699 −0.007 0.041
CP −0.019 0.077 −0.113 0.811 0.041 −0.036
SoB 0.025 0.070 −0.131 0.825 0.055 0.036
Age −0.155 −0.040 −0.077 −0.066 −0.811 −0.021
Hy −0.046 0.008 −0.111 0.082 0.605 0.212
Nu 0.134 0.262 −0.032 0.080 0.454 −0.092
BMI 0.073 0.026 −0.122 0.058 0.139 0.812
AHI 0.141 −0.012 0.032 −0.015 0.297 0.709
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Figure 8. CFA model.

show that 18 items are classified into 6 factors, and
all variables have factor loadings higher than 0.3 to
only one factor. Furthermore, we draw a hypothesis
model using the extracted 18 items–6 factors and fur-
ther evaluate the factor loadings using the CFA model,
as Figure 8 shows.

As shown in Figure 8, the factor loading of Nocturia
to the underlying disease is lower than 0.3, which is not
favourable. After removing the Nocturia variable from
the model, Table 3 shows the final factor loadings.

The abbreviations in Table 3 have the samemeanings
as in Table 2.

4.3. Structure learning

The extracted six factors are used for structure learn-
ing. The GA procedure specifies the structural model.
There are 6 factors, so every chromosome contains
30 genes encoded by “0” or “1.” The crossover, muta-
tion, and selection methods are chosen as Single-
Point crossover, Uniform Mutation, and Linear Rank-
ing Selection. Because there are only a few genes in each
chromosome, the Single-Point crossover method is
selected. For a binary encoding GA, there are not many
kinds of mutation methods from which to choose, and

Table 3. Factor loadings.

Measured variable ← Factor Factor loadings

Ge ← Sn −0.328
HoS ← Sn 0.861
HLD ← Sn 0.867
CS ← Sn 0.636
TFA ← SC 0.600
WN ← SC 0.931
WE ← SC 0.708
RP ← He 0.780
VT ← He 0.667
RE ← He 0.603
WC ← HBN 0.511
CP ← HBN 0.718
SoB ← HBN 0.788
Age ← UD 0.638
Hy ← UD 0.459
BMI ← UO 0.382
AHI ← UO 0.708

Figure 9. Suggestions.

Table 4. Parameters for the final evaluation.

Population size Crossover rate Mutation rate Maxi Max_Run

70 0.8 0.4 2000 300

Uniform Mutation is the most commonly used. Rank-
ing Selection is mostly used when the individuals in
the population have very close fitness values. In the
presented application, the CEI is used as the fitness
function, which usually changes in a small range at the
end of the run. Thus, Ranking Selection leads GA to
better select parents in this situation.

After choosing the crossover, mutation, and selec-
tion methods, the pre-evolution is conducted for find-
ing out suggestions. The result is shown in Figure 9
From Figure 9, three suggestions are chosen randomly
with the full line parts coded as “1” and imaginary line
coded as “0.” Adding the suggestions to the initial pop-
ulations with the parameters shown as Table 4 is given
to GA.

GA is conducted 10 times, and three answers with
the same CEI value, 23.925, are obtained. Figure 10
shows the answers.

As shown in Figure 10, the architectures of the mod-
els are the same, but parts of the arrow directions differ
among the three candidates. GAfinds the best answer to
CEI in the 560 generations. At the same time, AGFI and
RMSEA also reach the extremum. The values of GFI,
CFI, and Chi-square are the second-best ones, which
is acceptable. As mentioned in Section 3.4.1, the good-
ness of fit is not the only target for structure learning
in the proposed method, and we also hope a simpler
structure can be obtained. AGFI and RMSEA consider
the freedom degree of themodel, and the better the two
indexes are, the simpler the model will be. Thus, the
results of GA in the presented example prove that uti-
lizing CEI as the fitness function is effective. The value
of the goodness of fitting is shown in Table 5.

As shown in Table 5, all the indexes show that the
three candidate models fit well.
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Figure 10. Three candidate solutions.

Table 5. Goodness of fitting.

GFI(> 0.90) CFI(> 0.90) χ2 AGFI(> 0.90) RMSEA(< 0.06)

0.967 0.941 1095 0.954 0.048

4.4. Parameters learning

First, factor loadings are calculated to verify if any
factors do not have strong enough relationships with
others. The results are shown in Figure 11.

As shown in Figure 11, the relations in the red cir-
cles of all three candidates are lower than 0.3, which
presents Sleep Complaint (SC) does not have strong
relations with any other factors. As a result, SC and its
containedmanifest items are removed from the dataset.
The remaining 14 items and their corresponding factors
are shown in Table 6.

As shown inTable 6, the item intended to be analysed
or predicted is AHI, which is one of the manifest items
of Undiagnosed OSA (UO). Thus, in the next step, a
regression procedure is conducted using the other 13

items with their corresponding factor scores calculated
by the candidate models. As mentioned above, all the
candidate models have the same fitting results, so their
parameter learning results are the same aswell. By using
the learned regression weights and the 13 items (items
are shown in Table 6 except AHI), the estimated factor
scores can be calculated. Furthermore, the final models
made up by the estimated factors and AHI are shown in
Figure 12.

As shown in Figure 12, three final candidate models
are obtained. The validation of the fitting indexes are
shown in Table 7.

4.5. Model utilization and validation

4.5.1. Data analysis
By using maximum likelihood estimation, the stan-
dard regression weights between every two factors are
calculated, and results are shown in Figure 13.

First, Snore and Underlying Diseases directly affect
OSA, and Health and Hard Breath at Night affect OSA

Figure 11. Factor loading verification.

Table 6. Retained items and their corresponding factors.

Items Content Factor

Age – Underlying disease
Gender 1: Men; 2: Women Snore
BMI Calculated by height and weight Undiagnosed OSA
Snore frequency Snore frequency Snore
Loudness of snore Snore loudness Snore
Change in snore Snore becoming stronger or weaker Snore
Woken by cough Frequency of waking up due to a cough Hard breath at night
Woken by chest pain Frequency of waking up due to chest pain Hard breath at night
Woken by short of breath Frequency of waking up due to shortness of breath Hard breath at night
Hypertension Hypertension is present or undertreated by hypertension medicine Underlying disease
Role-physical The role-physical score calculated from the SF_36 questionnaire Health
Role-emotion The role-emotion score calculated by the SF_36 questionnaire Health
Vitality Vitality score calculated by SF_36 questionnaire Health
AHI � 5? Apnea-Hypopnea Indexes calculated from PSG Undiagnosed OSA
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Figure 12. Final models.

Table 7. GFIs of final models.

GFI(> 0.90) CFI(> 0.90) χ2 AGFI(> 0.90) RMSEA(< 0.06)

0.993 0.990 82 0.984 0.0453

indirectly. Additionally, the factor loadings of Health
factors with the other factors are negative, which indi-
cates that health status indirectly reflects the probability
of having OSA. The worse one’s health, the higher the
probability of suffering from OSA.

Considering the analysis described above, a new
screening tool to evaluate the risk of having OSA has
been created by our team.

4.5.2. Machine learningmodel
The purpose of this application is to predict whether
AHI � 5. In the previous steps, 13 itemswere extracted,
which can be used to estimate the factor scores. The
proposed method uses the estimated factor scores to
predict AHI. We validate the model from two aspects:
prediction ability and structure effectiveness.

(1) Prediction ability An effective model with high
prediction ability requires the model to extract useful

features from the dataset accurately and classify the tar-
get with high accuracy. Decision Trees and its variances
are commonly used methods that can simplify data
dimensions and extract useful features. They also pro-
vide transparentmodels. In this part, we use three kinds
of Decision Trees and its variants (the ordinary Deci-
sion Tree (DT), Bag-ensembled Random Forest (BRF),
and AdaBoost-ensembled Random Forest (ARF)) to
make classification models for AHI and compare them
with the proposed model.

As shown in Figure 12, no matter which candidate
model is used, Undiagnosed OSA is the only factor
measuringAHI.We classify the estimatedUndiagnosed
OSA score to predict AHI. The unsupervised classifi-
cation method, CSCDFCM, proposed by our team in
previous research, is used here [20]. Simultaneously,
we conducted Decision Trees to extract 13 items with
the highest importance of the 66 items. The extrac-
tion results are different from those of the proposed
method. Table 8 shows the extraction results of the
three Decision Tree methods.

Moreover, Table 9 shows the accuracy, F1_score, and
the sensitivity of the positive of the three Decision Tree

Figure 13. Analysis models.

Table 8. Items extracted by Decision Trees.

DT BRF ARF

Age Age Age
Height Height Height
Weight Weight Weight
BMI BMI BMI
Fall asleep while watching TV Physical function Physical function
Cups of coffee drunk every day Mental health Mental health
General health General health General health
Vitality Vitality Vitality
Minutes to fall sleep Minutes fall into sleep Minutes fall into sleep
Time wake up on weekdays Time wake up on weekdays Time wake up at weekday
Time wake up at the weekend Time wake up at the weekend Time wake up at the weekend
Snore Frequency Snore Frequency Snore Frequency
Neck circumference � 40 cm Neck circumference � 40 cm Neck circumference � 40 cm
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Table 9. Comparison of the accuracy.

Method Accuracy F1_score Sensitivity

DT 67.7% 0.614 [0.46, 0.77] 77.7%
ADT 72.8% 0.657 [0.47, 0.82] 86.4%
BDT 74.1% 0.668 [0.47, 0.83] 89.4%
Proposed model 74.5% 0.672 [0.48, 0.83] 90.0%

models and the classification result of the proposed
model. All models conducted 5-fold cross validation.

As shown in Table 9, the proposed model obtained
the best accuracy and F1_score, which proves it is more
effective as an ML model than the similar explainable
model, Decision Trees. Additionally, for a healthcare
problem, doctors care about the sensitivity of the posi-
tive rate, and the proposed method reaches 90%, which
is ideal.

(2) Structure effectiveness
This experiment aims to test the structure effective-

ness of the proposed method. As shown in Figure 12,
three candidate models are built. Applying the candi-
date models to BNTs, six factors are the nodes, and the
arrows are arcs building up the network. As the esti-
mated factor scores are continuous numbers, CSCD-
FCM is conducted to the factor scores for discretizing
the data. Furthermore, the estimated factor scores are
the evidence used for interfering AHI.

There are three candidate models obtained from the
proposed method. The above sections discussed that
the estimated scores of the factors are the same in dif-
ferent candidates. Also, the structures of the three can-
didates are the same, and only a few directions of the
arrows are different from each other, which does not
affect the interference result of BNT. Thus, when apply-
ing the candidate models to BNT, the same result of
prediction is obtained.

Besides, K2 is a commonly used method to train
structures for BNTs. However, K2 requires domain
knowledge to offer the order of nodes to the algorithm.
Let us number the nodes of the factors as Hard Breath
at Night: 1, Health: 2, Snore: 3, Underlying Disease: 4,
Undiagnosed OSA: 5, and AHI: 6. We randomly put
them in two orders, [1,6,3,2,4,5] and [6,1,4,2,5,3]. The
structures trained by K2 are shown in Figure 14.

Figure 14 shows that the structures trained by BNT
under different orders of nodes are different from each

other, and Table 10 compares the interference accuracy
of AHI on the BNT trained structures and the proposed
model structures.

The proposed model structure has the highest accu-
racy among the three. The results also show that the
structures trained by BNT models only present the
probability dependency of the nodes, but there is no
way to train a reasonable BNT model without domain
knowledge. For example, according to the analysis
by the proposed model, there are no direct relations
between Health and Snore (factor loading between
them is lower than 0.3). However, there is a strong
relationship between Health and Underlying Disease,
and Health affects Snore indirectly through Underlying
Disease. However, in the two models trained by BNT,
wrong information is transferred by the structure.

This experiment shows that the proposed method
can easily apply a simple, reasonable, and effective
model structure to BNT networks automatically. There
is no need for human experts to participate in the pro-
cedure of constructing the model, so much time and
labour can be saved.

4.5.3. Causal models
Another function of the proposed model is to analyse
the causal relationships among factors. Although statis-
tical dependency between factors can be obtained from
the models shown in Figure 13, they cannot reflect the
actual causal relationships for which model surgery is
necessary. Introducing do(calculus) to the three candi-
date modes, the intervention models can be obtained.
We use one of the candidate models to illustrate the
model surgery procedure. The other two are similar.

Figure 15 conducts do (Undiagnosed OSA) for the
OSA factor, so the connections betweenOSA and Snore
and the Underlying Disease should be removed. Fur-
thermore, the process of human intervention is con-
ducted to OSA, such as medical treatment. If the causal

Table 10. Comparison of proposed method and BNT.

Method Accuracy F1_score

BNT structure 1 73.7% 0.614 [0.46, 0.77]
BNT structure 2 74.2% 0.657 [0.47, 0.82]
Proposed model 74.6% 0.675 [0.49, 0.83]

Figure 14. Structures trained by BNTs.
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Figure 15. Invention model of Do (Undiagnosed OSA).

relations in this model are true, no change will happen
in Snore or Underlying Disease. Similarly, conducting
do (Snore) and do (Underlying Disease) for the other
two candidate models leads to different conclusions.

By analysing the causal relationships, doctors can
determine themost suitable treatment plan for patients,
especially when the existing data is insufficient. The
presented example shows three kinds of possible causal
models. All three factors (Underlying Disease, Snore,
andUndiagnosedOSA) can be reasons or results. How-
ever, fewer or more candidate models may be obtained
from the other applications.

5. Discussions

With the development of ML technology, in addi-
tion for the accuracy of learning, the understand-
ability between humans and machines is being paid
more attention. Machines are hoped to imitate human
behaviour as closely as possible so that humans and
machines can collaborate better or even mutually
improve. For achieving human-machine understand-
ability, the structures of the learning procedure have to
be shown in front of the human eyes. In other words,
the degree of explainability of amodel is the premise for
mutual understanding between humans and machines.

Several existing ML technologies were developed
with the explainability, such as Decision Tree meth-
ods, BNTs, and their variants. However, some defects
of these methods limit their application in practical
cases. For example, Tree-typemethods judge the neces-
sity of the data features used for prediction by com-
paring the importance weight of the training data.
The Trees cannot express the dependency relationship
among the chosen data features, so the reasonabil-
ity of the inference has no way to be estimated. The
partial explainability makes the accuracy of the Tree-
type methods dissatisfactory. In the other category, the
BNTs methods, although the inference structures are
clearly shown, the construction of the structure relies
on the domain experts’ knowledge. As shown in this
paper’s medical case, BNTs are incapable of creating the
correct structure without prior knowledge. The infer-
ence structure’s validity affects learning accuracy and
relates to the further application, the causal analysis. In

the field related to people’s life and property, such as
medicine and economy, causal analysis is an indispens-
able means to predict the future. The proposed method
supplies an explainableMLmodel from design to appli-
cation. The structure is transparent, and rationality can
be guaranteed, which endows the model with multi-
functions with high quality, including data analysis,
machine learning, and causal analysis.

6. Conclusions

The presented paper proposed an explainable machine
learning (ML) model by introducing Structural
Equation Modelling to the problems. The model is
transparent and interpretable from design to applica-
tion. The human user can recognize the rationality of
the model structure so that credible data analysis, ML,
and causal analysis can be conducted simultaneously.
An application example in the healthcare field shows
the practice effectiveness of themodel. Future work will
be to apply the causal model analysis function of the
proposed model in other fields.
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