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Summary / Abstract 

 

Chronic Fatigue Syndrome/Myalgic Encephalomyelitis (CFS/ME) is characterised by continuous 

fatigue and has many diagnostic criteria. Cognitive dysfunction affects 86-94% of adults with 

CFS/ME. This thesis used MRI applications to investigate brain structure and function in CFS/ME. 

This thesis hypothesised to find brain volume differences, functional connectivity differences in brain 

networks, and functional differences measured by Blood Oxygenation Level Dependant (BOLD) 

signal activation during working memory task performance. The working memory paradigm was 

designed to investigate working memory components, processing and storage separately and 

combined. The relationship between fatigue and performance was assessed. This thesis's original 

contribution provides evidence that the salience network might have altered resting-state functional 

connectivity in CFS/ME in the absence of morphological differences. The salience network is involved 

in detecting and integrating salient sensory information; therefore, disruption in this network might 

disrupt incoming cognitive stimuli and influence other networks' connectivity, involved in fatigue and 

impaired memory. In the more demanding task, participants with CFS/ME were slower and less 

accurate but used the same working memory network as healthy controls. No brain volume differences, 

nor atrophy were found. The differences between these findings compared to previous studies might 

be due to different study designs, analysis methods, sample sizes with different symptoms, including 

illness duration, physical inactivity and sleep disturbance.  

 

The salience network alteration could potentially have a significant role in CFS/ME, as we cannot 

determine cause and effect with current experimental design the association with fatigue and other 

CFS/ME symptoms remains unclear. Using longitudinal studies that account for neurologically 

relevant confounders are needed in CFS/ME to further investigate the role of salience network. 
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1. Chapter 1: Introduction 

1.1. Chronic Fatigue Syndrome/Myalgic Encephalomyelitis (CFS/ME)  

Chronic Fatigue Syndrome/Myalgic Encephalomyelitis (CFS/ME) is a common, enigmatic 

condition defined by physical and mental fatigue. CFS/ME is an acquired disorder that is 

characterised by various symptoms and affects multiple body systems. It is an illness 

characterised mainly by continuous fatigue, which lasts (depending on the diagnostic criteria 

used) for at least four to six months; that is not explained by any other condition and associated 

with other secondary symptoms [1]. These symptoms include post-exertion malaise, which 

lasts for more than 24 hours, significant short-term memory impairment, un-refreshing sleep, 

headache, muscle pain, tender lymph nodes and frequent or recurrent sore throat [1]. It is often 

triggered by an infection, flu-like and upper respiratory infections [2]. Commonly, CFS/ME 

patients suffer headaches, vision impairments, back pains, numbness, and fatigue and sleep 

dysfunction. Depending on the severity of the symptoms, CFS/ME may leave patients 

bedridden [3]. Most research studies theorise CFS/ME disorder as a result of genetically related 

factors or abnormalities in the immune system affecting the body and brain function [2].  

1.1.1 CFS/ME definitions  

CFS/ME is a clinical diagnosis based on clinical presentation. Table 1 [4] describes the five 

diagnostic criteria used, including the Centre for Disease Control and Prevention (CDC), 

Fukuda, Oxford, National Institute for Health and Care Excellence (NICE), and Canadian 

guidelines [1, 5-7]. Each criterion depends on the period of the presence of fatigue and 

secondary symptoms present before a diagnosis of CFS/ME can be made. For a patient to be 

diagnosed with CFS/ME, the following tests should be completed to exclude other causes of 

fatigue: urea and electrolyte’s, urinalysis, thyroid and liver function, full blood count, C-

reactive protein, serum creatinine, random blood glucose, plasma viscosity, creatine kinases 

serum calcium and screening blood tests for gluten sensitivity [6].  

Using more than one case definition to diagnose an illness is rare. Clinically, the use of case 

definitions is used to give an appropriate diagnosis as well as guiding therapy and management, 

while in research, the use of these definitions is about selecting the appropriate study 

population. In CFS/ME, there are more than 20 different diagnostic criteria, most of which 

were produced to serve research purposes [8]. There is no world-wide agreement on which 

definition should be used clinically or for research. Most of the recent research on this illness 

uses CDC or the Canadian consensus [8]. Many similarities can be found between these 
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definitions, but the main differences are in the number of the required symptoms and whether 

post-exertional malaise (PEM) is present. The following table (table 1) [4] summarises the key 

features of three of the main definitions and diagnostic criteria for CFS/ME. 

Table 1 shows a summary of key features of the case definitions for Chronic Fatigue Syndrome/Myalgic Encephalomyelitis. 
The table is taken from the centres for disease control and prevention website [4]. 

 1994 Fukuda / CDC [1] 2003 Canadian Consensus [5] 
2011 ME International 

Consensus [9] 

Overview of 

Inclusions 

Fatigue + 4 out of 8 case-defining 

symptoms: 

• PEM lasting more than 24 hours 

• unrefreshing sleep 

• significant impairment of short-term 

memory or concentration 

• muscle pain 

• pain in the joints without swelling or 

redness 

• headaches of a new type, pattern, or 

severity 

• tender lymph nodes in the neck or armpit 

• a sore throat that is frequent or recurring 

Fatigue, post-exertional 

malaise ± fatigue: 

• sleep dysfunction 

• pain; 

• have two or more 

neurological/cognitive 

manifestations and 1or 

more from 2 categories of 

autonomic, neuroendocrine 

and immune 

manifestations 

Post-exertional neuroimmune 

exhaustion: 

• ≥1 symptom from 3 

neurological impairment 

categories 

• ≥ 1 symptom from the 

immune/gastro-

intestinal/genitourinary 

impairment categories 

• ≥ 1 symptom from energy 

metabolism/transport 

impairments 

Duration 
≥ 6 months (clinical evaluation starts at one 

month – prolonged fatigue) 

≥ 6 months (preliminary 

diagnosis can be earlier) 
Not included 

Fatigue 

≥ 6 months new-onset severe persistent or 

relapsing fatigue 

unexplained after clinical evaluation 

not explained by on-going exertion 

not substantially relieved by rest 

results in a substantial reduction in 

occupational, educational, social, or personal 

activities 

Significant new-onset persistent 

or recurrent physical or mental 

fatigue 

unexplained after clinical 

evaluation 

substantially reduces activity 

level 

Not included 

Post-exertional 

malaise 

Not required but one of the 8 case defining 

symptoms 
Required 

Required, renamed post-

exertional neuroimmune 

exhaustion (PENE) 

Minimum number 

of symptoms 
5 8 8 

Exclusions 

An active medical condition that explains 

chronic fatigue – untreated hypothyroidism, 

sleep apnoea, narcolepsy, medication side 

effects 

Previous diagnosis not unequivocally resolved 

– chronic hepatitis, malignancy. 

Past or current major depressive disorder with 

psychotic or melancholic features, bipolar 

disorder, schizophrenia, delusional disorders, 

dementias, anorexia nervosa, bulimia nervosa 

Active disease processes that 

explain symptoms specifies: 

Addison’s disease, Cushing 

syndrome, hypo- or 

hyperthyroidism, iron 

deficiency, anaemia, iron 

overload, diabetes mellitus, 

cancer, sleep apnoea, 

rheumatoid arthritis, lupus, 

polymyositis, polymyalgia 

rheumatic, AIDS, multiple 

Alternative explanatory 

diagnoses (untreated), primary 

psychiatric disorders, 

somatoform disorder, substance 

abuse 
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Alcohol or substance abuse within 2 years of 

illness onset or any time after 

Severe obesity (BMI > 45) 

sclerosis, tuberculosis, chronic 

hepatitis, Lyme disease, primary 

psychiatric disorders, substance 

abuse 

Accepted 

comorbidities 

Fibromyalgia, somatoform disorders, anxiety 

disorders, nonpsychotic or melancholic 

depression, multiple chemical sensitivity 

disorder, neurasthenia, treated Lyme disease 

or syphilis before chronic sequelae, isolated 

unexplained lab or physical abnormality 

insufficient to suggest the exclusionary 

diagnosis 

Fibromyalgia, myofascial pain, 

temporomandibular joint 

syndrome, irritable bowel 

syndrome, interstitial cystitis, 

irritable bladder syndrome, 

Raynaud’s phenomenon, mitral 

valve prolapse, migraines, 

allergies, multiple chemical 

sensitivities, Hashimoto’s 

thyroiditis, sicca syndrome, 

depression 

Fibromyalgia, myofascial pain, 

temporomandibular joint 

syndrome, irritable bowel 

syndrome, interstitial cystitis, 

Raynaud’s phenomenon, mitral 

valve prolapse, migraines, 

allergies, multiple chemical 

sensitivities, Hashimoto’s 

thyroiditis, sicca syndrome, 

reactive depression 

 

1.1.2 CFS/ME Prevalence 

Recently, CFS/ME disorder is estimated to have a prevalence of 0.76% (95% CI 0.23% to 

1.29%) according to the clinically confirmed cases in many countries [10]. It had been reported 

to affect at least 250,000 people in Britain [11], over a million Americans [12], 100,000 

Australians [13] and over 400,000 people in Canada [14]. The prevalence rate for CFS/ME in 

Japan is 1.5% [15] 0.6% in Korea [16] and 0.58% in Nigeria [17]. The disorder is common 

among populations in the age brackets between 10-19 years and those between 30-39 years. In 

general, adolescent with CFS/ME have a recovery rate of 54-94% compared to adults with 

CFS/ME, which have a recovery rate of 22% [10]. The prevalence of CFS/ME is three times 

higher among women compared to men; it, however, affects any race in equal measure [18, 

19]. 

A study carried by the UK and Dutch clinical cohorts indicated different results among 

CFS/ME patients of different age by generally categorising their patients as adults and children. 

Children and adolescent patients showed better physical functions and presenting lesser fatigue 

compared to adults. In this case, younger children mostly present a sore throat but with lesser 

cardinal problems such as memory or sleep dysfunction. These findings were found to be 

generalisable across different regions [20].  

1.1.3 CFS/ME Treatments 

There is no pharmacological treatment for CFS/ME. However, the various methods used to 

treat CFS/ME include cognitive behavioural therapy, graded exercise therapy that entails a 

structured exercise program [21, 22]. For patients experiencing nausea, the conventional 

treatment that entails eating practices sipping fluids and eating little and often are employed. 
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In the case that nausea is severe, antiemetic drugs can be prescribed [21]. A low-dose of 

tricyclic depressants or melatonin can be described to patients having sleep problems [20].  

1.1.4 Cognitive Dysfunction in CFS/ME 

Cognitive dysfunction is one of the most common secondary symptoms in CFS/ME illness [1] 

and was reported in 86-94% of adults with CFS/ME studies in the UK, USA, Australia and 

Netherlands [23-28]. CFS/ME patients report difficulties with memory, learning, attention, and 

cognitive processing speed [29, 30]. 

One possible explanation is interference. More precisely, it has been suggested that CFS/ME 

causes cognitive impairment, including interference with the processing speed of verbal 

information as well as working memory [31, 32]. Baddeley and colleagues have fragmented 

the working memory components in the human brain into three main components which 

included; executive control to prevent distractors, attentional control to encode and recover 

related information and short term memory maintenance [33]. These components were 

suggested to be responsible for the cognitive difficulties in patients with CFS/ME by Marshall 

et al. 1997 [34]. However, various studies provide contradicting evidence regarding whether 

patients with CFS/ME have problems with working memory. According to DeLuca et al. 

(2004), CFS/ME patients without psychiatric comorbidity showed significantly reduced 

performance on information processing speed tests as opposed to working memory tests when 

compared to healthy individuals and those with rheumatoid arthritis [35]. However, these 

findings have been contradicted by recent and earlier studies, including Sulheim et al. (2015) 

and Marshall et al. (1997) [34, 36]. According to these studies, CFS/ME patients revealed 

impaired cognitive function in terms of both processing speed and working memory compared 

to healthy controls. Since there are inconsistent findings regarding the influence of CFS/ME 

on working memory, more research should, therefore, be conducted to clarify this effect.  

1.2. Working memory 

1.2.1 Working Memory Models 

Working memory models have evolved in the last 50 years and had many theories behind them. 

They include; Cowan’s Embedded Processes [37], the Object-Oriented Episodic Record (O-

OER) model and the Feature Model [38]. Although the Baddeley model was used by the 

majority of studies, also in this study, it worth mentioning the other proposed models for 

working memory.  
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1.2.2 Baddeley Working Memory Model 

Working memory is a structure of what was known as the short-term memory model, which 

was proposed by Baddeley and Hitch in 1992 with four main parts. These parts are the central 

executive and the three slaves’ system: phonological loop, visuospatial sketchpad and episodic 

buffer (see figure 1). The central executive's role in this model is to organise the received 

information from the slave systems. The phonological loop is a storage system for auditory 

information which can be divided into the phonological store and articulatory process. 

Moreover, the phonological store is also known as the inner ear, which stores the information 

you hear, whereas the articulatory process, which is also known as the inner voice, repeats and 

rehearses words to keep them in working memory while needed. The next part of the slave 

system is the visuospatial sketchpad which is mainly responsible for dealing with both spatial 

as well as visual information using its two principal parts: the visual cache, used to store visual 

data like objects’ colour and shape, and the inner scribe, which records the arrangement of 

objects as well as communicating with the central executive to transfer information. The 

working memory slave system's final part is called the episodic buffer. There is less known 

about this system compared to the previous two systems, but theorists have included it to 

account for communication and interaction between working memory and long-term memory 

[39, 40].  

According to the Baddeley model, verbal working memory characterises an integrated network 

made up of a central executive and an articulatory loop. This model postulates that incoming 

information is encoded and maintained in the articulatory loop, low capacity and temporary 

phonological store through subvocal rehearsal. The information is then manipulated for further 

use by the help of the central executive function [40]. Encoding of verbal information is usually 

correlated with dorsolateral prefrontal regions [41], active maintenance, as well as information 

storage with ventrolateral prefrontal areas, and supplementary premotor and motor cortices 
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[41-44]. The central executive has been confined to a small area in the dorsolateral prefrontal 

cortex [41].    

 

 

 

 

Neuroimaging studies have shown that the Baddeley model components have specific neural 

representations in the brain. They were able to distinguish between the phonological loop and 

the verbal and visuo-spatial maintenance subsystems as well as showing the disassociation 

(separation) of storage and rehearsal in verbal maintenance [43] and distinguishing between 

the central executive processor from the maintenance systems [45, 46]. Many studies have 

supported that the dorsolateral prefrontal cortex, the parietal network as well as the anterior 

cingulate cortex are the working memory network [47-49]. It has been shown that the 

phonological loop is linked to the activation in the temporal lobe where the visuo-spatial 

sketchpad is linked to the parieto-occipital region of both hemispheres and depends on the task 

[50, 51]. 

 

  

Figure 1 shows the working memory model. Figure from Baddeley and Hitch [30]. 
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1.2.2.1 Strengths: 

This model offers an explanation for parallel processing, where processes that are involved in 

a cognitive task occur at once. It gives an explanation for both the processing and storage of 

information, unlike some other models. It was developed using laboratory experiments in 

which confounders can be controlled. This is important to produce reliable results which can 

be replicated. New hypothesis and predictions can be tested easily since this model proposes 

separate and specific functions and subsystems. The model suggests that short-term 

phonological and visual memories are managed by separate short-term stores, which were 

supported by the famous KF study by Shallice and Warrington (1974) or LH by Farah et al. 

(1988) [52, 53]. According to Shallice and Warrington (1974), patient KF was able to recall 

verbal but not visual information immediately after its presentation. This finding supports the 

idea that separate short-term stores manage short-term phonological and visual memories [52]. 

On the other hand, patient LH suffered from brain damage due to a car accident and resulted 

in losing his ability to remember colours and shapes. However, the patient maintained a good 

memory only for spatial information. They suggested that the inner scribe, responsible for 

objects in the visual field, was not damaged, but the visual cache, responsible for form and 

colour, was [53]. The Baddeley model integrates a huge number of research findings. It has 

been supported by studies on patients with brain damage as well as experimental evidence [54, 

55]. 

1.2.2.2 Weaknesses: 

Although it gives more details of short-term memory, Baddeley model main weakness is that 

it is very simple and vague. It did not specify what central executive is or the role of attention 

is in working memory [56]. There is probably more than one component of the central 

executive, therefore, the notion that the Baddeley model has only one central executive might 

not be valid [57]. Arguably the results from laboratory-based experiments used have low 

ecological validity [56]. However, it is difficult to see how testing can be done in a normal 

environment whilst scanning and therefore, it is unlikely there is a better model. It has been 

argued that some tasks that require repeating, e.g. ‘the the the’ do not represent our everyday 

activity [56]. Furthermore, evidence from studies that involve brain-damaged participants are 

not able to perform a “before and after” comparison making it difficult to decide whether the 

changes found were a result of the damage [57]. 
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1.2.3 Other models  

1.2.3.1 The Embedded-Processes Model by Cowan 

Cowan (1999) defines working memory as “cognitive processes that are maintained in an 

unusually accessible state” (Cowan 1999, p. 62) [37] (see figure 2). In general, this theory 

matches the Baddeley model, only differing in terminology and current focus areas [58]. The 

theory comprises a limited-capacity attentional focus which functions through areas of 

activated Long Term Memory (LTM). This model's main concentration is to use one 

framework to account for a wide range of experimental findings in working memory and 

attention fields. Cowan has described WM as a functional system that recognises both new and 

old information to carry out and manipulate mental operations such as problem-solving. 

According to the model, when a stimulus happens, it is stored for a brief moment in a sensory 

store. The sensory store then sends the stimulus to either an activated portion of LTM or the 

focus of attention. If the stimulus is unchanged, the sensory store tends to move to the activated 

LTM, but if it is a novel stimulus and voluntarily attended stimulus, it tends to stay within the 

focus of attention [37]. In this model, short-term memory keeps the needed information to 

complete the task, which is the activated portion of LTM [37]. In turn, short-term memory is 

responsible for holding information related to the on-going task. Then, the brain focus of 

attention holds a subset of these activations. After that, the central executive collects these 

representations for manipulation and processing. This approach proposed that there is a single 

central WM capacity which helps to explain the individual differences found in performance 

on WM tasks, by suggesting limitations in both LTM and attention. The measures that quantify 

visual and verbal WM capacity are equally predictive of general cognitive ability. Therefore, 

Cowan suggested that both verbal and visual working memory tasks are underlined by the same 

central capacity limit. While attention is limited to its ability to hold a certain amount of 

information, LTM contribution is limited to the number of representations that it can hold 

active in short-term memory. Those representations are subjected to decay over time and will 

not be available for processing by the central executive [37].  

Cowan showed evidence that LTM can keep these representations active for a certain time and 

suggested 10-20 seconds as a decay time [37]. He also suggested that participants can hold 4±1 

items in their WM if they are not rehearsing or chunking, unlike Baddeley’s suggestion of 

seven items [37, 39]. His model also provides a rationale for using warm-up activities to 

activate related information earlier to the teaching of new skills [37]. This is done by activating 

LTM to look for a related and familiar concept to allow children to access and then connect 
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new information [37]. His model also suggests that continues projection of a set of memories 

to the focus of attention can serve as a refreshment to their representations [37, 59]. This 

strategy has been referred to as attentional refreshing by Lewandowsky & Oberauer later in 

2008 [60]. A crucial issue of this theory is to specify the capacity of the proposed attentional 

focus, which means the capacity of WM [58].  

 

Figure 2 shows the Embedded-processes model. Figure from Cowan (1999) [40]. 

1.2.3.2 Object-Oriented Episodic (O-OER) Model 

The O-OER model is the creation of Jones and his colleagues and avoided the modulatory 

assumptions that many traditional models proposed [38]. The theory is based on the assumption 

that temporary storage occurs on some unitary representational space in which all events 

relating to perceptions and cognitions appear in the form of a modal, abstract representation of 

events or objects. In this model, it argues that all information is stored temporarily as an abstract 

representation in only one location. It also suggests that the location is independent to the type 

of stimulus (e.g., visual, auditory or spatial), which means that either on-going or primary 

memory task demands will be stored in the same location and only activated when needed 

regardless of the type of information. Also, the theory provides that in the case of auditory 

stimuli, there is an automatic object as a result of mental processes detecting boundaries 

through audio sensitivity. Also, the process establishes unique objects in case of a sufficient 

change in incoming information energy, which indicates the beginning of a different event, a 

phenomenon representing a changing-state hypothesis [61]. The first disadvantage of the O-

OER model is that the model’s ability to retrieve a set of items is dependent on the maintained 
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integrity of the cues [62]. The maintained integrity of the cues was thought to be vulnerable to 

temporal decay [62]. Another disadvantage is that it assumes a single-multi modal system 

which is contradictory with the data taken from other research groups [39]. 

1.2.3.3 The Feature Model 

The feature model derives its name from the consideration of a variety of elements in 

characterising information in memory. It was first described in 1990 by Nairne, and its primary 

feature is the use of signs for short term memory as well as long term memory [63]. According 

to the model,  

When the memory trace is created, it immediately encoded into two separate memory systems 

in which each system has its own properties. During the on-going cognitive processes, the 

encoded primary memory tracers are subjected to interference from other tracers or from the 

encoding process of subsequent items [63]. The tracers, or usually called cues, become linked 

to both primary and secondary memory and can be retrieved later [63]. After associating these 

cues to form a memory, these cues form a group of nerves to store the memory [63]. When 

these cues are present, the group of nerves gets activated, which enables short-term memory to 

work on this memory [63]. Nevertheless, during the presentation of the cues, only the tracers 

from the primary memory are presented to conscious awareness. Nairne has described the 

primary memory system as “a repository of cues” (Nairne, 2002, p. 286). Nairne illustrated 

that the repository of cues is responsible for maintaining feature traces that permit access to the 

intact traces preserved in secondary memory [63]. When these cues are no longer present or 

needed, the group will no longer be active and will be waiting in long term memory storage for 

these cues to be present again [63]. The success of the retrieval process depends on how well 

the primary memory available cues match the secondary memory unique traces. The model 

does not use the decay theory to explain the forgetting mechanism; it, however, focuses on 

item-based interference instead which means that other items which use the same or similar 

group might block or get in the way of remembering other memories [63]. The advantage of 

the feature model is that the two levels of memory possess different properties. The two are 

interrelated and play a critical role in determining the result of one’s memory. Another 

advantage of the feature model is that it can expose the consequences of individual 

experiments. The idea is that through the two distinct but interrelated memory levels, it is 

possible for the model to showcase the full extent of memory development. However, such 

exposure might, at times be misleading through confusion arising from the different levels of 

memory [64]. 
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1.2.4 Measuring WM 

Measurement is a critical aspect of determining the effectiveness, efficiency and sustainability 

of working memory in different aspects of life. Essentially, working memory is critical in 

cognition due to its role as a significant predictor of many characteristics of a higher-order 

function. Starting from the work of Daneman and Carpenter in 1980 [65], these WM tasks have 

shown their robustness in predicting everything from simple reading comprehension [65] to 

performing a difficult task, e.g. Stroop task [66]. Since working memory has different 

components such as processing and storage, measuring these components separately or as a 

whole is beneficial to identify if issues are in WM as a whole or in a particular component. The 

process of measurement involves many aspects of working memory which is of significant 

value. Measuring working memory allows a better understanding of human cognition, which 

occurs in everyday life. Some of the principal and most critical tasks for measuring working 

memory are operation span, symmetry span, and rotation span.  

1.2.4.1 Operation Span (Ospan) 

In the operational span task [67], participants are asked to verify whether or not a math 

operation is correct or not then try to remember the letter presented at the end of the math 

operation (i.e., Is (3x1)-1=4? B). Ospan relates to the sustainability of memory and its ability 

to work for a long time. The idea is that many people require systems able to work for long 

enough so that they can get the most out of the process, and that does not expire before the 

stored information is fully utilised. The operation span refers to the full life expectancy of the 

system after which it fails to work, and the information stored might be at risk of getting lost. 

Ospan has an advantage that it gives the participant the time to read and calculate at their own 

pace. If it was a fixed time, some participants might not have enough time to finish reading or 

additional time to rehearse, which eventually leads to a false measure of WM [67, 68]. 

However, the Ospan task has a major disadvantage over other tasks. It is very time consuming 

for the experimenter, as well as attention-demanding for the participant [69, 70].  

1.2.4.2 Symmetry Span (SymmSpan) 

Any researcher who operates a project must consider measuring the symmetry span of working 

memory capacity. In the SymmSpan task [71], participants are asked to remember the location 

of the presented red squares in order and determine if the stimulus is symmetrical or not. The 

flexibility of the model is critical as it allows the researcher to understand the memory in detail. 

This span, therefore, tests the ability of a memory model to work in diverse environments and 
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relate to many other different factors that might be present [71]. However, SymmSpan as well 

is time-consuming and attention-demanding for the experimenter [69, 70].  

1.2.4.3 Rotation Span 

Another critical aspect whose measurement is essential in measuring WM is the rotation span 

which relates to the ability of the memory to rotate in cycles and work even after it expires for 

the first time. In the rotation span task [72], participants are presented with a series of letters 

and arrows on the screen. They are asked to indicate if the letter is rotated or a mirror image 

and to remember the direction of the arrows for a later test. Memory capabilities undergo 

several life cycles and can always reignite their capacities even after the first round comes to 

an end [72]. The idea behind measuring the three working memory components is to have a 

working memory model that considers all aspects of the memory. The holistic way of making 

decisions promotes the sustainability of the memory and therefore enhances its lifespan and 

promotes the achievement of desired goals [73]. However, as the previously mentioned tasks, 

the rotation span is time-consuming and attention-demanding for the experimenter [69, 70]. 

1.2.4.4 N-Back 

Introduced by Wayne Kirchner in 1958 [74], this task is commonly used in cognitive 

neuroscience and considered as a continuous performance task to measure a part of working 

memory and working memory capacity [75]. In detail, a sequence of stimuli are presented to a 

subject, and then the subject indicates if the stimulus matches the one from n steps earlier in 

the sequence [74]. It can be visual, auditory or both, which is called a dual n-back task. The 

letter N represents the position of the letter that the subject needs to attend to, or how far back 

they need to remember since each letter is presented individually. In the simplest n-task, also 

known as 1-N, the subject needs to state if the stimulus matches the immediately matching 

stimulus, i.e. a letter “B” followed by a letter “B”. The task can be more or less challenging by 

adjusting the load factor of n [74]. Although this task needs to maintain and manipulate 

information in working memory [75], it is argued that it is not purely a measurement of working 

memory but might be applied to detect differences in cognitive functioning [76]. 

1.2.4.5 Bayliss et al. (2003) Task 

In an earlier study, a complex span task was designed by Bayliss et al. (2003) to measure the 

performance of working memory in terms of processing and storage components separately 

[33]. Bayliss et al. (2003) presented two studies that investigated the underlying constrains of 

WM performance in children and adults [33]. They used independent measures to measure 
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processing efficiency and storage capacity in order to measure working memory capacity as 

they established their relative importance in predicting performance on complex span tasks. In 

the first study, they used four complex span tasks in children. These four tasks aimed to cross 

two types of processing (verbal and visuospatial) with two methods of storage (verbal and 

visuospatial). On a grey computer screen background, nine distinct coloured circles were 

presented with a digit from 1 to 9. In the verbal processing task, the children were required to 

choose the colour that better represent the auditorily presented object names. The children were 

asked to scan the screen in order to locate a visually distinctive circle as a part of the 

visuospatial processing tasks. To compare this task with traditional short-term memory tasks, 

children were asked to recall the digits presented in the centre of the circle in the verbal storage 

tasks or, in the visuospatial storage tasks, they were required to recall the locations of the target 

circles. The second task was a modified and more demanding version of the previous task but 

on adults. However, in this task, there were nine coloured squares with four big ones and three 

smaller ones. In the search task, participants were asked to locate the big square with the 

bevelled edge. The processing efficiency task, as well as the storage task, were the same as the 

children ones. Reaction times in these data were used to associate processing difficulty across 

the span levels within each task [33].  

This study showed that there are two primary keys, short-term memory capacity and processing 

efficiency, to limit the working memory performance [33]. It also showed an unexplained 

residual variance in working memory function [33]. They proposed that this residual variance 

represents an executive component because it comes from the necessity to combine processing 

and storage components in a single task [33]. Nevertheless, they did not use a direct measure 

to test if the residual variance was executive in nature [33]. Another study, Bayliss and Jarrold 

(2015), proposed that this represents the forgetting rate [77]. Therefore, the debate is still open, 

whether it represents an executive component or other factors. 

The version of Bayliss et al (2003) tasks used in this thesis consists of three working memory 

tasks, processing, storage and complex tasks [33]. In the processing task, participants would 

hear a word that represents a colour of the four different coloured squares presented. They 

needed to decide which colour represents best the heard word. For instance, if the word was 

“Strawberry” the accurate response was pressing the button that represents the red square. In 

the storage task, a series of numbers (4 digits) were presented to the participant to memorise 

then another series was presented, and the participants needed to decide whether they were the 

same sequence of numbers or not. In the complex task, participants were presented with four 

squares with different colours and numbers. Participants would hear a word that represent a 
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colour and they had to choose the square that best represent that word and memorise the number 

inside that square. After every four trials, the participants would be presented with a series of 

numbers then they needed to decide whether the sequence of numbers was the same or different 

(for further details see p83).   

1.3 Neuroanatomy of Working Memory 

The brain plays a critical role in the memory process and is the organ of the human body where 

memory and information are stored. The concept of memory relates to the ability of the brain 

to keep information that can be used later to give reference to an event that took place earlier. 

Therefore, it is critical to understand how the brain helps in the memory process. The functions 

of the brain depend on the communication between neurons which are responsible for coding 

information and storing them in a manner that they are easily retrieved when similar codes are 

ignited at a later date [73]. Working memory is supported by a complex network in the central 

nervous system. This includes the prefrontal cortex, temporal lobe, limbic system, and 

cerebellum (see figure 3) [73]. 

 

Figure 3 shows the cerebellum which plays a role in attention, emotional functions, memory storage and processing 
procedural memories, such as how to play the piano. The prefrontal cortex seems to play a role in remembering semantic 

tasks. The hippocampus is linked with episodic and declarative memory as well as recognition memory. Finally, the 
amygdala is suggested to be involved in fear and fear-related memories. The top part of the figure is taken from 

Constantinidis & Klingberg (2016) [73].  
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1.3.1 Prefrontal Cortex and Parietal Lobe 

Notably, the cerebral prefrontal cortex plays a primary role in memory and attention in the 

sense that it is responsible for high mental functions [78-80]. An accepted theory, by Jacobsen 

(1936), that the function of the prefrontal cortex is to serve as a store for short-term memory 

and damage to the primate prefrontal cortex initiated short-term memory deficit [81]. More 

precisely, dorsolateral prefrontal cortex (dlPFC; Brodmann area (BA46)) was identified to be 

the brain region responsible for this deficit [82]. According to Miller and Cohen (2001 p. 168), 

“The PFC is critical in situations when the mappings between sensory inputs, thoughts, and 

actions either are weakly established relative to other existing ones or are rapidly changing”. It 

is assumed to act as a high-level filtering mechanism that is needed to enhance goal-directed 

activations and suppress any irrelevant activations [83]. By using this filtering mechanism, it 

enables executive control at different levels of processing. These processing levels include 

selecting, updating, maintaining and rerouting activations [83]. As indicated by Constantinidis 

& Klingberg 2016, the prefrontal cortex processes short term memories, while the parietal lobe 

involves in the processing of long term memories [73]. The parietal lobe has a role in mediating 

attention when needed, as well as providing spatial awareness and navigational skills [84]. 

Moreover, the parietal lobe is responsible for focusing our attention on different stimuli at the 

same time [84]. It also plays a role in assisting verbal short-term memory and damage to the 

supramarginal gyrus can cause short-term memory loss [85]. 

1.3.2 Temporal Lobe 

According to Baddeley’s working memory model, the medial temporal lobe plays a critical 

role in not only the episodic but also declarative forms of memory [64]. The lobe is located in 

between the left and right hemispheres, making it closer to the signals coming from both sides. 

The theory indicates that the central positioning of the lobe makes it easy for information to be 

received and sent out of its system with ease [73]. Therefore, it plays a critical role in managing 

the flow and storage of information in the brain. It also plays a role in recognition memory, 

which means that the capacity to identify an object as a recently encountered object [86]. 

Damage to the important temporal lobe can cause disturbance of selective attention of auditory 

and visual input, auditory sensation and perception, visual perception, language 

comprehension, impaired organisation and categorisation of verbal material, and altered 

personality [87]. The damage can also cause long term memory impairment in which semantic 

knowledge such as the ability to recognize family and friends, information learned in school 

and knowledge of historical events could be affected [87]. 
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1.3.3 Cerebellum 

While the cerebellum is a vital part of the brain responsible for balance and motor control, it 

also plays a critical role in supporting cognitive functions including attention, emotional 

functions, and memory storage [88, 89]. The cerebellum can store and retrieve information 

whenever they are needed. The cerebellum, with the help of other brain parts, such as the 

hippocampus, and amygdala, helps in the processing and storage of different types of memories 

[88, 89]. The cerebellum may be involved in cognitive functions like language and attention as 

well as involved in regulating fear and pleasure responses [90]. The amygdala may be involved 

in determining what memories should be stored [88, 89]. 

1.3.4 Limbic System 

The limbic systems are located at the heart of the medial temporal lobe and encompass a series 

of brain regions working together to process memory. Some of these sub-regions include the 

amygdala, the hippocampus, the cingulate, the thalamus, and the mammillary body among 

other contributors that interlink with memory processing. For instance, the hippocampus, 

which is a small organ in the brain’s medial temporal lobe that is a critical portion of the limbic 

system. The hippocampus is involved in emotional processing by being part of a network that 

plays a critical role in the transference process that changes a sample memory node from short 

term to long-term signals [73, 91]. This means that the hippocampus is responsible for the 

transference process, which is called memory consolidation. The idea is that it has the 

capability of controlling relevant spatial memory and behaviour, which shifts the longevity of 

memory to the long run [73]. Amygdala and hippocampus are heavily interconnected [92] and 

their interaction is necessary for the retrieval of emotional memories. In addition, there is 

evidence that the hippocampus and amygdala network is critical to encoding and consolidation 

of emotional memories [93, 94]. There is converging evidence from lesion studies, 

neuroimaging studies, and single-unit recording studies employing various behavioural 

methods designed to isolate performance based on recollection and recognition that has 

challenged the view that the hippocampus supports only recollection and the perirhinal cortex 

supports the recognition memory [95]. For example, Merkow et al. (2015) showed the 

contribution of the hippocampus to recollection and familiarity components of recognition 

memory after measuring the high-frequency activity (HFA) in spatiotemporally precise signal 

of neural activation that is measured in participants undergoing direct brain recordings of the 

hippocampus [96]. With the advent of neuroimaging studies and whole brain network analysis 

over the last two decades neuroscience is progressing away from a localisation model of brain 
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function where one function is attributed to one brain region. A brain network and functional 

connectivity approach with evidence across multiple modalities is required to attain a true 

understanding of complex brain function. 

According to Cortis (2015), the hippocampus can grow new neurons, unlike many other parts 

of the brain. However, this ability is often affected by glucocorticoids relating to stress issues 

[62]. Damage to this area of the brain would leave the person unable to process new declarative 

memories as in the famous case of H.M., who had both his hippocampi removed to treat his 

seizure [73, 97]. In rats, the hippocampus plays a crucial role in various tasks of memory, such 

as maze running and object recognition. Therefore, it is essential in spatial memory as well as 

its role in recognition memory [98]. According to Cortis (2015), the amygdala also plays a 

primary function on memory and emotional processing which makes it a critical region in the 

development, storage and retrieval of memory [62]. Additionally, it is involved in memory 

consolidation in which it enables encoding memories at a deeper level in emotionally arousing 

events [99]. See figure 3 for a summary of the brain regions and their functions in working 

memory.  

1.4 Modalities Measuring Working Memory  

Neuroimaging modalities have investigated working memory using transcranial magnetic 

stimulation, electroencephalography, magnetoencephalography, fMRI [100, 101], SPECT 

[102, 103], and Positron Emission Topography (PET) [104-106]. Each technique had its 

drawback making it difficult to be applied. While transcranial magnetic stimulation tends to 

affect a large area of the brain and is limited to the areas near the surface, 

electroencephalography records the on-going activity in an intricate pattern which eventually 

makes it difficult to identify. Magnetoencephalography suffers from poor spatial resolution, 

which makes it hard to know where the activity originated from. Unlike MRI, SPECT and PET 

have major disadvantages. Both SPECT and PET are invasive and need the use of radioactive 

materials. PET is also extremely expensive as well as it preferably requires a cyclotron on site. 

MRI provides better temporal resolution as well as better spatial resolution and it is a non-

invasive modality [107]. MRI, on the other hand, is not invasive, less expensive than PET, and 

does not use any radioactive material nor need for a cyclotron in the site [107].  
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1.5 Investigating Working Memory and Basal Ganglia in Individuals with 

CFS/ME Using fMRI 

Four studies have investigated CFS/ME using working memory tasks and fMRI [108-111]. 

Lange et al. (2005) showed that CFS/ME patients process auditory information that is 

challenging as accurately as healthy controls, but they use more extensive regions of the 

working memory network [108]. In their study, they used Paced Auditory Serial Addition Test 

(PASAT) in which participants are asked to add the digits they hear to the one preceding it. 

For instance, if they heard (1, 3, 5) they first add the first two (1+3) and respond with the 

number 4. Then they add the following two (3+5) and respond with the number 8 [112]. 

Moreover, during the PASAT task, participants with CFS/ME demonstrated a substantial 

increase in BOLD signal in bilateral premotor and left superior parietal regions. However, the 

healthy controls group did not reveal any BOLD signal elevation when compared to the 

CFS/ME group in any of the studied regions of interest [108]. 

These findings have been supported by Caseras et al. (2006) who revealed that although both 

participating groups performed comparatively well and in all task levels they were able to 

activate the verbal working memory network, CFS/ME patients showed greater activation in 

medial prefrontal regions such as anterior cingulated gyrus compared with healthy controls 

during 1-back condition [109]. In conditions that were more challenging, CFS/ME patients had 

reduced activation in dorsolateral parietal and prefrontal cortices. This reduction in activation 

was interpreted as when the task gets more difficult; patients with CFS/ME failed to recruit 

working memory regions to the same level as the healthy controls [109]. While both groups 

performed comparably well in terms of activating the verbal working memory network while 

performing all task levels, participants with CFS/ME, in the 1-back condition showed more 

activation than control subjects in medial prefrontal regions which includes the anterior 

cingulate gyrus. However, participants with CFS/ME showed a reduction in activation in the 

left lateral and dorsolateral prefrontal cortex and in the left parietal lobule compared to HC. On 

the 3-back condition, participants with CFS/ME also showed a reduction in activation in the 

right and left superior parietal regions but an increase in activation in the right inferior temporal 

gyrus. These results were interpreted as participants with CFS/ME have different activations 

of the working memory network compared as compared to HC. The authors argue that these 

differences in activation could be a result of a compensatory strategy of the working memory 

system when impaired or saturated [109]. 
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In a study seeking to investigate the neural correlates of working memory in CFS/ME patients 

when compared to healthy controls, Cook et al. reported no differences between CFS/ME and 

healthy controls in simple tasks like finger tapping or auditory monitoring in their earlier (2007) 

and recent (2017) studies [110, 111]. However, CFS/ME participants showed significantly 

increased activation in several cortical and subcortical regions throughout the fatigue-inducing 

cognitive task. Additionally, patients appear to exert greater efforts when processing auditory 

information as efficiently as healthy controls. These findings suggest that there exists a 

correlation between subjective mental fatigue feelings and brain responses while undergoing 

fatiguing cognition [111].  

Basal Ganglia and Fatigue 

Basal ganglia are grey matter masses found in the centre of the brain between the white matter 

hemispheres. Anatomically, they consist of the caudate nucleus, putamen, ventral striatum, 

globus pallidus, ventral pallidum, substantia nigra, and subthalamic nucleus [113]. This 

location allows basal ganglia to receive signals from several cortical regions, including both 

hemispheres and thus may allow them to integrate information coming from PFC and visual 

extrastriate cortices [114-116]. Literature shows that the basal ganglia are essential in learning 

behavioural requirements [117-121] and involved in global support of visual working memory 

processes [122]. These functions include cognition, procedural learning, eye movements, 

control of voluntary motor movements, habit learning and emotion [123, 124]. 

Basal ganglia, in neurological disorders such as CFS/ME, has been suggested to be implicated 

in fatigue [125]. Functional interruption of the usual process of activation between basal 

ganglia, thalamus, limbic system and higher cortical areas due to metabolic and structural 

lesions is implicated in central fatigue in CFS/ME [126]. This means that any interruption to 

these pathways, which connect these brain areas, would result in fatigue [126]. In a recent 

study, Nakagawa et al. (2016) investigated the basal ganglia association with fatigue and 

motivation [127]. They found that mean diffusivity (MD) was associated with fatigue and 

motivation in the right putamen, pallidum and caudate [127]. They also found an association 

between fatigue and basal ganglia structural changes. Therefore, they argued that altered brain 

structure could cause fatigue in clinical cases [127]. The increase in MD was interpreted by the 

authors to likely be due to fatigue mechanism as an abnormal function of parts of basal ganglia 

and motors systems [127]. Disruption of normal autonomic function would require additional 

energy to accomplish complex motor programmes which, could lead to loss of motivation 

[127]. This preliminary research showed the basal ganglia could have an important role in 
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central/cognitive fatigue. Further research is needed to elucidate the nature of BG involvement 

in fatigue.  

1.6  Rationale and Aims for The Thesis 

Cognitive impairment adversely affects daily functioning for patients with CFS/ME as memory 

deficits may lead to difficulties at work and in school [128]. Adults with CFS/ME may have 

difficulties at work with remembering tasks assigned to them, while students with CFS/ME 

may have difficulties in remembering information presented in classes [128]. Furthermore, 

studies have previously linked basal ganglia function to fatigue in CFS/ME [125, 127, 129-

131]. Although the exact nature of this relationship is unknown, basal ganglia may be 

implicated in central fatigue associated with this illness. Bayliss et al. (2003) paradigm was 

utilised to investigate working memory [33]. Using automated analysis methods such as voxel-

based morphometry in this illness showed inconsistent results. Results included differences in 

both grey matter volume [132-136], white matter volume reduction [136-140] or no differences 

at all between CFS/ME and healthy controls [141-143].  

 The four main thesis aims were: 1. To investigate whether there are brain volume differences 

(globally or regionally) between CFS/ME and healthy controls; 

2. To investigate the involvement of basal ganglia in fatigue in this illness; 

3. To investigate the involvement of brain networks in fatigue. 

4. To investigate the impact of fatigue on cognitive function with tasked based fMRI [33]. 

1.7  Thesis Chapters  

Chapter 2 provides a systematic review of the structural and functional MRI studies that 

investigated CFS/ME. It was performed to determine the type of paradigm to be used to assess 

the impact of fatigue on cognition in CFS/ME and to establish whether there is a consistent 

finding in previous literature. Chapter 3 provided a brief review of all the methodological 

approaches used in this thesis. The following chapters (chapters 4, 5, 6, and 7) will be 

introduced as separate papers. Chapter 4 is a voxel-based morphometry analysis to determine 

any structural morphometrical differences between the healthy controls and CFS/ME groups, 

with fatigue correlates of any differences explored. Chapter 5 illustrates the use of resting-state 

fMRI in investigating the functional connectivity of basal ganglia in this patient group and 

correlates it to fatigue scores. Chapter 6 presents the resting-state functional brain networks 

and their relation to fatigue as measured by the Chalder Fatigue Questionnaire. Chapter 7 
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provides details on the working memory task for fMRI, analysis, and results. It also illustrates 

the correlation between fatigue scores and differences in brain function between groups. 

Chapter 8 discusses the experimental findings in term of overall thesis aims. It also includes 

limitations of this thesis and recommendations for future studies. 
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2 Chapter 2: Using Structural and Functional MRI as A 

/Neuroimaging Technique to Investigate Chronic 

Fatigue Syndrome/ Myalgic Encephalopathy: A 

Systematic Review 

2.1 Overview of Chapter 

Chapter 2 shows the methods and results of a systematic review to identify and synthesise 

structural and functional MRI studies that investigated CFS/ME. This includes the results as 

well as the quality assessment of those studies. 

2.2  Introduction 

Chronic Fatigue Syndrome (CFS), also known as Myalgic Encephalomyelitis/Myalgic 

Encephalopathy (ME) is a disorder characterized by persistent fatigue which lasts for at least 

4 or 6 months (depending on the diagnostic criteria) and is associated with a variety of 

symptoms. One of the most common symptoms is cognitive dysfunction which is reported in 

>94% of adults [144]. CFS/ME is relatively common. A recent meta-analysis performed by 

Johnston et al. (2014) indicates a prevalence of 0.76% (95% CI 0.23% to 1.29%) based on 

clinically confirmed cases in several countries [10]. Over 50% of adults who access specialist 

care are unemployed because of CFS/ME [145]. The aetiology and pathophysiology of 

CFS/ME are not known, and the underlying mechanism for cognitive dysfunction is not 

understood. 

Imaging techniques, such as magnetic resonance imaging (MRI), have been used to aid clinical 

diagnoses for decades. A variety of MRI techniques have been used in neurology from 

structural MRI (sMRI) in lesion detection to functional MRI (fMRI) applications for 

neurosurgical planning. Recently MRI has been used to examine fatigue and cognition in 

CFS/ME. This systematic review aims to evaluate the use of sMRI and fMRI to investigate 

CFS/ME. We also aim to provide an insight into what MRI can offer to our understanding of 

cognitive dysfunction in CFS/ME. Finally, we will make suggestions for future directions of 

research. 
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2.3  Aim and Objectives  

2.3.1 Aim: 

The aim was to undertake a systematic review of the structural and functional MRI studies as 

well as assessing their quality using Nichols et al. (2017) [146]. 

2.3.2 Objectives 

1- Systematically identify all structural and functional MRI studies that investigated 

CFS/ME. 

2- Describe the findings of structural and functional MRI studies that investigated 

CFS/ME as well as describing their study design.  

3- Identify future research directions for MRI studies in people with CFS/ME in order to 

guide the development of a new MRI protocol. 

2.4  Material and methods 

2.4.1 Protocol  

The protocol was published on PROSPERO (Available at: 

https://www.crd.york.ac.uk/PROSPERO/display_record.php?RecordID=50569  

2.4.2  Selection Criteria 

We searched Medline and Ovid and included articles from 1991 (Oxford diagnostic criteria for 

CFS/ME) to April 2019. We included all English language studies using MRI to investigate 

chronic fatigue syndrome. We used the following keywords (and abbreviations) for CFS/ME: 

“chronic fatigue syndrome”, “fatigue syndrome, chronic”, “myalgic encephalomyelitis”, 

“myalgic encephalopathy”, “CFS”, “ME” or “CFS/ME”. To detect all structural and functional 

studies which used magnetic resonance imaging in participants with CFS/ME, we used the 

following keywords for imaging techniques: “magnetic resonance imaging”, “MRI”, 

“structural MRI”, “sMRI”, “functional magnetic resonance imaging”, “functional MRI”, 

“fMRI”, “resting state functional magnetic resonance imaging”, “resting-state functional 

magnetic resonance imaging”, “resting-state functional MRI”, “resting state functional MRI”, 

“rsfMRI” and “rs-fMRI”. The full search strategy is provided in the supplementary file 

“SearchFile MEDLINE and OVID”. 

We included all studies which used one of the five major CFS/ME definition criteria; Fukuda, 

Centre for Disease Control (CDC), National Institute of Health & Care Excellence (NICE), 

Canadian or Oxford Criteria and there was no age restriction. Duplicates, case study articles 

https://www.crd.york.ac.uk/PROSPERO/display_record.php?RecordID=50569
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and editorials were excluded. Two reviewers (BA, CL) independently reviewed the titles and 

abstracts of identified studies, and potentially relevant articles were identified for full-text 

review. Two reviewers independently reviewed full-text articles to determine which articles 

were eligible. Disagreements were resolved by discussion until consensus was reached.   

2.5  Risk Of Bias Assessment 

We assessed study quality and risk of bias using the following criteria outlined in Nichols et 

al. (2017): clearly stated research objective; recruitment procedure; inclusion/exclusion 

criteria; description of sample demographics; reporting of imaging methodology; and whether 

comparison groups were used. These criteria have been set with the aim to increase the 

reproducibility of research for neuroimaging studies using MRI. We chose Nichols et al. (2017) 

tools over other assessment tools (eg Cochrane risk of bias 2.0) as it specifically assesses the 

risk of bias in neuroimaging studies. Stating clearly the recruitment procedure, 

inclusion/exclusion criteria, population demographics and comparison group enables a critical 

reader to evaluate the study and to determine whether the sample may be susceptible to bias 

and whether the results are generalizable [146].  If a study fully reported all criteria, it was 

considered a high-quality study with low risk of bias. If it failed to report one criterion, it was 

considered a medium quality paper. Finally, if it failed to report two or more criteria, it was 

considered a low-quality study with a high risk of bias. Given the low number of identified 

studies, we did not exclude any studies based on quality assessment, but we reviewed the results 

taking study quality into consideration. We did not submit this work to an ethics committee 

because it is a systematic review of the literature.  

2.6 Patient and Public Involvement 

No patient or public involved 

2.7 Results  

A total of 824 papers were identified. Of these, 132 were duplicates, and three were not in 

English (see figure 4). Of the remaining 689, there were 629 that did not fit our eligibility 

criteria, leaving 60 papers for full-text review. Of these, 20 studies were excluded because they 

did not use structural or functional MRI applications. A further five were excluded because the 

CFS/ME diagnostic criteria used were not clear. Therefore, we extracted data from 35 studies. 

Of the papers included, 19 were structural MRI, and 16 were functional MRI studies. 
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2.7.1  CFS/ME Diagnostic Criteria and MRI Images Acquisition 

Details on the diagnostic criteria as well as MRI images acquisition are available in table 3 for 

sMRI and table 4 for fMRI studies.  

2.7.2 Image Analysis  

sMRI 

In 13 studies, quantitative computational analysis, such as Statistical Parametric Mapping 

(SPM) and FMRIB Software Library (FSL), of images was carried out by utilization of an 

automated technique [132-139, 142, 143, 147, 148]. However, six studies in sMRI relied on 

visual inspection by two radiologists and where there was disagreement a third radiologist was 

involved [141, 149-153].  

 

fMRI 

All of the 16  studies used quantitative computational analysis, such as Statistical Parametric 

Mapping (SPM) [108, 131, 139, 154-161], Analysis of Functional Neuroimaging software 

(AFNI), XBAM software [109, 162] and FMRIB Software Library (FSL) [163].  

 

Figure 4: PRISMA flow chart showing the method followed. 
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2.7.3  Structural MRI Results  

Details of the nineteen sMRI studies are available in table 2.  

Table 2 shows a summary of 19 sMRI studies in CFS/ME  
* Healthy controls ** Some studies provided average age and others provided a range. *** Not mentioned. 

M= Male F= Female CDC = Centre for Disease Control CFS = Chronic Fatigue Syndrome, HC = Healthy controls, FSL 
N/A= Not Applicable, =FMRIB Software Library, SPM = Statistical Parametric Mapping 

 

Authors 

CFS/ME 

definition 

Sample size 

CFS/HC* 

Age** 

~CFS 

~HC* 

Sex 

M/F  

Magnetic 

strength in 

Tesla (T) 

Full MRI 

protocol 

Y= Yes 

N= Not 

mentioned 

Corrected 
Analysis 

method 

Comparison 

groups 

Barnden et al. (2011) 

[135] 

Fukuda & 
Canadian 

25/25 19-46 6/19 1.5T Y FWE+FDR SPM5 CFS Vs. HC 

Barnden et al. (2016) 

[142] 
Canadian 25/25 

19–46  
*20–46 

6/19 1.5T Y FWE+FDR SPM5 CFS Vs. HC 

Barnden et al. (2015) 

[147] 

Fukuda 

&Canadian 
25/25 

19–46  

*20–46 
6/19 1.5 T Y FDR SPM5 CFS Vs. HC 

Shan et al. (2017) 

[139] 
Canadian 38 / 14 

34.8 
*34.7 

11/27 
*4/10 

1.5T Y FWE SPM12 CFS Vs. HC 

De Lange et al. (2005) 

[132] 
CDC 28/28 

19–37 
*19–42 

0/28 1.5T N FWE SPM2 CFS Vs. HC 

De Lange et al. (2008) 

[133] 
CDC 22 / 22 

~ 36 

*~37 
0/22 1.5 T Y FWE SPM CFS Vs. HC 

Okada et al. 

(2004) [134] 
CDC 16/49 

24-46 
*21-47 

10/6 
*27/22 

1.5T Y FWE SPM2 CFS Vs. HC 

van der Schaaf et al. 

(2017) [143] 
CDC 89/26 

18-65 
*19-55 

0/89 
0/26 

3.0T Y FWE SPM12 CFS Vs. HC 

Finkelmeyer et al. 

(2018) [138] 
Fukuda 42/28 

45.2 

*48.4 

10/32 

*9/19 
3.0T Y FWE SPM12 CFS Vs. HC 

Puri et al. 

(2012) [136] 
CDC 26 /26 

~ 42.9 
*~38.2 

7/19 3.0T Y FWE FSL CFS Vs. HC 

Shan et al. 

(2016) [137] 

Fukuda & 
Canadian 

15/10 

~ 34.06 
*~ 30.5 
at first 

evaluation 

4/11 
2/8 

1.5T Y FWE SPM12 CFS Vs. HC 

Barnden et al. (2018) 

[148] 
Fukuda 43/27 N*** N*** 3.0T Y FWE SPM12 CFS Vs. HC 

Natelson et al. (1993) 

[149] 
CDC 52/52 16-56 6/46 

0.35T, 0.5T, 
1.0T, and 

1.5T 
Y N/A 

Visual 
inspection 

CFS Vs. HC 

Perrin et al. 

(2010) [141] 
CDC 18 / 9 

20-55 

*22-53 

10/8 

*5/4 
3.0T Y N/A 

Visual 

inspection 
CFS Vs. HC 

Greco et al. 

(1997) [150] 
Oxford & CDC 43/43 22–78 14/29 1.5T Y N/A 

Visual 
inspection 

CFS Vs. HC 

Schwartz et al. (1993) 

[151] 
CDC 16/15 

24-61 
*24-64 

5/11 
*5/10 

1.5 T 0.5T Y N/A 
Visual 

inspection 
CFS Vs. HC 

Lange et al 

(1999) [152]l 
Fukuda 39/19 36- 40 20/40 1.0 T Y N/A 

Visual 

inspection 
CFS Vs. HC 

Lange et al. 

(2001) [153] 
CDC 28/15 

~39.1 
*~37.7 

6/22 
*2/13 

1.0T Y N/A 
Visual 

inspection 
CFS Vs. HC 

Zeineh et al. 

(2015) [140] 
Fukuda 15/14 20-66 

7/8 
*6/8 

3.0T Y FWE FSL CFS Vs. HC 

 

2.7.3.1 General Findings  

Of the 19 studies included in this systematic review, 16 showed some structural differences 

between CFS/ME and healthy controls. These included both grey matter volume and white 

matter volume reduction, ventricular enlargement, white matter hyper-intensities, lesions and 
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cortical thickening. In contrast, three studies did not reveal any differences between 

participants with CFS/ME and healthy controls and therefore questioned the ability of sMRI 

scans to detect brain changes in CFS/ME [141-143].  

2.7.3.2 Radiological Reporting 

To evaluate and compare the sMRI of CFS/ME and healthy controls, these studies used one 

reviewer [150], two neuroradiologists [141, 149, 152, 153] or three neuroradiologists [151] to 

visually inspect the images. Two MRI studies found ventricular enlargement [149, 153] While 

three studies reported white matter hyper-intensities or abnormalities, which were defined as 

lesions, identified by high signal intensity on T2 or proton density-weighted pulse sequences 

[149, 151, 152]. In these studies, age was only accounted for by using age-matched healthy 

controls. Lange et al. (1999) reported that 41% of the MRI scans showed abnormalities. Further 

changes or lesions were reported in the supratentorial periventricular white matter [150], 

periventricular white matter, subcortical white matter and in the centrum semiovale [151]. 

However, a longitudinal study, with one-year follow-up, failed to detect any differences 

between CFS/ME and healthy control groups at baseline and after a year in cerebrospinal fluid 

volume, white matter hyper-intensities, ventricular volume and failed to observe any 

abnormalities in the CFS/ME group [141]. These studies used manual segmentation of the 

cerebrospinal fluid. The resultant images were registered into a standard space, segmented into 

12 segments, defined by mid-sagittal plane. Images were manually checked to exclude 

irrelevant areas, and finally, checked by an experienced neuroradiologist using Scheltens et al. 

(1993) method [141, 164].  

2.7.3.3 White Matter Volume & Grey Matter Volume 

White matter volume reduction was reported in five studies [136-140], and white matter 

changes or lesions were reported in 3 further studies [147, 150, 151]. In a recent study, 

Finkelmeyer et al. (2018) showed a substantial increase in grey matter volume and decrease in 

white matter volume in CFS/ME compared to healthy controls [138]. Moreover, they used an 

automated voxel-wise analysis, CAT12 in SPM12, which showed that the insula and amygdala 

had increased grey matter volume in the CFS/ME group, while the midbrain, pons and right 

temporal lobe, had decreased white matter volume [138]. Two studies, by the same research 

group, showed a marked reduction in the white matter volume in left inferior front-occipital 

fasciculus in participants with CFS/ME compared to healthy controls [137, 139]. Puri et al. 

(2012) found a reduction in white matter volume in the left occipital lobe as well as the 
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posterior part of the left parahippocampal gyrus in the CFS/ME group compared to the healthy 

control group [136]. Changes in white matter observed on T2-weighted images in right middle 

temporal lobe were related to cognition. Authors were able to demonstrate that white matter 

volume was negatively correlated with CFS/ME disease duration [135, 147]. Zeineh et al. 

(2015) showed bilateral white matter atrophy in supratentorial, a brain region located above 

the tentorium cerebelli, was present in CFS/ME [140]. 

Grey matter volume reduction was the main result in five studies [132-136]. There was reduced 

global grey matter volume in three studies [132, 133, 135] and regional grey matter volume 

difference in the two studies [134, 136]. The reduction in grey matter volume was observed in 

the occipital lobes, right angular gyrus, left parahippocampal gyrus and in the bilateral 

prefrontal cortex [134, 136]. Grey matter volume reduction has been associated with functional 

deficits, that may be influenced by pain [165, 166] illness or age factors, thereby having a 

detrimental impact on the quality of life for participants with CFS/ME [134, 136].  

2.7.3.4 Longitudinal Studies 

Three studies compared sMRI in participants with CFS/ME across two-time points [133, 137, 

141]. De Lange et al. (2008) used MRI to look at the effects of cognitive behaviour therapy 

(CBT) on brain volume. At baseline, they described a decrease in grey matter volume in 

participants with CFS/ME compared to healthy controls. They also described an increase in 

grey matter volume between pre and post-treatment MRI in the lateral prefrontal cortex in 

participants with CFS/ME, but this region remained unchanged in healthy controls (with a p-

value of 0.025). The between-group GMV difference decreased after CBT by 12%. The 

increased grey matter volume in the lateral prefrontal cortex was correlated with health status, 

processing speed and physical activity [133].  

The CBT design was very comprehensive and accounted for a number of measures to cross-

reference. In this study, participants were engaged in CBT in which fatigue-related cognitions 

were challenged in order to reduce somatic attributions, to develop a better sense of control 

over symptoms and to assess behavioural changes. Also, in parallel to these challenges, a 

planned physical activity program was implemented. In addition, a work rehabilitation 

schedule was designed to achieve a gradual work reentry. CBT final sessions were designed to 

deal with relapse prevention and further improvement of self-control.  

Physical activity was measured using actometer measurements two weeks before the scan date 

for pre and post CBT. The cognitive speed was assessed using Wechsler Adult Intelligence 

Scale (WAIS-dst) (Wechsler, 1981) and the choice reaction time task (CRT). Also, they used 
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a simple reaction time task (SRT) in order to control for sensorimotor speed. They found that 

both, the WAIS-dst and CRT bore relation to GMV in participants with CFS/ME in which 

participants who completed fewer items on the WAIS-dst exhibited lower GMV (r = 0.64, P = 

0.001) and those who had slower CRT exhibited lower GMV (r = –0.40, P = 0.033). However, 

the SRT showed no significant correlation with GMV (r = –0.15, P = 0.26). After CBT, patients 

with CFS/ME became faster on the CRT (t21 = 2.30, P = 0.032) which was significantly 

correlated with GMV CRT (r = 0.42, P = 0.027). The WAIS-dst showed no improvement after 

CBT but was significantly correlated with GMV (GMV (WAIS-dst: r = 0.41, P = 0.028). This 

means that significant improvement in cognitive speed was associated with a larger increase in 

GMV after CBT. There were no significant differences in the SRT (t21 = 1.08, P = 0.30), and 

no correlation between SRT and the GMV increase (r = 0.24, P = 0.14). 

Shan et al. (2016) compared MRI images of participants with CFS/ME, and healthy controls 

acquired six years apart. They found a substantial decrease in white matter volume in the left 

inferior fronto-occipital fasciculus in the CFS/ME group compared to the healthy control group 

[137]. Perrin et al. (2010) conducted a one year follow up and demonstrated no significant 

abnormalities or differences between baseline and 12 months follow up MRI in CFS/ME 

compared to controls [141]. 
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2.7.4 Functional MRI Results 

Sixteen articles that employed fMRI were identified. Table 3 is a summary of these studies. 

Table 3 shows a summary of 16 fMRI studies in CFS/ME. 

Authors 
CFS 

definition 

Sample 

size 

CFS/HC* 

Age*

* 

~CFS 

~HC 

Sex 

M/F 

CFS 

HC 

Magnet

ic 

strengt

h in 

Tesla 

(T) 

Full 

MRI 

protoc

ol 

Analysis 

method 

Task for 

fMRI 

Correct

ed 

Comparison 

groups 

Gay et 

al. 

(2016) 

[154] 

Fukuda 19/ 17 
~ 

48.75 
0/19 
0/17 

3.0 T Y SPM8 Resting-state FWE CFS Vs. HC 

Kim et 

al. 

(2015) 

[155] 

CDC 18/18 25-54 
0/18 
0/18 

3.0 T Y SPM8 Resting-state FDR CFS Vs. HC 

Worting

er et al. 

(2016a) 

[156] 

Fukuda 15 / 24 
12–
18 

1 / 14 
8 / 16 

1.5 T Y SPM8 
Emotional 

conflict 
effect. 

FWE CFS only 

Worting

er et al. 

(2017) 

[157] 

Fukuda & 
NICE 

18/18 12-18 
2/16 
2/16 

3T Y SPM8 Resting-state FDR CFS Vs. HC 

Cook et 

al. 

(2007) 

[158] 

Fukuda 9/11 
~43 
~ 42 

 

3/6  
3/8 

3.0 T Y SPM2 
Working 
memory 

FDR CFS Vs. HC 

Mizuno 

et al. 

(2016) 

[131] 

Fukuda 13/13 
~ 13 

 
4/9 
7/6 

3.0 T Y SPM8 
Reward 

processing 
FWE CFS Vs. HC 

Mizuno 

et al. 

(2015) 

[159] 

Fukuda 15/13 
11- 

14 

9/6 

4/9 
3.0 T Y SPM5 

Dual 
attention 

task 
FWE CFS Vs. HC 

Lange et 

al. 

(2004) 

[160] 

CDC & 
Fukuda 

16/16 
20 - 
45 

0/16 
0/16 

1.5T Y SPM99 
Mental 

rotation task 
FWE CFS Vs. HC 

De 

Lange et 

al. 

(2005) 

[108] 

CDC & 
Fukuda 

Study 1 
6/7 

Study 2 
19 /15 

Study 

1 
~38.1

7 
~30.7

1 
Study 

2 
~37.5

3 
~30.8

0 

Study 

1 
0/100

% 
43/57

% 
Study 

2 
16/84

% 
32/68

% 

1.5 T Y SPM99 

Simple 
attention & 

working 
memory 

FDR CFS Vs. HC 

Tanaka 

et al. 

(2006) 

[161] 

Fukuda 6/7 
~30.4 
~26.1 

6/0 
7/0 

3.0 T Y SPM99 
Visual 
search 

FWE CFS Vs. HC 

Caseras 

et al. 

(2006) 

[109] 

CDC 17 /12 
22–
45 

8/11 1.5 T Y 
XBAM 
software 

Working 
memory 

FWE CFS Vs. HC 
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2.7.4.1 General Findings  

Sixteen fMRI studies were identified in this systematic review, five employed resting-state 

fMRI (rs-fMRI), and 11 used multiple tasks to investigate cognitive functioning in CFS/ME.  

2.7.4.2 Resting-state fMRI & Functional Connectivity 

Four out of the five rs-fMRI studies reported decreased functional connectivity in participants 

with CFS/ME compared to healthy controls [154, 157, 163, 167]. Among these studies, two 

used model-based approaches [157, 167] while two used data-driven approaches [155, 168] 

and Gay et al. (2016) used both approaches [169]. Two studies reported a decrease in functional 

connectivity between the salience network and the right posterior insula [157, 163]. Wortinger 

et al. (2016) reported a decrease in functional connectivity between the salience network and 

the right middle, posterior and anterior insula as well as between the salience network and 

superior temporal gyrus, precentral gyrus and thalamus, which are brain regions outside of the 

classic boundaries of the salience network [163]. Wortinger et al (2017) showed a reduction in 

functional connectivity between the right dorsal anterior insula and the right posterior parietal 

cortex of the central executive network [157]. Gay et al. (2016) found a disruption in the 

intrinsic connectivity within the left frontoparietal network. More specifically, they found 

reduced coupling of activity between the left superior frontal gyrus and the five networks they 

investigated. These five networks included the default mode network, salience network, 

sensory-motor network, and the left and right frontoparietal networks. Also, they found a 

Caseras 

et al. 

(2008) 

[162] 

CDC & 
Fukuda 

12/11 22-45 
34/66

% 
1.5 T Y 

XBAM 
software 

Fatigue and 
anxiety-

provoking 
mimic real-

life situation 

FWE CFS Vs. HC 

Worting

er et al. 

(2016b) 

[163] 

Fukuda 
& NICE 

18 /18 12-18 2/16 3.0 T Y FSL Resting-state 
FEW+ 
Bonferro

ni  

CFS Vs. HC 

Miller et 

al. 

(2014) 

[129] 

CDC 18/41 
~47.2 

~44.2 

2/16 

33/8 
3.0 T Y AFNI 

Reward 

processing 
FWE CFS Vs. HC 

Shan et 

al. 

(2017) 

[167] 

Fukuda 45/ 27 

47.12 
(11.6

7) 
/43.1

0 

(13.7
7) 

12/33 
9/18 

3T Y SPM12 
Stroop task 
& resting-

state 
FWE CFS Vs. HC 

Cook et 

al. 

(2017) 

[110] 

CDC& 
Fukuda 

15/15 

42.7 
(11.1) 
/43.2 
(10.4) 

0/15 
0/15 

3T Y AFNI 

PASAT, 
simple 
number 

recognition 
& finger 
tapping. 

FWE CFS Vs. HC 
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decrease in functional connectivity between the salience network and the left posterior 

cingulate cortex. The sensory-motor network showed decreased functional connectivity with 

the left anterior mid-cingulate cortex [154]. Shan et al. (2018) found decreased functional 

connectivity between the medial prefrontal cortex and both inferior parietal lobules [167]. On 

the other hand, Kim et al. (2015) reported an increase in functional connectivity between the 

posterior parietal cortex and the dorsal anterior cingulate cortex, rostral anterior cingulate 

cortex, middle temporal cortex and precuneus in participants with CFS/ME compared to 

healthy controls [155]. Collectively the findings from rs-fMRI studies suggest dysfunctional 

connectivity across a number of neural networks in CFS/ME.  

2.7.4.3 fMRI & Cognition 

Memory 

Working memory was investigated in CFS/ME groups using a variety of tasks [108-110, 170]. 

Cook and colleagues in a recent study (2017) and an older study (2007) reported no differences 

between CFS/ME and healthy controls in simple non-fatiguing tasks like finger tapping or 

auditory monitoring [110, 170]. However, CFS/ME participants showed significantly 

widespread increased cortical and subcortical activation throughout the complex and fatiguing 

cognitive task [110, 170]. Caseras et al. (2006) showed that, during the performance of the n-

back task, participants with CFS/ME exhibited increased activation compared to healthy 

controls in medial prefrontal regions, during the 1-back condition [109]. Conversely, in the 

more challenging conditions (2- and 3-back conditions) participants with CFS/ME showed 

decreased activation in dorsolateral prefrontal and parietal cortices, which are working 

memory-related brain regions [109]. Moreover, they found that the CFS/ME group activated a 

large cluster in the right inferior/medial temporal cortex while performing 2- and 3-back 

conditions not activated in healthy controls [109]. The analysis of the load of the task showed 

statistically significant differences in activation in the brain between the CFS/ME and the 

healthy controls groups as task demand increased [109]. 

 

Attention 

Mizuno et al. (2015) reported that a dual attention task revealed activation in the left dorsal 

inferior frontal gyrus was greater in the dual-task condition than in the two single-task 

conditions in both healthy controls and adolescents with CFS/ME. In healthy controls, the level 

of activation was positively associated with the fatigue score and negatively correlated for the 

accuracy for story comprehension. In adolescents with CFS/ME, the activation of the dorsal 
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anterior cingulate cortex and left middle frontal gyrus was only observed in the dual-task 

condition. In addition, the levels of activation of the dorsal anterior cingulate cortex and left 

middle frontal gyrus were positively associated with both motivation and fatigue scores [159]. 

In a recent study, Shan et al. (2018) investigated CFS/ME using the Stroop task and could not 

find any differences between the groups [167]. However, when they examined the default mode 

network, they found lower functional connectivity between medial prefrontal cortex, left 

inferior parietal lobule, medial prefrontal cortex and posterior cingulate cortex in CFS/ME 

suggesting a more complex and less coordinated DMN network in this patient group [167]. 

 

Reward and Motivation 

During a reward processing task/gambling task, the CFS/ME group showed significantly 

reduced activation in the right caudate and right globus pallidus compared to controls. 

Moreover, the decreased activation in the right globus pallidus was significantly associated 

with the elevation in mental fatigue and general fatigue, as evaluated by the multidimensional 

fatigue inventory [129]. Another study using a different gambling task showed activation of 

the bilateral caudate, putamen, and thalamus in both the healthy control group and the 

adolescents with CFS/ME group, when using high monetary reward condition [131]. In the low 

monetary reward condition activation of the bilateral caudate and thalamus was observed in 

both the healthy controls group and the adolescents CFS/ME group, but activation of the 

bilateral putamen was only observed in the healthy controls group [131].  

 

Sensory Information Processing Tasks 

A mental rotation task showed that participants with CFS/ME had stronger responses in visual 

structures. During error trials, the dorsal anterior cingulate cortex was activated in both groups. 

However, the ventral anterior cingulate cortex was activated only when healthy controls made 

an error and remained inactive when participants with CFS/ME made an error [160]. During 

the PASAT task, participants with CFS/ME demonstrated a significant increase in BOLD 

signal in bilateral premotor and left superior parietal regions [110, 160]. 

A visual search task was used by Tanaka et al. (2006) to examine the task-dependent brain 

regions. They showed a reduction in activation in bilateral visual cortices, left superior and 

inferior parietal lobules, and left precentral gyrus, for the fatigue-inducing task in both 

participants with CFS/ME and healthy controls. Furthermore, the amount of decrease in 

activation was the same in both groups. Conversely, the activation of auditory cortices 

throughout the fatigue-inducing period did not change in the healthy controls but was reduced 
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in the participants with CFS/ME. The amount of reduction was associated with fatigue which 

was measured immediately before the MRI session using a fatigue visual analogue scale [161].  

When fatigue and anxiety were induced by mimicking real-life situations, the CFS/ME group 

reported fatigue and anxiety and exhibited an increase in activation in the occipitoparietal 

cortex, posterior cingulate gyrus and parahippocampal gyrus, as well as a reduction in 

functional connectivity between dorsolateral and dorsomedial prefrontal cortices compared to 

healthy controls. These results suggest a relationship between provocation of fatigue and 

activations in these brain areas [162].  

 

Emotional Conflict  

Emotional conflict tasks indicated that the CFS/ME group were less able to engage the left 

amygdala and left mid-posterior insula in response to conflict than the healthy group [25]. 

Moreover, there was an association between accuracy interference and conflict-related 

reactivity in the amygdala in adolescents with CFS/ME. A significant decrease was observed 

in the left amygdala of adolescents with CFS/ME when compared to healthy controls. No 

difference was measured in the right amygdala between the groups. A significant decrease in 

the activity of the left mid-posterior insula was observed [156]. No group differences between 

the two groups were reported in the right fronto-insular cortex, a key region of salience network 

responsible for integrating other salience network regions in the processing of emotional 

information [171], and dorsal anterior cingulate cortex [156]. 
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2.7.5 Quality Assessment for Risk of Bias 

We applied the criteria from Nichols et al. (2017) to assess study quality for risk of bias [146]. 

See table 4 and 5 for risk of bias assessment. The sMRI studies risk of bias assessment showed 

that study quality was highly variable. All fMRI studies were assessed to have a low risk of 

bias and therefore considered high quality.  

 

Table 4 shows the risk of bias assessment for structural MRI studies. 

Authors 

Research 

objective

s 

Recruitmen

t 

procedure 

Inclusion

/ 

exclusion 

Population 

demographic

s 

Imagin

g 

protoco

l 

Compariso

n 

group 

Quantitative

/ 

Narrative 

Risk 

of bias 

Barnden et 

al. (2011) 

[135] 

Y Y Y Y Y CFS Vs. HC Q Low 

Barnden et 

al. (2016) 

[142] 

Y Y Y Y Y CFS Vs. HC Q Low 

Barnden et 

al. (2015) 

[147] 

Y Y Y Y Y CFS Vs. HC Q Low 

Shan et al. 

(2017) [139] 
Y Y Y Y Y CFS Vs. HC Q Low 

De Lange et 

al. (2005) 

[132] 

Y Y Y Y N CFS Vs. HC Q 
Mediu

m 

De Lange et 

al. (2008) 

[133] 

Y N Y Y Y CFS Vs. HC Q 
Mediu

m 

Okada et al. 

(2004) [134] 
Y Y Y Y N CFS Vs. HC Q 

Mediu
m 

van der 

Schaaf et al. 

(2017) [143] 

Y Y Y Y Y CFS Vs. HC Q Low 

Finkelmeye

r et al. 

(2018) [138] 

Y Y Y Y Y CFS Vs. HC Q Low 

Puri et al. 

(2012) [136] 
Y N Y Y Y CFS Vs. HC Q 

Mediu
m 

Shan et al. 

(2016) [137] 
Y Y N Y Y CFS Vs. HC Q 

Mediu

m 

Barnden et 

al. (2018) 

[148] 

Y Y Y Y Y CFS Vs. HC Q Low 

Natelson et 

al. (1993) 

[149] 

Y Y Y Y Y CFS Vs. HC N 
Mediu

m 

Perrin et al. 

(2010) [141] 
Y N Y Y Y CFS Vs. HC N High 

Greco et al. 

(2010) [150] 
Y Y Y Y Y CFS Vs. HC N 

Mediu
m 

Schwartz et 

al. (1993) 

[151] 

Y Y Y Y Y CFS Vs. HC N 
Mediu

m 
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Lange et al. 

(1999) [152] 
Y Y Y Y Y CFS Vs. HC N 

Mediu
m 

Lange et al. 

(2001) [153] 
Y Y Y Y Y CFS Vs. HC N 

Mediu
m 

Zeineh et al. 

(2015) [140] 
Y Y Y Y Y CFS Vs. HC Q Low 

 

Table 5 shows the risk of bias assessment for functional MRI studies. 

 

2.8  General Discussion 

2.8.1 Structural MRI  

This is the first systematic review of structural MRI studies in CFS/ME. While authors were 

optimistic about finding a biomarker, the findings were inconsistent between studies which 

could be due to differences in methodology, sample sizes and underlying disease heterogeneity. 

Differences in methodology include using visual inspection, computational analysis, different 

sample sizes and CFS/ME patients with different duration of illness or symptom severity. The 

lack of automated analysis methods showed inconsistencies and found no differences between 

CFS/ME and healthy control groups in studies that used visual inspection [149, 150, 152, 153, 

Authors 
Research 

objectives 

Recruitment 

procedure 

Inclusion/ 

exclusion 
Population 

demographics 
Imaging 

protocol 

Comparison 

group 

Risk of 

Bias 

Gay et al. (2016) [154] Y Y Y Y Y CFS Vs. HC Low 

Kim et al. (2015) [155] Y Y Y Y Y CFS Vs. HC Low 

Wortinger et al. (2016a) 

[156] 
Y Y Y Y Y CFS Vs. HC Low 

Wortinger et al. (2017) 

[157] 
Y Y Y Y Y CFS Vs. HC Low 

Cook et al. (2007) [158] Y Y Y Y Y CFS Vs. HC Low 

Mizuno et al. (2016) 

[131] 
Y Y Y Y Y CFS Vs. HC Low 

Mizuno et al. (2015) 

[159] 
Y Y Y Y Y CFS Vs. HC Low 

De Lange et al. (2004) 

[160] 
Y Y Y Y Y CFS Vs. HC Low 

Lange et al. (2005) [108] Y Y Y Y Y CFS Vs. HC Low 

Tanaka et al. (2006)[161] Y Y Y Y Y CFS Vs. HC Low 

Caseras et al. (2006) 

[109] 
Y Y Y Y Y CFS Vs. HC Low 

Caseras et al. (2008) 

[162] 
Y Y Y Y Y CFS Vs. HC Low 

Wortinger et al. (2016b) 

[163] 
Y Y Y Y Y CFS Vs. HC Low 

Miller et al. (2014) [129] Y Y Y Y Y CFS Vs. HC Low 

Shan et al. (2017) [167] Y Y Y Y Y CFS Vs. HC Low 

Cook et al. (2017) [110] Y Y Y Y Y CFS Vs. HC Low 
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172]. Studies reporting white matter changes, such as white matter hyper-intensities and 

ventricular enlargement are not specific to CFS/ME. Illnesses such as multiple sclerosis also 

have a similar pattern of white matter alterations. As a result, the use of automated analysis 

method might be crucial in improving the ability to find differences between brain regions in 

these subgroups. 

The results from quantitative studies using automated analysis of brain volume in the CFS/ME 

group compared to controls showed reductions in brain volume in the midbrain, pons and right 

temporal lobe [138], left inferior fronto-occipital fasciculus [137, 139] and left occipital lobe 

[136] while white matter abnormalities were reported in right middle temporal lobe [147]. 

White matter volume reduction and abnormalities were found to be related to cognition [173]. 

White matter facilitates information transfer in the brain to enable fast and effective neural 

systems which is essential for cognitive operations [173]. Any disturbance in these neural 

networks would affect aspects of cognition such as memory, visuospatial skills, language, 

attention, and executive function, which rely on structural connectivity delivered by the 

myelinated systems [173]. Barnden et al. (2016) concluded that although the brain regulatory 

nuclei are working, the signalling to and from the peripheral sensor might be affected due to 

impairment of the two-way communication [142]. Shan et al. (2016) found a reduction in 

inferior fronto‐occipital fasciculus and an association with working memory deficits, impaired 

concentration, poor motor coordination and inability to focus vision. This region plays a role 

in connecting frontal lobe with the superior parietal lobe. In addition, the ventral subcomponent 

of inferior fronto‐occipital fasciculus connects the frontal lobe with the inferior occipital lobe 

and temporo-basal area [137, 174]. 

Five studies showed a reduction in grey matter volume. Three of these showed a global 

reduction [132, 133, 135] and two showed a reduction in specific regions of the brain (occipital 

lobes, right angular gyrus and the posterior division left parahippocampal gyrus [136] and in 

bilateral prefrontal cortex [134]). Grey matter reduction is of particular interest because it 

provides a possible explanation for the memory problems seen in CFS/ME. Puri et al. (2012) 

found a reduction in grey matter volume in the posterior part of the left parahippocampal gyrus 

[136] which has been shown to be affected in other diseases like age-related memory decline 

[175]. Reduced grey matter volume was found among the CFS/ME group and was suggested 

to be a reason for neuronal down-regulation which might be caused by environmental 

impoverishment associated with the disease [133]. However, given the nature of these cross-

sectional studies, further research is required to support this hypothesis. 
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Three studies investigated CFS/ME longitudinally with varying periods (6-9 months with CBT, 

one year and six years) [133, 137, 141]. Structural MRI showed evidence of CBT treatment 

effects on brain volume during a longitudinal study [133]. Moreover, the increase in grey 

matter volume indicates macroscopic cortical plasticity in the human brain and suggests that 

there is a dynamic relationship between cerebral anatomy and behavioural state [133]. 

Furthermore, the increase in grey matter volume after CBT might be age-dependant as younger 

CFS/ME participants showed more improvement compared to older participants [133]. Shan 

et al. (2016) showed a reduction in left inferior fronto-occipital fasciculus (white matter) during 

a six years longitudinal study [137] but this was not consistent with Perrin et al. (2010) who 

conducted a one year follow-up[141]. These differences in findings could be due to differences 

in follow-up time. CFS/ME may be a slow progressing illness, which is supported by studies 

which showed that neurodysfunction is related to the duration of illness [135, 147]. 

Alternatively, it could be due to patients in those studies having different secondary symptoms 

or subgroups (see Hickie et al. (1995) p 92 [176]), as none of the studies defined their CFS/ME 

population accounting for subgroups.  

Pain is an important factor which can occur at multiple sites, from the cerebral cortex to the 

spinal cord and is believed to be caused by maladaptive functional or structural plasticity of 

the nociceptive system [177]. Pain is a common symptom in CFS/ME but not a primary 

symptom for diagnosis. Reduced GMV, on sMRI, has been reported in many types of pain 

disorders, including chronic back pain [178-180], chronic tension-type headache[181], 

fibromyalgia, migraine [182, 183], and somatoform pain disorder [184]. Thus, not unique to 

CFS/ME. 

Moreover, sample sizes were usually small, less than 30 in most studies (12/19). CFS/ME is a 

heterogeneous condition, and therefore conflicting results could be caused by studying 

different phenotypes with different underlying disease mechanisms [185]. CFS/ME does not 

currently have any biomarkers or clinical signs; therefore, diagnosis is based upon self-reported 

symptoms and excluding alternative explanations for diagnosis. The use of self-reported 

symptoms leads to doubt about the validity of CFS/ME as an aetiologically homogeneous 

diagnosis [186, 187]. This, in turn, has produced research to empirically define cases and 

subgroups examining the heterogeneity of CFS/ME. Hickie et al. (1995) used symptoms and 

demographics to empirically define a core group and a smaller polysymptomatic subgroup 

[176]. A more recent study by Williams et al. (2017) used latent class analysis to empirically 

define subgroups in a sample of 541 CFS/ME patients and found 5 subgroups [188]. This 
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indicates that CFS/ME populations being studied may not have similar disease phenotypes, 

potentially resulting in the inconsistent findings.  

2.8.2 Functional MRI  

Most fMRI studies reported differences between CFS/ME participants and healthy controls in 

brain activity despite a lack of differences being detected in cognitive performance. Studies 

that investigated CFS/ME using rs-fMRI observed reduced functional connectivity of the 

salience network, which was interpreted as an altered or immature resting-state network [154, 

155, 157, 163]. In addition, investigating the default mode network showed a more complex 

and less coordinated network in the CFS/ME group [167]. The authors suggested that brain 

network analysis could be a potential diagnostic biomarker for this disease. Kim et al. (2015) 

hypothesized that this abnormal connectivity might be a result of a cognitive and emotional 

deficit in this group [155]. The salience network plays a major role in the connection between 

other brain networks such as the detection and integration of salient sensory information [189, 

190] and switching between default mode network and central executive network [191]. The 

altered functional connectivity may cause a disruption in the integration of important 

information, specifically for cognition [192]. However, disorders such as Alzheimer’s disease 

and multiple sclerosis, with attentional disruptions, have been associated with the presence of 

abnormalities of the default mode network therefore not unique to CFS/ME. These diseases 

overlap with CFS/ME in clinical features such as attention and memory difficulties [154]. Kim 

et al. (2015) argued that the presence of default mode network deficit could be metabolically 

expensive thereby contributing to, or a causal factor of fatigue, cognitive symptoms and post-

exertional malaise of CFS/ME [155]. 

Differences in task difficulty may play a major role in why some studies reported increased 

activation while others reported decreased activation. Bryer et al. (2013) conducted a meta-

analysis of fMRI studies of memory function in traumatic brain injury patients and concluded 

that the primary reason for the discrepancy in activation patterns across studies is attributable 

to task classification. Where hyperactivation may be associated with continuous memory tasks 

and hypoactivation may be more prominent in discrete memory tasks [193]. There have been 

a wide variety of tasks used in fMRI studies to assess differences between participants with 

CFS/ME and healthy controls. When rs-fMRI or simple tasks, were employed, participants 

with CFS/ME showed decreased functional connectivity in various brain regions [129, 131, 

154-157, 163, 167, 170]. However, when more challenging tasks are employed, participants 

with CFS/ME exhibit widespread difference in activation in task-related regions when 
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compared to healthy controls [108-110, 159, 162, 170]. Most of the CFS/ME participants 

performed at a similar level to healthy controls and it is not clear whether the difference in 

activation was due to the increase in the task difficulty or because CFS/ME participants were 

trying harder. This widespread activation may lead to an increase in demand on neural 

resources such as oxygen and glucose, which in turn would lead to fatigue [133]. Fatigue and 

lower performance have been associated with increased brain activity while performing a high-

effort cognitive task [132, 158, 159]. It has been hypothesized that severe fatigue consumes a 

significant amount of attentional resources in term of recruiting additional brain regions for 

cognitive compensation to perform better in dual-task depending on the degree of mental effort 

[109, 159]. Caseras et al. (2006) suggested that the fear of being fatigued leads the CFS/ME 

group to avoid activity [109]. Impaired reward processing was suggested to decrease 

motivation to learn in adolescents with CFS/ME [131], while participants inability to engage 

the part of the brain (left amygdala and left mid posterior insula) that responds to conflict 

suggested an abnormal salience network functioning in term of effect and cognition [156]. The 

increased activity in task-related areas was hypothesized to be a result of cognitive and 

emotional deficits in participants with CFS/ME [109, 155] and impaired reward processing in 

adolescents [159]. Participants with CFS/ME failed to recruit working memory regions to the 

same level as the healthy controls, as evidenced by reduced activation when the task difficulty 

increased.  [109].  

The heterogeneity of tasks, behaviours and cognitive processes across the fMRI studies makes 

it difficult to discern how much of the increase or decrease in activation, reported in relation to 

task difficulty or demand, is associated with increasing cognitive fatigue. Understanding the 

impact of fatigue on brain function will be critical to our understanding of CFS/ME. 

2.9 Limitations  

Our systematic review has highlighted a limitation of the fMRI studies in CFS/ME, which is 

the small sample sizes. Empirical and simulation studies conducted by Desmond & Glover 

2002 [194] found that to achieve 80% power at the single voxel level for typical activations in 

fMRI studies with thresholds correcting for multiple comparisons a sample size of 24 is 

required. We found that 15 of the 16 fMRI studies had a patient sample size of less than 24. 

Studies with low power reduce the likelihood of detecting a true effect, increases the risk of 

false negatives and the likelihood of false positives by reducing the positive predictive value 

(PPV) of the test. However, this is not unique to neuroimaging studies in CFS/ME, fMRI 
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studies have been criticized for being underpowered due to small sample sizes resulting in 

overestimates of effect size and low reproducibility [195, 196].  

All the studies in this systematic review did not report the signal to noise (SNR) in their MRI 

methods. The SNR compares the level of the signal of interest to the level of background noise. 

In MRI studies, SNR is important for comparison between different MRI scanners, imaging 

protocols and MR sequences [197]. Thus, limiting this systematic reviews’ ability to do a 

comprehensive comparative analysis.  

Structural MRI visual inspection methods are subjective and unable to detect quantitative 

differences between scans. Automated sMRI methods such as VBM are quantitative and 

therefore can detect differences even when no visual morphological changes are present. 

Furthermore, they can be used as an objective method for assessing brain volume changes 

associated with treatment and intervention. VBM will be the method used for the analysis of 

sMRI in this thesis. Task-based fMRI needs to carefully consider the paradigm being used as 

the systematic review has highlighted that differences between CFS/ME are more likely to be 

reported in memory and attention tasks with conditions that are more cognitively demanding. 

Resting-state fMRI is not influenced by task design and difficulty and it can be more easily 

implemented in clinical practice. Resting-state fMRI can be used in all patients and has a much 

higher compliance rate compared to task-based fMRI, as some patients find it hard to co-

operate with task-based studies [198]. 

The automated computational methods for investigating structural anatomical differences may 

be superior to subjective visual inspection but does have some limitations. Voxel-based 

morphometric analysis has been criticized for being significantly biased toward group 

differences that are highly localized in space and of a linear nature. In addition, these techniques 

are poor at detecting group differences that are spatially complex and subtle [199]. The fMRI 

studies reported both increases and decreases in activations patterns in CFS/ME compared to 

controls, while this may be related to task demands, caution must also be taken when 

interpreting these results, bearing in mind fMRI is an indirect measure of neural activity. The 

fMRI signal is derived from the blood oxygen level dependant (BOLD) contrast mechanism, 

i.e. haemodynamics of the brain. Currently, we cannot easily estimate the cerebral metabolic 

rate of oxygen (CMRO2) from the BOLD signal. Furthermore, haemodynamic responses are 

sensitive to the size of the activated population, and less likely to detect cortical regions in 

which stimulus- or task-related perceptual or cognitive capacities have sparse neuronal 

representation. It is also not fully understood how neuromodulation might contribute to the 

spatiotemporal resolution of the fMRI signal [200]. In recent years there has been a shift 
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placing a greater emphasis on neural networks underlying behaviour and cognition. A 

functional connectivity approach considering the neural network difference between patients 

and healthy populations may lead to a better understanding of how the disease affects brain 

function.  

The main limitation of the present systematic review is that there was insufficient data for meta-

analysis. A meta-analysis of neuroimaging data can take two approaches, image-based or 

coordinate-based analysis. Image-based analysis requires the statistical images of the data, and 

this is not often available due to data sharing issues, e.g. data protection and other restrictions. 

Therefore, most neuroimaging meta-analyses are coordinated based as these are reported in the 

published research. Moreover, the spatial normalization of images into standardized 

coordinates as anatomical addresses within a reference space has been applied to human 

neuroimaging data for decades [201, 202]. In order to perform an appropriate co-ordinate based 

meta-analysis, some minimum criteria need to be met. Firstly, the power of the meta-analysis. 

For co-ordinate based meta-analysis the activation likelihood estimation (ALE) method is 

conventionally applied [203], or a revised ALE algorithm [204]. For sMRI, we have 19 studies, 

6 of these are visual inspection, thus subjective reporting without quantitative coordinate data. 

Of the 13 quantitative studies, only six studies reported co-ordinates. A meta-analysis on six 

sMRI studies would be severely underpowered. 

In recent years the issue of low power in neuroimaging studies has been highlighted and the 

impact of these underpowered studies on the reliability and reproducibility of scientific studies. 

Furthermore, the ethical problem of unreliable research with low power is inefficient research 

and wasteful [195]. Therefore, best practice and appropriate use of methodological guidelines 

should be strictly followed. Given the appropriate method of co-ordinate based meta-analysis 

for sMRI is activation likelihood estimation (ALE) and there is empirical evidence by Eickhoff 

et al. (2016),  that shows a minimum requirement of 17–20 experiments in ALE meta-analyses 

for sufficient power to detect smaller effects and ensure results are not driven by single 

experiments it was in line with best scientific and statistical practice that we did not perform a 

wasteful and inefficient power analysis [204]. 

For fMRI we have 16 studies in total, five fMRI studies are rs-fMRI and 11 task-based fMRI. 

The methodological differences between them preclude us from combining the results to 

perform a coordinate-based meta-analysis; they did not all meet the two minimum criteria. 

Firstly, all studies must be whole-brain analyses, and secondly, they must use the same 

standardized coordinates system. Four rs-fMRI use ROI seed regions and 1 used a whole-brain 

approach for calculating connectivity. For task-based fMRI studies, the task selection criteria 
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are critical. In our systematic review, we identified 11 task-based fMRI studies. However, only 

two studies use the same PASAT task. During the PASAT task, participants with CFS/ME 

demonstrated a significant increase in BOLD signal in bilateral premotor and left superior 

parietal regions [110, 160]. We do not have the beta images of the results of fMRI studies to 

pool and perform an image-based meta-analysis. To perform a co-ordinate based meta-analysis 

on 2 studies would be underpowered and in violation of best scientific and statistical best 

practices. The remaining nine studies all use different tasks, and more importantly, each task 

is designed to examine a different cognitive, sensory or physical function. Therefore, the 

heterogeneity of task-based fMRI studies prohibits the creation of task selection criteria for 

meta-analysis. 

2.10 Future Directions 

The complexity of this illness and its related symptoms as well as using small sample sizes 

without controlling for population heterogeneity may explain the inconsistencies found in the 

literature. Future studies should use larger sample sizes with subgrouping according to the 

phenotypes and classification of participants according to CFS/ME severity and symptom 

patterns. Sub-phenotyping [185] could reduce the heterogeneity of the patient samples in case 

of control studies. Stratifying by symptoms, activity or sleep patterns may enable researchers 

to compare CFS/ME to other conditions (or healthy controls). Only one research group has 

matched controls for sleep pattern [139], which is altered in CFS/ME, and is known to have a 

strong association with BOLD signal measured by fMRI, grey matter and white matter volumes 

[205-208], suggesting that better matching between participants with CFS/ME and control 

group is required. 

An additional important aspect is the use of longitudinal MRI data. Longitudinal studies enable 

us to examine the progression of structural changes in CFS/ME while controlling for age-

related effects points [133, 137, 141]. In this systematic review, out of the thirteen quantitative 

studies, 11 corrected for age in their statistical analysis. It is also important to measure whether 

the use of a treatment method is effective. The findings from longitudinal studies [133, 137] 

demonstrate the importance of using two-time points to understand the impact that treatment, 

length of illness or symptom severity may have on MRI volumetric measures.   

Brain white matter volume increases linearly with age in adolescence [209] and given the 

prevalence of CFS/ME in this age group [210], more research is required to determine if there 

are distinct neurobiological markers comparable to studies in adults with CFS/ME. For sMRI 

studies, as quantitative automated methods found differences [132-140], future research should 
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focus on using automated objective methods. By using voxel-based morphometry, De Lange 

et al. (2008) was able to show that improvement after CBT was associated with improving grey 

matter volume in the CFS/ME group [133]. Shan et al. (2016) were able to find progressive 

brain changes after six years follow up which therefore lead us to conclude that sMRI studies 

might not yet show evidence as a diagnostic tool, but can be used as an objective measure of 

treatment evaluation. Consistency in research might be achieved by using standardised MRI 

protocols which have been evaluated and compared with other illnesses such as the use of 

standard MRI protocols across multiple sites in Alzheimer disease [211]. Neuroimaging 

researchers can use the views of CFS/ME experts regarding different grouping strategies which 

can aid in finding CFS/ME biomarkers which may steer CFS/ME research in directions that 

hold promise and eventually help clinicians in the optimization of their practices. 

Finally, we have limited this systematic review to include only neuroimaging studies that have 

used structural or functional MRI methods. However, other neuroimaging techniques have 

been used to investigate CFS/ME these include single-photon emission computerized 

tomography (SPECT), electroencephalogram (EEG), magnetic resonance spectroscopy and 

diffusion tensor imaging (DTI). These methods measure different neurophysiology from sMRI 

and fMRI. Future studies using multi-model imaging approaches could overcome some of the 

limitations of a single method alone. 

2.11 Conclusion  

In conclusion, there is no evidence to support the assertion that findings from neuroimaging 

studies have found any clear biomarkers of CSF/ME. However, MRI can be considered a 

powerful tool if rigorous procedures for the collection of data and analysis are employed, taking 

into account the limitations of the neurophysiology being measured by fMRI. There is a 

significant need for more research, given the sparsity of studies, as evident by our inability to 

conduct a meta-analysis. MRI studies in this systematic review have demonstrated the potential 

for significant insights into CFS/ME, which is not afforded by other techniques. For example, 

fMRI studies have provided objective measures of the impact of fatigue experienced by 

participants with CFS/ME on cognition, even in the absence of behavioural and cognitive 

deficits [108, 158]. Structural MRI has shown evidence of treatment effects on brain volume 

[133] while fMRI has demonstrated functional connectivity changes and altered patterns of 

activation. Future MRI studies could potentially, with proper study design, subgrouping and 

sample size lead to a breakthrough in our understanding of this illness. 
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This systematic review results provide a good understanding of fatigue in CFS/ME, which 

allow for better interpretation of the results in later chapters. Evaluating the strength and 

weaknesses illustrated that using a moderate difficulty working memory task would be the most 

appropriate for the aim of this thesis. Also, this systematic review highlighted the need for 

more investigation in this illness. In the past 25 years, only 16 fMRI studies were conducted, 

of which only four investigated working memory [108-111]. All these working memory studies 

used a sample size of <20, which illustrate the need for a larger sample size.  
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3 Chapter 3: Methods 

3.1  Self report measures of fatigue  

Fatigue is the lack of energy and motivation and as it is difficult to describe physical or 

mental symptom (or both) patients often use words like tired or exhausted. Fatigue is defined 

as “subjective lack of physical and/or mental energy which is perceived by the individual or 

caregiver to interfere with usual or desired activity” (Multiple Sclerosis Council for Clinical 

Practice Guidelines, 1998, page 2) [212]. The definition emphasized on the difference 

between physical (peripheral) fatigue and mental (central) fatigue. Clinicians take a complete 

and thorough history to help diagnose the cause of fatigue. Some causes of fatigue include 

heart and thyroid diseases, anaemia sleep disorders and CFS/ME. However, long-lasting 

complaints of fatigue do not necessarily equate to CFS/ME and specific criteria need to be 

met before declaring such a diagnosis of CFS/ME. Therefore, different well-designed 

measures have been designed to measure fatigue including the fatigue severity scale and the 

Chalder fatigue questionnaire. Those symptom-specific outcome measures deliver a 

standardised description of patients' experience in terms of health states. However, these 

subjective scales have both pros and cons which are the reason why these scales need to be 

used with caution. Advantages include quick and easy implementation and can be paper-

based or computer-based. Also, it has been widely used in occupational research which is 

important to allow for straightforward comparisons between studies and populations [213]. 

These measures have been used in CFS/ME and are considered as a reliable measure [214-

217]. However, relying on self report given by participants may bias the results. There are 

many biases and limitations that the self-report measures are subjected to which include 

honesty, introspective ability, interpretation of questions, and rating scales. Honesty bias 

happens when a participant chooses a more socially acceptable answer rather than choosing 

their own condition. Introspective ability bias is the inability of the participants to assess 

themselves accurately. Interpretation of questions bias happens as a result of 

misunderstanding the meaning of the words in the question or if the question has more than 

one meaning. Rating scales bias is a result of yes, no questions in too restrictive questions 

[218]. CFQ has been criticized for having ceiling effects [219]. Also, these fatigue measures 

had been criticised for their subjectivity, and being less valid and less reliable due to being 

brief and short [220]. 
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3.2 Neuroimaging 

Magnetic Resonance Imaging (MRI) has many applications, such as structural MRI, resting-

state functional MRI (rs-fMRI), and task-based functional MRI (fMRI). Structural MRI 

provides detailed images of the structure of the brain to detect any abnormalities. Rs-fMRI 

provides a measurement of brain functional connectivity when no goal-directed task is being 

performed. It helps in mapping brain networks as well as measuring brain regions temporal 

coherence. It can help in differentiate alterations in functional neural networks [221]. fMRI 

enables researchers to capture the brain while it functions during the performance of a task or 

at rest [222]. Therefore, the use of MRI in this thesis will allow the examination of the structure 

and function of the brain with high spatial resolution in patients with CFS/ME in comparison 

with healthy controls to investigate the neural substrates for cognitive dysfunction in CFS/ME.  

3.2.1 Physics of Magnetic Resonance Imaging 

MRI is an in vivo imaging technology whose functionality is based on the principle of nuclear 

magnetic resonance (NMR), which was discovered by Bloch (1946) [223] as detection of NMR 

absorption in paraffin and Purcell et al. (1946) as detection of nuclear induction signal in water 

[224]. When the nucleus is subjected to an applied magnetic field (B0), its protons produce net 

magnetisation by aligning with the applied magnetic field (B0) (see figure 5). Consequently, 

subjecting the nucleus to a rotating magnetic field (B1) and tips net magnetisation into a 

transverse plane, which is perpendicular to the applied magnetic field (B0). At this point, atoms 

in the nucleus precess towards the rotating magnetic field at the Larmor frequency, which is 

defined by a constant known as the gyromagnetic ratio (g-factor or γ). After that, external short 

radiofrequency waves, called RF pulses, are sent to disturb the protons' alignments in which 

low energy parallel protons flip to a high energy state resulting in decreasing longitudinal 

magnetisation and turning the net magnetisation vector toward the transverse plane. These 

disturbed protons will emit radio signals as they realign. The frequency magnitude and phase 

of nucleus precession reduce over time with the decrease and increase of the transverse 

relaxation (XY plane) and longitudinal relaxation (z plane) respectively. Consequently, the 

transverse relaxation (XY plane) produces a voltage signal that is recorded in NMR [225]. 

Transverse magnetisation and the direction of rotation of the nucleus is detected by pairs of 

receiver coils that are tuned to the Larmor frequency. Because human tissue has varied 

transverse and longitudinal relaxation times, MRI physicists can alter the pulse sequence to 

detect different tissues types [225]. All data is recorded in a k-space matrix, which derives 

respective data points from the MR signal detected by the receiver coils such that the matrix 
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axis aligns with the x and y axes of the image. A Fourier Transformation is used to define the 

relationship between the image data and the k-space data matrix based on phase encoding and 

frequency methods [225].  

 

Figure 5 shows how protons align in the presence of a magnetic field and the production of MRI signal. Image is taken from 

Sprawls (2000) [226]. 

3.2.2 Spin and Gradient Echoes 

Spin and gradient echoes are MRI pulse sequences introduced to resolve signal decay. Spin 

echo uses a pair of radiofrequency pulses (RF) while gradient-echo uses only one RF pulse and 

a combination of gradient reversal. Signal decay, or so-called free induction decay, which 

follows the initial RF pulse is a major issue in MRI, and it is caused by spin relaxation and 

inhomogeneities of the local magnetic field, thus resulting in different precession rate of the 

spins. As the transverse relaxation cannot be rephased, Hahn (1950) introduced a 90° RF pulse, 

which rephases the magnetic field to prevent the loss of MR signal through a spin-echo process 

[227]. A Spin Echo (SE) sequence established by Carr and Purcell (1954) functions such that 

a 180° RF pulse follows the initial 90° RF pulse given that the second 180° RF pulse is applied 

at echo time/2 thus increasing the MR signal and consequently rephasing the transverse 

relaxation. Gradient Echo (GE), which is an alternative to the SE rephases the relaxation by 

altering the resonance frequency using gradient echo. The main difference between GE and SE 

is that no 180° RF rephasing pulse is applied, and the flip angle used is lower than 90°. The 

reduced flip angle increases longitudinal relaxation, thus reducing the time taken during image 
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acquisition, thus making gradient echo sequences common in rapid MR imaging [228]. MRI 

has sequences that differ according to the parameter and techniques used in each sequence. In 

this thesis, two sequences were used: T2*-weighted gradient echo-planar imaging sequences 

for the rs-fMRI and the fMRI task-based scans and Magnetization-Prepared and Rapid 

Gradient-Echo (MPRAGE) for the structural images, [229]. T2* in principle results from the 

inhomogeneities in the main magnetic field, which might be due to the intrinsic defects in the 

magnet or susceptibility-induced field distortions [230]. This sequence uses gradient echoes 

and a relatively long time to echo (TE). The T2* sequence forms the basis for functional MRI 

(fMRI) using the BOLD (Blood Oxygen Level Dependent) technique and is used to show the 

effect of local magnetic homogeneity since blood is paramagnetic and this results in BOLD 

contrast being able to be measured. Three runs of the T2* sequences were used to acquire 

images for tasked fMRI examinations in this study and therefore capturing the brain while 

functioning using BOLD imaging contrast mechanism [231, 232].  On the other hand, T1 is 

the time needed for the recovery of the protons in which protons transfer energy from the 

nuclear spin system to its environment. This process is called the spin-lattice relaxation time. 

T1 weighted MPRAGE sequence, is a fast gradient echo pulse sequence that acquires 3D 

images by using a magnetization preparation pulse for high resolution structural imaging [228, 

233]. 

3.2.3  Blood Oxygenation Level-Dependent Signal 

Functional MRI (fMRI) uses the BOLD imaging contrast mechanism to image brain function 

non-invasively. This technique employs the difference in BOLD contrast within the brain to 

create images of cerebral activity [234]. As the brain does not store glucose (the primary source 

of energy), blood flow is required to transfer glucose which, during tasks, brings more oxygen 

through oxygenated haemoglobin molecules, using red blood cells [234]. BOLD imaging 

thereby images the oxygenated tissue areas since the oxygenated and deoxygenated 

haemoglobin exhibit differences in their paramagnetic capabilities. A local de-phasing of ions 

is observed in regions of low activity because of the high presence of deoxygenated 

haemoglobin which is paramagnetic as opposed to oxygenated haemoglobin which does not 

exhibit these properties. The high number of de-phased protons results in a reduced return 

signal, thereby mapping these regions of low oxygen to areas of low signal energy received 

[235].  

The researcher in neuroscience faces many challenges. One of the important challenges in 

neuroscience is the so-called large-scale integration problem which represents how neural 
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activity distribution may lead to accurate cognitive moments [236]. This is because the 

recorded signals from the human brain can be either Local Field Potential (LFP) or spikes. LFP 

is a summation of the reflection of post-synaptic potentials over a long distance where Multi-

unit Activity (MUA) reflects action potentials or so-called spiking. Mostly, LFPs represents 

events that reflect cooperative activity in neural populations. Also, LFP is the low-frequency 

range of mean extracellular field potential signals. It is typically computed using a low-pass 

filter to filter the mean extracellular field potential below 500 Hz. It was previously thought 

that these signals represent exclusively synaptic events [237-239], but recent studies showed 

that LFPs in EEG is independent of neuronal spiking [240]. Also, LFPs represent the slow 

change in voltages with a longer time course that is recorded from brain cells. Spikes, also 

known as action potentials, on the other hands, represents typically single-neuron action 

potentials which happen in frequencies of 0.5 kHz [241]. In term of transferring information in 

the brain, LFP is considered to be as accurate as action potentials or even more precise than 

those from action potentials (individual neurons) [242, 243]  

Logothetis et al. (2001) used a combination of BOLD fMRI and electrophysiological 

recordings to investigate neural coupling with the BOLD signal. Logothetis et al. (2001) results 

showed that BOLD activity is closely coupled with Local Field potential LFPs but not single 

cell spiking. Their results demonstrated that BOLD fMRI is a reflection of input and 

intracortical processing for a specific area instead of its neuronal spiking output [244]. 

Logothetis et al. (2001) results were supported by two other studies in which they eliminated 

spiking in the visual cortex. Rauch et al. 2008, used pharmacological manipulation [245], while 

Viswanathan and Freeman 2007, used stimulus characteristics to reach the same result that 

BOLD fMRI is a reflection of input and intracortical processing [246]. 

These studies boosted and supported the notion that neuronal spiking occurs as a secondary 

result driven by the LFP [247]. A study on awake monkeys proposed that significant 

correlations between BOLD and LFPs might be found in the visual cortex [248]. Another study 

revealed that the reduction in LFPs and spiking is associated with decreases in the BOLD signal 

in the visual cortex [249]. Also, the reduction in LFPs (but not spiking) is associated with the 

reduction in blood oxygenation in the sensory cortex [250]. Mathiesen, in two studies (1998 

and 2000), used a series of sophisticated experiments of simultaneous cerebral blood flow 

(CBF)/LFP/spiking measurements to investigate BOLD signals and neural firing in rat 

cerebellum. A strong correlation was found between the BOLD signal and LFPs and not 

spiking [251-253].  
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3.3  fMRI Paradigm  

Memory is a domain of several brain regions and networks (see section 1.4) [58]. Therefore, 

the use of fMRI will allow capturing the whole network and system-level activation. Imaging 

the human brain while performing a task is essential for understanding how the brain works 

and may be conducted using several imaging techniques. fMRI, among all others, is a non-

invasive technique that allows the scientist to acquire images of participants brains, showing 

patterns of brain activation as a result of conducting a specific task. It also allows the 

visualisation of subtle neurological differences between groups which cannot be measured by 

behavioural testing alone. However, fMRI has a disadvantage in that it cannot infer causal 

relationships as it can only establish correlations [254, 255]. Several tasks have been used to 

evoke these neuronal patterns depending on which behavioural or cognitive function is being 

investigated.  

3.3.1  Block Design and Event-Related Design 

fMRI uses three types of experimental designs: block design, event-related or a combination 

of both designs depending on how the stimuli are presented. In a block design, two or more 

conditions are alternated in a set sequence so the participant can distinguish between alternating 

blocks and controlled blocks. This design is usually used to study steady-state processes such 

as attention and to localise functional areas. It can be an alternating design where conditions A 

and B are alternating in separate blocks or a controlled block design where experimental 

conditions are separated by null blocks [256]. Block design might be a better choice to measure 

some cognitive functions as it is a simple and robust design. Higher statistical power can be 

obtained from blocked design as a BOLD signal from multiple repetitions is additive. 

Therefore, it ensures that signal variation from participants movement, scanner sensitivity, or 

attention shifts would have the same effect on the signal responses for each of the different 

states. It is also a good technique to detect small changes. However, it cannot be applied to all 

hypotheses and can result in habituation effects [257]. Habituation can be explained as the 

decrease in brain activation after repetitive or prolonged exposure to a stimulus [258, 259]. 

In an event-related design, the presented individual events are randomised, and time can vary 

between the stimuli. This design allows the use of multiple tasks and stimuli to provide the 

flexibility needed for complex neuropsychological experiments. This design tends to measure 

the BOLD signals that respond to neural events related to behavioural trials [256]. This design 

allows the detection of transient variations in hemodynamic responses, which in turns allow 

BOLD signal changes [260]. Advantages of event-related design include randomisations of 
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different type of events to prevent predictability and ensure that each event is not influenced 

by the other. The ability to categorise events after the experiment depends on the subject 

behaviour (post-hoc subjective classification of trials). The subject cannot define the 

occurrence of events. Also, the event-related design allows rare events to be measured [256]. 

It also has a few disadvantages as it is a more complex design and analysis. Because the MRI 

signal is small, the design needs to increase the number of trials. Whichever design, block or 

event-related, is being used, it can be analysed using Statistical Parametric Mapping.  

3.4  Experimental designs and analysis methods 

3.4.1 Statistical Parametric Mapping  

Statistical Parametric Mapping (SPM) is free software that is written using MATLAB and used 

to help in the analysis of functional neuroimaging data. It was created by the Wellcome 

Department of Imaging Neuroscience at University College London [261-263]. SPM is a 

statistical technique used to examine brain activity differences in functional neuroimaging 

experiments. It can be used in many neuroimaging technologies such as fMRI, PET, SPECT, 

EEG and MEG. The idea behind it is to extend the use of statistical mapping processes that 

compare the activity between conditions to assess and examine the hypothesis about functional 

imaging data. Therefore, it has been designed to analyse brain imaging data, which can be a 

sequence of images from different patient groups or time-series obtained from the same subject 

(see figure 6). SPM applies a method for estimating multiple comparisons correction called the 

Random Field Theory. Random field theory, which defines the theoretical results for smooth 

statistical maps, creates inferences about topological features of statistical processes, which are 

continuous functions of time or space [264, 265]. Random field theory can be applied to find 

the height threshold for a smooth statistical map and provides the required family-wise error 

rate. SPM software produces statistical parametric maps (SPMs), which are images with voxel 

values that their allocation corresponds to a known probability density function such as the 

Student's T or F distributions. Those values are under the null hypothesis and distributed 

according to a known probability density function. Those distributions are the Student's t or F-

distributions [264, 265]. Each voxel in this map is a representation of the activity of a specific 

coordinate in three-dimensional space. These images have values which are distributed 

according to a known probability density function, t or F-distributions, which are known 

generally as t- or F-maps. SPM is successful due to its simplicity of the idea as it analyses each 

voxel of the produced images using a standard statistical test. This is usually done based on a 

General Linear Model (GLM; see below) of the produced data. The result of this statistical 
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process is then assembled into an image. Random fields’ is used to interpret SPM images as 

continuous statistical processes [266-268]. Random fields have the ability to model both the 

univariate probabilistic characteristics of SPM images and any other non-stationary spatial 

covariance structure. In summary, GLM is utilised to describe and explain continuous data 

such as images in just the same way as in conventional analyses of discrete data. Random field 

theory is then used to resolve problems arising from multiple comparisons when making 

inferences about the analysis of the volume. Random field theory offers a technique to adjust 

p-values in order to search volume and plays the same role for SPM images in the same way 

that Bonferroni correction is used for discrete statistical tests [265]. In fMRI literature, random 

field theory has been used widely to address the problem of multiple comparisons as it provides 

an analytical solution for calculating the p-value when meeting the assumptions [269-271]. The 

Bonferroni correction has been considered too stringent to be used in fMRI [272]. Random 

field theory is intended to work in continuous space whereas Bonferroni works in discrete 

space. Random field theory does not vary by image resampling. By contrast, Bonferroni 

thresholds change depending on the image resampling as it depends on the number of voxels 

[273]. Smoothing is important to meet the good lattice assumption and the majority of the 

current studies smooth the data by twice the voxel size. This smoothing, in conjunction with 

the Bonferroni assumption, would not be sufficient to meet the assumption of good lattice 

[273]. 
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Figure 6 shows a schematic that shows the steps that it takes from obtaining imaging data sequence to SPM. The image is 
taken from Friston et al. (2003) [165]. 

3.4.2 General Linear Model (GLM) 

GLM is one of the system-level approach techniques that are used to understand human brain 

activation by providing task performance information for different experimental conditions. 

As previously mentioned, GLM is used to explain continuous data, such as fMRI images. Most 

of the neuroimaging analysis methods use a variant of the general linear model with very few 

exceptions. The only way to differentiate between these methods is the design matrix encoding 

the experimental design or temporal model [261, 262, 265].  

GLM is an equation Y=Xβ+ϵ which states the detected response variable as a linear 

combination of explanatory variables X and error term ϵ [262]. Analysis of covariance or 

multiple regression analysis, including simpler variants such as t-test to more complex linear 

convolution models like finite impulse response models, are other well-known terms for GLM.  

In our study, we used a canonical haemodynamic response function where columns in the 

design matrix represent an effect, which is known as explanatory variables, covariates or 

regressors, that being studied in the experiment or a confounder that interfere with the data and 

may lead to artefacts such as motion. These effects on the response variable are then presented 

as functions of the existing conditions and presented in the first four columns of the design 

matrix. Following that is a series of terms which are designed to eliminate or model low-

frequency variations in the signal because of the presence of artefacts like aliased biorhythms 

and other drift terms. The last column among them is a whole-brain activity. Standard 

maximum likelihood is then used to assess the relative contribution of every single column. 
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After that, t or F-statistics are used to make inferences about the contribution of these columns. 

Those inferences depend on their linear combination, such as subtracting one condition from 

other confounders or all of them composed [261, 262, 265].  

Data needs to be in the same anatomical position and space to perform voxel-based analysis. 

This can be done by realigning the data then performing non-linear warping and smoothing, to 

match the existed template to the standard anatomical space. These chosen test statistics, 

usually t or F-statistics, create the SPM which in the final stage make statistical inferences. 

Statistical inferences are based on the SPM and random field theory and describe the responses 

seen using the fitted responses or parameter estimates [262, 265]. 

3.4.3 Structural MRI (sMRI) 

MRI produces detailed structural pictures (MRI images) of the human brain and allows the 

detection of the pathological changes in the brain without autopsy [274]. These images can be 

improved using several MRI techniques, such as increasing the number of excitations or using 

stronger magnetic fields [275]. Structural MRI findings are widely used in the diagnose of 

Alzheimer's disease [276, 277] and dementia with Lewy bodies [278]. MRI in the diagnosis of 

Multiple Sclerosis (MS) has an important role in assessing the brain damage in the first 

evaluation and then monitoring the disease progression or therapeutic efficacy by evaluating 

the magnitude of that damage over time [279]. However, other conditions such as CFS/ME 

might not have brain lesions as a biomarker. Therefore, this highlights the need to implement 

quantitative automated computational methods of looking at sMRI. One approach is Voxel-

based morphometry (VBM). 

3.4.4 Analysis Approach for Structural MRI Data (Voxel-Based Morphometry) 

Morphometry is the evaluation of brain anatomy with respect to size, shape, and structure, and 

VBM evaluates the brain structure using anatomical MRI scans. VBM segments the brain into 

the cerebrospinal fluid, grey matter, and white matter to allow the examination of volumetric 

analysis of specific regions of interest, whole brain, and volumes in patient groups such as 

CFS/ME and MS, compared to healthy controls [280]. The normalisation of the T1-Weighted 

anatomical image of an individual to the standard SPM template is the first step of VBM to 

allow for voxel-by-voxel agreement across participants. This is achieved through non-linear 

registration that creates a deformation field by stretching or compressing regions on a template 

brain image to determine the extent to which the input image must be altered to match the 

template image. A segmented image is created by differentiating the deformed image into brain 

tissue groups based on the probability of finding tissue class at each voxel. The next step is to 



Chapter 3: Methods 

72 

apply voxel-wise statistical analysis in the spatially smoothed images and tissue concentration 

from different participants. The resulting brain volume structure can be used to predict various 

behavioural measures [280]. For example, according to Maguire et al. (2000), taxi drivers have 

increased brain volume in the regions that synthesize spatial navigation when compared to non-

taxi drivers [281]. Moreover, studies on CFS/ME that have utilized VBM to examine changes 

in this patient group suggest that disease progression also affects the brain volume either by 

white matter volume reduction [136, 138, 139, 282-284], white matter changes or lesions [147, 

150, 151], or grey matter volume reduction [136, 285-288].  

3.4.5 Resting-state fMRI (rs-fMRI) 

Resting-State fMRI investigates human brain functions while no goal-directed task is being 

performed. Functional connectivity has been used in neuroimaging to map large-scale brain 

networks, Resting-State Networks (RSNs), as it measures the temporal coherence among brain 

regions and distinguishes alterations in functional neural networks [221]. This is done by using 

statistical dependency between remote neurophysiological events. rsfMRI is easy to acquire 

and ideal for participants who cannot perform specific tasks. rsfMRI can be used for 

exploratory analyses, and one data set is enough to investigate different functional networks in 

the brain.  

Functional connectivity analysis has many techniques, including graph theory analysis, seed-

based analysis, and independent component analysis (ICA) to investigate rsfMRI connectivity. 

Graph theory enables the measurement of the topological properties of regions of interest 

within the human brain and if that network represents a particular function, while seed-based 

analysis only focuses on correlation strength between one region of interest to another [289]. 

The seed-based analysis is easy to interpret, but it ignores complex structure and noise by 

modelling seed-effect only. It is also influenced by small changes in the seed location, which 

results in seed-selection bias [290]. ICA is multivariate and decomposes a full dataset to test 

for shape and amplitude, but it is hard to interpret, and there is no control over decomposition 

[291]. Dynamic Causal Modelling (DMC) is a Bayesian generative model that analyses the 

brain activation mechanism through inferential coupling among brain regions under varying 

experimental conditions [292]. However, since DCM is specialized in hypothesis testing for 

neuronal mechanisms, it deals with a few regions of interest that underlie experimental brain 

activation [293]. The heterogeneous nature of CFS/ME implies the lack of a clear region of 

interests, thus making DMC an unsuitable functional connectivity approach. Therefore, the 

most suitable choice for analysing rs-fMRI data in this thesis would be the graph theory.  
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Although graph theory is a simple yet powerful model of the brain’s functional connectome, 

the construction of a model goes through many steps such as making the basic assumption as 

well as different choices, the selection of links and nodes and making the decision about what 

topological parameters to be calculated. However, the inappropriate selection of nodes and 

edges in a network will lead to poor results and misleading conclusions [294]. Importantly, the 

anatomical definition used to identify the nodes used in graph theory may lead to bias or 

systematic errors due to functional inhomogeneity [295]. While many atlases have been used 

in graph theory, the different node definitions according to each atlas may lead to question the 

homogeneity within a node [295]. For example, regions such as the precentral and postcentral 

gyrus can be further segregated into subunits specialized for foot, hand, face, tongue, lip, etc 

[295]. Therefore, functional connectivity of such regions might be the mean functional 

connectivity of two regions causing incorrect functional connectivity due to intra-nodal 

inhomogeneity leading to erroneous construction of a brain graph [295].  

 

Figure 7 shows an illustration of different analysis methods used to analyze functional connectivity. The image is taken from 
Smith et al. (2013) [296]. 

3.4.6 Analysis Approach for rs-fMRI Data (Graph theory) 

Graph theory is a mathematical technique for exploratory analysis that has been used for this 

thesis. It is concerned with the study of graphs to model relationships between nodes based on 

the interconnectivity of nodes and edges. Graphs are used to represent brain networks, while 

the regions of interest represent nodes, and the edges represent the connections between the 

respective region of interests. Graphs can be either weighted (with edges) or unweighted 

(without edges) in the connection between nodes. Consequently, nodes can be directed (one 

node has an influence on the other) or undirected, whereby nodes are connected without any 
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directionality. In the event that the number of nodes is equal to the number of rows and 

columns, a graph can be represented in the form of an adjacency matrix. The matrix is created 

using Pearson’s correlation such that the matrix is symmetric in undirected graphs, unlike 

symmetric directed graphs. According to Kaiser (2011), matrix values are 0 when the edges 

are absent and 1 when edges are present in unweighted graphs as determined by a correlation 

threshold [297]. According to Garrison et al. (2015), Jalili (2017), and Zalesky et al. (2012), 

the threshold has a direct influence on the outcomes of graphical analysis [298-300]. In fMRI 

paradigms, it is complicated to determine the activation thresholds. Factors such as the 

influence of physiological rhythms (e.g., respiration), include the time-series nature of the data 

and the vacillations introduced by the experimental design (e.g., cueing) are needed to be 

included. Therefore, the authors argue that the approach to setting thresholds is absolutely 

arbitrary [291, 301, 302].  

Graph theory is widely applied in cognitive neuroscience to study the structural and functional 

mechanisms of the brain. Network measures are used to statistically represent complex 

functional brain networks to quantify the global and local properties of the brain network 

according to key elements [291, 303]. For example, the path length is said to be the shortest 

distance between two nodes, while the clustering coefficient represents the fraction of triangles 

around individual nodes in a network [304]. Therefore, network measures can be used in the 

characterization of segregation, functional integration, centrality, and evaluation of functional 

connectivity differences between pathological and healthy brains.  

 

Figure 8 shows an illustration of key complex network measures. The image is taken from Rubinov and Sporns (2010) [291]. 

Integration measures (green) are based on the shortest paths, and segregation measures are 

based on the triangle counts (blue) as well as more complex decomposition into modules 

(ovals) (see figure 8). The hub nodes (black) are mainly found on the shortest paths while node 
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degree (red) is used as the basis of applying the measures of centrality and network motifs 

(yellow) quantify the connectivity patterns. For example, a three-node and four-link anatomical 

motif contain six possible functional motifs whereby one motif contains dashed links, and one 

motif contains crossed links as shown [291]. 

Definition of the region of interests through techniques such as the voxel-wise approach is an 

important aspect of the brain network [305]. This data-driven approach considers each voxel 

in the brain and grouping them to form regions of interests as functional units of fMRI data. 

This means that there about 140,000 nodes in the brain network. Detecting sharp transition in 

resting-state functional connectivity MRI patterns [306, 307], identifying functionally similar 

clusters [308-310], and regional growing methods [311] are the three main approaches that can 

be used. Automated Anatomical Labelling (AAL) is one of the atlases used for the region of 

interest definition according to Tzourio-Mazoyer et al. (2002) [312] because it allows for whole 

and partial brain network analysis based on pre-existing literature in Alzheimer disease [313]. 

Pre-existing functional activation is also a technique that can be used to determine the region 

of interests by establishing the coordinates of activation through the creation of 3-6mm radii 

spheres that are fixed on either centre of coordinates of a presumed functional area or the peak 

activity [314-316]. However, using a pre-existing functional activation approach means that 

only voxels that are contained in the sphere can be included in the analysis, thus creating a 

possibility of missing crucial information in poorly defined spheres. Several scholars have 

studied this technique to evaluate the human brain and concluded that it has a high potential 

for enhanced understanding of cognitive disorders that have not been explored using other 

methods [303, 317, 318]. 

3.4.6.1 Modularity: 

Additional to the FC measure, there are several approaches that can be used in rs-fMRI to 

investigate the neural correlates of neurological and psychiatric disorders [319]. The individual 

differences in executive function processes have been shown to be related to changes in 

structural and functional connectivity between brain regions [320, 321]. To quantify these 

interactions, Newman and Gravian (2004) suggested conceptualizing the brain as a network 

comprised of sub-networks, or modules [322]. Therefore, modularity is used in resting-state 

fMRI to quantify the brain networks and connections between brain regions. It shows the 

connection strength between nodes in the brain. High modular networks (high modularity) 

mean that there are dense connections between nodes inside modules [316]. Therefore, the 

modularity of a given graph defines the possible formation of nodes in networks. Also, it shows 
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how strongly the nodes within the full network form relatively isolated sub-networks [318]. By 

detecting and characterising modular structures in the brain, specific anatomically, or 

functionally associated components that perform a particular function can be identified [323].  

3.4.6.2 Global Efficiency:  

The measurements of how easily two nodes are connected define the edge efficiency in a graph 

without passing through a third node. Latora and Marchiori (2001, 2003) described global 

efficiency and local efficiency as a measurement of the network's ability to transmit 

information at the global and local levels [324, 325]. Efficiency can be global when it 

represents the overall average of pairwise efficiency or local when it represents a specific node 

efficiency mean of neighbouring nodes subgraphs [326]. Global efficiency in resting-state 

fMRI describes brain networks information flow that can deal with either sparse or 

disconnected graphs or both (see figure 9) [324, 325]. As graphs are naturally sparse, in some 

applications, a priori is not given, and the application needs to learn from the data [327-330]. 

Due to not specifying a priori, a challenge arises from promoting sparsity which may make the 

graph disconnected [324]. 

 

 

Figure 9 shows different global efficiency models of the brain network. image from Aron Barbey (2018).[331] 

3.4.7 Multiple Comparisons and Family-Wise Error   

Multiple comparisons are often considered when planning a study or to analyse data after an 

experiment has been accomplished. It refers to conditions in which a dataset is being used and 

subjected to statistical testing multiple times. The main types of statistical error are Type I and 

Type II. Type I errors (family-wise error) represent the probability within the statistical 

framework to make one or more false positives. This means that discovery is being made by 
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mistake and occurs when the null hypothesis is rejected by mistake at the significance level 

(α). Type II error occurs when a false null hypothesis is accepted as specified power (β) of a 

study. Multiple hypotheses increase the likelihood of Type I errors. For instance, in 

neuroimaging research with 100,000 voxels, there would be about 5000 false positives given a 

significance level of α = .05, or 100 false positives with α = 0.001 [332]. 

Multiple comparisons can be controlled using Bonferroni or Random field methods in which 

the false discovery rate (FDR) assumes the proportion of false positives in the rejected results 

[332]. The Bonferroni method uses a probability threshold (α) for n probability values. Thus, 

if the FWE rate is .05, .05/100 000 = .0000005. However, this approach is too stringent since 

it assumes no correlation between spatially correlated voxels. According to the random field 

theory, the spatial smoothness of data is used in the calculation of Euler characteristics, which 

is then applied in the calculation of threshold [333]. Flandin and Friston (2019) have briefly 

discussed the benefits of these parametric methods [264]. This method is used in SPM for 

multi-subject MRI [332].  

3.4.8 Feasibility study 

A feasibility study conducted by Dr Christelle Langley and led by Dr Thai in CRICBristol used 

the same modified Bayliss et al. (2003) tasks on healthy volunteers. Their aim was to 

investigate the residual variance in working memory performance which is not fully explained 

by the components of working memory (storage and processing) alone. Their sample size was 

62 healthy participants, and they completed both verbal and spatial complex span working 

memory tasks. They found that the residual variance is supported by domain-general neural 

substrates; including the prefrontal cortex and anterior cingulate cortex which are brain regions 

associated with executive control of attention. Therefore, their finding shows that at least part 

of the residual variance is executive. 

3.4.9 Effect Size Calculation 

Recently, scientists started to use a simple way known as effect size that quantifies the 

difference between any two groups and mostly known as Cohen’s d [334]. Cohen’s d statistic 

explains the difference in means as the number of standard deviations that separates those 

means [334]. By using effect size calculation, scientists hope to emphasise the size of the effect 

instead of the statistical significance of the intervention. Also, it can help in promoting a 

scientific method for the accumulation of knowledge [335].  
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Cohen’s d formula is:  
  

Where: 

• mA and mB represent the mean value of group A and B, respectively. 

• SDpooled is an estimator of the pooled standard deviation of the two groups. It can be 

calculated as follow:  

 

 

 

Cohen’s d has a rough interpretation as 0.2 is considered as a small effect, 0.5 is considered as 

a moderate effect, and 0.8 is considered a large effect. This interpretation means that if Cohen’s 

d between any two groups is 0.2 or less, the difference is small even if it was found to be 

statistically significant [334]. 

3.4.10 Sample Size Calculations 

Mumford and Nichols (2008) have developed a novel method called fMRIpower 

(fmripower.org) to calculate the sample size needed for fMRI studies. This novel method 

estimates the power to detect substantial activations in specific regions of interest [336]. Using 

the previous feasibility study data, a power calculation was conducted using the fMRIpower 

software package. Because the plan was to use three different tasks, verbal processing, verbal 

storage, and complex verbal memory task from the previous study, an analysis of the previous 

data from these tasks only was conducted (for more details on the task, see section 7.3.3.1). 

Working memory brain regions in this analysis were taken from previous studies [49, 109, 110, 

170, 337]. The maximum number of participants was set at 100, so if >100 participants were 

required, no power could be calculated.  

 The power analysis revealed that to obtain 80% of power depends on the brain region. These 

brain regions are known to be vital to working memory performance, including the dorsolateral 

prefrontal cortex, parahippocampal gyrus, anterior cingulate cortex, inferior parietal gyrus, 

caudate, putamen, thalamus, precuneus, and pallidum. Therefore, this thesis aimed to recruit 

55 participants per group to allow for enough power to detect the regional difference in brain 

activation (see table 6).  

  



Chapter 3: Methods 

79 

 
Table 6: Illustrates the result of power calculations showing the sample size needed for 80% power. 

Right hemisphere Left hemisphere 
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3.5  Recruitment 

3.5.1 Controlling for confounding variables 

Controlling for confounding variables is typically accounted for either in experimental design 

or statistical analysis. In research design, this is accounted for through Randomization, 

Restriction and Matching [338]. As the experimental design is a case-control study both 

Matching and Restriction was employed. We matched all patients and controls by age and 

gender. Because our clinical population under study are patients with CFS/ME and fatigue is 

the primary symptom we excluded controls with fatigue by screening them with the self-report 

measure of fatigue, Chalder Fatigue questionnaire, used in the clinical service from which we 

recruited our patient participants as part of their patient diagnosis and assessment. To 

investigate the relationship between fatigue and cognitive dysfunction in CFS/ME we 

performed statistical analysis between our working memory task performance measures, 

reaction time and accuracy with Chalder Fatigue questionnaire scores. 

3.5.2 Participants  

Ethics approval for this study was approved by the National Research Ethics Committee 

(NREC), Wales REC 6 committee (REC reference 17/WA/0401 IRAS project ID 236212). The 

samples consisted of English-speaking participants with no significant anxiety or depressive 

symptoms (using the HADS (appendix no 1)), scoring below 12 in each questionnaire, who 

were informed about the purpose of the study and asked to give informed consent before taking 

part in the study. All groups of participants were 18-60 years old. All participants completed a 

practice computer-based task prior to the MRI scan at CRICBristol.  

3.5.1 Chalder Fatigue Questionnaire (CFQ) 

In this thesis, the Chalder Fatigue Questionnaire (CFQ) is used to assess fatigue in both 

participants with CFS/ME and HC. The CFQ was created at King's College London by a 

research team led by Trudie Chalder in order to be used in fatiguing illnesses to measure the 

severity of tiredness [214]. It is considered as a measure of fatigue for adults with CFS/ME 

which is valid and reliable [214-217]. The CFQ is based on the individual’s symptoms during 

the previous month. The questionnaire provides 11 questions with 5 rating options ranging 

from 1 (less than usual) to 5 (much more than usual). The result of this questionnaire is then 

reported as a sum of the 11 items on a 0±3 Likert scale, so it ranges from 0 (less severe fatigue) 

to 33 (more severe fatigue) [214]. CFQ has been used in numerous clinical randomized control 
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trials of CFS/ME patients as a primary outcome measure of behavioural interventions [339-

341]. However, the CFQ has been criticized for having ceiling effects [219]. 

3.5.2 Length of Illness 

Both the median and mean of the length of illness were calculated from the date participants 

with CFS/ME reported the first onset of the illness to the date they attended for MRI scans to 

take part in the study. This was done to illustrate that participants with CFS/ME live with this 

illness for a long time before they get diagnosed with CFS/ME. Therefore, the median and 

mean calculated length of illness in this study would roughly represent the exact date when the 

symptoms started. A UK study calculated the median length of illness in patients with CFS/ME 

who got access to the NHS service. Collins et al. (2011) reported a median length of illness of 

3 years and a half in patients with CFS/ME who were employed at the time of the study [145]. 

Also, the median was four years among patients with CFS/ME who had ceased working [145]. 

In addition, Nisenbaum et al. (2000) reported that six years is the average length of illness 

[342]. Several studies have reported their participants’ length of illness [131, 156, 159, 160, 

285] and others did not [155, 343]. However, only one study reported that the number in the 

length of illness reflects the years the CFS/ME patient felt they had been affected by complaints 

of fatigue [285].  

3.5.2.1  Recruitment of CFS/ME Participants 

CFS/ME participants were recruited from the adult CFS/ME clinical service at the Cossham 

hospital in Bristol, UK using the NICE guidelines [6]. A study pack including the study 

information sheet, the MRI information sheet and how to contact the research team was given 

to eligible participants who were interested in taking part in the study at the end of their follow 

up appointment or assessment at the clinic. Participants were able to phone or email me for 

further information if required. Participants who were interested in participating were asked to 

return the completed contact details, the standard initial MRI screening form (Appendix no 2) 

and signed the study consent form (Appendix no 3a for participants with CFS/ME) in a stamped 

addressed envelope to me. All participants were asked to fill in several questionnaires 

(Appendix 4), including the Visual Analogue Pain Rating Scale to assess their pain, the SF-36 

questionnaire to assess their quality-of-life, the EuroQol questionnaire (EQ-5D) to measure 

their health status and the Epworth Sleepiness Scale to assess their sleep pattern. Upon receipt 

of the consent form, a member of the CFS/ME team for the participant’s existed data was 

contacted. If the participant met inclusion criteria after the screening, and there were no 

contraindications to having an MRI, then the participants were contacted to make an 



Chapter 3: Methods 

83 

appointment to participate in the study at CRICBristol. Each participant was consented when 

they attended their study appointment prior to the MRI scan taking place using MRI second 

consent form (Appendix 5). 

3.5.2.2  Recruitment of Healthy Controls  

Healthy controls were recruited via emails, websites and posters and a local newspaper advert. 

Participants who were interested in participating were checked for eligibility and sent a study 

pack. Participants who were interested in participating were asked to return the completed and 

signed study pack containing the contact details, the standard initial MRI screening form 

(Appendix no 2), all questionnaires and the study consent form (Appendix no 3b for healthy 

controls) in a stamped addressed envelope to me. If the participant met inclusion criteria after 

the screening, i.e., not having fatigue or MRI contraindications, participants were contacted to 

arrange an appointment for MRI and assessments at CRICBristol. When participants attended 

CRICBristol, participants were asked to sign the MRI second screening form prior to the MRI 

scan.  

3.5.2.3 Eligibility Criteria 

Participants with CFS/ME inclusion criteria: 

• Participants with a diagnosis of CFS/ME made by the specialist CFS/ME service and 

aged 18– 60. 

Healthy Control participant inclusion criteria: 

• 55 Gender- and age-matched to CFS/ME group +/- 5 years 

Participants’ exclusion criteria: 

• Participants with CFS/ME who are severely affected (mostly housebound and 

requiring help with activities of daily living) 

• Participants with CFS/ME aged <18 or >60 

• Participants who have another diagnosis as a cause of their fatigue 

• Participants with a score greater than 12 on either the anxiety or depression 

component of the Hospital Anxiety and Depression scale (HADS)  

• Participants who have excessive upper limb tremor 

• Participants with eyesight inadequate for seeing the test display 

• Participants showing contraindication for MRI assessed by MR screening forms 

• Participants with contracture that interfere with comfortable positioning in the scanner 
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• Healthy control participants who have fatigue as assessed by the Chalder Fatigue 

questionnaire were excluded. 

• Healthy control participants with a history of neurological condition or disease. 

• Participants who may have difficulties in understanding English. 

3.6 Image Acquisition  

A 3 Tesla Siemens Skyra scanner with a 32 channel radiofrequency head coil was utilised to 

perform the MRI scans. Three 15 minutes long fMRI scans, one for each condition of the 

designed paradigm, using T2*-weighted multiband gradient echo-planar imaging were 

acquired. All fMRI sequences covered the whole brain using 39 axial slices orientated parallel 

to the anterior-posterior commissure plane with parameters: time to repetition (TR): 906 ms; 

time to echo (TE): 30 ms; the field of view (FoV): 192 mm; voxel size: 3x3x3 mm and a 

multiband acceleration factor of 3. No in-plane acceleration or slice-GRAPPA technique was 

used. Reducing slice aliasing was performed using the blipped-CAIPI method. Next, 

participants were asked to stay awake and fix their eyes on a fixed stationary cross for a 14 

minutes rs-fMRI scan. The rs-fMRI multiband echo-planar imaging (EPI) pulse consists of 600 

volumes (39 interleaved slices, multiband factor =3, TR = 906ms, TE = 30ms, flip angle = 60°, 

acquisition matrix = 195 × 100, voxel size 2mm × 2mm × 2mm) with 0 gap and scanned in a 

default interleaved sequence. Structural images were acquired in the sagittal plane using a T1-

weighted inversion recovery magnetisation prepared rapid acquisition gradient-echo 

(MPRAGE). This sequence consists of 192 slices; TR: 1800 ms; TE: 2.25 ms; .9mm isotropic 

voxel; and FoV of 240 mm. Structural images were used to co-registration with functional 

scans as well as segmented to grey matter, white matter and cerebral-spinal fluid to employ 

VBM and to be used in brain connectivity analysis.  

3.7 Procedure  

Participants are asked to visit CRIC to participate in this study. On their arrival, a research 

member greeted the participant and explained the procedure of the whole experiment. Initial 

screening form (appendix no 2) was checked again to ensure no presence of any 

contraindication to MRI. Participants were guided to one of the clinical rooms at CRIC to 

complete a practice version of the main three neuropsychological tests presented in figures 10, 

11 and 12 (for more details on the task, see section 2.7 below). Tests were explained and 

practised to make sure that participants understood what they needed to do and how to do it. 
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The whole memory paradigm was explained and discussed, ensuring a full understanding of 

the requirements of the study and tasks. Participants then were taken to the MRI changing room 

and asked to remove any metallic or electronic devices. Participants were asked to complete 

and sign the CRICBristol standard second MR screening form. Participants then were taken to 

the scanner room, where they were asked to lie on the MRI table and placing their head in the 

32-channels coil. An alarm button was handed to each participant with an explanation on how 

to use it in case they needed the operator during the scan. Each participant was provided with 

a small headset to reduce the noise and to hear the instructions. The participant was given an 

MR safe response button box to make their responses during the cognitive task. The MRI 

operator closed the coil and attached a mirror so the participant can see the screen and receive 

the instructions during the functional tasks. Before they left, a research member or the MRI 

operator ensured that the participant was comfortable, and all questions were answered before 

moving the participant into the bore of the magnet. Before scanning, the MR operator (research 

team member) ensured that they and the participants could communicate through the intercom 

system. Also, the MRI operator made sure to check that the button box is working before 

starting the scan. The participants then performed three functional MRI scans during which 

they were asked to keep as still as possible and were presented with instructions on the screen. 

They were presented with the cognitive tasks and asked to make their responses using the 

button box provided. The full study MRI protocol includes structural, resting-state fMRI, 3 

task-based fMRI sequences. The sample size of each chapter might differ as not all participants 

managed to complete all scans or tasks. Furthermore, some scan data would have to be 

excluded after pre-processing of the data due to quality issues e.g., excessive motion artefacts. 
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3.7.1.1 Processing Task  

The processing task consisted of four coloured squares in each corner of the screen with a digit 

in the centre of each square shown to the study participants (see figure 10). A single word will 

be presented through the headphones, and participants need to think about the colour that is 

associated with that word then respond by pressing the button to select the colour square that 

represents that colour. For instance, if the word was “Banana” the accurate response was 

pressing the button that represents the yellow square. If the participant delayed for more than 

4 seconds, a timed-out response was recorded, and the next trial would be presented.  

  

Figure 10 shows schematic of the processing task [26]. 



Chapter 3: Methods 

87 

3.7.1.2 Verbal Storage Task 

In this case, each square displayed had a figure number 1, 2, 3 or 4 (see figure 11). Only one 

square per presentation was displayed to make a sequence of digits with a time interval of 2 

seconds. Participants were instructed to remember the sequence of the digits presented. In the 

second sequence, the participants were presented with a sequence of digits and asked to identify 

if the sequence was the same as the previous presentation. A total of twenty trials were 

presented. Each presentation took 2 seconds, and each recognition took 1 second. The 

participants were given 3 seconds to respond, resulting in a total time duration of 12-15 

seconds, depending on the reaction time of the participant.  

 

 

Figure 11 shows a schematic of the verbal storage task [28]. 

  



Chapter 3: Methods 

88 

3.7.1.3 Complex Task 

The complex task involves combining the verbal processing and the verbal storage task (see 

figure 12). It involves showing the participants four coloured squares located at the corners of 

the screen; however, in this case, the squares displayed had a digit assigned to each of them. 

The participants were asked to respond to the instructions presented via the headphones by 

pressing the button on the response box that corresponded to the coloured square, which 

represents the word mentioned in the headphones. Also, they were tasked to remember the 

sequence of numbers while appearing on the screen. The selection of the participant was then 

followed by displaying the correct target square even if their selection was wrong. As a result, 

the participants were still able to correctly respond to the recognition phase. The next sequence 

was done in the same manner as the previous one, and the participants were asked to recognise 

if it was the same as the previous one in terms of the sequence of digits displayed. There was 

a total of twenty trials presented. Individual trials took 20-23 seconds, and the presentation 

took a maximum of 4 seconds, which depended on the time the participant took to respond to 

the tasks. The recognition was timed for 1 second, and the participants were allowed 3 seconds 

to respond.  

 

Figure 12 show a schematic of the complex verbal storage task [1]. 
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4 Chapter 4: Investigating Brain Volume with Subjective 

Fatigue in CFS/ME: A Structural MRI study. 

4.1  Overview of Chapter 

Chapter 4 investigates the brain morphometry of CFS/ME using structural MRI. This includes 

the methods and the interpretation of the results, as well as a discussion of the results. 

4.2  Introduction 

Chronic Fatigue Syndrome (CFS), also known as Myalgic Encephalomyelitis /Myalgic 

Encephalomylopathy (ME), is an illness of unknown aetiology and pathophysiology which is 

characterised by continuous and persistent fatigue which lasts for at least 4 or 6 months [1, 5-

7]. It is accompanied by a variety of symptoms such as post-exertion malaise which lasts for 

more than 24 hours, significant short-term memory impairment, un-refreshing sleep, headache, 

muscle pain, tender lymph nodes and frequent or recurrent sore throat [1, 5-7]. For decades, 

structural magnetic resonance imaging (MRI) has played a crucial role in aiding clinical 

diagnoses in many disorders such as brain tumours, multiple sclerosis, and stroke [344-346]. It 

has been used recently in research to investigate CFS/ME illness using different study designs 

and analysis methods. These methods include the use of visual inspection or automated analysis 

and longitudinal studies [141, 149-153]. 

Several studies conducted their image analysis relying on a visual inspection and accounted for 

age by using age-matched healthy Controls [141, 149-153]. Raters evaluated the images 

looking for abnormalities such as high signal intensity lesion which appears on T2 or proton 

density-weighted images and found ventricular enlargement [149, 153], white matter hyper-

intensities or white matter abnormalities [149, 151, 152]. Abnormalities were found in 41% of 

the MRI scans in one study [152], and changes or lesions were reported in the two other studies 

[149, 151]. Changes were reported in white matter regions such as supratentorial 

periventricular [150], periventricular, subcortical and in the centrum semiovale [151]. 

However, a longitudinal study using visual inspection was conducted and found no significant 

differences at the baseline or after a year [141]. 

The use of the automated analysis technique shed light on the brain global and regional 

differences between the patients' group and healthy controls [347]. This technique is relatively 

easy to implement, time-efficient and can detect small differences with no prior decision on 

which structure to evaluate [348]. Voxel-based morphometry shows evidence of similar 
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accuracy to manual volumetry [349, 350]. Therefore, automated analysis is the most used 

method in other illnesses such as Alzheimer’s disease, Multiple Sclerosis and Dementia to 

evaluate brain atrophy [348, 351, 352]. Analysing images using automated analysis methods 

in CFS/ME provided inconsistent findings such as differences in both grey matter volume [132-

136], white matter volume reduction [136-140] or no differences at all between CFS/ME and 

healthy controls [141-143]. Studies reported global grey matter reduction [132, 133, 135] as 

well as regional differences in the occipital lobes, right angular gyrus, left parahippocampal 

gyrus and in the bilateral prefrontal cortex [134, 136]. This reduction was linked to functional 

deficits that might be influenced by pain [165, 166], illness or age factors [134, 136], thus 

having an impact on the quality of life for participants with CFS/ME [134, 136]. In contrast, 

Finkelmeyer et al. (2018) showed that CFS/ME had a significant increase in grey matter 

volume and decrease in white matter volume compared to healthy controls [138]. The increase 

in the grey matter was found in the insula and amygdala, while the white matter reduction was 

found in the midbrain, pons and right temporal lobe [138]. Other studies found a reduction in 

white matter volume in CFS/ME compared to healthy controls in the left inferior front-occipital 

fasciculus [137, 139] left occipital lobe as well as the posterior part of the left parahippocampal 

gyrus [136].  

Longitudinal studies of this illness have used different time points and study settings. De Lange 

et al. (2008) investigated the effect of cognitive behaviour therapy (CBT) on brain volume and 

found an increase in grey matter volume after 6-9 months of CBT. They were able to link the 

increase in the grey matter to the improvement in health status, processing speed and physical 

activity [133]. By contrast, Shan et al. (2016) conducted a longitudinal study with six years of 

follow up and showed a significant reduction in white matter volume in the left inferior fronto-

occipital fasciculus in the CFS/ME group [137]. Another longitudinal study, with one-year 

follow-up, reported no differences between CFS/ME and healthy control groups at baseline 

and after a year in cerebrospinal fluid, white matter hyper-intensities, ventricular volume and 

failed to observe any abnormalities in the CFS/ME group [141].  

Fatigue has been associated with differences in brain volume in other illnesses such as multiple 

sclerosis. A positron emission tomography study that investigated MS patients with and 

without fatigue showed differences in the white and grey matter [353]. In CFS/ME, the 

decrease in white matter was found to be correlated with increasing fatigue duration [288]. 

Also, the loss of white matter volume has a rate of 1% per year [288]. Although that was 

evident, they were not able to exclude that this loss is not as a result of mental and physical 

inactivity [288]. Interestingly, they found no correlation between fatigue severity and white 



Chapter 4: Investigating Brain Volume with Subjective Fatigue in CFS/ME: A Structural MRI study. 

91 

matter loss, which would suggest that the reason for white matter loss is CFS/ME, not physical 

or mental inactivity [288]. In some studies, authors were able to demonstrate that increased 

illness duration has a negative correlation with the white matter volume in CFS/ME [135, 147]. 

Previous structural MRI studies on CFS/ME used a relatively small sample size. Most of these 

studies used a sample size of fewer than 50 participants (17/19). The use of small sample size 

in a heterogeneous illness such as CFS/ME might lead to different results due to the different 

phenotypes [176]. Therefore, this study aimed to investigate the brain volumes using structural 

MRI as well as investigating the correlation between brain volume and fatigue in CFS/ME in 

a larger sample size. The Chalder Fatigue Questionnaire (CFQ) was used as it is the most 

consistently applied questionnaire in CFS/ME research [354] and a reliable measure of fatigue 

severity in CFS/ME [215-217]. The aim was to implement automated analysis to investigate 

the differences between global tissue volumes as well as regional brain volumes in this illness. 

It is to ensure there was sufficient power by recruiting a considerably large sample size (>50). 

Due to the inconsistency in previous findings and the urge to perform more research, this study 

aims to add some value to previous studies. This study d to find global tissue volumes 

differences as seen in previous literature either in grey matter volume [132-136] or white matter 

volume [136-140]. Also, this study hypothesised to find regional brain volume differences in 

the multiple brain regions that were linked to fatigue, such as the basal ganglia, occipital lobes 

and bilateral prefrontal cortex [134, 136, 138]. These differences are hypothesised to correlate 

with the CFQ scores.  

4.3  Method and Procedures 

4.3.1 Participants  

The original CFS/ME sample size was 69 participants. However, 16 declined attending the 

MRI scan due to fatigue and not feeling well. Therefore, fifty-three CFS/ME participants (43 

females and ten males ) met the NICE criteria for CFS/ME [6], and 45 healthy controls (37 

females and eight males) were recruited for this study. Participants were well matched on age 

and sex with the control group. The CFS/ME group had a mean age of 37.94 years, SD= 11.20 

and the healthy controls group had a mean age of 33.6, SD= 12.21 (see table 7). All participants 

gave informed consent before taking part (Appendix no 3a for CFS/ME and 3b for healthy 

controls). Ethics approval for this study was approved by the National Research Ethics 

Committee (NREC), Wales REC 6 committee (REC reference 17/WA/0401 IRAS project ID 

236212). CFS/ME participants were recruited from the CFS/ME clinic at the Cossham hospital 

in Bristol, UK. All participants with neurological disorders from both groups were excluded. 
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The Hospital Anxiety and Depression Scale (HADS) was used to exclude those with anxiety 

or depression [355]. Participants who scored more than 12 in each scale were excluded. Also, 

participants filled in other questionnaires such as the visual analogue pain rating scale (for pain 

measures), the SF-36 (for activity measures), the EQ-5D (a measure of health outcome), and 

the Epworth sleepiness scale (to measure the average sleep propensity in daily life) (see table 

7).  

Table 7 shows the mean and standard deviation of participants demographic, the groups' age, sex, anxiety, depression, pain, 

physical activity, health outcome, sleep patterns scores and length of illness, 

 HC CFS/ME t df P 

CFQ 10.59 (3.92) 28.19 (19.37) 1.99 97 .000 

Age 33.6 (12.34) 37.94 (11.30) -1.81 96 .072 

Gender 37 females, 8 males 43 females, 10 males    

Anxiety 3.31 (3.19) 8.25 (3.18) 7.39 97 .000 

Depression 1.04 (2.39) 7.27 (3.31) 12.73 93 .000 

Pain 0.51 (1.897) 51.06 (26.86) -7.43 53 .000 

SF36 97.55 (8.14) 49.62 (23.90) -14.74 62 .000 

EQ-5D 0.98 (0.049) 0.66 (0.076) -13.70 61 .000 

Epworth 5.11 (3.57) 11.11 (4.61) 5.89 97 .000 

Length of illness (years) 0 
Mean=6.04 (5.57) 

   
Median= 3.2 

 

4.3.2 Self-report Measures 

Fatigue: 

The Chalder Fatigue Questionnaire is considered a valid measure for adults with CFS/ME 

[214]. This questionnaire is based on the individual’s symptoms during the previous month. 

The questionnaire provides 11 questions with 5 rating options ranging from 1 (less than usual) 

to 5 (much more than usual). The result of this questionnaire is then reported as a sum of the 

11 items on a 0±3 Likert scale, so it ranges from 0 (less severe fatigue) to 33 (more severe 

fatigue). 

4.3.3  Image Acquisition and VBM Analysis  

Siemens Skyra 3T MRI scanner with a 32 channel radiofrequency head coil was used to acquire 

the MRI data for all participants. Structural images were acquired in the sagittal plane using a 

T1-weighted inversion recovery magnetisation prepared rapid acquisition gradient-echo 

(MPRAGE). This sequence consists of 192 slices; TR: 1800 ms; TE: 2.25 ms; .9mm isotropic 

voxel; and FoV of 240 mm. MATLAB (Mathworks Inc., Natick, MA, USA) and statistical 

parametric mapping package SPM12 (Wellcome Trust Centre for Neuroimaging, 

http://www.fil.ion.ucl.ac.uk/spm) was used to conduct all pre-processing and analysis of the 

data. First, structural images were displayed and inspected visually and, if required, 

http://www.fil.ion.ucl.ac.uk/spm
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repositioned to correspond with templates. Computational Anatomy Toolbox (CAT12) was 

used to segment and normalise the images into grey matter, white matter, and cerebrospinal 

fluid (CSF) with default settings. Then, the ‘display one slice for all images’ function was used 

to check the data quality. The sample homogeneity function was used to identify outliers. No 

images were discarded as all images had high correlation values. Images were then smoothed 

using an 8mm smoothing Gaussian kernel to increase the signal-to-noise ratio. The values of 

the segmented brain volumes such as the white and grey matters, CSF as well as the total 

intracranial volumes (TIV), were obtained from the segmentation report. SPSS was used to 

conduct a two-sample t-test to compare global tissue volumes between CFS/ME and healthy 

controls. Pearson’s correlation was performed between TIV and CFQ. CAT12 was used to 

perform a two-sample t-test and multiple regression with a significance threshold of p<.05 to 

compare global tissue volumes as well as any regional brain volumes differences between the 

two groups. If specific coordinates were found, they were converted using GingerALE [356] 

from MNI space to Talairach space. After that, Talairach software [357] was used to convert 

these coordinates to brain regions for the comparison between CFS/ME and healthy controls. 

This is performed on a voxel-by-voxel basis to compare regional grey and white matter 

differences between the groups. To adjust for the effect of age and brain size in the analysis, 

age and TIV were included as covariates of no interest. Talairach has been criticised for being 

done on a single brain and having variations of slice thickness with low resolution [358]. 

4.4 Results 

4.4.1  Global Tissue Volume and Correlation 

Figure 13 shows tissues volumes in both groups (see figure 13). The two-sample t-test showed 

no significant differences in global brain tissues between the groups in TIV, GM, WM, or CSF. 

(see Table 8). 
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Figure 13 reveal the volume of tissue types for the HC and CFS/ME groups where the error bars represent one standard 
deviation from the mean. 

 
Table 8 shows the mean and standard deviation of an independent two-sample uncorrected for multiple comparisons t-test 

for all brain volumes.  

 HC CFS/ME t df p Cohen’s d 

CSF 319.38 (56.46) 299.82 (48.27) 1.822 94 .072 .37 

GM 718.35 (62.82) 713.21 (62.73) .395 94 .694 .08 

WM 521.10 (58.14) 515.61 (55.53) .468 94 .641 0.09 

TIV 1559.83 (137.10) 1531.77  (124.13) 1.045 94 .299 0.21 

 

In the healthy controls group, a positive correlation was found between CFQ and the CSF (r= 

.297, p= .05) but not with grey matter (r= -.082, p= .593); white matter (r= .063, p=.682). No 

correlation was found between the CFQ in CFS/ME group for grey matter (r= -.194, p= 

.164); white matter (r= -.147, p= .294, CSF r= .032, p= .819). (see table 9). 

Table 9 shows the uncorrected for multiple comparisons correlation between CFQ and all brain volumes in CFS/ME and 
healthy controls. 

CFQ Correlations with  HC CFS/ME 

 CSF GM WM CSF GM WM 

CFQ 

Pearson Correlation .297* -.082 .063 .032 -.194 -.147 

Sig. (2-tailed) .048 .593 .682 .819 .164 .294 

N 45 45 45 53 53 53 

*. Correlation is significant at the 0.05 level (2-tailed). 
 

4.4.2 Regional Brain Volume and Correlation  

A corrected two-sample t-test was conducted to examine regional brain differences between 

the groups and found no regional differences. Also, a two-sample t-test was conducted as TIV 

and age were used as covariates and showed no regional differences between the groups at 

corrected p value of  <.05.  
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4.5 Discussion  

The aim of the present study was to implement an automated analysis method on structural 

MRI images to investigate brain volume differences between CFS/ME and healthy controls. 

Fatigue was measured and correlated to brain volumes. The main finding was that no global or 

regional differences were found when CFS/ME were compared to healthy controls. This same 

result was shown by a longitudinal study, which did not detect any differences between the 

groups at baseline and after a year [141] as well as two other studies [142, 143]. However, 

another longitudinal study found differences between the group in white matter after six years 

[282] which may give some evidence that CFS/ME is a slow progressing illness. Also, there 

was a positive correlation between CFQ and the CSF in HC only not the CFS/ME. Although 

there were no significant differences between the groups in the CSF global volume, and this 

correlation seems a relatively small correlation, in terms of effect size, it might be worth 

investigating this in future research.  

Due to relying on self-reported symptoms and questionnaires, the validity of CFS/ME as an 

aetiologically homogenous diagnosis has been doubted [186, 187]. Therefore, many 

researchers aimed to examine the potential heterogeneity of CFS/ME as well as defining 

subgroups [188]. Hickie et al. (1995) evaluated the symptoms and demographics to characterise 

a core group and a smaller polysymptomatic subgroup. They found prolonged fatigue, 

musculoskeletal pain, impaired neurocognitive function, sleep disturbance, and symptoms 

suggestive of inflammation to be the five main domains for CFS/ME [176]. In a more recent 

study, Williams et al. (2017) utilised latent class analysis to describe subgroups in a large 

sample consisting of 541 CFS/ME patients and found five subgroups [188]. They grouped the 

patients in term of associated functional somatic syndromes, cognitive behavioural responses 

questionnaire scores, self-efficacy ratings, mood, and assessments of physical activity and 

sleep [188]. These differences in CFS/ME severity and disability show that subgrouping has 

some discriminative validation [188]. Also, it shows that the patient population in previous 

studies might not have similar disease phenotypes which could have eventually led to the 

inconsistencies in findings. Therefore, sub-phenotyping or sub-grouping, according to the 

CFS/ME symptoms, might be a solution to consistent results and a better understanding of this 

illness. In this current study, failure to find global or regional differences and correlations with 

fatigue scores suggest that it might be due to not sub-grouping the patients according to a 

specific phenotype. To date, too little attention has been paid to subgrouping in the MRI studies 

probably due to the difficulty in recruiting patients with such a complex illness. This was seen 
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in the current study, whilst despite recruiting the sample over a period of two and a half years, 

was still unable to recruit sufficient patients in each sub-phenotype (according to the Hickie et 

al (1995)) to perform such subgroup analyses [176]. 

Length of illness, physical inactivity and sleep disturbance in this patient group are confounders 

and might contribute to the brain volume decrease over time [207, 286, 359, 360]. CFS/ME 

symptoms and disability have been linked to the disease duration, suggesting that early stages 

might be different from later stages [361]. It has been reported that CFS/ME patients with long-

duration (median =18 years) have significantly higher specific cognitive difficulties compared 

to participants with short-duration CFS/ME (median = 3 years). Also, they reported that the 

cognitive difficulties in this long-duration patient group were greater in severity [362]. Also, 

Kidd et al. (2016) investigated the illness duration effects in this illness and reported that 

younger patients with less illness duration (less than ten years) had greater vitality compared 

to the other group with same-age but longer illness duration [361]. Patients with a disease 

duration of more than two years show more fatigue, more significant concentration problems 

and more functional disability than those with shorter illness duration [362, 363]. In terms of 

MRI studies, a negative correlation was found between the CFS/ME length of illness and the 

activity of the left putamen [131]. Also, the increase in the length of illness led to a decrease in 

white and grey matter volumes in this patient group [135, 147, 285, 286, 288]. Physical 

inactivity is considered as another confounder in this illness. The sedentary lifestyle of 

CFS/ME patients might be responsible for brain volume loss. Physical activity and exercise 

improve brain volume in brain regions that are responsible for many cognitive functions such 

as attention, learning, and memory [359]. It has been suggested that physical activity in early 

life can preserve cognition in later life [359, 360]. Increasing physical activity through 

cognitive behavioural therapy improves brain volume in CFS/ME as seen in Lange et al. (2008) 

longitudinal study when they used cognitive behavioural therapy as a treatment method [286]. 

. People who achieve 10 thousand steps per day have been shown to have higher brain volume 

in comparison to those who achieve 5 thousand or less per day [364]. In the same study, it has 

been shown that every additional hour of physical activity was associated with higher brain 

volume. Also, grey matter volume has been positively correlated with physical activity [207]. 

Sleep disturbance has been investigated in other diseases and ageing. Sleep deprivation affects 

brain white matter by causing white matter microstructure changes [365]. Also, an association 

between brain abnormality and sleep disturbance has been reported [365-367]. In an MRI study 

investigating the relationship between brain volume and Pittsburgh Sleep Quality Index (PSQI) 

in CFS/ME, they found a negative correlation between PSQI and magnetisation transfer T1 
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weighted intensities in the medial prefrontal cortex. Also, in the same brain region, they found 

a negative correlation between PSQI and T1 weighted spin-echo signal intensities [139]. 

Therefore, the current findings suggest that CFS/ME might be an illness where the effect on 

brain volume might be due to reducing physical activity. Furthermore, this suggests that brain 

volume is not affected in the early stages and needs a long duration with severe symptoms that 

reduces physical activity to have an impact on brain volume. Importantly, if disease duration 

has a great impact on the brain volume, it further highlights the critical need for early detection 

in CFS/ME. Early detection aids the treatment programmes that can effectively counteract the 

detrimental effects of loss of physical activity and sleep disturbances in CFS/ME. These 

together may potentially be significant contributing factors to results of reduced or atrophied 

grey and white matter tissue in CFS/ME in previous studies. 

4.6  Conclusion 

The main finding in this study is that no global or regional structural differences were found 

between CFS/ME and healthy controls. Also, there was a significant positive correlation 

between CFQ and CSF in the healthy controls group only. Although there were no structural 

volume differences, the following chapters aimed to use rs-fMRI and task-based fMRI to 

investigate brain function and compare CFS/ME with HC.   
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5 Chapter 5: Investigating Functional Connectivity of 

Basal Ganglia in CFS/ME: an rs-fMRI Study. 

5.1 Overview of Chapter 

Chapter 5 was designed to investigate the hypothesis proposed by Chaudhuri & Behan (2000)  

[125] suggests that central/mental fatigue could potentially be the failure of integration between 

limbic input the basal ganglia which then impacts the striatal–thalamic–frontal cortical system. 

Chapter 5 investigates the regional and global connectivity of the Basal ganglia of CFS/ME 

using resting-state fMRI. This includes the methods and the interpretation of the results as well 

as a discussion of the results. 

5.2 Introduction  

Chronic Fatigue Syndrome/Myalgic encephalomyelitis (CFS/ME) is an illness that has many 

definition criteria in which all include the presence of one primary symptom (unexplained 

persistent fatigue). Depending on the definition criteria used, fatigue must be accompanied by 

secondary symptoms such as significant short-term memory impairment, un-refreshing sleep, 

headache, muscle pain, tender lymph nodes and frequent or recurrent sore throat [1]. Because 

fatigue is the primary symptom in CFS/ME illness, many neuroimaging researchers have 

conducted extensive research to understand the mechanism behind it. The results of older 

studies guided the more recent ones aiming to find biomarkers for such a complex illness [155, 

168, 169, 368]. One of the neuroimaging applications is Functional Magnetic Resonance 

Imaging (fMRI). Scientists have used two fMRI approaches to investigate brain functional 

connectivity (FC), task-based and resting-state fMRI [255].  

 

Basal ganglia have been reported to be involved in fatigue in CFS/ME [131] and other illnesses 

such as Multiple Sclerosis (MS) [129, 369, 370]. Basal ganglia comprise the caudate, putamen, 

pallidum, ventral striatum, substantia nigra, the nucleus accumbens and subthalamic nucleus 

(see figure 14). Each of the basal ganglia components has a complicated anatomical and 

functional organisation [113]. The striatum, which includes caudate, putamen and nucleus 

accumbens, is the largest component and known to receive information from various brain 

regions such as the prefrontal cortex and the orbital prefrontal cortex and transfer it to other 

BG components. Pallidum in its turn receives this information from caudate then sends 

inhibitory output to many motor-related areas. The substantia nigra performs an essential role 
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in BG function as it the source of the striatal input of the neurotransmitter dopamine. The 

subthalamic nucleus receives the input from not only the striatum but also cerebral cortex. The 

subthalamic nucleus then projects this input to the globus pallidus [113].  

 

  

 
Figure 14 illustrates the connections within the BG regions. Created by Adobe software. 

 

Studies using task-based fMRI to investigate CFS/ME showed the involvement of basal ganglia 

(BG) regions in fatigue while using different study designs and tasks [129, 131]. Also, these 

results were correlated to fatigue scores [129, 131]. Miller et al. (2014) employed a reward-

related gambling task to investigate brain activation in BG and compare it to the 

Multidimensional Fatigue Inventory (MFI) scores. They found a significant reduction in 

activation in the right caudate and right globus pallidus in patients with CFS/ME compared to 

healthy controls. The reduction in these regions was found to be highly correlated with the 

fatigue scores [129]. Mizuno et al. (2016) investigated the high- and low-monetary-reward 

conditions in patients with CFS/ME compared to healthy controls. They found that adolescents 

with CFS/ME had a decrease in activation in the putamen in the low-monetary-reward 

condition compared to healthy controls. Also, they found a negative correlation between the 

putamen activation in the low-reward condition with the fatigue severity, meaning that the 

greater the fatigue, the lower the putamen activation. They linked altered dopaminergic 
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function to the decrease in putamen activity and suggested that this is the reason for lower 

reward sensitivity and motivation to learn [131].  

 

Studies showed that BG is associated with fatigue, and disruption in the BG affects the 

connection between the prefrontal cortex and thalamus [125, 127]. Also, basal ganglia can 

affect cortically-driven voluntary activities by disrupting the limbic integration [371]. 

Parkinson’s disease studies that involved treatment with bilateral pallidotomy showed that it is 

followed by profound fatigue as one of the main side effects [372]. Although BG dysfunction 

may not be the only reason for central fatigue, it is crucial to understand whether BG 

dysfunction is an essential pathogenic mechanism. Therefore, Chaudhuri and Behan (2000) 

proposed to use neuroimaging techniques to conduct more research to investigate the 

relationship between BG and fatigue [125].  

Previous studies in other illnesses such as MS, where fatigue is one of the main symptoms, 

have shown an association between BG and fatigue [369, 370]. These studies acknowledge the 

involvement of BG in cognitive fatigue despite showing opposing effects and using different 

MRI applications. De Luca et al. (2008) used a task-based fMRI technique, and Finke et al. 

(2015) used rs-fMRI [369, 370]. De Luca et al. (2008) proposed that in healthy controls, brain 

activity reduces with continuous practice, what is known as the learning curve, due to the 

practice effect [373], a switch from controlled to automatic processing [374], priming [375] or 

habituation [376]. De Luca et al. (2008) were able to associate the fatigue in MS patients with 

increase activation in the basal ganglia, frontal areas including superior, medial, middle and 

inferior regions, parietal regions (precuneus and cuneus), thalamus and the occipital lobes. 

Therefore, they reported widespread increases in brain activation in MS patients, which may 

mean that when the effort increases, it may induce cognitive fatigue. They also suggested that 

the increased brain activation might be due to neural compensatory mechanism rather than 

cognitive fatigue itself [369]. Unfortunately, they were not able to distinguish whether it was a 

result of cognitive fatigue or a compensatory mechanism due to the lack of subjective fatigue 

measures [369].  

On the other hand, Finke et al. (2015) utilised rs-fMRI and used self-report Fatigue Severity 

Scale (FSS) to investigate BG in MS. They found that BG showed decreased functional 

connectivity with other brain regions such as the medial prefrontal cortex, precuneus and 

posterior cingulate cortex with increase FSS scores. This negative correlation was assumed to 

contribute to fatigue pathophysiology in MS [370]. The reports from these studies, the task-

based and rs-fMRI ones are contradicting but might be explained by the different methods that 
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they used. De Luca et al. (2008) was a task-based fMRI study and used performance to measure 

cognitive fatigue [369], while Finke et al. (2015) used rs-fMRI and FSS as a subjective measure 

of fatigue [370]. Therefore, these studies provide evidence that BG plays a crucial role in 

fatigue in MS.  

 

Evidence from task-based fMRI studies in patients with CFS/ME provides inconsistent results 

depending on the nature of the task and what regions of the brain were involved. The 

inconsistency in the previous CFS/ME task-based fMRI studies might be due to the task 

differences which was designed to investigate certain cognitive behaviour. Also, the well-

documented BG involvement in fatigue in other illnesses points towards the value of 

investigating it in CFS/ME. Resting state-fMRI studies show the involvement of brain regions, 

such as the medial prefrontal cortex, precuneus and posterior cingulate cortex, as well as brain 

networks which are both worth investigating to further understand the neural basis of fatigue 

or the differences in brain function due to CSF/ME. Therefore, this indicates a need to 

understand the involvement of BG in fatigue while the brain is not driven by any task first. 

 

In this study, the aim was to implement a model-based approach to investigate the involvement 

of BG in CFS/ME and whether it has the same involvement as in previous MS studies. 

Chaudhuri & Behan (2000) [125]suggest that central/mental fatigue could potentially be the 

failure of integration between limbic input the basal ganglia which then impacts the striatal–

thalamic–frontal cortical system. Therefore, the model-based approach requires investigation 

of BG regional connectivity and BG’s global connectivity with whole brain cortex. 

 

The self-report measure CFQ was used instead of FSS to measure fatigue in both groups as it 

is the most consistently applied questionnaire in UK CFS/ME research [354]. CFQ has been 

shown to be a reliable measure of fatigue severity in CFS/ME and MS [215-217]. The current 

approach hypothesised to find global connectivity differences between the two groups that 

manifest as an increase or decrease in brain connectivity. This dysfunctional connectivity 

would be associated with fatigue, as seen in previous task-based fMRI studies which were 

explained as a compensatory mechanism [109, 158, 377].  This study hypothesised to detect a 

decrease in connectivity within the basal ganglia as reported in MS patients in an rs-fMRI study 

[370]. Also, a correlation between the CFQ and FC within the BG regions would be found. 

However, if there were no correlation at all, then it might be specific to MS, and BG has no 

role in fatigue in CFS/ME illness.  
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5.3 Methods 

5.3.1 Participants  

The original CFS/ME sample size was 48 participants. However, 16 declined to attend the MRI 

scan due to fatigue and not feeling well. Therefore, thirty-two patients with CFS/ME (26 

females and six males) met the NICE criteria for CFS/ME [6], and 23 healthy controls (20 

females and three males) were recruited for this study. Subjects were well matched on age and 

sex as CFS/ME group has a mean age of 37.80 years, SD= 11.09 and the healthy controls group 

has a mean age of 32.96, SD= 12.23 (see table 10). All participants gave informed consent 

before taking part (Appendix no 3a for CFS/ME and 3b for healthy controls). Ethics approval 

for this study was approved by the National Research Ethics Committee (NREC), Wales REC 

6 committee (REC reference 17/WA/0401 IRAS project ID 236212). Patients with CFS/ME 

were recruited from the adult CFS/ME clinical service at the Cossham hospital in Bristol, UK. 

The Hospital Anxiety and Depression Scale (HADS) was used to exclude those with anxiety 

or depression [355]. Participants who scored more than 12 on each scale were excluded.  

Table 10 shows the mean and s.d. of age, gender, and length of illness in each group. 

 HC CFS/ME t df P 
Age 32.95 (12.23) 37.80 (11.09) 1.48 47 .143 

Gender 20 females, 3 males 26 females, 6 males    

Length of illness NA 
Mean= 5.69 (5.73) years 

   
Median= 3.5 years 

 

5.3.2 Chalder Fatigue Questionnaire 

The Chalder Fatigue Questionnaire (CFQ) is considered a valid and reliable measure of fatigue 

for adults with CFS/ME [214-217]. The questionnaire is based on the individual’s symptoms 

during the previous month. The questionnaire provides 11 questions with 5 rating options 

ranging from 1 (less than usual) to 5 (much more than usual). The result of this questionnaire 

is then reported as a sum of the 11 items on a 0±3 Likert scale, so it ranges from 0 (less severe 

fatigue) to 33 (more severe fatigue) [214]. Fatigue was assessed with the CFQ, and all scores 

were calculated for all participants. 

5.3.3 Rs-fMRI Acquisition  

3T Siemens Skyra MRI scanner with a 32 channel radiofrequency head coil was used to acquire 

the MRI data for all participants. Participants were asked to fix their eyes on a fixed stationary 

cross while staying awake for a scan time of 14 minutes. rsfMRI data were acquired using a 

multiband echo-planar imaging (EPI) pulse sequence developed at the CRICBristol. The 
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sequence consists of 600 volume (39 interleaved slices, multiband factor =3, TR = 906ms, TE 

= 30ms, flip angle = 60°, acquisition matrix = 195 × 100, voxel size 2mm × 2mm × 2mm) with 

0 gap and scanned in a default interleaved sequence.  

5.3.4 Resting-state fMRI pre-processing 

SPM12 was used for spatial pre-processing as well as for statistical analysis of functional 

images (Wellcome Trust Centre for Neuroimaging; http://www.fil.ion.ucl.ac.uk/spm). Pre-

processing pipeline included: slice timing, realignment and unwarp, segmentation of the 

structural images, normalisation, smoothing and converting to 4D images. The segmentation 

of anatomical volume produced white matter, cerebrospinal fluid, and grey matter. The latter 

was then used to realign and unwarp the functional volume. After that, the automated 

anatomical labelling atlas (AAL) is used for the definition of ROIs. The AAL is a brain 

parcellation atlas that contains a total of 116 regions and based on anatomical brain regions. 

Preprocessed 4D images were taken into Matlab for further processing so, nuisance, white 

matter, CSF, and movement, were regressed from the 4D functional images using the function 

“b= nuisRegress_wholeBrain(a);”. CONN-fMRI Functional Connectivity toolbox 

(www.nitrc.org/projects/conn) was then used to process rs-fMRI images to extract time-series 

from each of the 116 ROIs [378]. Brain activity is between 0.01~0.1 Hz, so a bandpass filter 

(0.01-0.08 Hz) was used to filter out any activity which is not associated with the brain (e.g. 

Respiratory is 0.2 Hz) [379]. Pearson correlation was then used to produce the adjacency matrix 

for each participant. Global functional connectivity as Small-world propensity (SWP) [380] 

and regional basal ganglia FC were calculated.  

5.3.5 Small-world propensity (SWP): 

By using SWP, scientists can model the human brain as a complex network of brain regions. 

Also, the non-invasive neuroimaging techniques, as well as graph-theoretical approaches, 

enables researchers to map human structural and functional connectivity patterns, known as 

connectome, at the macroscopic level [381]. The term, small world, in-network models 

represent a network of clusters of compactly connected nodes. Generally, structural and 

functional networks are believed to have small-world properties to sustain the best efficiency 

of the neural connectome. These connected nodes have maximised their efficiency compared 

to a random graph by minimizing energy consumption and costly processing [377], which can 

be explained as the probability of a connection between two nodes [382, 383]. Also, Watts and 

Strogatz (1998) reported that the small-world model is well suited for complex brain dynamics, 

such as a high rate of information transmission [384]. Importantly, the organisation between 

http://www.fil.ion.ucl.ac.uk/spm


Chapter 5: Investigating Functional Connectivity of Basal Ganglia in CFS/ME: an rs-fMRI Study. 

104 

these nodes experiences continuous changes throughout life and show alterations in 

neurological and psychiatric disorders [385, 386] providing an insight into the biological 

mechanisms in health and disease [381]. Also, the small-world model can support efficient 

information segregation and integration [381]. Friston (1994) defined functional connectivity 

as the interregional statistical coherence as in Pearson's correlation or the synchronisation 

likelihood between time-series recorded by fMRI [387].  

 

5.3.6 Basal Ganglia Analysis  

Previous studies have shown that basal ganglia components are topographically organized 

[388-390]. Therefore, a small-world network is an appropriate approach for investigating the 

functional connectivity of the BG. Global basal ganglia FC was calculated using the Conn 

toolbox and SWP function [380]. The regional BG FC was calculated by averaging the 

connectivity between the three main BG regions. These regions include the right and left 

caudate with the right and left putamen (Caudate-Putamen), the right and left caudate with the 

right and left pallidum (Caudate-Pallidum) and finally the right and left putamen with the right 

and left pallidum (Putamen-Pallidum).  

5.3.7  Statistical Analysis 

Global FC and regional BG FC was compared between patients with CFS/ME and healthy 

controls using an independent sample t-test. Pearson’s correlation was used to correlate these 

connectivity measures with CFQ. 

 

5.4 Results  

5.4.1 Questionnaire 

The mean CFQ score in this study was 27.62 (±4.38) for patients with CFS/ME and 10.83 

(±2.64) for healthy controls (see table 11).  

Table 11 shows the mean and standard deviation of CFQ. 

 HC CFS/ME t df P Cohen’s d 

CFQ 10.83 (2.64) 27.62 (4.38) -17.675 51.649 .000 4.642978. 
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5.4.2 Global Basal Ganglia FC Measures Results (SWP) 

Two sample t-test shows that there was no difference between the two groups in global BG 

functional connectivity (t(29.97) = 1.168, p =.252). (see table 12). 

 

5.4.3 Local Basal Ganglia Functional Connectivity 

Two sample t-test shows that there were no differences between the two groups in any of the 

local BG regions FC with Caudate-Putamen (t(53) = -.779, p =.439), Caudate-Pallidum (t(53) 

= -.645, p =.552), and Putamen-Pallidum (t(53) = -.657, p =.514) (see table 12).  

Table 12 shows the mean and standard deviation of an independent two-sample t-test for global FC and local BG FC. 

 HC CFS/ME t Df p Cohen’s d 

SWP (Global BG FC) .32 (0.18) .39 (0.27) 1.16 29.96 .252 0.31 

Caudate-Putamen .39 (.19) .43 (.19) -.77 53 .439 0.21 

Caudate-Pallidum .39 (.19) .43 (.17) -.64 53 .552 0.22 

Putamen-Pallidum .11 (.28) .10(.20) .65 53 .514 0.16 

 

5.4.4 Local Basal Ganglia Functional Connectivity Correlation with Fatigue Scores 

(CFQ) 

 No correlation was found in functional connectivity between the BG regions and CFQ in both 

groups (see table 13). Also, there were no correlations between the BG regions and CFQ in 

each group separately (see table 13) 

5.4.5 Global Basal Ganglia Functional Connectivity Correlation with CFQ 

There was no correlation found between the global BG functional connectivity and the CFQ 

(see table 13). Also, there were no correlations between the SWP and CFQ in each group 

separately (see table 13). 

Table 13 shows no correlation between CFQ, local BG FC or global FC in both groups together and separately. 

  CFQ  CFS/ME HC 

SWP (Global BG FC) 

Pearson Correlation -.185 -.018 -.219 

Sig. (2-tailed) .176 .920 .316 

N 55 32 23 

Caudate-Putamen 

Pearson Correlation .098 .023 -.068 

Sig. (2-tailed) .476 .900 .757 

N 55 32 23 

Caudate-Pallidum 

Pearson Correlation .015 -.137 -.307 

Sig. (2-tailed) .915 .455 .154 

N 55 32 23 

Putamen-Pallidum 

Pearson Correlation -.137 -.176 -.117 

Sig. (2-tailed) .319 .334 .596 

N 55 32 23 

. 
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5.5  Discussion  

The aim of the present study was to use rs-fMRI to investigate the global connectivity and the 

involvement of BG in CFS/ME illness. CFQ was measured to correlate fatigue to global brain 

connectivity and, specifically, BG functional connectivity. A decrease in connectivity within 

the basal ganglia, as shown in the previous fMRI study [370], was hypothesised as well as a 

finding a correlation between the CFQ and activity within the BG regions. However, the main 

finding in this study is that there were no significant differences in global or local basal ganglia 

connectivity between participants with CFS/ME and healthy controls. This might provide 

evidence that global connectivity might not be compromised in CFS/ME. This finding is not 

consistent with the previous task-based fMRI in CFS/ME, which showed the involvement of 

BG regions in fatigue while using different study designs and tasks [129, 131]. In this study, 

failure to find correlations between BG and fatigue scores suggest that such a relationship 

might be MS specific or due to other reasons, such as not using a task or a different analysis 

approach between this study and previous rs-fMRI studies.  

A focus on brain networks, rather than connectivity with a single region of interest, might be 

the key for research in CFS/ME. Previous research in CFS/ME has investigated brain networks, 

including salience network (SN) [154, 155, 157, 163], default mode network (DMN) [154, 163, 

167], central executive network (CEN) [163], sensory-motor network (SMN) as well as the left 

and right frontoparietal networks (LFPN, RFPN) [154]. CFS/ME studies that used rs-fMRI 

reported a decrease in FC within the SN and suggested the presence of an altered or immature 

resting-state network [155, 157, 168, 169]. This is valuable as the SN plays a crucial role in the 

connection and communication between other brain networks. It detects and integrates salient 

sensory information [189, 391] and provides the switch between DMN and CE network [191]. 

Therefore, it has been suggested that the altered FC in the SN might cause a disruption in the 

interaction of cognitively important information [192]. Also, it has been found that DMN is 

more complex and less coordinated in patients with CFS/ME and suggested to be a biomarker 

for this illness [167]. Other illnesses such as MS and Alzheimer’s disease that been associated 

with the presence of abnormalities in the DMN. Since this overlaps with CFS/ME in terms of 

attentional disruptions and memory problems [169], it was argued that a deficit in this network 

might contribute or cause fatigue as it might be energy-expensive [155]. The conclusion from 

these studies suggests the existence of dysfunctional connectivity across many neural networks 

in patients with CFS/ME. Therefore, it might be valuable to investigate these networks in 

further details in this patient group (see chapter 6). 
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Investigating CFS/ME using a fatiguing task might also be an informative approach as most of 

the previous task-based fMRI studies in CFS/ME found differences between patients with 

CFS/ME and healthy controls. They used different tasks to induce fatigue and investigated 

different cognitive behavioural functions. Therefore, inducing fatigue might be the key to 

finding differences between patients with CFS/ME and healthy controls in the early phase of 

the disorder (see chapter 7). Miller et al. (2014), (see section 5.1) found a significant reduction 

in activation in the right caudate and right globus pallidus in patients with CFS/ME compared 

to healthy controls when using a reward processing task/gambling task. Also, several studies 

reported that although patients with CFS/ME performed at a similar level to healthy controls, 

they demonstrated widespread increased activation in task-related regions [108-110, 377, 392, 

393]. Other studies had linked fatigue and lower performance to the increase in brain activity 

[158, 285, 377]. Mizuno et al. (2016) and Caseras et al. (2006) hypothesised that severe fatigue 

consumes a substantial amount of attentional resources by recruiting additional brain regions 

for cognitive compensation to perform better in dual-task depending on the degree of mental 

effort [109, 377]. Caseras et al. (2006) indicated that the patients with CFS/ME might have 

been driven by their fear to avoid activity [109]. Interestingly, a study found a decrease in 

activation in the putamen in the low-rewarding condition only but not in the high-reward 

condition [131]. Therefore, task-based fMRI can help to show how the brain manifests the 

main symptom of fatigue in this illness.  

5.6  Conclusion 

The result illustrates that global connectivity might not be compromised in CFS/ME. Since this 

study was not able to link the BG functional connectivity to fatigue in CFS/ME, further 

investigation of the brain networks in this patient group was performed. Therefore, the next 

chapter aimed to investigate these networks using the same available data.  
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6 Chapter 6: Investigating Brain Networks Associated 

with Subjective Fatigue in CFS/ME: an rs-fMRI study. 

6.1 Overview of Chapter 

Chapter 6 investigates the brain networks of CFS/ME using resting-state fMRI. This includes 

the methods and the interpretation of the results as well as a discussion of the results. 

6.2 Brain Networks 

Previous fMRI research has established that the brain is divided into functional networks that 

show connections between brain regions while performing a task or at rest [229, 394-396]. 

These networks include Default Mode Network (DMN) [154, 163, 167], Salience Network 

(SN) [154, 163], Central Executive Network (CEN) [163], Sensory Motor Network (SMN) as 

well as the left and right Frontoparietal Networks (LFPN, RFPN) [154]. The following sections 

will describe what is known to date about how these brain networks are affected by CFS/ME 

and where there are gaps in that evidence. 

6.2.1 Default Mode Network (DMN) in CFS/ME 

Whenever participants were asked to think freely in a neuroimaging modality, as in rs-fMRI, 

they activate a brain network system called the Default Mode Network (DMN), which is also 

deactivated during attentional tasks [221, 397]. This network includes brain regions that 

interact and activate spontaneously [394]. DMN is considered as one of the major networks in 

the human brain as it represents the baseline brain function [378]. This network consists of 

several brain regions including the posterior cingulate/precuneus cortex (PCC), the left inferior 

parietal cortex/angular gyrus (lIPC), the right inferior parietal cortex/angular gyrus (rIPC) and 

medial prefrontal/anterior cingulate cortex (mPFC) (see figure 15) [394, 395].  
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Figure 15 shows the brain regions involved in the DMN. Created by Adobe software. 
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6.2.2 Salience Network (SN) 

Salience Network (SN) is another core intrinsic connectivity network of the brain, which 

involves the anterior insula (AI) and dorsal anterior cingulate cortex (dACC) (see figure 16). 

It is considered to be a large-scale brain network, and alteration to the insular anterior-posterior 

axis contribute to the alteration in interoceptive awareness and monitoring of the internal milieu 

[163, 398]. SN is involved in many brain functions, including audition, deception, interception, 

pain, and classical conditioning [399, 400]. It has been reported that it works as a transitional 

network to link cognition and emotion/ interoception [401, 402]. The SN has influences on 

other networks such as the DMN and frontoparietal networks (FPN) by mediating the switching 

between these networks and the executive control network. By doing so, it guides appropriate 

responses to salient stimuli [403].  

 

 

Figure 16 shows the brain regions involved in SN (Cingulate and Insula). Created by Adobe software. 
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6.2.3 Executive Control Network (ECN) 

The Executive Control Network (ECN) plays a major role in extrinsic awareness as well as 

mediating cognitive processes. These cognitive processes include working memory, problem-

solving, reasoning, flexibility and planning [404]. Earlier studies show that the ECN covers 

many brain regions, including the dorsolateral prefrontal cortex, anterior cingulate cortex, 

orbitofrontal cortex (see figure 17). Recently, brain regions, including subcortical and 

brainstem sites, were reported to have a role in this network functioning [404, 405]. 

 

 

Figure 17 shows the brain regions involved in the ECN. Created by Adobe software. 
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6.2.4 Left frontoparietal networks (LFPN) and right frontoparietal networks (RFPN). 

The LFPN consists of many brain regions, including the left middle frontal gyrus, left 

precuneus, right middle frontal gyrus, right superior parietal gyrus and posterior cingulate 

gyrus (see figure 18). Where the RFPN includes the right supramarginal gyrus and the right 

superior frontal gyrus, these networks were reported to support control initiation as well as 

providing flexibility. They use feedback to adjust control response [406].  

 

Figure 18 shows the brain regions involved in the FPN. Created by Adobe software. 
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6.2.5 Sensory Motor Network (SMN)  

Lois et al. (2014) have demonstrated the role of SMN in action and somesthesis, a term used 

for all of our bodily sensations like sensing the functioning of internal organs, proprioception 

and skin senses, [402] and activated during tasks like finger tapping [229]. This network 

includes somatosensory and motor regions such as the post-central gyrus and precentral gyrus 

and encompasses supplementary motor areas (see figure 19) [154, 402].  

 

 

Figure 19 shows the brain regions involved in the SMN. Created by Adobe software. 
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6.2.6 Basal Ganglia (BG) 

The basal ganglia have many components, of which each has a complicated anatomical and 

functional organisation [113]. Evidence suggests that this region is involved in fatigue in 

illnesses such as MS [129, 369, 370] and also in CFS/ME [131]. These brain regions include 

caudate, putamen, pallidum, ventral striatum, substantia nigra, the nucleus accumbens and 

subthalamic nucleus (see figure 20). It receives information from various brain regions and 

sends inhibitory output to many motor-related areas. Also, substantia nigra is the source of the 

striatal input of the neurotransmitter dopamine [113]. The analysis approach for functional 

connectivity used here is the same as the previous chapter using SWP analysis (see section 

5.1). However, additional analysis, such as modularity and efficiency were conducted. Also, ut 

correlations with other networks were performed. 

 

 

Figure 20 shows the brain regions involved in the BG network. Created by Adobe software. 
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6.2.7 Brain Networks in CFS/ME 

Due to the complexity of CFS/ME and the high occurrence of cognitive dysfunction among 

this patient group, many studies have focused their research on investigating this illness using 

resting-state functional MRI (rs-fMRI). Previous rs-fMRI studies in this illness have 

investigated different brain networks, due to their importance in playing key roles for many 

brain functions, including DMN [154, 163, 167], SN [157, 168, 169], CEN [163], SMN as well 

as the left and right FPN (LFPN, RFPN) [154]. Four studies found that CFS/ME participants 

had decreased Functional Connectivity (FC) when compared to healthy controls [157, 168, 

169], three of which reported a decrease in functional connectivity within the salience network 

[157, 168, 169]. Wortinger et al. (2016) showed a decrease in FC between the salience network 

and the right middle, posterior and anterior insula. Also, this decrease extended to areas outside 

the traditional boundaries of the SN, such as the superior temporal gyrus, precentral gyrus and 

thalamus [168]. Wortinger et al. (2017) reported a reduction in functional connectivity between 

the right dorsal anterior insula and the right posterior parietal cortex of the central executive 

network [157]. DMN is one of the three core intrinsic connectivity networks (ICN) of the brain, 

which also includes the CEN and the SN [407]. It has been shown that CFS/ME affects the 

DMN functions [408], such as mediating feelings and thoughts [409, 410] as well as being 

associated with cognitive performance [411, 412]. Gay et al. (2016) investigated five brain 

networks (DMN, SN, SMN, RFPN and LFPN) and reported a decrease in FC between the 

salience network and the left posterior cingulate cortex as well as a disturbance in the intrinsic 

connectivity within the left FPN. Also, they reported that the SMN showed a decreased FC 

with the left anterior mid-cingulate cortex [169]. While Shan et al. (2018) reported a decrease 

in FC between the medial prefrontal cortex and both inferior parietal lobules in CFS/ME 

compared to healthy controls [167], Kim et al. (2015) was the only study to report an increase 

in FC in the posterior parietal cortex and the dorsal anterior cingulate cortex, rostral anterior 

cingulate cortex, middle temporal cortex and precuneus [155]. The sum of the results from 

these studies possibly suggests the presence of dysfunctional connectivity across many neural 

networks in CFS/ME.  

 

Basal ganglia have been associated with fatigue in CFS/ME and other illnesses such as Multiple 

Sclerosis (MS) and Parkinson’s disease [125, 127] (see section 5.1). Treating Parkinson’s 

disease patients with bilateral pallidotomy resulted in profound fatigue as one of the main side 

effects [372]. Knowing that it might not be the only reason for central fatigue, it is essential to 

recognise that basal ganglia dysfunction is a vital pathogenic mechanism. Therefore, scientists 
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utilised neuroimaging techniques such as fMRI to investigate the relationship between BG and 

fatigue (see 5.1) [125]. Task-based fMRI studies showed evidence of inconsistent results due 

to the nature of the task and the regions under investigation [129, 131, 159]. On the other hand, 

rs-fMRI studies showed the involvement of different brain regions as well as brain networks 

[155, 167]. These results combined illustrate the importance of investigating brain regions and 

networks that are known to be involved in fatigue.  

Data analysis in rs-fMRI can take three approaches, graph theory (see p70), model-based or 

data-driven. The model-based approach is used to show the validity of earlier hypotheses [387, 

413] where the data driven approach uses Independent Component Analysis (ICA) which 

examines the whole brain and is best used in the absence of a good model [414]. The problem 

of ICA is that it is hard to interpret and there is no control over decomposition (for further 

details on analysis methods see section 3.4.1 Resting-state fMRI (rs-fMRI) p69). The study 

hypothesised to find an association between CFQ and altered FC within these networks. 

Specifically, to find decreased FC in the SN, DMN, FPN and SMN as seen in previous studies 

[154, 163, 167]. Also, to find a negative correlation between the decrease in these networks 

and the CFQ, meaning that whenever fatigue score increases, the FC in these networks 

decreases. 

6.3 Method and Procedures 

6.3.1 Participants  

The same data and sample size that were included in the previous chapter (chapter 5) were 

analysed again for brain networks connectivity (see section 5.2.1 for more details).  

6.3.2 Self-reporting Measures 

Fatigue: 

The Chalder Fatigue Questionnaire is considered a valid measure for adults with CFS/ME 

[214] (see section 5.2.2).  

6.3.3 MRI Acquisition: 

The same rs-fMRI sequence and acquisition parameters from the previous chapter (chapter 5) 

were used. 

6.3.4 Resting-state fMRI pre-processing 

SPM12 was used for spatial pre-processing as well as for statistical analysis of functional 

images (Wellcome Trust Centre for Neuroimaging; http://www.fil.ion.ucl.ac.uk/spm). Pre-

processing pipeline included: slice timing, realignment and unwarp, segmentation of the 

http://www.fil.ion.ucl.ac.uk/spm
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structural images, normalisation, smoothing and converting to 4D images. The segmentation 

of anatomical volume produced white matter, cerebrospinal fluid and grey matter. The latter 

was then used to realign and unwarp the functional volume. After that, functional volumes 

were resampled to voxels of 2x2x2 and smoothed with a Gaussian kernel (FWHM =8mm). 

This is done in order to match the data with the automated anatomical labelling atlas (AAL) 

that is used for the definition of ROIs. The AAL is a brain parcellation atlas that contains a 

total of 116 regions and based on anatomical brain regions. Nuisance variables, i.e., white 

matter, cerebrospinal fluid and movement, were regressed from the functional images. CONN-

fMRI Functional Connectivity toolbox (www.nitrc.org/projects/conn) was then used to process 

rs-fMRI images to extract time-series [378]. Brain activity is between 0.01~0.1 Hz, so a 

bandpass filter was used to filter out any activity which is not associated with the brain (e.g., 

Respiratory is 0.2 Hz). A weighted connectivity matrix of 116x116 was produced for each 

participant using Pearson’s correlation by measuring the FC between the regions of interest. 

Fisher z-transform was conducted to increase the normality and standardise the data for group 

comparison. The absolute function was used to disregard the sign of negative values. Finally, 

MATLAB 2019a (Mathworks Inc., Natick, MA, USA) was utilised to analyse the networks 

using standardised weighted connectivity matrices. 

6.3.5 Graph Theory 

Graph theory is used extensively in cognitive neuroscience to investigate the structural and 

functional mechanisms of the brain. It is used to show the topological relationship among brain 

nodes which consequently allow comparing rs-fMRI functional connectivity between groups. 

In this method, the graph theory was used to represent brain networks by using regions of 

interest, those representing nodes, and edges, which represent the connections between these 

nodes (see section 5.2.5) [291, 303]. Therefore, brain regions that represent the network was 

identified as nodes using AAL then used for connectivity calculation [379].  

6.3.5.1 Global FC Measures 

The standardised weighted connectivity matrices were used to calculate modularity [291, 415], 

global efficiency [291, 324] by using the Conn toolbox. Also, the Small World Propensity 

(SWP) was calculated by using the SWP function (see section 5.3.5.) [380].  

6.3.6 Model-based Approaches to RS Network Analysis  

For global networks FC, the SWP for all networks was calculated, including DMN regions, SN 

regions, L&R LFP regions, ECN regions, and BG regions. For regional FC, the average time-

series of the pre-and post-central gyrus with the whole brain regions were used to calculate the 
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SMN FC. For in-between networks FC, the average FC of the regions involved for two 

networks at a time was calculated. Therefore, the in-between networks for all possible 15 in-

between network connections were calculated in the same way.  

6.3.7 Statistical Analysis 

An Independent t-test between the two groups was performed to compare modularity, global 

efficiency, global SWP and the SWP of the six chosen networks. Pearson’s correlation was 

used to correlate these connectivity measures with CFQ. 

6.4 Results 

6.4.1 Demographic and Clinical Variables of Participants  

Self-reported psychometric scales t-test showed that the CFS/ME group had significantly 

higher levels of fatigue (see figure 21).  

 
Figure 21 shows the CFQ results of CFS/ME and healthy controls. 

 

6.4.2 Global FC Measures Results (Modularity, efficiency and SWP) 

Two sample t-test shows that there were no significant differences between CFS/ME and 

healthy controls in modularity, efficiency and whole-brain SWP (see table 14). 

Table 14 shows the mean and standard deviation of pearson’s correlation in SWP, Global modularity, global efficiency, and 
Cohen’s d for all participants. 

 HC CFS/ME t df p Cohen’s d 

SWP (Whole Brain) 0.682 (0.076) 0.668 (0.085) 0.629 53 .532 0.116505. 

Global Modularity 0.157 (0.0178) 0.152 (0.0194) 1.112 53 .278 0.081423. 

Global Efficiency 0.350 (0.029) 0.342 (0.021) 1.180 53 .243 0.315981. 

 
 

6.4.3 Networks  

Two sample t-test shows that there was a significant difference in regional FC between the two 

groups in SN (t(48.433) = -2.463, p = .017). There was no difference between the two groups 
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in DMN, R&L FPN, ECN, SMN, or BG. Also, in the SN, Cohen’s d calculation indicates the 

presence of a very large effect, meaning that there is evidence for a meaningful difference 

between groups (see table 15). 

Table 15 shows the mean and standard deviation of independent two-sample t-test for all networks. 

6.4.4 Between Networks Analysis 

Two sample t-test for between networks analysis showed a significant decrease in FC in the 

SN to the BG in the CFS/ME compared to healthy controls (t(53) = 2.22, p =.031), and between 

the BG to the SMN (t(53) = 2.34, p =.023). Also, in the SN/BG and BG/SMN, Cohen’s d 

calculation indicates the presence of a medium effect in SN/BG, BG/SMN and DMN/SN (see 

table 16). No other in-between networks differences were found.  

Table 16 shows the mean and standard deviation of an independent two-sample t-test for FC of in-between networks. 

 Networks HC CFS/ME T df p Cohen’s d 

SN / BG .39237 (.100) .33150 (.100) 2.220 53 .031 .6 

BG / SMN .2384 (.127) .1725 (.080) 2.340 53 .023 .54 

DMN / FPN .3111 (.041) .3189 (.045) -.640 53 .525 .02 

DMN / SN .3194 (.060) .3457 (.062) -1.555 53 .126 .58 

DMN / ECN .3027 (.041) .3142 (.047) -.934 53 .355 .26 

DMN / BG .2088 (.042) .1955 (.057) .944 53 .349 .18 

DMN / SMN .2585 (.074) .2675 (.082) -.418 53 .677 .11 

FPN / SN .2907 (.045) .2960 (.057) -.365 53 .717 .10 

FPN / ECN .2673 (.042) .2564 (.047) .882 53 .382 .24 

FPN / BG .2056 (.048) .1938 (.065) .731 53 .468 .20 

FPN / SMN .2247 (.068) .2393 (.073) -.747 53 .459 .20 

SN / ECN .2793 (.039) .2691 (.057) .735 53 .465 .20 

SN / SMN .2477 (.081) .2310 (.096) .677 53 .501 .18 

ECN / BG .2131 (.053) .2064 (.055) .448 53 .656 .12 

ECN / SMN .2246 (.061) .2320 (.055) -.470 53 .640 .12 

6.4.5 Correlation Between CFQ and the Networks 

A significant negative correlation was found between CFQ and FC in the SN (r= -.659, p=.01) 

in healthy controls only. Also, a significant positive correlation was found between CFQ and 

FC in the DMN (r= .528, p= .01) in healthy controls only. No other correlations were found in 

FC of other networks in both groups (see table 17 and 18). 

Table 17 shows the correlation between the CFQ and FC of the networks in HC as well as the Fisher-Z-Transformation.  

CFQ Correlations with HC brain networks 

 HC CFS/ME t df p Cohen’s d 

Salience network .3525 (.16) .2053 (.12) -2.232 48.433 .017 1.04 

Default Mode Network .2493 (.10) .2490 (.10) .010 53 .992 0.003 

R&L frontoparietal networks .2174 (.15) .1743 (.10) 1.284 53 .205 0.33 

Executive Control Network .1769 (.15) .2016 (.12) -.660 53 .512 0.18 

Sensory Motor network .3089 (.22) .2491 (.05) 1.339 23.696 .193 0.37 

Basal ganglia .39 (0.27) 0.32 (0.14) 1.168 29.969 .252 0.37 
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 DMN FPN SN ECN SMN BG 

CFQ 

Pearson Correlation .528** .061 -.659** .040 -.099 -.069 

Sig. (2-tailed) .010 .782 .001 .855 .652 .754 

Fisher-Z-Transformation .587 .061 -.791 .04 -.099 .069 

**. Correlation is significant at the 0.01 level (2-tailed). 
 

Table 18 shows the correlation between the CFQ and FC of the networks in CFS/ME as well as the Fisher-Z-
Transformation. 

CFQ Correlations with CFS/ME brain networks 

 DMN FPN SN ECN SMN BG 

CFQ 

Pearson Correlation .098 -.048 -.090 -.142 .058 -.085 

Sig. (2-tailed) .593 .792 .626 .438 .752 .644 

Fisher-Z-Transformation .098 .048 .090 .143 .058 .085 

*. Correlation is significant at the 0.05 level (2-tailed). 
 

6.4.6 Correlation Between Task Performance and Networks 

When both groups, CFS/ME and HC, were combined, there was no significant correlation 

between CFQ and the FC of all investigated networks. Therefore, an investigation of the 

correlation of each group separately between CFQ and the FC of all networks was conducted.  

Using the correlation between task accuracy and networks resulted in a significant negative 

correlation between the SN functional connectivity and the verbal storage task in CFS/ME only 

(see table 19) (see section 7.3.3. for tasks design). Also, a positive correlation was found 

between the DMN functional connectivity and the complex verbal task in the presentation 

phase in participants with CFS/ME (see tables 19). In addition, a negative correlation between 

the SMN functional connectivity and the complex verbal task in the recognition phase (see 

table 19). A significant positive correlation was found in healthy controls between the accuracy 

in the processing task and the DMN functional connectivity (see table 20). 

Table 19 shows the correlation between FC and task accuracy in CFS/ME. 

 DMN FPN SN ECN SMN 

Processing Accuracy 

Pearson Correlation -.091 -.338 -.281 -.084 .270 

Sig. (2-tailed) .621 .058 .119 .646 .135 

N 32 32 32 32 32 

Verbal storage Accuracy 

Pearson Correlation -.232 -.082 -.404* .071 -.077 

Sig. (2-tailed) .202 .654 .022 .701 .675 

N 32 32 32 32 32 

Complex Verbal Accuracy 

(Presentation) 

Pearson Correlation .427* .236 .185 -.161 -.131 

Sig. (2-tailed) .015 .193 .311 .379 .474 

N 32 32 32 32 32 

Complex Verbal Accuracy 

(Recognition) 

Pearson Correlation .231 .194 .316 -.215 -.393* 

Sig. (2-tailed) .204 .286 .078 .238 .026 

N 32 32 32 32 32 
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Table 20 shows the correlation between FC and task accuracy in healthy controls. 

 DMN FPN SN ECN SMN 

Processing Accuracy 

Pearson Correlation .592** -.126 -.022 .176 .000 

Sig. (2-tailed) .003 .566 .920 .422 1.000 

N 23 23 23 23 23 

Verbal storage Accuracy 

Pearson Correlation .053 .042 .112 .150 .040 

Sig. (2-tailed) .810 .848 .611 .494 .857 

N 23 23 23 23 23 

Complex Verbal Accuracy 

(Presentation) 

Pearson Correlation .183 .153 .004 .034 .209 

Sig. (2-tailed) .403 .486 .987 .878 .337 

N 23 23 23 23 23 

Complex Verbal Accuracy 

(Recognition) 

Pearson Correlation -.065 -.167 .281 .044 .067 

Sig. (2-tailed) .770 .446 .194 .844 .762 

N 23 23 23 23 23 

**. Correlation is significant at the 0.01 level (2-tailed). *. Correlation is significant at the 0.05 level (2-tailed). 

6.5  Discussion  

In order to identify the neural correlates of self-reported fatigue, rs-fMRI was used to compare 

the five main neural networks (DMN, SN, ECN, FPN and SMN) in CFS/ME with age–sex-

matched healthy controls. This chapter hypothesised to find differences between groups in 

networks connectivity. Also, fatigue was measured using CFQ to correlate fatigue to these 

networks as this chapter hypothesised to find a negative relationship between CFQ and FC in 

these networks. The main finding in this chapter is a significant decrease in intrinsic functional 

connectivity of the SN in CFS/ME compared to healthy controls. In addition, decreased FC 

was found between the BG to the SMN and between the SN to the BG in CFS/ME compared 

to healthy controls.  Also, this study found a negative correlation between CFQ and SN and a 

positive correlation between CFQ and DMN in healthy controls only. In addition, it found a 

negative correlation between the accuracy of the verbal storage task and the SN functional 

connectivity and between the SMN and the complex verbal task in the recognition phase in the 

CFS/ME group only. Also, a positive correlation between the DMN functional connectivity 

and the complex verbal task in the presentation phase in the CFS/ME group. However, in 

healthy controls, a positive correlation was found between the processing task and the DMN 

functional connectivity.  

The differences found in the SN is supported by previous fMRI studies, which found altered 

resting-state functional connectivity in SN in participants with CFS/ME [154, 168]. Salience 

*. Correlation is significant at the 0.05 level (2-tailed). 
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network alteration, also reported in previous studies [154, 157, 163], may imply the 

involvement of SN in the pathophysiology of CFS/ME. Studies have reported that the decrease 

in affected regions inside the SN such as right middle, posterior and anterior insula, and outside 

the SN such as superior temporal gyrus, precentral gyrus and thalamus were associated with 

fatigue [157, 168]. Knowing the SN function (see 6.2.2.) shows that it plays a critical role in 

connecting brain regions and networks. Alterations or immature network had been suggested 

to interfere with the interaction of cognitively important information [192], which adds to the 

brain energy cost [155, 157, 168, 169, 192]. This may explain the fatigue and some CFS/ME 

symptoms, such as impaired memory [368, 416]. Also, alteration of the SN may cause an 

influence on the other networks such as the DMN, ECN and FPN as this network steers 

appropriate responses to salient stimuli [403]. 

Salience network comprised of cingulate and insula, which mostly activated among a varied 

range of tasks [417]. These regions are known to have a role in high-level neurocognitive 

control and attention [398, 418]. BG regions (caudate, putamen, pallidum) are previously 

linked to fatigue in CFS/ME [131] and other illnesses such as MS [129, 369, 370] and has a 

significant role in sending inhibitory output to many motor-related areas [113]. Disorders such 

as post-traumatic stress disorder, depression and pain showed that aberrations along the insular 

pathway (a part of the SN) appear to be common when there is a disturbance in the 

interpretation of salient biological and cognitive information [157, 419]. Functional 

connectivity efficiency in the insula was associated with physical activity [207, 420, 421], 

cognition [422], and pain [423, 424] in healthy controls studies. Previous fMRI studies in 

CFS/ME showed the involvement of BG regions in fatigue when using different study settings 

and correlated their results to fatigue scores [129, 131]. Therefore, alteration in these networks 

and regions might be associated with the abnormal signalling assessment of interoceptive 

fatigue in the body leading to increased sensitive fatigue awareness in CFS/ME [168]. A 

decreased FC was found between the BG to the SMN and between the SN to the BG in CFS/ME 

compared to healthy controls. SMN has been reported to have decreased FC with the left 

anterior mid-cingulate cortex [169]. Patients with CFS/ME suffer from physical impairment as 

well as cognitive function impairment. SMN is corresponding to action and somesthesis, all of 

our bodily sensations [402]. It could be argued, therefore, that FC patterns either within or 

between these networks may be impaired in CFS/ME [169, 425]. Future research is necessary 

to understand the altered relationship of the SMN better.  

In this chapter, healthy controls’ brain had decreases in SN connectivity when fatigue 

increases, which may imply that less fatigue means better connectivity. Also, a positive 
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correlation between CFQ and the DMN was found, which means that FC increases in this 

network with increased fatigue level in healthy controls. Shan et al. (2018) reported that the 

DMN was more complex and less coordinated in the CFS/ME group and suggested that it can 

be used as a biomarker for CFS/ME [167]. However, this was not found in this thesis which 

may question the validity of using DMN functional connectivity as a biomarker for CFS/ME. 

Other illnesses such as Alzheimer’s disease and multiple sclerosis have similar clinical features 

such as attentional disruptions and memory difficulties, as seen in CFS/ME [169]. In these 

illnesses, DMN abnormalities have been argued to be energy expensive and might have a role 

in or be the cause of fatigue, cognitive symptoms and post-exertional malaise of CFS/ME 

[155]. Kim et al. (2015), on the other hand, found that CFS/ME participants had an increase in 

FC between the posterior parietal cortex and the dorsal anterior cingulate cortex, rostral anterior 

cingulate cortex, middle temporal cortex and precuneus, which was significantly associated 

with fatigue [155]. Therefore, these discrepancies in detecting differences in the different 

networks might be due to years of chronicity with the disease or using different analysis method 

[163]. 

Correlating networks’ functional connectivity with tasks accuracy showed some differences 

between the CFS/ME group and the healthy controls. In the healthy control group, they showed 

a positive correlation between the accuracy in the processing task and the DMN functional 

connectivity. While in the CFS/ME group, a negative correlation was found between the 

accuracy in the verbal storage task and the SN functional connectivity and between the SMN 

and the complex verbal task in the recognition phase. Also, a positive correlation between the 

DMN and the complex verbal task in the presentation phase. Although DMN and working 

memory were thought to be inversely correlated, Piccoli et al. (2015) showed that this is not 

completely true during all working memory phases [426]. Also, their finding support that the 

DMN has direct dynamic involvement in cognitive function rather than a static interaction with 

specific task-positive networks [426]. They also reported that when the stimulus is present 

during the encoding and retrieval phases, the DMN and the working memory network are 

positively coupled [426]. Their finding suggests the presence of dynamic functional 

connectivity switching between the DMN and working memory network [426]. Eichele et al. 

(2008) reported that in cognitive tasks, the failure in suppressing the DMN activity would 

increase the error rate as well as interfering with goal-directed behaviours [427]. Therefore, 

alteration in such an important network would expect to impact other networks. Also, it would 

affect the SN impacting its function in the audition, which would explain the increase in error 
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rate. The increased functional connectivity with the increased error rate would suggest that 

there is more energy expenditure with no gain, which might explain the fatigue in this illness.  

 

Functional connectivity did not differ in the DMN, ECN, FPN or SMN between CFS/ME and 

healthy controls, which might mean that these networks are not compromised in patients. This 

is different from previous studies and might be due to the use of different analysis approaches. 

This can be explained by illustrating Wortinger and colleague’s two studies findings. In rs-

fMRI, data can be analysed using either a data-driven [414] or a model-based [387] approach. 

Wortinger and colleagues used these two different approaches to analyse their data in 

adolescents with CFS/ME. The first approach was a data-driven one using Independent 

Component Analysis (ICA) [414]. This approach is multivariate and helps in examining the 

full spatial structure of the brain. They analysed the same sample using this method and found 

an FC decrease between a right dorsal anterior insula hub and the posterior parietal cortex in 

adolescents with CFS/ME, which was not associated with fatigue [168]. The other approach 

that they used was the model-based approach which focuses on validating an earlier hypothesis. 

This approach shows how well a pre-defined model fits the fMRI data [387, 413]. So, when 

Wortinger et al. (2017) used a model-based approach, they found decreased FC in the SN in 

CFS/ME compared to healthy controls, which was associated with the increase in fatigue [157]. 

The latter was the same approach used in this chapter and supported their findings on adults 

with CFS/ME and suggested SN's involvement in fatigue [157]. Therefore, different analysis 

methods are complementary to each other and need to be applied to the same data set to produce 

conclusive and robust results. Also, each method on its own provides valuable information 

regarding the common and divergent findings, which have a different and helpful interpretation 

for the literature [428].  

 

A proposed model of CFS/ME is the sustained arousal model, which can explain documented 

variations by establishing vicious circles in many types of research, including cognition 

(impaired memory and information processing), and skeletal muscle function (increased 

oxidative stress, attenuated cortical activation) [429]. Sustained arousal model can originate 

from different factors and can interact with predisposing factors (genetic traits, personality), 

precipitating factors (infections, psychosocial challenges) and learned expectancies (classical 

and operant conditioning) [429]. This model supported some of the CFS/ME main findings in 

one theoretical framework and proposed a causal link between sustained arousal and the 

experience of fatigue [429]. The insular cortex function is influenced by persistent stress 
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activation, which affects its ability to communicate with other systems that are involved in the 

descending pain inhibition pathways [430, 431]. The decrease in insula activity might be 

related to the abnormal assessment of fatigue signalling in the body, which leads to enhanced 

fatigue awareness in CFS/ME [162]. The results presented in this chapter add to the literature 

that SN dysfunction identification shows evidence of stress abnormalities in facilitatory and 

inhibitory neural pathways [432] and autonomic nervous system activity [433, 434]. Therefore, 

SN dysfunction might be explained by sustained arousal, which manifests as a 

hypoconnectivity in this network. A recent study showed that SN represents the homeostatic 

system that engages with the task, such as maintaining the relevant task as long as the stimulus 

is presented and orchestrating the switching to a new task set [435]. In living systems, 

homeostasis represents steady internal physical and chemical conditions [436]. 

6.6 Conclusion 

Findings in this chapter have provided additional evidence with respect to brain network 

alteration in CFS/ME. Finding a significant decrease in intrinsic functional connectivity of the 

SN in CFS/ME compared to healthy controls illustrates the importance of using fMRI. Also, 

investigating CFS/ME using a fatiguing task might be useful in the future as most of the 

previous task-based fMRI studies in CFS/ME found differences between CFS/ME and healthy 

controls [108-110, 392]. Previous studies used different tasks to induce fatigue and investigated 

different cognitive behavioural functions [108-110, 392]. Therefore, using a task might be the 

key to find differences between CFS/ME and healthy controls. The next chapter explores this 

theory in further details.   
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7 Chapter 7: Investigating CFS/ME Using a Verbal 

Working Memory Task: an fMRI Study. 

7.1  Overview of Chapter 

Chapter 7 investigates the brain activity in CFS/ME during a verbal working memory task 

using functional MRI. This includes the methods and the interpretation of the results as well as 

a discussion of the results. 

7.2  Introduction  

Most patients with CFS/ME, around 90%, report cognitive impairments such as memory loss, 

poor concentration, reduction in cognitive ability, and lack of ability to take in information [26, 

27, 437-440]. Cockshell et al. (2010), in their meta-analysis, reported patients with CFS/ME 

experience cognitive difficulties, especially in memory, attention, and motor speed [441]. More 

recently, Cvejic et al. (2016) showed that patients with CFS/ME often reported difficulties with 

memory, concentration and attention as well as problems in higher-order cognitive domains. 

In addition, they reported that there is an indication of a more global and non-specific deficit 

which manifest as a generalised slowing of response speed with tasks that require simple and 

complex information processing and sustained attention [442]. Cvejic et al. (2016) argued the 

literature demonstrated numerous inconsistencies, and this might arise from the differences in 

the measures used either to measure the cognitive performance or individual complaints. 

Furthermore, some tasks might be better than others in detecting cognitive deficits in this 

illness, as seen in other illnesses such as traumatic brain injury or dementia [443]. They 

proposed that the traditional laboratory-based cognitive tasks might not be a good 

representation of what a participant with CFS/ME would experience in term of difficulties in 

cognitive processes in real life [442].  

Previous studies using speeded button-press responses to simple visual stimuli showed that 

participants with CFS/ME tend to take longer to respond compared to the healthy controls 

[444-449]. In more demanding complex information-processing tasks, participants with 

CFS/ME were slower than the healthy controls [445-447]. However, when finger tapping was 

used to assess motor functioning, no differences between the groups were found [444, 450], 

which suggest that the delay is not a result of slow motor functioning [442]. Although 

participants with CFS/ME were slower in response, they performed at the same accuracy level 
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as the healthy controls [444, 446-450] even in more specific cognitive domains such as working 

memory [444, 445, 447-449], logical thinking [444, 451] and verbal ability [444, 451].  

 

Functional MRI (fMRI) has been used to investigate cognitive impairment in CFS/ME to 

investigate attention, rewards and motivation, sensory information processing, emotional 

conflict, and working memory. Previous studies used a variety tasks including: PASAT [108, 

110, 392], auditory monitoring task (simple attention) [108], non-fatiguing motor task (finger 

tapping) [110, 392], non-fatiguing cognitive task (simple auditory) [110, 392] and n-back 

[109]. The findings from these studies vary with the type of task used. When simple and non-

fatiguing tasks are employed, no differences were found between the CFS/ME group and the 

healthy control group [110, 392]. Conversely, studies using complex and fatiguing cognitive 

tasks found that participants with CFS/ME showed significantly increased and decreased 

activation in several cortical and subcortical regions [108, 110, 392]. There is a sparsity of 

fMRI studies that have investigated working memory impairment in CFS/ME.  

 

Caseras et al. (2006) used an n-back task and reported both increases and decreases in BOLD 

activations of task-specific brain regions in CFS/ME compared to the healthy controls. During 

the complex and more challenging conditions, participants with CFS/ME showed a decrease 

in activation in dorsolateral prefrontal and parietal cortices. This reduction in activation was 

interpreted as when the task gets more difficult; participants with CFS/ME failed to recruit 

working memory regions, dorsolateral prefrontal and parietal cortices, to the same level as the 

healthy controls [109]. They reported that in the 2- and 3-back conditions, participants with 

CFS/ME had increased activation in the right inferior/medial temporal cortex [109]. They 

suggested this increase in activation might be a compensatory strategy of the working memory 

neural network when impaired or saturated [108-110, 392]. During the PASAT task, 

participants with CFS/ME demonstrated a significant increase in BOLD signal in bilateral 

premotor and left superior parietal regions [452]. The differences in results from these studies 

might be due to the task used. According to Caseras et al. (2006), they suggested that the 2- 

and 3-back conditions might not be demanding enough to show differences between the groups 

in term of behavioural level but still enough to show differences at neurophysiological level 

[109]. The N-back task has been argued not to be a pure measurement of working memory but 

might be able to detect differences in cognitive functioning [76]. PASAT, on the other hand, is 

highly susceptible to practice effects. Tombaugh (2006) discussed PASAT intensively and 

showed that it is negatively affected by several factors, including ageing, low math ability, and 
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decreased IQ. Tombaugh (2006) also illustrated that administration of this task puts the 

participant under an enormous amount of anxiety and frustration, which affects their 

performance on PASAT itself and other neuropsychological tests. Tombaugh (2006) argued 

that PASAT is a non-specific highly sensitive test in which caution must be taken in identifying 

the reason underlying any low scores before considering it as clinically significant [453].  

 

According to the Baddeley model, complex span tasks' cognitive demands would be 

maintained by different working memory components [40]. Each component has separate 

constraints linked with the specific functions they provide. For instance, domain-specific 

storage would be supported by the visuospatial sketchpad and the phonological loop. On the 

other hand, processing would depend on domain-general resources. In this model, the 

coordination between processing and storage operations is supported by the central executive 

component [40, 454]. Bayliss et al. (2003) proposed a task to measure the performance of 

working memory in terms of processing and storage components separately and combined [33]. 

Bayliss et al. (2003) result supports the notion that there are two constraints of working memory 

performance. These two constrains are short-term memory capacity and processing efficiency. 

They discovered a residual variance in working memory function, which was not explained by 

the two constraints. The importance of this residual variance is that it can predict the measures 

of intelligence and educational attainment even after accounting for storage capacity and 

processing efficiency. According to Bayliss et al. (2003), the residual variance represents an 

executive component and comes from the need to combine storage and processing [33]. It has 

been suggested that the residual variance represents the information forgotten rate [77]. This 

argument opens the debate over the contribution of the residual variance and whether the 

residual variance is represented by an executive component or other contributing factors. 

Therefore, neuroimaging may be a suitable technique to explore the brain regions that underlie 

the short-term memory capacity, processing efficiency and residual variance. It would allow 

for the examination of whether brain regions such as dorsolateral prefrontal and parietal 

cortices, are executive or not and whether the residual variance is domain-general.  

 

The use of the Bayliss et al. (2003) task [33] in investigating CFS/ME has the advantage that 

it is distinct from other tasks, which only measure processing or storage separately. This is 

because it is important to understand how the brain of participants with CFS/ME work during 

each task and when they are combined [33]. It can be argued that participants with CFS/ME 

will perform at the same level as the healthy controls when doing a task which measures 
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processing or storage alone. However, when they need to do both tasks together, the differences 

will appear, causing the activation of additional brain regions such as bilateral supplementary 

and premotor and left superior parietal regions [108]. Therefore, the use of the Bayliss et al. 

(2003) task allowed the investigation of each function alone and when they are combined to 

illustrate any differences between participants with CFS/ME and the healthy controls. In this 

chapter, fMRI was used to investigate the cognitive dysfunction in participants with CFS/ME 

using the Bayliss et al. (2003) task, which is specifically designed to identify and distinguish 

subcomponents of working memory [33]. 

 

This chapter aimed to illustrate the differences between participants with CFS/ME and the 

healthy controls in terms of behavioural performance and neural activity during processing and 

storage tasks separately and combined. By using fMRI and Bayliss et al. (2003) tasks, the 

residual variance in working memory can be addressed and what it represents beyond 

processing efficiency and storage capacity. This chapter hypothesised to find differences 

between the two groups in terms of (1) better performance by the healthy controls group 

compared to the CFS/ME group, especially in processing speed [455], (2) increased activation 

in different areas of the brain as evidence of neural compensatory mechanism in participants 

with CFS/ME once they fatigued [108, 110, 111], and (3) the healthy controls would show 

overlapping activations within prefrontal, cingulate, and parietal cortices as a result of 

supporting encoding and maintenance, as well as coordinating the simultaneous loads of 

storage and processing [49]. 

7.3  Methods  

7.3.1 Participants  

Ethics approval for this study was approved by the National Research Ethics Committee 

(NREC), Wales REC 6 committee (REC reference 17/WA/0401 IRAS project ID 236212) and 

participants were recruited from the CFS/ME clinic at the Cossham hospital in Bristol. The 

CDC Criteria was used to recruit participants with CFS/ME [1] into this study. All participants 

gave informed consent before taking part (Appendix no 3a for CFS/ME and 3b for healthy 

controls). Participants with neurological disorders from both groups were excluded. 

Participants with anxiety or depression after assessment with the Hospital Anxiety and 

Depression Scale (HADS) (appendix no 1) [355] who scored more than 12 in each scale were 

excluded. All participants fully performed all three tasks. 
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7.3.2 Questionnaires 

The Chalder Fatigue Questionnaire was used as a valid measure for fatigue in adults with 

CFS/ME [214]. This questionnaire is based on the individual’s symptoms during the previous 

month. The questionnaire provides 11 questions with 5 rating options ranging from 1 (less than 

usual) to 5 (much more than usual). The result of this questionnaire is then reported as a sum 

of the 11 items on a 0±3 Likert scale, so it ranges from 0 (less severe fatigue) to 33 (more 

severe fatigue). 

7.3.3 Working Memory fMRI Paradigm 

The participants were required to perform three tasks (Figures 10, 11, and 12 above). These 

three tasks are designed to fractionate working memory components by using processing, 

storage, and both together in a complex verbal working memory task. MATLAB (2012a) was 

used to display the stimulus and record responses using MR compatible Lumina response pads. 

Also, the accuracy and reaction times were recorded. In all tasks, the stimuli were displayed in 

four blocks of five trials where each block was then separated by 20 seconds to allow the 

haemodynamic response to return to baseline [456]. The presented stimuli were refreshed after 

each trial, so to change the location of colours and numbers [456].  

7.3.4 Image Acquisition 

The MRI scans were performed on 3 Tesla Siemens Magnetom Skyra MRI scanner using a 32 

channel radiofrequency head coil. Each participant’s scan consisted of 3 fMRI runs, which 

were acquired using the T2*-weighted gradient echo-planar imaging. Moreover, each run took 

8 to 10 minutes, depending on the participant’s reaction time. In total, 36 slices covering the 

whole brain and positioned parallel to the anterior-posterior commissure plane were acquired. 

The functional scans had the following parameters: time to repetition (TR): 2.5s; time to echo 

(TE): 30ms; matrix: 64x64; the field of view (FoV): 240; voxel size: 3x3x3mm3; scans were 

obtained in the axial plane. A T1-weighted inversion recovery gradient echo MPRAGE was 

also obtained in the sagittal plane, consisting of 192 slices; TR: 1900ms; TE: 2.2ms; 0.9mm 

isotropic voxel; matrix: 128x128 and used for co-registration. 

7.3.5 Behavioural Data Analysis  

The correct response in terms of accuracy in percentage and reaction times in seconds were 

calculated for each task and for the individual participants. Two-sample t-tests were conducted 

for all recognition phases to compare the accuracy and reaction time of the two groups. The 

significance level was set at p<.05. Also, the correlation between CFQ with accuracy and 
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reaction time was performed to investigate the effect of fatigue in both the accuracy and 

reaction time.  

7.3.6 Pre-processing and Analysis of fMRI Data  

MATLAB (MathWorks Inc., Natick, MA, USA) was used in pre-processing, and the analysis 

of fMRI data was done using the statistical parametric mapping package SPM12 (Welcome 

Trust Centre for Neuroimaging, http://www.fil.ion.ucl.ac.uk/spm). Each task: processing, 

verbal storage and complex verbal tasks, was split into two phases consisting of presentation 

and recognition so to have processing presentation (PP), processing recognition (PR), verbal 

storage presentation (VSP), verbal storage recognition (VSR), complex verbal presentation 

(CVP) and complex verbal recognition (CVR). To correct for head movements, slice timing 

correction, co-registration, segmentation, image normalisation into standard space based on the 

MNI template and smoothing using 8mm full-width half-maximum (FWHM) Gaussian kernel, 

the pre-processing steps were realigned, which also accounts for residual inter-subject 

differences.  

DICOM images were imported to SPM12 so to convert them into NFTI format that SPM can 

use. Then, images were realigned to account for brain movement effect across and within 

sessions of each subject. After that, images were co-registered so to link the functional images 

to the structural images. Then, normalisation was performed to warp each specific subject’s 

images into standard space on the MNI template. Finally, smoothing was performed by 

applying a smoothing filter to all images to account for individual subject spatial differences, 

especially at the group analysis stage. Each phase (presentation and recognition) was analysed 

separately, and the analysis was performed according to the event-related task design.  

In the 1st level analysis, each participant’s images in the three tasks were separated into two 

phases, the presentation phase and recognition phase. Unit of the design was set to be seconds, 

and the interscan interval time, which is the TR used was set on 2.5 seconds. The microtime 

resolution and onset were left as the default at 16 and 8 respectively. Data and design were 

replicated six times for each participant at each phase, i.e., presentation and recognition phases 

for each task. In the presentation phase for each task, the onset time was defined as the time of 

the first stimulus, while the duration was calculated to be the time between the first and last 

stimulus of each stimulus group for each participant (before the start of the blank screen). 

Therefore, it is around 25 seconds for the presentation phase of the processing task, around 7 

seconds for the presentation phase of the storage task, and around 13 seconds in the 

presentation phase of the complex task. This is done to prevent analysing the images while the 
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blank screen was shown. Movement parameters were added as multiple regressors, and all 

other parameters, high-pass filter, no model derivation, masking threshold, and serial 

correlation, were left as the default.  

In the recognition part of the 1st level analysis, the unit of the design was set again on seconds 

with the same interscan interval of 2.5 seconds. All the data was treated the same as the 

previous part except for the onset and duration of the tasks. In the recognition phase of the 

processing task, the onset used were all the correctly answered onsets, where the stimulus 

appeared to the participant. The duration used were the reaction time which represents the time 

when the participants responded to the stimulus. Movement parameters were added as multiple 

regressors, and all other fields were left as the default. The same was done to the other two 

recognition phases, storage recognition and complex recognition. The rest of the fields were 

left as the defaults used.  

In the 2nd level analysis, a comparison between each contrast in the CFS/ME group to the 

healthy controls group was performed by conducting two-sample t-tests to all contrasts for each 

group to directly test for differences between participants with CFS/ME and the healthy 

controls. In addition, one sample-test was performed for each group individually. Also, 

multiple regression was performed to show the correlation between brain activity change, 

reaction time and accuracy. The resulting coordinates from all these analyses were converted 

using GingerALE [356] from MNI space to Talairach space. As Talairach software [357] can 

be used to label multiple brain regions by knowing their coordinates, these coordinates were 

converted to brain regions for the comparison between participants with CFS/ME and the 

healthy controls. 

7.4  RESULTS 

7.4.1 Participants 

The original CFS/ME sample size was 58 participants. However, 16 declined attending the 

MRI scan due to fatigue and not feeling well. Therefore, forty-two participants with CFS/ME 

(36 females, six males) met the CDC criteria for CFS/ME [1], and 40 healthy controls (33 

females, seven males) were recruited for this study. Participants were well matched on age and 

sex with the control group. The CFS/ME group had a mean age of 36.57 years, SD=10.80 and 

the healthy controls group had a mean age of 33.22 years, SD=11.76 (see table 21).  
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Table 21 shows the mean and standard deviation of participants demographic and the participants with CFS/ME length of 
illness. 

 HC CFS/ME t df p 

Age 33.22 (11.76) 36.57 (10.80) -1.34 80 .183 

Gender 33 females, seven males 36 females, six males    

Length of illness NA Mean= 5.69 (5.73) years    

Median= 3.5 years 

 

 

7.4.2 Behavioural results 

• Accuracy (ACC) 

Figure 22 shows the accuracy performance values, in percentages, for participants with 

CFS/ME and the healthy controls. Participants with CFS/ME performed significantly worse 

than the healthy controls in the recognition phase of the complex verbal task with the presence 

of a very large effect, as shown by the two-sample t-test (see figure 22 and table 22).  

 

 

Figure 22 shows participants Accuracy (in percentage) as well as the standard error (in percentage).  
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Table 22 shows the mean and standard deviation of participants accuracy performance in all tasks. 

 Accuracy HC CFS/ME t df p Cohen’s d 

Processing  95.31 (4.70) 95.17 (5.93) .133 80 .91 .02 

Verbal storage 95.62 (10.63) 91.07 (14.71) 1.599 80 .11 .35 

Complex Verbal (Presentation) 95.78 (4.41) 92.02 (13.91) 1.634 80 .10 .36 

Complex Verbal (Recognition) 93.37 (8.79) 79.16 (16.78) 4.834 62.60 .000 1.06 

 

• Reaction Time (RT) 

Figure 23 shows the reaction time values, in seconds, for participants with CFS/ME and healthy 

controls. Participants with CFS/ME were significantly slower than the healthy controls in the 

recognition phase of the verbal storage task, the presentation phase of the complex verbal task, 

and the recognition phase of the complex verbal task (see figure 23 and table 23). However, 

there was no significant difference between participants with CFS/ME and the healthy controls 

in the processing task. 

 

Figure 23 shows participants reaction time (in seconds) as well as their standard error (in seconds). 
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Table 23 shows the mean and standard deviation of participants reaction times in all tasks. 

 Reaction time HC CFS/ME t df p Cohen’s d 

Processing  1.78 (.17) 1.87 (.24) -1.87 80 .64 .43 

Verbal storage  .49 (.12) .63 (.22) -3.36 80 .001 .79 

Complex Verbal (Presentation) 1.72 (.12) 1.89 (.23) -4.04 62.38 .000 .92 

Complex Verbal (Recognition) .52 (.14) .73 (.30) -4.12 60.37 .000 .88 

 

• Correlation between CFQ and RT 

Table 24 below shows the correlation between CFQ and RT in both participants with CFS/ME 

and the healthy controls. Significant positive correlations were found in all tasks between the 

fatigue scores and reaction time in both groups. (see table 24).  

 

• Correlation between CFQ and accuracy 

 

Table 24 shows the correlation between CFQ and reaction time in both participants with 

CFS/ME and the healthy controls. Significant negative correlations were found between CFQ 

and accuracy in only the complex task (see table 24). 

 
Table 24 shows the correlation between the CFQ and reaction time, as well as the correlation between the CFQ and 

accuracy in this sample size. 

 

  

 RT ACC 

 P VS CVP CVR P VS CVP CVR 

CFQ 

Pearson Correlation .27 .45 .46 .48 -.02 -.20 -.13 -.52 

Sig. (2-tailed) .013 .000 .000 .000 .82 .06 .22 .000 

N 82 82 82 82 82 82 82 82 
P=Processing. VS=Verbal Storage. CVP=Complex Verbal (presentation phase). CVR=Complex Verbal (recognition phase). ACC=Accuracy. RT=Reaction 

time. CFQ=Chalder Fatigue Questionnaire score. 
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Table 25 shows the correlations between the CFQ with participants’ accuracy and reaction time in all tasks for both groups. 
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7.4.3 Neuroimaging Results 

• Comparison Between the Groups 

Two sample t-tests were carried out to compare the groups in all the tasks and resulted in no 

significant differences between the groups in any of the tasks. Therefore, individual groups 

activated brain regions were reported in images for all tasks.  

• Processing task 

One sample t-test was carried out to map the BOLD activation of the processing task on the 

brain regions that underlie processing performance in both the presentation and recognition 

phases, PP and PR, for each group. Figure 24 shows examples of some brain regions activated 

in the presentation and recognition phases of the processing task mapped on brain anatomy for 

each group. BOLD signals showed increased activation in bilateral superior temporal gyri in 

both groups, which is the location of the primary auditory cortex, corresponding well with the 

study design when the words were presented aurally (see tables 26, 27, 28 and 29). All 

activations that survived whole-brain family-wise error correction (FWE) at the local maxima 

p<0.05 in t score in the processing task are presented in tables 26 and 27 for participants with 

CFS/ME and tables 28 and 29 for the healthy controls. 

Brain activated regions in the presentation phase of the 

processing task in participants with CFS/ME 

 

Brain activated regions in the presentation phase of the 

processing task in HC 
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Brain activated regions in the recognition phase of the 

processing task in participants with CFS/ME 

 

Brain activated regions in the recognition phase of the 

processing task in HC 

 

Figure 24 shows brain regions activated during the presentation and recognition phases of the processing task in both 

participants with CFS/ME and the healthy controls. 

 

Table 26 shows areas of activation in participants with CFS/ME during the presentation phase of the processing task (p 
threshold= .05 FWE corrected; BA= Brodmann's Area). 

Hemisphere Brain Region BA MNI Coordinate (x,y,z) T Value 

Right  Sub-Gyral Brodmann area 40 

28.5 -69.83 -2.12 10.6 

22.03 -56.16 54.27 7.56 

35.49 -45.5 1.04 6.67 

18.91 -22.16 53.98 6.16 

17.21 -18.7 54.57 6.06 

27.31 -43.54 53.54 5.99 

Right  Lingual Gyrus * 
33.71 -72.69 -5.75 9.3 

23.21 -77.59 1.17 9.1 

Right 
 

Postcentral Gyrus 
 

Brodmann area 40 
Brodmann area 3 

 
 

52.4 -25.57 16.81 8.39 

22.15 -26.92 59.76 6.11 

48.83 -18.19 24.62 6.05 

23.83 -25.53 61.71 6 

Right  Insula Brodmann area 13 37.03 -25.07 14.74 6.93 

Right  Superior Temporal Gyrus Brodmann area 41 45.75 -29.06 7.74 6.66 

Right  Precuneus Brodmann area 7 

18.61 -64.4 50.97 7.76 

20.56 -69.4 40.28 6.91 

25.62 -46.64 51.26 6.28 

20.62 -75.64 35.84 5.98 

24.07 -47.08 44.58 5.97 

23.97 -52.88 46.77 5.95 

Right Declive * 11.79 -71.61 -19.4 6.35 

Right Declive * 8.29 -70.48 -16.02 6.01 

Right Extra-Nuclear * 13 -28.53 14.91 6.31 

Right Thalamus Pulvinar 13.09 -27.9 11.76 6.1 

Right Fusiform Gyrus * 37.61 -49.23 -15.97 6.03 

Right Fusiform Gyrus * 32.19 -57.95 -7.96 5.99 

Right Extra-Nuclear * 16.43 -28.57 15.02 5.95 

       

Left  Middle Occipital Gyrus * -23.51 -82.26 16.73 9.29 

Left  Sub-Gyral * 

-41.62 -56.63 -3.67 9.22 

-35.23 -3.29 32.74 6.18 

-41.85 -1.62 24.64 6.15 

Left  Fusiform Gyrus Brodmann area 19 -36.41 -71.22 -11.13 8.69 

Left  Extra-Nuclear * 
-31.03 -1.06 3.81 7.5 

-29.69 -20.51 11.69 6.35 
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-33.32 -8.61 23.62 5.96 

Left  Putamen * 
-29.48 -7.19 7.64 7.06 

-27.91 -13.33 11.45 6.27 

Left Thalamus * 
-19.23 -24.2 3.16 6.89 

-19.33 -31.72 5.03 5.92 

Left  Precentral Gyrus 

Brodmann area 6 
* 

* 
Brodmann area 4 

* 

-43.69 -0.84 29.64 6.57 

-36.84 -10.93 26.34 6.49 

-27.55 -26.64 59.75 6.36 

-30.92 -21.12 59.03 6.35 

-30.98 -26.59 59.64 5.99 

Left  Culmen * 

-2.09 -52.7 -6.5 6.43 

-1.97 -45.19 -8.37 6.31 

-2.08 -62.7 -10.01 6.11 

-34.36 -50.41 -17 5.96 

-2.21 -61.94 -4.96 5.94 

Left  Postcentral Gyrus Brodmann area 

-49.04 -20.65 30.66 6.34 

-36 -29.02 54.1 6.01 

-34.06 -24.01 46.92 5.99 

Left  Medial Frontal Gyrus Brodmann area 6 -10.07 -9.14 52.16 6.07 

Left  Insula Brodmann area 13 -36.71 -8.25 21.94 5.94 

 

 

Table 27 shows areas of activation in participants with CFS/ME during the recognition phase of the processing task (p 
threshold= .05 FWE corrected; BA= Brodmann's Area). 

Hemisphere Brain Region BA MNI Coordinate (x,y,z) T Value 

Right Sub-Gyral * 

32.09 -72.9 -0.29 9.69 

39.56 -54.2 -0.18 6.71 

26.09 -48.8 41.54 6.01 

20.39 -17 62.47 6.01 

Right Inferior Occipital Gyrus * 
37.68 -76.3 -4.12 9.1 

32.11 -81.9 -4.74 8.89 

Right Transverse Temporal Gyrus Brodmann area 41 
50.6 -25.4 13.53 9.56 

41.35 -23.5 13.56 8.95 

Right Postcentral Gyrus Brodmann area 40 57.99 -23.8 15.62 8.99 

Right Superior Parietal Lobule Brodmann area 7 

22.12 -61.7 58.26 7.98 

27.68 -50.7 61.2 7.61 

24.06 -64.7 50.8 7.59 

Right Precentral Gyrus * 

25.91 -20.9 64 6.75 

26.03 -18.1 55.25 6.34 

33.34 -18.9 62.51 6.23 

Right Declive * 
13.8 -76.7 -19 6.33 

17.48 -75 -17 6.07 

Right Extra-Nuclear * 22.81 -29.2 14.51 6.15 

Right Precuneus Brodmann area 7 24.12 -75.2 42.6 6 

Right Medial Frontal Gyrus * 16.76 -12.7 57.41 5.98 

Right Culmen * 4.43 -50.1 -2.19 5.92 

       

Left  
Left  

Sub-Gyral Brodmann area 13 
-43.7 -61.2 -2.26 10.09 

-43.4 -0.15 -10.9 6.16 

Left  Middle Occipital Gyrus * 
-27.3 -77.6 10.88 9.69 

-38.2 -75.6 -8.93 9.1 

Left  Thalamus * 

-21.5 -24.2 3.42 7.57 

-16.1 -29 13.87 6.36 

-19.7 -31.8 4.53 6.12 

Left  Culmen * 

-2.91 -62.4 -10.7 7.17 

-1.09 -55.3 -6.38 7.04 

-4.81 -46.3 -1.99 5.94 

-10.4 -68.1 -9.56 5.93 

Left  Culmen of Vermis * -1.16 -64.9 -3.7 6.61 

Left  Lentiform Nucleus Putamen -28.9 -15.4 9.54 7.08 

Left  Insula Brodmann area 13 
-29 -21.5 14.36 6.13 

-41.8 -16.8 5.58 6.28 
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-41.9 -8.19 13.6 5.99 

Left  Extra-Nuclear * -30.7 -5.69 6.82 6.51 

Left  Precentral Gyrus * 
-27.8 -20.8 64.9 6.05 

-34.9 -11.5 47.64 5.97 

Left  Medial Frontal Gyrus Brodmann area 6 -3.55 -4.95 56 6 

Left  Superior Temporal Gyrus Brodmann area 22 
-56.6 -16.4 1.77 5.97 

-52.9 -10.8 2.36 5.94 

Left  Lingual Gyrus Brodmann area 18 -12.4 -78.3 -1.55 5.93 

 

 

Table 28 shows areas of activation in the healthy controls during the presentation phase of the processing task (p 
threshold= .05 FWE corrected; BA= Brodmann's Area). 

Hemisphere Brain Region BA MNI Coordinate (x,y,z) T Value 

Right  Inferior Parietal Lobule * 
35.2 -40.72 55.07 9.39 

   9.39 

Right  Sub-Gyral * 

25.94 -15.11 62.74 7.85 

24.75 24.48 23.23 6.51 

28.44 20.73 22.94 6.14 

15.08 -11.45 44.89 6.03 

Right  Precentral Gyrus Brodmann area 4 33.33 -20.74 62.33 7.43 

Right  Transverse Temporal Gyrus Brodmann area 41 
50.62 -28.99 11.4 8.97 

41.37 -25.22 11.6 8.21 

Right  Superior Temporal Gyrus * 
54.47 -13.23 3.94 6.8 

39.53 -37.9 6.76 6.03 

Right Lingual Gyrus * 
6.14 -78.54 0.54 8.27 

15.49 -57.75 -0.93 6.21 

Right Cuneus Brodmann area 17 
17.12 -74.06 11.96 7.86 

22.4 -87.01 28.84 6.13 

Right Cingulate Gyrus Brodmann area 24 15.12 -3.82 43.81 8.1 

Right Inferior Frontal Gyrus * 52.41 3.49 25.31 6.45 

Right Declive * 

8.21 -64.12 -12.47 6.2 

23.01 -67.92 -12.58 6.01 

24.89 -65.89 -14.16 5.99 

Right Culmen * 36.12 -52.21 -19.88 6.06 

Right Thalamus * 11.71 -16.27 17.35 6.06 

Right Extra-Nuclear * 19.13 -10.72 18 6.02 

Right Postcentral Gyrus * 46.48 -28.56 45.6 6.02 

       

Left  Sub-Gyral * 

-34.83 -41.82 30.36 8.85 

-39.95 18.06 14.32 8.19 

-40.09 17.01 25.03 7.96 

-29.26 -69.1 20.66 6.19 

-43.67 -60.65 -7.61 6.04 

Left  Inferior Parietal Lobule * -42.47 -41.66 48.26 8.2 

Left  Supramarginal Gyrus * -40.45 -38.59 35.97 8.15 

Left  Lingual Gyrus * -8.73 -77.13 5.83 8.37 

Left  Superior Temporal Gyrus * 
-53.1 -39.98 12.2 8.19 

-51.1 -16.94 7.21 8.08 

Left  Transverse Temporal Gyrus Brodmann area 41 -40.09 -24.97 12.04 7.66 

Left  Insula Brodmann area 13 -32.53 16.33 12.48 7.45 

Left  Middle Frontal Gyrus * 
-14.71 -7.1 59.21 7.33 

-25.79 -8.73 57.06 7.01 

Left Superior Parietal Lobule * -27.8 -61.07 53.87 6.86 

Left 
Left 

Precuneus * 
-18.52 -68.22 49.75 6.63 

-22.13 -67.5 42.55 6.22 

Left  Parahippocampal Gyrus * -23.33 -59.06 -5.32 6.41 

Left  Precentral Gyrus Brodmann area 6 

-40.27 2.93 34.5 6.39 

-45.98 -5.54 44.41 6.17 

-22.24 -13.52 67.48 6.06 

Left  Inferior Frontal Gyrus Brodmann area 9 -53.11 3.86 25.37 6.37 

Left  Declive * -36.14 -56.09 -16.06 6.32 
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Left  Postcentral Gyrus 
 

Brodmann area 1 

-46.14 -23.18 51.75 6.16 

-53.44 -16.86 45.02 6.08 

-38.86 -33.23 58.13 6.06 

-47.97 -21.14 50.11 6 

Left  Cuneus * -22.03 -85.09 30.08 6.02 

Left  Inferior Frontal Gyrus * -51.27 9.27 27.71 5.99 

 

 
Table 29 shows areas of activation in the healthy controls during the recognition phase of the processing task (p threshold= 

.05 FWE corrected; BA= Brodmann's Area). 

Hemisphere Brain Region BA MNI Coordinate (x,y,z) T Value 

Right  Cingulate Gyrus Brodmann area 24 15.12 -5.69 43.63 6.68 

Right  Culmen * 39.83 -50.4 -19.6 6.06 

Right  Extra-Nuclear * 19.11 -9.03 19.96 6.15 

Right  Inferior Frontal Gyrus * 
54.29 5.52 23.74 6.32 

33.33 -40.9 56.82 9.35 

Right  Lingual Gyrus * 6.14 -78.5 0.54 9.24 

Right  Postcentral Gyrus * 44.56 -16.2 53.94 6.21 

Right  Precentral Gyrus Brodmann area 4 

37.2 -10.4 52.57 6.69 

39.22 -5.46 40.46 6.47 

35.33 -16 52.01 6.05 

Right  Precuneus Brodmann area 7 26.09 -67.1 36.2 6.88 

Right  Sub-Gyral * 
25.94 -15.1 62.74 7.52 

30.16 12.4 31.19 6.73 

Right  Superior Parietal Lobule * 25.88 -59.5 54.93 7.56 

Right  Superior Temporal Gyrus * 54.47 -13.2 3.94 6.79 

Right  Thalamus * 13.56 -18.1 17.2 6.4 

Right  Transverse Temporal Gyrus Brodmann area 41 
50.62 -29 11.4 9.24 

41.37 -25.2 11.6 8.19 

       

Left  Cerebellar Lingual * 0.82 -40.21 -6.72 7.27 

Left  Culmen * -2.89 -54.92 -9.98 6.07 

Left Cuneus * -5.2 -89.37 15.54 8.72 

Left Extra-Nuclear * 
-28.75 18.7 7.36 6.95 

-25.27 -30.46 9.97 6.5 

Left Fusiform Gyrus * -32.57 -78.99 -12.77 6.07 

Left  Inferior Frontal Gyrus * -51.23 4.03 23.61 6.6 

Left  Inferior Parietal Lobule Brodmann area 40 

-42.48 -38.11 50.4 9.58 

-40.5 -40.8 39.36 8.43 

-44.01 -37.52 25.2 6.12 

Left  Insula Brodmann area 13 -40.09 -6.69 17.38 6.39 

Left  Lingual Gyrus * -8.73 -77.13 5.83 9.24 

Left  Medial Frontal Gyrus Brodmann area 6 

-9.15 -3.4 59.65 7.23 

-14.69 -10.65 57.07 6.3 

-14.76 -7.45 62.78 6.86 

Left  Middle Occipital Gyrus * -43.68 -71.65 -10.46 6.31 

Left  Postcentral Gyrus Brodmann area 3 -40.66 -23.73 57.19 6.04 

Left  Precentral Gyrus Brodmann area 6 

-31.32 -8.53 55.19 6.91 

-36.93 -12.57 58.31 6.43 

-22.24 -13.52 67.48 6.11 

Left  Sub-Gyral * 

-40.07 19.05 23.42 8.29 

-41.82 19.76 16.25 7.48 

-23.94 -16.02 54.6 6.43 

-29.2 -63.16 17.62 6.28 

-30.68 25.46 15.18 6.06 

-30.69 29.02 17.32 6.06 

-30.8 -66.83 -2.57 6.02 

-32.61 -68.33 -6.35 6 

-25.65 -42.39 35.86 6 

Left  Superior Temporal Gyrus * 

-53.12 -45.57 11.67 8.29 

-54.95 -38.11 12.35 8.28 

-51.1 -16.94 7.21 8.18 



Chapter 7: Investigating CFS/ME Using a Verbal Working Memory Task: an fMRI Study. 

143 

Left  Supramarginal Gyrus * -36.77 -47.92 35.15 8.14 

Left Thalamus * 

-17.84 -10.18 13.82 6.23 

-16 -13.91 13.5 6.22 

-17.86 -19.49 12.94 6.13 

-14.18 -17.82 14.96 6.06 

 

 

• Verbal Storage  

One sample t-test was carried out to map the BOLD activation of the verbal storage task on the 

brain regions that underlie storage performance in both the presentation and recognition phases, 

VSP and VSR, for each group. Figure 25 shows examples of some brain regions activated in 

the presentation and recognition phases of the storage task mapped on brain anatomy for each 

group. The activations that survived whole-brain family-wise error correction (FWE) at the 

local maxima p<0.05 in t score in the verbal storage task are presented in tables 30 and 31 for 

participants with CFS/ME and tables 32 and 33 for the healthy controls. 

Brain activated regions in the presentation phase of the verbal 

storage task in participants with CFS/ME 

 

Brain activated regions in the presentation phase of the 

verbal storage task in HC 

 

Brain activated regions in the recognition phase of the verbal 

storage task in participants with CFS/ME 

 

Brain activated regions in the recognition phase of the 

verbal storage task in HC 

 

Figure 25 shows brain regions activated during the presentation and recognition phases of the verbal storage task in both 
participants with CFS/ME and the healthy controls. 
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Table 30 shows areas of activation in participants with CFS/ME during the presentation phase of the verbal storage task (p 
threshold= .05 FWE corrected; BA= Brodmann's Area). 

Hemisphere Brain Region BA MNI Coordinate (x,y,z) T Value 

Right * * -25.53 -3.34 6.06 Right 

Right Cingulate Gyrus Brodmann area 24 -3.82 43.81 8.1 Right 

Right Culmen * -52.21 -19.88 6.06 Right 

Right Cuneus Brodmann area 17 
-74.06 11.96 7.86 Right 

-87.01 28.84 6.13 Right 

Right Declive * 

-64.12 -12.47 6.2 Right 

-67.92 -12.58 6.01 Right 

-65.89 -14.16 5.99 Right 

Right Extra-Nuclear * -10.72 18 6.02 Right 

Right Inferior Frontal Gyrus * 3.49 25.31 6.45 Right 

Right Inferior Parietal Lobule * -40.72 55.07 9.39 Right 

Right Lingual Gyrus * 
-78.54 0.54 8.27 Right 

-57.75 -0.93 6.21 Right 

Right Postcentral Gyrus * -28.56 45.6 6.02 Right 

Right Precentral Gyrus Brodmann area 4 -20.74 62.33 7.43 Right 

Right Sub-Gyral * 

-15.11 62.74 7.85 Right 

24.48 23.23 6.51 Right 

20.73 22.94 6.14 Right 

-11.45 44.89 6.03 Right 

Right 

Right 

Superior Temporal Gyrus 

Superior Temporal Gyrus 

* 

* 

-13.23 3.94 6.8 Right 

-37.9 6.76 6.03 Right 

Right Thalamus * -16.27 17.35 6.06 Right 

Right Transverse Temporal Gyrus Brodmann area 41 
-28.99 11.4 8.97 Right 

-25.22 11.6 8.21 Right 

       

Left Declive * -56.09 -16.06 6.32 Left 

Left Sub-Gyral * -41.82 30.36 8.85 Left 

Left Inferior Parietal Lobule * -41.66 48.26 8.2 Left 

Left Supramarginal Gyrus * -38.59 35.97 8.15 Left 

Left Lingual Gyrus * -77.13 5.83 8.37 Left 

Left Superior Temporal Gyrus 
* 

* 

-39.98 12.2 8.19 Left 

-16.94 7.21 8.08 Left 

Left Transverse Temporal Gyrus Brodmann area 41 -24.97 12.04 7.66 Left 

Left Sub-Gyral * 
18.06 14.32 8.19 Left 

17.01 25.03 7.96 Left 

Left Insula Brodmann area 13 16.33 12.48 7.45 Left 

Left Middle Frontal Gyrus * 
-7.1 59.21 7.33 Left 

-8.73 57.06 7.01 Left 

Left Superior Parietal Lobule * -61.07 53.87 6.86 Left 

Left Precuneus * -68.22 49.75 6.63 Left 
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-67.5 42.55 6.22 Left 

Left Parahippocampal Gyrus * -59.06 -5.32 6.41 Left 

Left Precentral Gyrus * 2.93 34.5 6.39 Left 

Left Inferior Frontal Gyrus Brodmann area 9 3.86 25.37 6.37 Left 

Left Sub-Gyral * -69.1 20.66 6.19 Left 

Left Precentral Gyrus * -5.54 44.41 6.17 Left 

Left 

 
Postcentral Gyrus 

* 

Brodmann area 1 

Brodmann area 6 

* 

-23.18 51.75 6.16 Left 

-16.86 45.02 6.08 Left 

-13.52 67.48 6.06 Left 

-33.23 58.13 6.06 Left 

Left Sub-Gyral * -60.65 -7.61 6.04 Left 

Left Cuneus * -85.09 30.08 6.02 Left 

Left Postcentral Gyrus * -21.14 50.11 6 Left 

Left Inferior Frontal Gyrus * 9.27 27.71 5.99 Left 

 

Table 31 shows areas of activation in participants with CFS/ME during the recognition phase of the verbal storage task (p 
threshold= .05 FWE corrected; BA= Brodmann's Area). 

Hemisphere Brain Region BA MNI Coordinate (x,y,z) T Value 

Right Cingulate Gyrus Brodmann area 23 
11.38 -20.57 42.16 6.71 

4.12 -17.63 31.5 6.43 

Right Extra-Nuclear * 30.32 -2.8 13.53 8.79 

Right Inferior Parietal Lobule Brodmann area 40 50.3 -34.98 34.24 8.86 

Right Insula * 
37.89 14.8 6.32 7 

45.32 -3.35 -0.68 5.97 

Right Lentiform Nucleus Putamen 28.65 -14.27 -3.8 8.79 

Right Middle Frontal Gyrus Brodmann area 10 36.05 38.68 12.16 7.05 

Right Paracentral Lobule Brodmann area 31 2.06 -26.46 45.05 7.76 

Right Postcentral Gyrus * 12.86 -45.2 63.27 6.36 

Right Sub-Gyral * 

16.66 -33.52 59.04 7.62 

36.14 37.52 4.84 6.14 

39.57 11.71 18.67 6.03 

Right Superior Parietal Lobule * 24 -41.36 62.02 7.66 

Right Superior Temporal Gyrus * 52.28 -48.68 20.37 6.09 

       

Left Cingulate Gyrus Brodmann area 23 
-8.95 -18.43 40.22 7.02 

-1.47 -23.36 32.67 6.8 

Left Extra-Nuclear -34.4 -18.54 3.74 * 8.43 

Left Inferior Parietal Lobule Brodmann area 40 

-36.75 -31.33 38.52 6.89 

-51.65 -39.23 42.93 6.85 

-49.85 -50.59 43.68 6.14 

-51.66 -53.96 39.73 6.13 

Left Insula Brodmann area 13 -38.2 -19.21 10.82 7.89 
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-37.98 0.64 0.09 6.28 

Left Lentiform Nucleus Putamen -30.76 -15.35 9.51 7.63 

Left Postcentral Gyrus * -25.96 -35.51 61.73 6.96 

Left Sub-Gyral * -27.7 -40.22 52.25 7.42 

Left Superior Temporal Gyrus * -60.46 -37.73 8.69 6.11 

Left Supramarginal Gyrus Brodmann area 40 

-51.53 -40.22 33.83 6.04 

-55.18 -37.99 30.37 6.16 

-57.05 -54.57 26.97 6.12 

-58.85 -52.35 23.55 5.98 

Left Transverse Temporal Gyrus * -34.55 -30.59 11.61 6 

Left Cingulate Gyrus Brodmann area 23 
-8.95 -18.43 40.22 7.02 

-1.47 -23.36 32.67 6.8 

Left Extra-Nuclear * -34.4 -18.54 3.74 8.43 

Left Inferior Parietal Lobule Brodmann area 40 

-36.75 -31.33 38.52 6.89 

-51.65 -39.23 42.93 6.85 

-49.85 -50.59 43.68 6.14 

-51.66 -53.96 39.73 6.13 

Left Insula Brodmann area 13 
-38.2 -19.21 10.82 7.89 

-37.98 0.64 0.09 6.28 

Left Lentiform Nucleus Putamen -30.76 -15.35 9.51 7.63 

Left Postcentral Gyrus * -25.96 -35.51 61.73 6.96 

Left Sub-Gyral * -27.7 -40.22 52.25 7.42 

Left Superior Temporal Gyrus * -60.46 -37.73 8.69 6.11 

Left Supramarginal Gyrus Brodmann area 40 

-51.53 -40.22 33.83 6.04 

-55.18 -37.99 30.37 6.16 

-57.05 -54.57 26.97 6.12 

-58.85 -52.35 23.55 5.98 

Left Transverse Temporal Gyrus * -34.55 -30.59 11.61 6 

 
Table 32 shows areas of activation in the healthy controls during the presentation phase of the verbal storage task (p 

threshold= .05 FWE corrected; BA= Brodmann's Area). 

Hemisphere Brain Region BA MNI Coordinate (x,y,z) T Value 

Right Cuneus Brodmann area 19 

11.42 -84.22 19.91 8.08 

17.06 -78.13 15.18 7.63 

16.79 -81.91 34.64 6.05 

       

Left Cuneus * -3.34 -83.79 16.1 8.24 

Left Superior Parietal Lobule Brodmann area 7 -20.44 -66.87 55.25 6.53 

Left Precentral Gyrus Brodmann area 4 -42.43 -10.33 54.83 6.47 

Table 33 shows areas of activation in the healthy controls during the recognition phase of the verbal storage task (p 
threshold= .05 FWE corrected; BA= Brodmann's Area). 

Hemisphere Brain Region BA MNI Coordinate (x,y,z) T Value 

Right Inferior Parietal Lobule * 48.58 -28.51 25.82 7.28 
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46.37 -51.26 47.05 6.1 

Right Insula Brodmann area 13 48.69 -24.09 19.03 6.3 

       

Left Postcentral Gyrus Brodmann area 2 -46.02 -27.73 40.51 6.5 

Left Inferior Parietal Lobule Brodmann area 40 

-51.67 -30.26 47.38 6.42 

-56.95 -31.87 25.52 6.2 

-47.65 -31.57 22.1 6.18 

 

• Complex Verbal Storage Task 

One sample t-test was carried out to map the BOLD activation of the complex task on the brain 

regions that underlie complex task performance in both the presentation and recognition 

phases, CVP and CVR, for each group. Figure 26 shows examples of some brain regions 

activated in the presentation and recognition phases of the complex task mapped on brain 

anatomy for each group. The activations that survived whole-brain family-wise error correction 

(FWE) at the local maxima p<0.05 in t score in the complex task are presented in tables 34 and 

35 for participants with CFS/ME and tables 36 and 37 for the healthy controls. 

Figure 26 shows brain regions activated during the presentation and recognition phases of the complex task in both 
participants with CFS/ME and the healthy controls.  

Brain activated regions in the presentation phase of the complex 

task in participants with CFS/ME 

 

Brain activated regions in the presentation phase of the 

complex task in HC 

Brain activated regions in the recognition phase of the complex 

task in participants with CFS/ME 

 

Brain activated regions in the recognition phase of the 

complex task in HC 
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Table 34 shows areas of activation in participants with CFS/ME during the presentation phase of the complex verbal 
storage task (p threshold= .05 FWE corrected; BA= Brodmanns Area). 

 

Table 35 shows areas of activation in participants with CFS/ME during the recognition phase of the complex verbal storage 
task (p threshold= .05 FWE corrected; BA= Brodmanns Area). 

 

Table 36 shows areas of activation in the healthy controls during the presentation phase of the complex verbal storage task 
(p threshold= .05 FWE corrected; BA= Brodmanns Area). 

Hemisphere Brain Region BA MNI Coordinate (x,y,z) T Value 

Left Medial Frontal Gyrus * -9 1 49 6.37 

Left Inferior Frontal Gyrus * -38 7 31 6.35 

Left Superior Parietal Lobule Brodmann area 7 -33 -47 50 6.28 

Left Inferior Parietal Lobule Brodmann area 40 -41 -47 50 5.91 

 

Table 37 shows areas of activation in the healthy controls during the recognition phase of the complex verbal storage task (p 
threshold= .05 FWE corrected; BA= Brodmanns Area). 

Hemisphere Brain Region BA MNI Coordinate (x,y,z) T Value 

Right Medial Frontal Gyrus Brodmann area 9 4 33 33 7.27 

Right Cingulate Gyrus * 8 30 27 6.85 

Right Sub-Gyral * 41 -47 2 6.34 

Right Insula Brodmann area 13 
32 -7 19 6.29 

30 -18 19 6.27 

Right Extra-Nuclear * 27 -3 15 6.21 

 

7.4.4 Correlations Between Activated Brain Regions and the Tasks’ Accuracy and 

Reaction Times 

• Correlation between activated brain regions in the processing task and reaction 

time and accuracy 

There were no correlations found between activated brain regions and reaction time or accuracy 

in the processing task.  

• Correlation between activated brain regions in the verbal storage task and 

reaction time and accuracy 

Positive and negative correlations were found in the CFS/ME group between activated brain 

regions and accuracy during the verbal storage task (see tables 38 and 39). Only a positive 

correlation was found between the activated brain regions and accuracy in the healthy controls 

group (see table 40). No correlation was found between the activated brain regions and reaction 

time in the presentation phase of the verbal storage task in either group.  

Hemisphere Brain Region BA MNI Coordinate (x,y,z) T Value 

Left Superior Parietal Lobule * -22 -71 47 6.4 

Hemisphere Brain Region BA MNI Coordinate (x,y,z) T Value 

Right Medial Frontal Gyrus Brodmann area 8 11 30 41 5.97 
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Table 38 shows the activated brain regions that are positively correlated with accuracy during the verbal storage task in 
participants with CFS/ME. 

Hemisphere Brain Region BA MNI Coordinate (x,y,z) T Value 

Left Uvula * -12 -95 -25 11.62 

Left Fusiform Gyrus Brodmann area 20 
-47 -33 -25 8.83 

-64 -48 -23 6.1 

 
 

Left 

 
 

Inferior Temporal Gyrus 

 

 

Brodmann area 20 

60 -60 -13 7.98 

-60 -27 -28 6.85 

-32 -11 -37 6.26 

-49 -2 -35 6.22 

 
Table 39 shows the activated brain regions that are negatively correlated with accuracy during the verbal storage task in 

participants with CFS/ME. 

Hemisphere Brain Region BA MNI Coordinate (x,y,z) T Value 

Right Inferior Occipital Gyrus Brodmann area 18 
40 -92 -21 9.46 

40 -88 -14 7.94 

Right Declive * 51 -67 -22 8.63 

         

Left Pyramis * -34 -86 -33 6.54 

 

Table 40 shows the activated brain regions that are positively correlated with accuracy during the verbal storage task in the 
healthy controls. 

Hemisphere Brain Region BA MNI Coordinate (x,y,z) T Value 

 

Left 

 

Superior Temporal Gyrus 

 

Brodmann area 42 

-66 -31 13 7.85 

-58 5 -3 6.11 

-56 9 -5 6.1 

 

• Correlation between activated brain regions in the complex verbal storage task 

and reaction time and accuracy 

Positive and negative correlations were found in the CFS/ME group (in the presentation phase 

of the complex task) and the healthy controls groups (in the recognition phase of the complex 

task) between activated brain region and accuracy during the complex task (see tables 41, 42, 

43 and 44). No correlation was found between the activated brain regions and reaction time in 

the complex task. 

Table 41 shows the activated brain regions that are positively correlated with accuracy during the presentation phase of the 

complex task in participants with CFS/ME. 

Hemisphere Brain Region BA MNI Coordinate (x,y,z) T Value 

Right Superior Frontal Gyrus * 22 52 -12 24.56 

Right Medial Frontal Gyrus Brodmann area 9&11 
4 56 47 14.03 

27 50 -12 6.04 

       

Left Pyramis * -34 -86 -33 23.9 

 

Left 
Medial Frontal Gyrus Brodmann area 9 &10 

-2 61 28 25 

-41 51 13 24.6 

-1 61 35 24.6 

-1 60 40 24.6 

Left Inferior Frontal Gyrus Brodmann area 9 & 46 
-60 13 38 24.7 

-54 35 10 24.6 

Left Precentral Gyrus Brodmann area 1 
-64 5 23 24.6 

-66 -19 31 16.3 

Left Superior Temporal Gyrus Brodmann area 22 -67 -36 14 10.5 
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Left Superior Frontal Gyrus Brodmann area 9 -12 50 23 6.58 

Left Middle Temporal Gyrus Brodmann area 21 -56 7 -12 6.27 

 
Table 42 shows the activated brain regions that are negatively correlated with accuracy during the presentation phase of the 

complex task in participants with CFS/ME. 

Hemisphere Brain Region BA MNI Coordinate (x,y,z) T Value 

Right Superior Frontal Gyrus Brodmann area 10 21 59 35 18.6 

Right Middle Frontal Gyrus Brodmann area 46 25 53 40 6.7 

       

Left Middle Frontal Gyrus Brodmann area 46 

-53 34 26 24.72 

-47 48 15 24.56 

-51 40 16 24.56 

-44 49 23 24.56 

Left Precentral Gyrus Brodmann area 6 
-64 -6 33 24.52 

-64 -10 36 24.52 

 
Table 43 shows the activated brain regions that are positively correlated with accuracy during the recognition phase of the 

complex task in the healthy controls. 

Hemisphere Brain Region BA MNI Coordinate (x,y,z) T Value 

Right Superior Frontal Gyrus Brodmann area 10 6 59 -9 9.23 

       

Left Middle Frontal Gyrus * -25 30 -17 8.56 

Left Superior Temporal Gyrus * -25 12 -26 6.32 

 
Table 44 shows the activated brain regions that are negatively correlated with accuracy during the recognition phase of the 

complex task in the healthy controls. 

Hemisphere Brain Region BA MNI Coordinate (x,y,z) T Value 

Right Inferior Frontal Gyrus Brodmann area 47 

34 24 -14 9.11 

32 30 -14 8.6 

43 21 -9 7.18 

38 31 -12 6.34 

Right Medial Frontal Gyrus * 
12 54 -10 7.72 

40 46 -6 6.08 

       

Left Inferior Frontal Gyrus Brodmann area 47 
-26 19 -21 8.63 

-43 20 -14 8.36 

Left Middle Temporal Gyrus Brodmann area 21 
-54 7 -26 7.64 

-56 6 -19 7.01 

 

7.5 Discussion 

In order to investigate functional brain differences between participants with CFS/ME and the 

healthy controls, the Bayliss et al. (2003) task [33] was used with fMRI to measure brain 

activity differences that would enable us to see differences even if there were no task 

performance differences. The Bayliss et al. (2003) task was used to fractionate the working 

memory components and investigate processing and storage, separately and combined. The 

main finding in this study is the presence of significant behavioural differences between 

participants with CFS/ME and the healthy controls in their performance in the complex task 

only. Participants with CFS/ME were slower in the reaction time in the verbal storage 

recognition phase, the complex verbal presentation phase, and the complex verbal recognition 

phase. In addition, there were significant positive correlations between CFQ and RT in all tasks 

and a significant negative correlation between CFQ and accuracy in the complex task.  
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There were no significant differences in brain activation patterns between the groups when 

tested directly with two-sample t-test. However, positive and negative correlations were found 

in the CFS/ME group in the complex task (presentation phase) and the healthy controls groups 

in the complex task (recognition phase) between activated brain regions and accuracy during 

the task. Positive and negative correlations were found in the CFS/ME group between activated 

brain regions and accuracy during the verbal storage task, where the only positive correlation 

was found in the healthy controls group. The direct correlations between activity and task 

performance are important, as they provide greater evidence that these regions are involved in 

task performance. These results show that participants with CFS/ME were slower than the 

healthy controls, which is supported by previous behavioural studies [444-449]. Although the 

performance is different between the groups, they still use the same working memory neural 

network to perform the task as significant brain activation differences were not found between 

the two groups. This suggests functional networks for tasks performance may not be 

neurologically compromised in the CFS/ME group. However, there were significant positive 

correlations between the fatigue scores and reaction time in all tasks, which show evidence that 

participants with CFS/ME take a longer time due to fatigue.  

 

Previous fMRI studies in CFS/ME showed that when participants with CFS/ME were fatigued, 

their brains tend to recruit additional brain regions and consume a substantial amount of 

attentional resources in order to perform at the same level as the healthy controls [109, 159]. 

Caseras et al. (2006) suggested that patients with CFS/ME find compensatory strategies to 

overcome their underlying cognitive difficulties [109]. Therefore, it would be reasonable to 

speculate that with time, participants with CFS/ME would improve their accuracy and reaction 

time and perform as healthy controls by using the neural compensatory mechanism. This was 

not found in this study, suggesting the previous finding might be due to other confounders 

which are known to have an impact on brain function, such as anxiety, depression, illness 

duration, physical activity and sleep disturbance.  

 

In the previous sMRI chapter (see section 4.4), no anatomical differences were found between 

participants with CFS/ME and the healthy controls using volumetric MR analyses. Therefore, 

these structural findings, alongside the functional brain results reported in this chapter showed 

no differences between the clinical and control groups. These findings might be due to not 

using phenotyping according to appropriate subgroups, such as Hickie et al. (1995) [176] or 
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Williams et al. (2017) [188]. According to Hickie et al. (1995), the five main domains for 

CFS/ME include prolonged fatigue, musculoskeletal pain, impaired neurocognitive function, 

sleep disturbance, and symptoms suggestive of inflammation [176]. Therefore, the impaired 

neurocognitive function phenotype would show greater difficulties with these tasks. It might 

be due to using an easy or short task, as some studies found an association between fatigue and 

lower performance with increased brain activity while performing a high-effort cognitive task 

[132, 158, 159]. Therefore, if a more fatiguing task was used, i.e., a longer one (more than 8 

minutes) or have more than four digits to remember, it may show some significant differences 

between the groups. If the current paradigm was to start with the long resting-state scan, it 

might be enough to induce fatigue as participants were asked to stare at the cross for quite a 

long time (~15 minutes).  

 

In a previous chapter (see section 6.4.3), there was a significant decrease in intrinsic functional 

connectivity of the Salience Network (SN) in participants with CFS/ME compared to the 

healthy controls. The SN plays a key role in many brain functions, including audition, 

deception, interception, pain, classical conditioning [399, 400] as well as linking cognition and 

emotion/ interoception [401, 402]. It also influences the performance of other networks, such 

as the DMN and frontoparietal networks (FPN), by mediating between these networks and the 

executive control network to guide appropriate responses [403]. Knowing the importance of 

this network and that it is affected in CFS/ME, it might be informative to focus on using more 

demanding tasks that are more dependent on the Salience network.  

 

To our knowledge, this is the first study to investigate working memory in participants with 

CFS/ME and the healthy controls using the Bayliss et al. (2003) task. Several studies have 

investigated working memory in CFS/ME using different tasks such as finger tapping [110, 

170], and auditory monitoring [170], the paced auditory serial addition task [110], and n-back 

[109]. However, this study used a working memory task that engages the processing and 

storage aspects of working memory [33]. It has been argued that the complex span tasks engage 

the processing and storage aspects of working memory, unlike short-term memory tasks such 

as digit span task, which only engages the storage capacity [457]. While previous studies failed 

to find behavioural differences between the groups when they use simple tasks, this study did. 

Performance differences were found between the group in term of accuracy only in the complex 

task when participants needed to engage both processing efficiency and storage capacity. Also, 

participants with CFS/ME were slower than the healthy controls in the storage task as well as 
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the complex span. This highlights the importance of using such a task that combines processing 

and storage capacity. Studies have demonstrated that such a task may be a better measure of 

general ability and predictors of performance on a range of complex cognitive activities [458-

460]. Also, this task shows that domain-specific storage has a significant contribution to the 

performance of CFS/ME on the complex span task.  

 

Frontoparietal regions are important in working memory and been highlighted in previous 

studies in adults and adolescents[461-463]. In all tasks for both groups, the left superior parietal 

gyrus and the right medial frontal gyrus were activated. The superior parietal gyrus is known 

to have a close link with the occipital lobe and implicated in many aspects of cognition, such 

as representing and manipulating objects, parts of visuospatial perception, and attention [464]. 

The medial frontal gyrus is recognised to be associated with high-level executive functions and 

decision-related processes [465]. Activation of these brain regions is expected as the tasks used 

need visuospatial perception and attention. The superior parietal gyrus and right medial frontal 

gyrus were also activated in CFS/ME studies during processing task in adults [343] and 

attentional task in adolescents [159]. The left supramarginal gyrus is a region known to be 

important for phonological store [466]. In the verbal storage and complex tasks, there was no 

activation in the left supramarginal gyrus. However, activation in the left inferior parietal 

lobule was found, which supports the Buchsbaum and D'Esposito (2008) theory [467]. They 

hypothesised that the phonological store is associated with many brain regions that underlie 

neural processes and do not correspond to a specific functional brain region [467]. Regarding 

the Baddeley working memory model, the inferior parietal lobule has a contribution in holding 

retrieved information in a way that makes it accessible for the decision-making processes [468]. 

It also supports the output buffer hypothesis that assumes the inferior parietal lobule has a role 

in helping the hold of the qualitative content of retrieved information (such as mental images) 

[469].  

 

In the healthy controls, results show that there were four brain regions activated during all tasks 

(the middle frontal gyrus, superior and inferior parietal lobule and insula). The middle frontal 

gyrus activation has been shown to be involved in the active maintenance of stimuli during 

memory tasks [100, 470, 471]. Cowan et al. (2011) showed that the activation in the inferior 

parietal lobule represents domain-general, and it is load-dependent [472]. The 

parahippocampus activation in the processing task, not seen in the storage, has been linked to 

the processing component of working memory [473]. It has been linked with successfully 
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retrieving memories [474], which is supported by finding high behavioural accuracy suggesting 

that they were able to retrieve the encoded stimuli successfully. Recently, the thalamus has 

been suggested to mediate between attention and memory systems [475, 476] and its activation 

in the processing task show evidence that attention network is important within working 

memory. Therefore, it highlights the importance of attentional networks to accurately encode 

information that was not required for storing information. In addition, salience network 

differences were found between the groups (see section 6.4.3), which adds to this finding as 

the salience network is responsible for detecting and filtering salient stimuli [398]. The limited 

capacity of the short-term memory has probably influenced the accuracy rate in participants 

with CFS/ME during the recognition phase of the complex task. The complex task required the 

participants to memorise a series of numbers while responding to the stimulus that needed 

processing. As this has not been shown in the processing task and the presentation phase of the 

complex task, it might mean that the limited capacity of the short-term memory has no effect 

on the processing task in working memory for participants with CFS/ME. Therefore, these 

together illustrate that there were two separate neural regions of working memory that underlie 

processing and storage components. 

7.6  Conclusion  

Findings in this chapter have provided evidence in the presence of significant behavioural 

differences between participants with CFS/ME and the healthy controls as they were slower 

and less accurate. Moreover, it provides evidence that participants with CFS/ME still use the 

same working memory neural network to perform the task, which suggests that their brain may 

not be neurologically compromised. Fatigue is potentially responsible for poor performance, 

given evidence form the correlation between the performance and fatigue scores.   
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8 Chapter 8: General discussion 

8.1  Short Introduction  

Persistent and continuous fatigue is the main characteristic that describes the complex illness 

that is known as CFS/ME. Fatigue, in this illness, lasts for months, depending on the criteria 

used for diagnosis [1]. Scientists around the world have attempted to investigate CFS/ME to 

understand its aetiology and pathophysiology (see section 3.5.3. and 3.5.4.). CFS/ME 

prevalence is 0.76% (95% CI 0.23% to 1.29%); it represents a considerable health burden both 

financially and societally. It has been reported that >94% of adults’ cases suffer from cognitive 

dysfunction as their most common symptom [144]. Fatigue has an impact on the CFS/ME 

patients’ lifestyle as well as employment status since over 50% of adults are unemployed [145]. 

CFS/ME has many diagnostic criteria developed to aid in clinics and research. Each criterion 

has a defined period of the presence of fatigue and other secondary symptoms [1, 5-7] (see 

section 1.3.1). CFS/ME has many confounders such as length of illness, symptom severity, 

pain, physical activity, anxiety, depression and sleep disturbance which can have an effect on 

the brain morphometry and function. The illness duration is an important factor as individuals 

with CFS/ME often suffer from this illness for a long time before they get diagnosed with 

CFS/ME. Length of illness has been linked with CFS/ME symptoms and disability. This link 

implies that early stages might be different from later stages and suggests that individuals with 

longer illness duration have significantly higher specific cognitive difficulties [361] that are 

greater in severity [362]. It has been reported that the median length of illness for individuals 

with CFS/ME in the UK is three and a half years [145] which is almost similar to what this 

study had (median =3.2 years). This was reported for individuals with CFS/ME who were 

employed at the time of the study, whereas it is four years among others who ceased working 

[145]. The average length of illness, according to Nisenbaum et al. (2000), is 7 years [342]; 

however, the mean illness duration in this thesis was 6.04 years.  

 

In Chapter 3 (see section 3.1), a systematic review was conducted, examining all structural and 

functional MRI studies, and found that it would be sensible to investigate CFS/ME using MRI 

and its applications to look for neural biomarkers of CSF/ME. From the systematic review, 

structural MRI studies gave inconsistent findings, potentially due to different methodologies 

used [477]. Some studies found differences between CFS/ME [149-153], while others found 

no differences between the groups [141-143]. Also, it seemed important to use an automated 

method to analyse the data as these methods were superior due to their ability to link symptoms 
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to regional structural differences. The importance of voxel-based analysis is that it allows for 

thorough measurement of differences throughout the entire brain by registering every brain to 

a template. Then, smoothing brain images so that each voxel is a representation of the average 

of itself and its neighbours. Lastly, each produced image value is then compared across brains 

at every voxel [478]. Therefore, this thesis proposed to use Voxel-Based Morphometry (VBM) 

analysis to analyse the structural data from CSF/ME patients. 

 

Studies identified in the systematic review (see section 3.5.3.) proposed that the non-motor 

function of the basal ganglia in CFS/ME might have an implication in central fatigue [129, 

131]. Moreover, basal ganglia have been linked to fatigue in other studies implicating that it 

has a significant role in prolonged central fatigue [125, 127, 130]. Therefore, investigation of 

structural differences as well as functional connectivity in brain networks and basal ganglia 

was performed. Also, knowing that >94% of adults’ with CFS/ME have cognitive dysfunction, 

which affects their daily functioning, it was essential to develop a reliable and objective 

measure of cognitive fatigue so it would be possible to relate cognitive function with imaging. 

Cognitive fatigue can be assessed and measured with reaction time using cognitive tasks such 

as Bayliss et al. (2003) [33]. From previous studies, the task chosen, as well as its level of 

difficulty, plays a key role in the findings. A recent meta-analysis on fMRI studies that 

examined traumatic brain injury patients showed that the main reason behind the discrepancy 

in activation patterns among studies is attributable to task classification. Also, they reported 

that hypoactivation could be more prominent in discrete memory tasks, while hyperactivation 

could be associated with continuous memory tasks [193].  

 

In CFS/ME fMRI studies, a wide variety of tasks had been used to assess differences between 

participants with CFS/ME and healthy controls. While some studies reported significant 

differences, others failed to report differences and suggested that the tasks were potentially too 

difficult for the CFS/ME participant to engage. Generally, rs-fMRI studies showed decreased 

functional connectivity in various brain regions and networks [129, 131, 154-157, 163, 167, 

170]. Tasked-based fMRI studies showed that in more challenging tasks, participants with 

CFS/ME exhibit widespread increased activation in task-related regions when compared to 

healthy controls [108-110, 159, 162, 170]. The systematic review found that task difficulty, up 

to a point, has an impact on brain activation and helped to find differences between the groups. 

Therefore, the Bayliss et al. (2003) task was chosen to allow the investigation of processing 
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and storage components of working memory separately and combined [33]. A relatively easy 

span of Bayliss et al. (2003) was used to prevent further fatigue to participants with CFS/ME.  

8.2 Thesis Findings  

8.2.1 Structural Differences in CFS/ME 

The structural morphometry analysis (see section 4.4) showed no statistically significant 

differences between the patients and controls in global and regional brain volume. Previous 

studies were inconsistent and found differences in both grey matter volume and white matter 

volume, ventricular enlargement, white matter hyper-intensities, lesions and cortical 

thickening [149-153], while others found no differences between the groups [141-143]. 

Therefore, this illness might be only functional, or another structural imaging technique might 

be used to evaluate the structural differences.  

 

Diffusion Tensor Imaging (DTI) is a technique used to evaluate the integrity of major white 

matter fibre tracts and might be useful in this illness in showing differences between the groups. 

Knowing that this study only investigated the brain volume, future studies might explore 

structural differences by mapping the diffusion process of water molecules in brain tissue using 

the DTI technique. Investigating cortical thickness might show differences as seen in the only 

DTI study by Zeineh et al. (2015) [283]. They found that the fractional anisotropy in the 

anterior right arcuate fasciculus was higher in participants with CFS/ME compared to healthy 

controls. Therefore, it might be important to investigate structural differences in this illness 

using different imaging and analysis techniques. Confounders in this illness, such as illness 

duration, participants with different symptom severity, pain, physical activity, anxiety, 

depression and sleep disturbance, might affect the results as these are known to have an impact 

on brain volume [207, 286, 359, 360]. From the systematic review, only two fMRI studies out 

of the 16 and seven studies out of the 19 sMRI studies reported their participants’ illness 

duration. Only one study matched their participants' sleep pattern [139], which is known to 

have a strong association with BOLD signal measured by fMRI, as well as grey matter and 

white matter volumes [205-208]. This thesis attempted to address some of these confounders 

such as excluding participants with anxiety and depression using the hospital anxiety and 

depression scale. Other questionnaires were used to describe other confounders. The level of 

pain was described using the visual analogue pain rating scale as well as life quality using the 

SF-36, health outcome using the EQ-5D and sleep pattern using the Epworth sleepiness scale. 
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However, this thesis did not match for pain, activity, health outcome or sleep pattern as the 

exclusion criteria for healthy controls would be too long. Therefore, researchers in the future 

might apply a stratifying by symptoms technique in this illness to enable the comparison with 

other studies (or healthy controls) and illustrate the impact of these symptoms in this complex 

illness.  

8.2.2 Impact of fatigue on cognition 

While a healthy population can overcome the effect of increased fatigue through strategies such 

as learning and practise [479, 480], CFS/ME population, which already suffer from persistent 

fatigue, may not be able to compensate to the same extent. Measuring the accuracy and reaction 

time while performing the working memory task showed that the CFS/ME participants were 

slower and less accurate with increasing task difficulty. This finding suggests that the acutely 

induced fatigue due to the task might interrupt cognition in the CFS/ME population. This 

finding is supported by previous studies that linked lower performance to fatigue [132, 158, 

159]. Fatigue scores were positively correlated with the reaction time in all tasks and negatively 

correlated with accuracy only in the complex task. These results were supported by previous 

studies as participants with CFS/ME were slower and less accurate [444-449]. Despite the 

behavioural differences, both groups used the same working memory neural network. This 

result might provide some evidence that the brain of this cohort may not be neurologically 

compromised. Using the same network showed no evidence of the compensatory mechanism 

of additional brain regions or increase activity with increased energy cost as well as no evidence 

of reorganisation. Fatigue might potentially be responsible for the poor performance giving 

evidence from the correlations between performance and fatigue score in participants with 

CFS/ME. 

8.2.3 Fatigue and the Basal Ganglia 

The investigation of basal ganglia using rs-fMRI revealed no significant differences in global 

nor local basal ganglia connectivity between participants with CFS/ME and healthy controls. 

This might show some evidence that the global and local functional connectivity of the basal 

ganglia is not compromised in CFS/ME. In a recent study, Shan et al. (2018) used the Stroop 

task and found no differences in functional connectivity between the groups [167]. From the 

systematic review, there were only five resting-state studies that investigated this illness using 

rs-fMRI. Two of those studies were in adolescents [131, 377], and one was only on female 

participants [155]. None of those studies controlled for sleep or physical activity and none of 

the adult’s studies reported their participants' length of illness [155, 167, 169]. These 
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inconsistencies made it difficult to compare our findings giving the limited information 

presented in these studies.  

8.2.4 Impact of Fatigue on Brain Networks 

The current thesis was able to find a significant decrease in intrinsic functional connectivity of 

the salience network in CFS/ME compared to healthy controls, which was negatively 

correlated to the Chalder fatigue questionnaire. A decreased FC was found between the BG to 

the sensorimotor network (SMN) and between the SN to the basal ganglia in CFS/ME 

compared to healthy controls. Since SMN is known to be corresponding to action and all of 

our bodily sensations [402], and knowing that patients with CFS/ME suffer from physical 

impairment as well as cognitive function impairment, it can be argued that the FC patterns 

either within or between these networks may be impaired in CFS/ME [169, 425]. It might worth 

noting that with time, the SN alteration might affect the BG function leading to severe fatigue. 

This thesis found a negative correlation between SN and CFQ. This implies that less fatigue 

means better network connectivity which then means whenever their fatigue increases, the SN 

functional connectivity decreases, resulting in a disruption in the cognitively important 

information. However, future research is necessary to understand the altered relationship of the 

SN and if this has long term consequences for basal ganglia function. This is supported by 

previous rs-fMRI studies where they found a decrease in SN when fatigue increases, suggesting 

that more fatigue means altered connectivity [154, 168]. Also, the alteration in the SN has been 

reported in previous studies [154, 157, 163], which suggest a strong involvement of SN in the 

pathophysiology of CFS/ME. The SN has a role in connecting brain regions and networks, 

switching between default mode network and central executive network [191], and detection 

and integration of salient sensory information [189, 391]. Any interference in its role may cause 

a disruption in the cognitively important information [192]. This interference or immature 

function may add to the brain energy cost [155, 157, 168, 169, 192], which may explain the 

fatigue as well as some other symptoms such as impaired memory [368, 416]. Furthermore, 

the SN may influence the working connectivity of other networks, such as the default mode 

and the frontoparietal networks (DMN and FPN) [403]. The negative correlations found 

between SN and CFQ implies that less fatigue means better network connectivity which is 

supported by previous studies [154, 168]. Resting-state fMRI was also used to investigate other 

brains neural networks in CFS/ME and compare them to healthy controls. A positive 

correlation was found between CFQ and DMN in healthy controls only. This is supported by 

the Eichele et al. (2008) work where they suggested that failure in suppressing the DMN during 
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working memory task increases the error rate [427]. Therefore, the authors suggested that, 

when fatigued, it results in increased energy expenditure with no gain [427]. 

Homeostasis is a state of steady internal physical and chemical conditions that are maintained 

by living systems [436]. Recently, Seeley (2019) suggested that the interaction between 

cingulate and insula (the regions of the SN) could form an information processing loop that 

represents and responds to homeostatically relevant stimuli, either the internal or external ones 

[435]. Also, it could imbue these stimuli with emotional weight [435]. SN regions are known 

to be enriched with von Economo neurons (VENs). These neurons are proposed to become 

specialized to support social functioning [481]. Studies have reported that those VENs located 

in the SN were targeted in behavioural variant frontotemporal dementia [482-484], causing a 

slow loss of specialized social-emotional capacities as well as deficits in nociceptive and 

autonomic processing [485]. According to Seeley (2019), SN represents the homeostatic 

system that engages with the task, such as maintaining the relevant task as long as the stimulus 

is presented and orchestrating the switching to a new task set [435]. Studies that had been 

linked to altered connectivity or volume loss in the SN regions are disorders of social-emotional 

function [486, 487]. These studies include behavioural variant frontotemporal dementia, major 

depression, schizophrenia, attention deficit and bipolar disorder [486, 487]. SN has an 

important role in playing a domain-general that can be disrupted and produce different clinical 

manifestations. These manifestations may depend on the anatomical structure targeted, 

physiological details and the involvement of other brain regions [435]. Knowing that CFS/ME 

cohort has SN alteration and given these findings, CFS/ME might be one of these illnesses but 

has different manifestations. Therefore, future research might use this approach and investigate 

this network more and might find a link as seen in the previously mentioned illnesses.  

 

8.3 Limitations 

This illness is complex and heterogeneous and has many confounders which are known to have 

an impact on brain volume and function. These confounders include using different diagnostic 

criteria (see section 3.6.3 and 3.6.4), illness duration, participants with different symptom 

severity, pain, physical activity, anxiety, depression and sleep disturbance which might explain 

differences in findings across studies. This study had controlled for anxiety and depression. 

Confounding was defined as “mixing of effects” [488, 489], which represent a mixture of 

effects between the exposure under investigation with additional factors that eventually distort 

the true relationship [490]. Confounders need to be considered while designing a study to make 
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sure that the effect is actually because of exposure or if there are other alternate explanations. 

The illness duration has been investigated, and results showed that younger patients with less 

illness duration (less than 10 years) had greater vitality compared to the other group with same-

age but longer illness duration [361]. Individuals with CFS/ME with a disease duration of more 

than two years show more fatigue, more significant concentration problems and more 

functional disability [362, 363]. It has been shown that with time, patients find different 

strategies to adapt to their illness [362, 491]. In CFS/ME, brain volume has been found to 

decrease with the increase in the illness duration by a rate of 1% per year including the normal 

rate with (p = 0.01) [135, 147, 288]. In normal situations, brain volume reduces by 5% per 10 

years after the age of 40 [492]. A longitudinal study of brain volume changes in normal ageing 

that used magnetic resonance imaging in both cross-sectional and longitudinal studies 

estimated brain atrophy to be 0.33% every year [493]. Therefore, the decrease in patients with 

CFS/ME brain volume by 1% every year would be reasonable knowing that this patient groups 

lack physical activity and have sleep disturbance.  

 

The lack of functional and structural differences between CFS/ME and healthy controls groups 

in this thesis could potentially be explained by other confounders such as the length of illness, 

physical activity and sleep patterns which are known to have an impact on the brain. There 

were no significant structural or functional differences despite participants had a mean illness 

duration of six years in the structural one and 5.69 years in the functional one. Other studies 

had reported their participants' length of illness, which varied between two and ten years (see 

table 45). The table shows that different illness durations had been reported with different 

findings. Durations such as 6 and 7 years showed no differences [416, 494], where other studies 

using almost the same duration found decreases in the grey and white matters in different brain 

regions [287, 288]. A functional MRI study with an illness duration of 6.3 years showed that 

participants with CFS/ME used the same brain regions as the healthy controls, but there were 

no brain activation differences [160]. Therefore, this might suggest that CFS/ME is a slow 

progressing illness and dysfunctional connectivity patterns might not emerge in the first few 

years or due to the accompanying symptoms. De Lange et al. (2008) found an increase in the 

lateral prefrontal cortex (grey matter volume) after treatment with cognitive behavioural 

therapy [286]. Their result shows evidence of intervention/treatment having a direct benefit on 

the brains of CFS/ME patients. Physical inactivity and sleep disturbance might explain the 

brain volume decrease over time [207, 286, 359, 360] (see section 4.5). In addition, the 

sedentary lifestyle of CFS/ME might also explain the brain volume loss as physical activity in 
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early life can preserve cognition in later life [359, 360] and has been reported to improve the 

brain volume as well as many cognitive functions such as attention, learning, and memory 

[359] (see section 4.5).  Sleep disturbance has been shown to cause white matter microstructure 

changes [365] and been linked with brain abnormalities [365-367] (see section 4.5). Therefore, 

it can be suggested that the earlier the intervention, the better the result as it might reduce 

symptoms and save brain volume and function. 

Table 45 shows MRI studies, CFS/ME illness duration and main findings. 

Authors & 

year 

Illness 

duration 

(in years) 

MRI 
Sample 

size 
Country Main findings 

Tanaka et al. 

(2006)[161] 
2.1 (±1.2) fMRI 6/7 Japan 

Attenuated responsiveness of auditory 

cortices. 

De Lange et 

al. (2004) 

[160] 

6.3 (±4.4) fMRI 16/16 Netherlands 
Participants with CFS/ME were slower and 

used the same neural networks. 

De Lange et 

al. (2008) 

[286] 

5.8 

(±0.79) 
sMRI 22/22 Netherlands 

Participants with CFS/ME had lower grey 

matter volume than healthy control. 

Okada et al. 

(2004) [287] 
5.81 sMRI 16/49 Japan 

Reduced grey-matter volume in the bilateral 

prefrontal cortex 

van der 

Schaaf et al. 

(2016) [494] 

6.01 

(±0.7) 
sMRI 89/26 Netherlands No differences between the groups. 

Barnden et al. 

(2011)[288] 
7.4 (±3.5) 

sMRI 

25/25 Australia 
White matter decreased in midbrain with 

increasing fatigue duration.  

Barnden et al. 

(2016)[416] 
7.4 (±3.5) 

sMRI 
25/25 Australia No differences between the groups.  

Barnden et al. 

(2015)[147] 
7.4 (±3.5) 

sMRI 

25/25 Australia 

Increase T1w signal in the ventrolateral 

thalamus, internal capsule and prefrontal 

white matter. 

Puri et al. 

(2012)[136] 

10.9 

(±1.7) 

 

sMRI 

  

Reduced grey matter volume in the CFS/ME 

group in the occipital lobes (right and left 

occipital poles; left lateral occipital cortex, 

superior division; and left supracalcrine 

cortex), the right angular gyrus and the 

posterior division of the left parahippocampal 

gyrus. 

 

 

It is important to illustrate that MRI studies investigating CFS/ME did not report a number of 

important factors. In term of MRI studies, seven structural MRI studies [135, 136, 147, 286, 
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416, 494, 495] and two fMRI ones [160, 161] had clearly stated their participants' illness 

duration. However, none of these studies had clearly stated how they calculated their 

participants' length of illness. A negative correlation was found between the CFS/ME length 

of illness and the activity of the left putamen [131] and between the length of illness and white 

and grey matter volumes [135, 147, 285, 286, 288]. Therefore, these results show the 

importance of the length of illness and how it may affect the results. Also, not all studies had 

excluded participants with other confounders such as depression, anxiety, nor recorded their 

sleep pattern or physical activity. Knowing that neuroimaging studies are already expensive 

and time-consuming, measuring all these factors will make it even more time-consuming and 

difficult to recruit healthy controls while counting for all these confounders. Therefore, these 

all together would explain the inconsistencies in the previous studies results and reduce our 

ability in comparing our results with theirs. Neuroimaging researchers in the future can apply 

certain strategies such as the use of the views of CFS/ME experts regarding different grouping 

strategies which can steer CFS/ME research in directions that hold promise and eventually help 

clinicians in the optimization of their practices. Therefore, there is a need for a consensus on 

how scientists study this clinical population in the future. This consensus would include well-

designed imaging techniques as well as taking these confounders into account and reporting 

their measures which would help to compare these studies with the future ones. 

One of the major concerns in neuroimaging research is the low power in these studies. It has 

been reported that early neuroimaging studies results may be false due to the low power, and 

the median power in those studies was only 21% [195, 496]. The sample size calculations for 

this thesis showed a need for 55 participants for each group in order to reach 80% of the power 

(see section 2.3.9). Although increasing the sample size is expensive and time-consuming 

[497], Button et al. (2013) suggested that using small sample sizes would affect the results by 

reducing the likelihood of detecting true results as well as increasing the likelihood of false 

positives, which results in inflated positive effect sizes [195]. However, an argument made by 

Nord et al. (2017) suggests that the power estimates in those neuroimaging studies vary 

significantly across the different subfields [498]. It has been reported that in 2015, the average 

sample size per group was 19 participants [499]. In a recent study, Cremers et al. (2017) made 

a few suggestions to address the low power issue in neurosciences [497]. They suggested using 

less stringent thresholds, which in turn would lead to a large amount of Type I and Type II 

errors. Also, they suggested focusing on a particular region of interest which would be very 

difficult given that the human brain is a complex organisation.  
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In this thesis, although brain regions used in the power calculation were taken from previous 

studies [49, 109, 110, 170, 337], it was impractical to perform a region-specific analysis to 

detect other brain regions that might be involved in CFS/ME due to the heterogeneity nature 

of the disease. It is because the power calculation performed for the fMRI study using 

fMRIpower software package (fmripower.org)(see chapter 2.3.8) revealed that 55 participants, 

per group, were needed to allow for at least 80% power to detect an effect of size .95 s.d. in 

the anterior cingulate cortex, putamen, pallidum, middle frontal gyrus, thalamus, inferior 

parietal gyrus, and .60 in the caudate. These regions were chosen based on the findings from a 

previous study reporting functional differences between the CFS/ME participants and the 

healthy controls in the systematic review [477]. The present study was only able to recruit 42 

CFS/ME participants and 40 healthy controls for the fMRI part over the period of two years 

and a half (see section 7.4.1). From the fMRI chapter (see section 7.4.3), no brain regions 

examined survived the multiple comparisons threshold, which suggests that the power in this 

study might not be adequate to show differences between the groups. Therefore, this study used 

Cohen’s d to emphasise the size of the effect. In addition to presenting the statistical 

significance of the intervention data [334]. It is known that collecting large sample sizes in a 

field such as neuroimaging is very expensive and time-consuming. Therefore, it might be time 

to move towards multicentre or consortia studies that can pool resources. However, this would 

come with its own limitations as it requires significant collaboration as well as checking the 

scanner parameters periodically during the study. Therefore, most collaborations focus on 

anatomical scans as it is hard to ask specific neurocognitive questions.  

 

An alternative solution to find differences between the groups in the present sample size would 

be increasing the signal-to-noise ratio (SNR). As SNR measures the signal to the background 

noise, it relies on the hardware, imaging protocols and acquisition sequences [500]. It can be 

increased using higher magnetic fields such as 7 Tesla. However, it is more expensive and 

needs extra care when setting up the imaging sequences as well as has its own MRI 

contraindications such as participants with metallic implants or claustrophobia. SNR also can 

be improved by acquiring more images; however, this technique has its own limitations. It is 

even more time consuming and more prone for patient movements which eventually reduces 

the SNR, so it needs to be utilised with caution [233].  
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8.4  Future directions 

The use of the Bayliss et al. (2003) paradigm has revealed some interesting results. Although 

the span used in this study was relatively easy, it might worth investigating the effect of fatigue 

by designing studies with the same task but different task’s span. This thesis used four digit-

span and revealed that healthy controls found it easy and their accuracy score in the complex 

task was 93%. On the other hands, participants with CFS/ME had an accuracy of 79%. These 

results justified our use of such an easy span task and raised questions about whether the 

increase or decrease of the task span would make major changes in their accuracy. Would 

increasing the task span to 5 digits would be dramatically difficult for participants with 

CFS/ME, and they would score around the chance limit (50%). Would the increase in the span 

task show significant brain activation differences or lead to patients being unable to perform 

the task?. Another approach that can be used differently from the current one is using the rs-

fMRI sequence before the fMRI one. In the rs-fMRI sequence, participants were asked to stare 

at the fixed cross for about 8 minutes which most of them found difficult and commented on 

that after the scan. Therefore, it could be suggested to start with the structural then the rs-fMRI 

sequences then the tasks to induce fatigue in the patient. Those techniques together would 

enhance the fatigue induced by the paradigm. Also, it might show different functional patterns 

within brain networks, such as the SN, which liaise between other networks as well as its role 

in executive control [403]. Other tasks could be suggested to understand further whether the 

effect of fatigue is specific to working memory or other processes such as attention. Knowing 

that SN, has a significant role in attention, is affected even in the early stages of this illness, 

tasks that focus on attention could be incorporated with varying cognitive load. Also, it might 

be important to increase the task load to see if there is a cut-off point where patients with 

CFS/ME start to feel fatigued and stop performing the task to a high standard. In previous 

studies that used working memory tasks, increased widespread activation with difficult tasks 

were reported [110, 170]. However, another study reported a decrease in brain activation with 

task difficulty [109]. Therefore, after using different tasks, if the fatiguing effect was only seen 

in the memory domain, it may be that the working memory domain has a greater deficit in 

CFS/ME. It would also mean that patients with CFS/ME cannot overcome the effect of fatigue 

to perform WM tasks as healthy controls. However, if the same effect was seen in all higher 

cognitive tasks, it would mean that CFS/ME have a deficit in all domains when task load 

increases.  
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The inability to reach the targeted sample size as well as the complexity and heterogeneity of 

this illness, limited our ability to subgroup our patient sample to different phenotypes [176]. 

Hickie et al. (1995) used symptoms and demographics to define a core group and a smaller 

polysymptomatic subgroup and found five main domains, including prolonged fatigue, 

musculoskeletal pain; impaired neurocognitive function; sleep disturbance; and symptoms 

suggestive of inflammation [176]. These different phenotypes might explain the 

inconsistencies in previous studies, as some found differences between patients with CFS/ME 

and healthy controls [149-153], and others did not  [141-143]. Therefore, if this study had only 

included participants with CFS/ME from the impaired neurocognitive function phenotype, it 

might have shown differences between the groups. Also, this shows the importance of 

investigating patients with CFS/ME who have different phenotypes. It might show different 

results with different phenotypes, which will eventually aid in designing different treatment 

plans for each phenotype.  

 

Addressing confounders as well as subgrouping might aid in understanding this complex 

illness. Confounders such as physical activity, length of illness, symptom severity, pain, 

anxiety, depression and sleep disturbance were linked with brain volume loss [207, 286, 359, 

360]. For instance, the sample in this thesis was biased to participants with CFS/ME who are 

more physically mobile and able to travel, prepared to take part in research and complete a 2-

hour procedure. When the fatigue is less, it might not show any functional connectivity 

differences between the groups as there is no need for extra resources. In this thesis, some of 

the participants with CFS/ME were excluded due to travel difficulties because they suffer from 

comorbidities and being housebound. Therefore, future studies might consider using larger 

sample sizes with different phenotypes to allow for comparison between CFS/ME phenotypes 

and even examining the effect of comorbidities. Given the nature of this illness, it is likely that 

most of the CFS/ME participants recruited in this thesis had less physical disability associated 

with CFS/ME, which make the results from this thesis difficult be extrapolated to those who 

are severely affected. Also, it might worth investigating the other confounders to illustrate their 

effect. Therefore, it might be reasonable to recruit participants with CFS/ME with and without 

these confounders to show the impact of these confounders on this patient group.  

 

Importantly, longitudinal studies with these subgroups and confounders may illustrate the 

effect of length of illness and whether these effects were due to these confounders or from the 

illness itself. Such studies would help in finding when these structural differences start to 
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happen to design different treatment plans. De Lange et al. (2008) designed a longitudinal study 

to investigate the effect of cognitive behaviour therapy (CBT) as a treatment plan [286]. They 

found a decrease in the grey matter volume at the baseline but an increase in the lateral 

prefrontal cortex after a year. The increase was correlated with health status, processing speed 

and physical activity [133]. Also, using longitudinal studies with different subgroups and 

confounders would help in understanding the inconsistency in the longitudinal studies in this 

illness. From the systematic review, there were three longitudinal studies with varying periods 

(6-9 months with CBT, one year and six years) [133, 137, 141]. Shan et al. (2016) found a 

decrease in the white matter after six years, while Perrin et al. (2010) found no differences nor 

abnormalities between baseline and 12 months follow up MRI in CFS/ME compared to 

controls [141]. 

 

Diffusion-Weighted Imaging (DWI) is an advanced structural MRI technique that has been 

developed over the years to provide image contrast of the brain based on differences in the 

magnitude of diffusion of water molecules. DWI is non-invasive and permits the mapping of 

the diffusion process of water molecules in brain tissue. DTI, a special case of DWI, measures 

the restricted diffusion of water in tissue and used as an indirect method to assess the integrity 

of major white matter fibre tracts. This can be achieved by measuring the orientation, location, 

and anisotropy of the white matter tract [501]. It measures the directionality of water diffusion, 

known as fractional anisotropy (FA), which is a reflection of axonal diameter, fibre tract 

complexity and axonal density [502, 503]. The mobility of water diffusion in white matter is 

mainly controlled by the cell membrane and myelin sheaths and influenced by the level of 

myelination and axonal density [503]. So, the reduction in FA can be related to several factors 

such as degradation of both myelin sheaths and axonal membranes [504, 505], defect of the 

myelin with sparing of the axonal fibres [506, 507], or a reduction of the density of the axonal 

fibres [508]. Another term in DTI is the mean diffusivity (MD) which is the water molecules’ 

overall mean-squared displacement restricted by organelles and membranes [509]. It also a 

reflection of cellular density and extracellular volume [510, 511] and related to the volume 

fraction of the interstitial space [511]. These terms together, FA and MD, can tell much about 

the brain’s structure, such as if the low FA and high MD was found in the same brain region, 

it would indicate that higher intracellular or extracellular fluid is associated with less organized 

myelin and/or axonal structure [512]. A calculation can be done to derive the spatial orientation 

of fibres from the eigenvalues from the diffusion tensor. In CFS/ME, only one study employing 

DTI was found. Zeineh et al. (2015) reported an elevated fractional anisotropy (FA) in the right 
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arcuate fasciculus and in the right inferior longitudinal fasciculus was reported in patients with 

CFS/ME when compared to healthy controls which was associated with the increase of severity 

of the CFS/ME [283]. In addition, FA increased in the right anterior arcuate, which was 

suggested to be a reflection of strengthening of short-range fibres or degeneration of crossing 

fibres [283]. Moreover, the increase in FA was related to the severity of the disease [283]. 

Zeineh et al. (2015) suggested that the FA of the right anterior arcuate night be used as CFS/ME 

biomarker [283]. However, this conclusion may be challenged despite its quality since only 

one article was used to make this assumption; therefore, it is recommended that further research 

address this technique in this field. DTI measurements have been used in several studies and 

correlated with structural measurements in healthy controls [513-515]. According to Banerjee 

et al. (2016), to assess white matter microstructural damages, DTI might be the most sensitive 

structural technique as it can show the microstructural changes in brain tissue that appear 

normal in other sequences [516]. There is a large gap in the DTI literature examining CFS/ME, 

and further research is needed in order to increase the reliability and validity of the findings 

and thereby increase our understanding of the disease.  

8.5 Conclusion  

An important factor that has a detrimental effect on cognition is fatigue. A healthy person can 

overcome the impact of fatigue to a certain extent; however, those with CFS/ME, who already 

suffer from persistent fatigue, might not. Therefore, multiple neuroimaging techniques were 

used to investigate CFS/ME. The combination of techniques used in this thesis provided a 

better understanding of what may happen with participants with CFS/ME. The result of this 

thesis and the different methodology used indicates that participants with CFS/ME use the 

same brain regions to perform the memory task as healthy controls. Also, it shows that the 

intrinsic functional connectivity of the SN is disrupted in CFS/ME, even in the absence of 

morphological differences. Knowing the involvement of SN in the pathophysiology of 

CFS/ME and the function of this network in the detection and integration of salient sensory 

information [189, 391], any disruption in this network might disrupt cognitively important 

information [192]. In addition, this disruption or immature function might add to the brain 

energy cost [155, 157, 168, 169, 192], which may explain the fatigue as well as some other 

symptoms such as impaired memory [368, 416]. Also, knowing its function in connecting brain 

regions and networks, switching between default mode network and central executive network 

[191], any disruption may influence the working connectivity of other networks, such as the 

DMN and FPN [403]. Currently, it is important to develop accurate and objective measures of 
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cognitive fatigue, which can explain the neurobiological markers of fatigue in CFS/ME or even 

in other disorders. The development of such a biomarker would fundamentally improve our 

understanding of fatigue. It would have implications for research, in which it would allow us 

to measure the effectiveness of fatigue treatments as well as being able to profile different 

treatment responses. This profiling could then be used in clinics to refer patients who belong 

to a certain profile to the appropriate treatment. 
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