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Abstract

Data science for mental health using social media may allow us to derive digital pheno-
types that present new avenues for our understanding, measurement and treatment of men-
tal health outcomes. The timeliness and scale of these data are significant advantages over
traditional survey methods. However, to ensure new technologies are developed safely and
responsibly we need to use high quality ground truth that ensures that they are as robust
as they can be. In this thesis I explore how population birth cohorts, specifically the Avon
Longitudinal Study of Parents and Children (ALSPAC), could provide this high quality
evidence through social media data linkage programmes. I use interdisciplinary methods
to analyse questionnaires, focus groups and linked Twitter data from the ALSPAC cohort
to understand who the populations are that use social media and how acceptable social
media data linkage is to participants. I then assess the quality of the literature on men-
tal health inference from social media, and go on to use the linked data to see whether
this form of data linkage can provide new information for digital phenotyping for mental
health. Overall, I find that cohort participants are generally accepting of social media data
linkage, and that the linked sample broadly represents the population of people who use
Twitter. Using this linked data I illustrate that population level inference of mental health
outcomes of depression, anxiety and well-being are feasible at a population-level, and that
using data from a well-specified sample allows us to explore model error in more detail.
Future work conducting social media data linkage in other cohort samples is recommended
to allow for comparisons across ages and geographies. The involvement of potential users
in future research is also encouraged. Ultimately, access to higher quality of ground truth
measurement will lead to safer and more reliable technologies.
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Chapter 1

Introduction

This thesis aims to explore what can be learned from the process of linking digital phenotypes from

social media, specifically Twitter, in a UK birth cohort study. It illustrates what we can gain from

data linkage in cohorts with respect to social media use, the understanding of the acceptability of

this form of data linkage for cohort participants, and shows how these data can be used for the

purpose of better understanding mental health.

1.1 Thesis Overview

In this thesis I aim to answer two main questions. The first is whether linking social media data

in a birth cohort is an effective means of developing high-quality datasets for mental health data

science. The second is, given this novel dataset, can we use it to better understand how textual

sentiment is related to mental health and well-being. The two parts of this thesis focus on each of

these questions respectively.

In the first part, ‘Establishing the use of digital phenotypes in ALSPAC’, I illustrate how social me-

dia is already being used in the Avon Longitudinal Study of Parents and Children (ALSPAC) based

on questionnaire data in Chapter 2, present the results of focus groups with the cohort participants

which considers the acceptability of the proposed data linkage in Chapter 3, and then I describe

the results of linking to Twitter in the ALSPAC cohort, with an overview of the data obtained in

the linkage process in Chapter 4.



The second part, ‘Mental health data science using Twitter’ then focuses on conducting mental

health data science with the linked Twitter data from the cohort. First in Chapter 5 I report the

results of a scoping review of current methodologies in the literature for predicting mental health

disorders from Twitter. In Chapter 6 I go on to use the linked Twitter data from ALSPAC to

establish the accuracy of sentiment analysis for inferring changes in mental health.

Since this thesis takes an interdisciplinary approach each chapter has its own unique approach and

methodology. As such, this overall introduction aims to give a broad overview of the field of mental

health data science, and where cohort data linkage sits within it. The specific literature and method-

ology relevant to each chapter will then be presented in each of the empirical chapters.

1.1.1 Chapters

Part A: Establishing the use of digital phenotypes in ALSPAC

Chapter 2: The mental health and well-being profile of social media users

This chapter gives a descriptive overview of social media users in ALSPAC, and asks how the

populations of users of different social media platforms (namely Facebook, Instagram, Twitter,

Snapchat and YouTube) differ in their demographic features, and in their mental health and well-

being. This has implications for understanding whether we can consider social media users to be

representative of the general population in terms of their mental health, and what this might mean

for research conducted using these platforms.

Chapter 3: Participant views on social media and its linkage to longitudinal data

I conducted a qualitative exploration into data from focus groups with the G1 and G0 cohorts

that aimed to explore their views towards linking their social media data to the data already held

about them by the cohort. These focus groups asked which types of data might be more or less

acceptable, and under which conditions participants would consent to them being shared with

other researchers. These findings were used to inform the data collection strategy used for linking

participant Twitter data.

Chapter 4: Twitter data linkage: features of consenting participants and their data

With Twitter data successfully linked in the cohort I give a brief overview of the linkage framework,

and then present data on who agreed to link their data in ALSPAC. This asks what the similarities
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and differences are of those who consented to data linkage, including their mental health profiles

and descriptive features of their Twitter data. I discuss the implications of these findings for the

future use and applications of these data.

Part B: Mental health data science using Twitter

Chapter 5: A review of methodologies for monitoring mental health on Twitter

This chapter presents the results of a review of 165 published papers that attempted to monitor

or detect mental illness from Twitter. It asks what their approach to collecting data was, how

mental illness was defined and the features that were used for modelling. Finally it discusses the

ethical and practical ways forward for the field and presents a series of recommendations for future

research.

Chapter 6: Modelling mental health using linked Twitter data

Using the data described in Chapter 4 I go on to use measures taken in 2020 on depression, anxiety

and general well-being in the ALSPAC cohort to consider how accurate sentiment can be as a

signal of each of these mental health outcomes. I also test the impact of changing the length and

weightings of training data time periods to see if different mental health outcomes are predicted

more effectively with differently specified training data.

1.1.2 Positionality and motivation

It is common, and usually expected, in qualitative research for the researcher to present a position-

ality statement. This statement gives an overview of the researcher’s understanding of themselves

in relation to their topic and their participants in order to frame the position from which they ap-

proached their research [1]. In data science, the relevance of positionality and reflexivity are only

recently beginning to gain traction [2], but especially when examining social phenomena like men-

tal health it is likely that our positionality has an influence on our research questions and processes.

As such I believe it is valuable to be explicit about this by including a brief positionality statement

in my thesis, which also touches on my motivations for completing this research.

By way of introduction, I am a White woman who grew up in Kent, UK from a background best

described as middle class. By heritage I am Irish-Italian, with my mother and paternal grandparents

having moved to England from their respective countries. After studying for an undergraduate
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degree in Mathematics, I went on to train as a social worker. This training involved spending two

years working directly with children and families who were experiencing mental health challenges

in varying contexts of addiction, domestic abuse and trauma. It provided direct experience of how

structural barriers prevent people from receiving mental health care, and the effect this has on their

lives. Partly as a result of my training I am inclined to view mental health disorders as being

socially constructed categorisations of groups of symptoms that are inter-connected and tend to co-

occur, rather than being distinct illnesses that cause a group of symptoms. My mixed technical and

social care background has also given me a great interest in, and enjoyment of, interdisciplinarity

which I hope is evident in this thesis.

In studying the participants of ALSPAC I have at times felt both like an insider and an outsider

in relation to them [3]. I am only a couple of years younger than the participants, meaning that I

experienced similar exposure to the emergence of social media at the same ages as they did, and

that the age of my parents is in the same range as theirs. At times this had made it challenging not

to make assumptions about how questions might have been interpreted, or to assume similarities

with the ways that I know social media is used between myself, my family and my peers. At the

same time, I am a relative outsider to the city of Bristol where the majority of the participants grew

up and many continue to live, which has provided some distance between our experiences.

I was originally motivated to study digital phenotyping for mental health in the knowledge of how

challenging it can be for individuals to see their own mental health declining, and as a means to

support self-management of mental health disorders. As I have spent more time on the topic I

have become additionally motivated by concerns that the development of mental health inference

technologies could do the most harm to those who are most psychologically vulnerable, coupled

with the potential for overstretched statutory systems to put their trust in such technologies, which

may serve to maintain the structural inequalities that cause poor mental health in the first place.

This journey of my perspective on my research topic has left me now highly invested in building

robust evidence that allows us to truly understand what works and for whom, and in finding ways

to communicate this clearly when thinking of applying this research.
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1.1.3 Reproducibility

This thesis is written using RMarkdown (Version 2.11), meaning that the textual content and code

to produce all data-based display items such as tables and graphs are contained within the same

source document. The original source for this thesis is available on the Open Science Framework

(doi: 10.17605/OSF.IO/HYD9G), where the reader may also find other digital supplementary ma-

terials which are signposted from the relevant chapters. Given the original ALSPAC datasets,

which can be requested from ALSPAC, this document is fully reproducible.

1.2 Data science for mental health

Mental health is a global issue. The World Health Organisation (WHO) estimate that approxi-

mately 19% of years lived with disease globally can be attributed to mental health [4]. The mental

illnesses which most represent this burden are depression, anxiety, schizophrenia, and bipolar dis-

order, and suicide is currently the fourth leading cause of death among 15-29 year olds worldwide

[5]. In the United Kingdom (UK) the last Adult Psychiatric Morbidity Survey, which is distributed

every seven years, estimated that 17% of over 16s in the UK were suffering from a mental health

condition, and that nearly half think that they have had a mental health condition at some point in

their lives [6]. It also showed that just over a third of people who self-identified as having a mental

health condition had never been diagnosed by a professional, and that up to 75% of people with a

mental health condition may not get the treatment that they need [6].

This picture of mental health need across the UK population, and across the globe, impresses the

importance of understanding how to best prevent, treat and define mental health. Though the statis-

tics are concerning, there has been admirable progress towards this aim over the past 80 years. The

rapid development of the field of psychiatry in the twentieth century and the introduction of a di-

agnostic system for mental illness has aided the recognition and understanding of mental disorders

[7]. Our subsequent development of therapeutic techniques for treatment, alongside pharmaceu-

ticals, continues [8]. Up until recently, mental health diagnosis has relied on the observation and

interpretation of behaviour by another human, in this case a trained medical professional. As we

have entered the internet age however, we have uncovered new opportunities for understanding

mental health from the explosion of recorded digital data about our health, well-being and daily
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lives, as well as developing the computational power and capabilities for analysing it [9]. This

process of datafication of our lives and health is somewhat cynically of great benefit to commercial

companies for generating profit from our datafied selves, but its benefits can also be harnessed in

the best interests of research into our mental health and well-being.

The sensemaking of this digital data for the benefit of mental health falls under several umbrella

terms. It can be known as mental health data science [8, 10], digital epidemiology [11] or digital

psychiatry [12], which all tend to sit within the broader field of digital health. For simplicity I

will defer to the term mental health data science. The potentials of this emerging field are broad,

and in theory cover any application of data science to any type of mental health related data [10].

This could mean using operational research to optimise treatment queuing systems [8], using deep

learning for the interpretation of neuroimaging data [13], or predicting the best matches between in-

dividuals and medications [14]. Another application of data science to mental health is the passive

sensing of mental health signals using high frequency digital data, such as smartwatches, phones,

and pertinent to this thesis, social media [9]. These sources of personal digital data are known

as digital phenotypes, defined by Torous and colleagues in their seminal work on the topic as the

“moment-by-moment quantification of the individual-level human phenotype in-situ using data

from smartphones and other personal digital devices” [15]. As such, digital phenotypes may be

derived from the language people use, the way they move, metrics related to social connectedness

or the times of day they are active [9].

These data have great potential to be used as a mental health “smoke alarm” [16] that could alert

to concerning changes in an individual’s mental health, and also to capture ‘genuine’ lived experi-

ences rather than those reported to clinicians which can be influenced by impression management

or simply variable recollection [15]. The ability to understand mental health in this way paves

significant new avenues for research, as feedback on longitudinal mental health changes may help

us to better understand the course and onset of mental disorders in ways that are not possible,

or ethical, with traditional research methods [8]. Other attractive incentives for developing these

technologies are their potential to scale and their cost effectiveness for use in clinical care. A

report from the United States (US) Behavioural Workforce Administration in 2020 estimated the

need for mental health treatment in the US alone would require an additional 4 million mental

health professionals, which would mean more than quadrupling the current estimated workforce

6



Chapter 1. Introduction

[10, 17]. Digital methodologies may provide a means to support the provision of mental health

care by more efficiently allocating existing resources based on risk, or more quickly identifying

the best treatment for an individual from a range of options, and so relieve some pressure from

already overstretched services.

As well as making a contribution towards the potentials of personalised medicine, these technolo-

gies have significant applications in population health too. Collation of population-level digital

phenotypes can be used to provide an understanding of how populations are responding to events

such as the COVID-19 pandemic [18], as well as how the impacts may be felt differently over ge-

ographic areas. They have also been explored for use in specific sub populations such as students

[19]. A digital approach to population health monitoring also has the benefit of timeliness, which

traditional surveys do not provide, although this is often at the expense of data which can be noisy

and from a biased sample of internet users [20].

Several key reports and voices in the field have been keen to impress the need for these exciting

opportunities presented by our digital mental health revolution to be tempered with a responsi-

ble approach to innovation, which should comprise an appropriate understanding of the risk that

these technologies pose societally, ethically and practically [9, 21–24]. This is perhaps best put

by the National Institute for Mental Health (NIMH) in their statement that “the promise is en-

ticing, but there are still many unanswered questions about effectiveness, concerns about pri-

vacy, and challenges for regulation of these nascent technologies” [25]. As with many tech-

nological advances, there is a balance to be found between deploying technologies as quickly

as possible in order to allow people to benefit from them, and waiting to deploy anything until

we can be totally satisfied on their stability and safety [21, 22]. Due to the inability of regu-

lation to effectively keep up with the pace of technological development, this balance is largely

left to us as a field to find, guided by developing research and existing laws or regulation sur-

rounding the use of data, human rights and research ethics [21]. We are currently in the pro-

cess of feeling out these acceptable limits in the field of mental health data science, but the na-

ture of digital innovation means that we are essentially laying the tracks in front of the train.

Calls for careful next steps [24] are reinforced by a 2018 review by the National Health Service

(NHS) which estimated that digital mental health prediction will start to be operationalised within

two to five years [26], which brings us to the time of writing. As anticipated, in the commer-
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cial sector mental health prediction is already being researched or applied in technologies that

are part of our day to day lives. Spotify, a music streaming service, has filed a patent to use

mood sensing to enhance personalised music prediction [27]. The fitness watch company Fit-

Bit have recently released an upgrade that tracks stress in people using their smartwatches, and

natural language processing (NLP) technologies for mental health are being developed by digi-

tal counselling providers such as Sondermind (https://www.sondermind.com/) and Ieso

(https://www.iesohealth.com/).

The regulatory environment in particular becomes more challenging when we consider the dis-

tinction between so-called emotion AI [28], which seeks to infer emotional states, and mental

health inference. Whilst emotion and mental health share similar characteristics, and their fields

share similar ethical quandaries [29], mental health inference is specific to classifying what would

be considered mental health disorders, rather than momentary emotional states, so as to find the

boundaries between these and ‘healthy’ functioning. This distinction is important, particularly as

mental illness (as an umbrella term for any combination of mental health disorders) is a protected

characteristic under UK law [30], and in many other countries, whereas emotion inference is not

specifically protected [31]. This means that discrimination on the basis of one’s mental health is

illegal, and so inferring information about this attribute, like other protected characteristics such as

gender, age or ethnicity, must be considered carefully. However, as the boundaries between what

we call emotion and what we call mental health blur, we reach more difficult questions about what

mental health even is. For instance, classifying mood is not the same as classifying a mental health

status, but mental health status may be inferred with relatively high sensitivity from particular pat-

terns of moods if the mood measurements were accurate. This opens up further ethical challenges

in this area, since this information could be among that shared with health insurance companies

without breaching current laws in multiple countries, or perhaps more insidiously used to monitor

employees or school-children, which is currently occurring [32].

Outside of concerns about the capabilities of these technologies for surveillance and insurance risk

prediction, there are also ongoing challenges in the field of AI and machine learning with respect

to the quality and representativeness of training data. We already know that training data collected

from digital technologies or Internet of Things (IoT) devices show similar biases as seen in other

sectors due to inconsistencies in accuracy of readings from wearable devices in those with darker
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skin [33], or divergences from the patterns of English that most of our natural language processing

tools have been designed around [34, 35], or simply differences in patterns of life across hetero-

geneous groups [36].1 We can foresee that these conditions create a perfect storm for algorithmic

bias, through which mental health technologies may become another route for perpetuating sys-

temic inequalities that inevitably arise from these data. This reinforces the importance of high

quality data needed to drive these technologies, so that we have robust evidence of what works,

and for who. This evidence is currently in short supply in digital phenotyping studies, due to the

overabundance of studies focused on small clinical populations, rather than larger epidemiologi-

cal samples [24]. This high quality data is also needed to help to develop NLP-based tools that

can account for individual differences in language use, which is an ongoing challenge in the field

[37]. Similar issues of data quality arise from the use of social media data for population health

purposes. Without a clear understanding of who the population is that is using social media sites,

we cannot yet make decisions using the inferences we are generating from social media when we

do not yet understand how our data might be biased. Without accurate ground truth data we also

cannot know whether differences that are found in textual content, patterns or sentiment actually

relate to changes in the overall mental health of the population, or translate to increased service

demand for health care services.

As well as the understanding of ground truth demographic characteristics of samples, the quality

of ground truth mental health measurement across studies is also of concern. Ground truth refers

to information about a sample that is assumed or known to be true, which is usually the outcome

that a model is being trained to predict in supervised learning tasks, like a particular mental health

disorder [38]. The quality of what is considered to be ground truth in machine learning tasks can

vary, and the term gold standard ground truth may be used to signify ground truth measurements

that are generally agreed to be highly reliable at representing the outcome that is being predicted,

such as validated scales or user self-report [38], though what is considered to be high quality

is likely to be context dependent. A recent systematic review by Kim and colleagues sought to

identify studies that predicted depression from Instagram, Facebook and Twitter, with inclusion

criteria that stipulated that the mental health outcome must have been measured using a validated

scale, they only found 15 studies to review [40], whereas a review with similar criteria but no
1In fact, a review into racial bias in medical devices was announced by the UK Health Secretary in November 2021

https://www.bbc.co.uk/news/uk-59363544
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requirement for the use of validated scales [41] found 40 studies on the same platforms.

In summary, mental health data science is still a relatively new field and one with huge potential to

support the increasing demand for mental health services and support that is being felt across the

world. However, we can also see that the stakes are high in this field; mental health is one of our

most personal human attributes and, as with any research that eventually intends to impact human

lives, we need to ensure we can implement robust technical models along with an awareness of

their societal implications. In order to successfully harness this potential we need to retain a focus

on high-quality measurement in order to develop useful training data and models that we can test

for bias and fairness.

1.3 Social media and mental health

As discussed, one aspect of mental health data science is digital phenotyping. Digital phenotyping

can take many forms, and given the range of digital data available about us from our smart watches,

phones and online lives there are many potential sources of passive sensor data to draw on [9]. This

thesis will concentrate largely on the study of social media data for the purpose of monitoring and

predicting mental health, and so it seems prudent to begin by defining exactly what I mean by

social media and how it can be used to derive digital phenotypes. I then go on to discuss current

research on the relationship between social media use and mental health, before identifying the

current challenges that are facing this field.

1.3.1 Deriving digital phenotypes

Whilst most of us could name several social media sites, it is much more challenging to pin

down the definition of what makes these examples, say Facebook, Instagram or Twitter, social

media sites. Indeed, in the literature social media are defined in multiple ways, which tend

to share themes around user generated content, and allowing people to connect through the

internet [42]. Carr and colleagues [42] reviewed these definitions to offer one of the more

thoughtful definitions available of what characterises a social media site. As well as being specific

about how we define social media sites, the definition covers the facets of social media use that

allow us to understand the reasons that social media has so much value to mental health researchers:
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"Social media are Internet-based channels that allow users to opportunistically in-

teract and selectively self-present, either in real-time or asynchronously, with both

broad and narrow audiences who derive value from user-generated content and the

perception of interaction with others"

Selectively self-present: A means of understanding how people want to be seen by the world, in

the ways they set up their profiles, the ways they talk and the types of content they share.

Real time or asynchronously: The timings with which people use social media give strong indi-

cations of their daily routines, or disruptions to them, which has been repeatedly found to be an

important factor in predicting mental ill health. This can also give clues to sleep routines, which

are strongly related to mental health outcomes.

Broad and narrow audiences: We can consider the online communities that people belong to, and

how these reflect a person’s interests and beliefs. This may also include which subset of people

this person interacts with, how large this group is, to what extent the interactions are reciprocal and

how frequently they interact.

Internet-based: Lastly all this data is collected and stored. This gives us access to all the above

data throughout the history of that person’s interaction with the platform, objectively timestamped

so that we can look at it both longitudinally and in real-time.

There is an attractive opportunity to use the volumes of data produced by individuals on social me-

dia as a low cost, high time frequency and (in theory) non-invasive method of monitoring individual

and population health. This methodology has been widely researched across a number of social

media sites, where there has been some success in identifying a wide range of mental disorders

[40, 41]. However, there are also concerns about the quality of data in this field - most crucially

an imbalance in the availability of digital footprint data versus the accessibility of genuine ground

truth information against which to train models and assess the effectiveness of any algorithms or

methodologies developed [24, 41].

In order to be specific about the role of social media in mental health measurement and monitoring

I will briefly outline four of the mechanisms by which social media can function as a digital pheno-

type, by drawing connections between the features of data measured on social media platforms and
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their links to presentations of mental health disorders. These mechanisms are language, timing,

connectivity and visual content.

Language

The text that people share on social media is one of the main contributions of social media to mental

health inference. Social media is one of the only sources of digital phenotype data that contains

self expression through language [9], outside of voice recording/microphone data. There are two

facets of relevance between the language used by individuals and their mental health. The first is

what people talk about, for instance the events that they recollect or the topics they choose to focus

on; this speaks to the link between someone’s immediate interests and concerns and how they are

feeling. The second is the way in which they talk about these topics, such as the types of words used

to describe them or the sentiment of the text, which is connected more to cognitive processes that

are hypothesised to differ between those with or without current mental health disorders [43]. This

link between language, usually through speech, and mental health appears mostly in the literature

around depression, and has been known and researched long before social media provided a new

avenue for its exploration [44, 45]. However, the availability of written natural language produced

through social media is a unique addition to this area. In the past written language was difficult to

use for statistical analysis since a) it was hand written, and so not easy to process in large volumes

or at speed, and b) aside from letters between friends or diaries, the majority of written information

was in the form of formal letters [46]. As such, social media presents an opportunity to study

language with a huge volume of first-person data that has not been available previously.

The task then is to make sense of this written data, in order to be able to use it with quantitative

methodologies. This is broadly known as Natural Language Processing (NLP). NLP is a wide

field that covers many different approaches to working with textual data, from machine translation

to automatic summarisation. A particularly popular technique when using social media for mental

health analysis is sentiment analysis, which is a means of understanding the overall feeling of a

piece of written text. There have been many algorithms developed for this purpose which range in

complexity [47], but in general they categorise text into, or generate a score that summarises the

level of positivity, negativity or overall valence of a piece of text. Sentiment features have been

found in several studies to be a useful predictive feature in mental health inference algorithms [41],
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although this has more recently been contested [48] and is discussed in more depth in Chapter 6.

Parts-of-speech tagging is another popular a method that is used to identify the grammatical part

of speech that each word in a piece of text matches, such as pronouns, verbs or adjectives [49].

Research into the links between mental health and speech using this technique have found that

increased use of first-person pronouns is associated with, or predicts, depression [50]. Many more

approaches, such as topic modelling or word importance, can also be used to extract meaning from

social media text.

There are obvious challenges to using NLP in the context of social media. Internet language, and

by reflection the slang used by young people, changes rapidly and words can take on whole new

meanings in different contexts [46]. For instance the word “sick” could refer to being unwell, or

as a slang term for something that is very impressive. Additionally, the multi-media format of

social media can mean that text is interpreted differently if it is accompanied by an image, emoji

or GIF; this aligns with similar concerns about computational methods not correctly interpreting

irony [51]. An over reliance on language data also impacts on the ease with which such research

can be applied to non-English text, and also has the potential to systematically misclassify or mis-

represent those who speak English in a form that is not considered typical by NLP systems based

on their training data [34]. Lastly, social media text can be very short, with some platforms like

Twitter limiting users to a certain number of characters for each post. This limits the amount of

information available to make a reliable prediction, compared to a book or letter, and in particu-

lar some sentiment based methods are optimised for use on longer length texts so may perform

differently on social media data [52].

In summary, language has the potential to play an important role in mental health inference, and

there are a variety of language-based methods available for extracting meaning from social media

data. These allow us to make use of the unique presence of language data in social media as a

digital phenotype.

Timing

One of the main benefits of objectively measured data like social media posts is that it is stored

with exact timestamps, usually with the precision of seconds, meaning that we can easily obtain

precise measures of when users are actively posting or interacting on social media sites. This is
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useful for a range of reasons. Firstly, timings of data generation can lead to an understanding of

someone’s patterns of life which indicate typical daily routines [53] and, importantly, the timings of

sleep [54]. Disrupted sleep or insomnia is thought to be causally related to multiple mental health

disorders [55], and is also a risk factor for suicidality [56]. Therefore, changes in sleep patterns

have strong potential to be important early indicators of declining mental health. Timings of post

generation or interactions also allow researchers to access information about the frequency of using

social media [41, 57]. Lastly, because this data is stored and available historically we can use the

precise timings stored to construct longitudinal information about social media use that allows us

to explore how patterns of behaviour have changed over time. This is especially important for the

development of Just-In-Time Adaptive Interventions (JITAI) [58], or research that explores how

use patterns change during poor mental health episodes.

Of course, there are potential limitations to timings too, such as life circumstances that may easily

explain changes or differences in timings of use; someone may do shift work that changes between

days and nights, or may recently have become a new parent. Timings of data generation also do

not allow us to measure the times that someone was online and scrolling a social media site, though

this could be approximated using data such as the times that someone interacts with content on the

site. This so-called passive social media use has been identified as potentially being an important

signal of declining mental health [59].

Using time-based data from social media provides another dimension through which we can un-

derstand social media users and how they change over time, and allows to approach mental health

as a changing and moveable concept rather than a static classification.

Connectivity and interaction

Relationships, communication and willingness or unwillingness to interact with others is another

common theme in the symptoms of mental health disorders [7]. By definition, social media serves a

social purpose and there are several means of assessing social connection online. This may involve

the number of ‘friends’ or connections someone has on the site, how many times they interact

with them and how, and whether they contact specific people directly or broadcast messages to

specific groups. This information about digital social connections can be used as a feature of

prediction algorithms for mental health disorders. For instance, recent research has found that
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mental health can be predicted with modest accuracy from the content generated by the users that

people follow on Twitter [60]. This topic was also the subject of an infamous experiment by

Facebook in 2014 which explored emotional contagion through social media based on the content

that people observed their friends posting [61]. There have also been findings relating to friendships

on Facebook, where the number of friends and the connectivity of the friendship network were

associated with depression [40].

The nature of online connectivity is likely to be highly subjective, and it cannot be assumed that

online relationships reflect somebody’s offline interactions. However it is clear that they can be

used a useful indicator none-the-less, and aligns with the requirement for diagnosis of a mental

health disorder of some impairment in an individual’s social functioning based on their symptoms

[7].

Visual content

Social media generally allows for the sharing of visual context, as well as textual updates. This

could include still images like photographs and graphics, videos and animations or short moving

clips known as GIFs. As well as adding layers of meaning to the textual content they often ac-

company, visual content is the primary communication format of some social media sites such as

Instagram, Snapchat and TikTok. However, visual content is comparatively less well understood

than other forms of data as a digital phenotype [62] despite the fact that studies attempting to use

images to predict mental health have been relatively successful so far. For instance, Reece et al.

[63] employed computer vision techniques to extract the hue, saturation and brightness of images

and found that these could be used to predict depression in young people. It is likely that the

full potential of visual content will be achieved by using it as an input feature alongside the other

features already described such as textual content and other metadata

Visual content is an important part of online communication today, and despite being less well-

understood in mental health inference it has strong potential to represent valuable information that

improves the quality of inference.
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Summary

The features language, timing, connectivity and interaction, and visual content are all useful data-

driven markers of behaviour change, and as alluded to, the best use of them tends to be from using

different types of features together to build a more thorough picture. For instance, combining fea-

tures of images and textual information to provide better context for images [64, 65], or using both

the timing of social media use and text to identify when meaningful changes occur [66, 67].

1.3.2 Perspectives on the relationship between social media and mental health

Having outlined the ways that social media data can give signals of mental health and well-being, I

will now outline the two fairly distinct perspectives that existing research has taken on the relation-

ship between social media and mental health. These different perspectives essentially imply two

causal directions, with one asking how the way people use social media affects their mental health

and well-being, and the other asking how people’s mental health and well-being affects the way

that they use social media. The differences in the approaches taken between these fields in terms

of their purpose, data and methodologies is outlined in Table 1.1. Whilst they are currently oper-

ating as largely separate fields recent research into longitudinal associations between social media

use and mental health indicates that these two causal directions are actually likely to be reciprocal

over time [68], though longitudinal causal research in this area is still in its very early phases [69–

71]. A more detailed review of previous research across these areas is presented in Chapter 2. As

outlined, these two fields do have slightly different purposes. Understanding the way that social

media use affects the mental health and well-being of young people has been of particular interest

given the considerable policy and research interest in recent years regarding the impact that social

media use has on the mental health and well-being of young people [72], with particular focus on

the dose-response relationship between social media use (usually measured by screen time) and

declining mental health. However, more recent research has recognised the likelihood that the way

social media is being used by the individual is likely to be more significant than just time spent

[70].

Although they are currently largely separate, with different venues, methodologies and audiences,

both directions of research have strong potential to inform one another. The relative success so far

of predicting mental health signals from social media data indicates that those experiencing mental
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Table 1.1: The differing purposes, data and methodologies used by the two alter-
native approaches to studying the relationship between social media and mental
health.

How does the way that people use
social media affect their mental
health and well-being?

How does people’s mental health
and well-being affect the way that
they use social media?

Purpose Improving guidance for safe social
media use, improving controls on
social media companies.

Improving early detection of
mental disorders, improving
understanding of the longitudinal
development and changes to
individual and population mental
health

Typical Data Data tends to be related to which
sites participants have used, how
long they have used them for and
what they were doing whilst on
those sites.

Data on the use of a specific
platform/s with considerations of
the language used, the timings of
data generation, the social
networks engaged with and the
types of content shared.

Typical
Methodologies

Regression modelling and
structural equation modelling.
Results tend to be communicated
as effect sizes, model fit and
significance testing.

Prediction and inference tasks that
tend to use machine learning
methods. Results are measured
with prediction evaluations such
as accuracy, precision and recall.
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health disorders do use social media differently to those that are considered ‘healthy’. This has been

observed using a range of features that include interpersonal connections, language, frequency and

types of content being engaged with [40, 41, 57]. However, research about the impact of social

media on mental health largely relies on attempts at capturing dose-response relationships that

focus on the amount of time spent on social media sites, which is only one aspect of social media

use as a digital phenotype [70]. It is likely that research into the relationship between social media

use and mental health will benefit from more detailed digital phenotypes, such as those that are

beginning to use techniques like screen recordings which then capture passive use which is likely

to be very important in understanding mental health [73]. Similarly, identifying mental health

signals from social media data would benefit from the more detailed measurement of mood such

as Ecological Momentary Assessment (EMA) that are increasingly being used by researchers [74–

77].

1.3.3 Current challenges

Whilst I have described the ways in which social media data can contribute to our current under-

standing of mental health, there are lots of challenges that we still need to understand in order to

develop a well-grounded theory for the effective modelling of mental health from these data. Here

I discuss three of the technical challenges that currently exist: the lack of ground truth data, the

unstructured nature of the data collected and the ability to access digital footprint data for research.

I reserve the ethical challenges for a fuller discussion in Section 3.

Lack of ground truth

The lack of high quality ground truth data in mental health inference from social media is arguably

the greatest challenge to the field at present. Concerns about data quality have persisted across

several years [41, 57], but so far little attention appears to be paid to resolving them. A lack of un-

derstanding of who is in the samples we are drawing poses significant risks to the safety and ethics

of the systems that these data are used to train. Without knowing the sample we cannot understand

who our methodologies do and do not work for, and therefore are unable to test for systematic

biases embedded in algorithms. The lack of ground truth also extends to our understanding of the

mental health outcomes that are being measured. There have been some solutions to this problem,
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mostly relying on collecting survey data from online crowdsourcing platforms such as Prolific or

Mechanical Turk [41], however these are generally limited to a single time point of ground truth

data collection, and do not tend to be from population samples.

Other attempts at inferring ground truth in the literature tend to be guessing characteristics from

the data itself. For instance, demographic attributes that are important for understanding variations

in mental health, like gender, socio-economic status and age, are generally not available alongside

social media data being collected online. In an effort to establish some understanding of the de-

mographics of their samples many researchers have used algorithmic methods that estimate these

characteristics from the data itself [78]. This might include guessing gender from account names

and profile pictures [79], or age from styles of language use [80]. However, these can only ever

achieve a certain threshold of accuracy, and reinforce gendered stereotypes that contribute to the

systematic and ongoing bias against those who are LGBTQIA+ and genderqueer [81]. Many stud-

ies also derive their mental health labels from their input data, for example by searching for people

who have stated “I am depressed” on Twitter to find positive cases of those who are depressed [41].

This has the potential to introduce several forms of bias, namely that ‘positive’ cases might not ac-

tually be depressed, that they may only represent a specific subset of depressed people on Twitter,

and that training data is then implicitly linked to the outcome before we have even attempted to use

any machine learning techniques. This issue is discussed further as part of the review in Chapter

5. Some studies also use psychiatry or psychology professionals to review and label the data with

mental health outcomes based on their professional expertise [67, 82]

Having the ability to test the fairness and bias in algorithms, especially those with social implica-

tions, is vital to the development of technologies that behave fairly for everyone.

Unstructured and Highly Variable Data

The nature of social media means that the volume and type of data produced is entirely within the

control of the social media account user. Unlike traditional data collection where the researcher

has designed what data they will collect and how many questions they will ask, social media has no

defined frequency or quantity [83], which also means that we cannot apply traditional approaches

to missing data in those who produce very little data. The consequence of this is that the volumes

of data that can be collected are highly variable. So, whilst social media presents the potential for
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high-resolution understanding of mental health we also need to take into account the effect that

the huge variability in training data brings to algorithm effectiveness [83]. This is likely to mean

conducting sensitivity analyses to see how prediction accuracy is impacted by variable rates of data

production. The variability in social media data is also likely to include individual differences in

which social media sites people use for which occasions or feelings [84], with a full high-resolution

understanding of social media behaviour only likely to be achieved if we are able to collect data

from multiple social media sites for the same individual.

Data Access

One of the core limitations of using social media data for research is the constraints imposed by

the commercial companies who own social media platforms, and ultimately control access to the

data [12]. Data from digital phenotypes are usually generated via third-party apps like Facebook,

Instagram, or Reddit, and non-social media sites too like Strava for health monitoring or Spotify for

music streaming. Access to these data is largely controlled by the companies who own them and

if they are accessible to researchers then they are made available in a controlled manner through

an application programming interface (API). An API is a programmatic system for requesting and

receiving data from a central provider, like a company. They usually require short passcodes called

API keys in order to be accessed, which can ensure that those accessing the API do not make

too many data requests, or that data is not delivered that the requester does not have permissions

for.

Approaches to making data available varies across social media companies, and are currently a

major limitation in cross-platform social media research [12, 85]. A recent report by the Royal

College of Psychiatrists (UK) into the potential harms and benefits of social media for young peo-

ple recommended the “regulator to urgently review and establish a protocol for the sharing of data

from social media companies with universities for research into benefits and harms on children

and young people” [72]. At the time of writing Facebook (now Meta) owns the sites Facebook

and Instagram, which are two of the most popular social media sites in the world. Facebook does

not allow any research access to its data and APIs outside of a handful of selected projects, which

was a change made largely in response to the Cambridge Analytical scandal [85]. This has led

to some researchers adopting a web-scraping strategy (automatically capturing all the content of
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a webpage) as an alternative way of accessing the data, which has in some cases led to threats of

prosecution by Facebook [86]. It is possible, as some sites do, to make user-level data accessible

to applications if the user gives consent for this through a process known as Open Authentication

(OAuth), which would allow for users to share their data with research studies that they had con-

sented to take part in. Alternatively sites like Twitter have made their public API highly accessible,

and in 2021 released an API specifically for academic researchers which gives full access to the

whole of Twitter’s history of public data, allowing verified researchers on their platform to access

up to 10 million tweets per month [87].

While access to the data of commercial entities is one concern, the other is the level of transparency

about how user data may be influenced by personalised engagement algorithms that prioritise the

content that people see on their ‘timelines’ or ‘newsfeeds’, such that they do not genuinely rep-

resent the time-ordered content being produced by others [88]. This is commercially sensitive

information, and so is unlikely to ever be shared, but has the potential to highly influence the types

of user engagement data we receive to construct digital phenotypes. This may include the con-

tent users interact with, the political leaning of the content being shown to users, or the overall

emotional valence of the content being displayed. Changes in the algorithms used by Google’s

search function have been attributed to the lack of replicability of the highly influential piece on

the prediction of flu trends using data from Google Trends in 2009 [89].

Summary

The current limitations of social media data available for mental health research all present chal-

lenges to the use of these data for making robust inferences. Some of these challenges, such as data

quality, may be more straightforward for the research community to address than the possibility of

influencing the corporations that generate the data for our use. However, it is important that we

consider how the data that we use may impact the effectiveness of the digital phenotypes we are

attempting to generate.

1.3.4 Twitter

Having considered the different data types available from social media that can be useful for in-

ferring mental health from social media, as well as the limitations that researchers currently face
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in attempting to use these methodologies, I will now also give a more detailed description of the

specific social media site that this thesis focusses on, Twitter.

Twitter was publicly launched in July 2006. It is based around the concept of ‘micro-blogging’,

where users can use their accounts to broadcast short messages to other users; these messages are

known as tweets. At the time of writing tweets are limited to 280 characters in length, which

was increased from 140 in 2017. Tweets will be displayed on the personal feed of those who

follow the user that created them. Tweets were originally text based, but now can also include

attachments in the form of images, videos or links. There are various ways that users can interact

on Twitter which are outlined in Table 1.2. All of replies, likes and retweets/quote tweets come

under what Twitter calls ‘public metrics’ and the numbers of each are displayed underneath every

tweet [87]. As well as individual interactions Twitter also aims to summarise what is ‘trending’ on

the site by automatically generating lists of tweets that refer to particular topics or hashtags that

are popular in real time. User connections on Twitter can be represented by a directed network,

in that a user may follow another user so that tweets of the followed user will appear on the feed

of the user that followed them, but not vice-versa unless they are followed in return. This is

unlike platforms such as Facebook where a connection with another person creates a reciprocal

link between the two accounts. This feature of Twitter means that accounts can follow very high

numbers of people, whilst being followed by very few people and reciprocally accounts can be

followed by very high numbers of people and follow few. It is possible for Twitter accounts to be

made private, which means that the user must approve all requests to be followed, and their tweets

will only be viewed by approved followers. This also means their tweets cannot be retweeted or

included in collections of tweets containing specific hashtags. Tweets from private accounts will

also not appear on Twitter’s public Application Programming Interface (API) [87]. An additional

privacy feature was introduced in 2020 that allows users to restrict who can reply to their tweets,

even if they have a public account, so that only people they follow or only people mentioned

in the tweet can reply. This feature was introduced to combat ongoing issues of targeted abuse

experienced by many users [90].

All of these data described, from tweet text to social interactions to public metrics of tweets, are

provided by Twitter’s public API, with Twitter making a specific Academic API available early in

2021 which allows those conducting verified research projects to access up to ten million tweets
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Table 1.2: A summary of different types of interaction available on Twitter and the
particular meaning and nomenclature associated with these interaction types.

Interaction type Meaning

Like Any user can like another’s tweet. A user’s liked tweets are stored in a list
on their profile.

Reply Users can reply to another user’s tweet (or their own), which are then
presented as a chain of tweets representing a conversation. A reply is a
tweet itself, and generally includes an @-mention at the beginning of the
user/s being replied to.

Retweet Users can reshare a tweet from another user to their own followers. The
original tweet data is shared with the tweet, including the total number of
likes, replies and retweets it has recieved. This is considered to be a type of
tweet on a users profile, and so is returned in any API searches for a user’s
tweets unless filtered out.

Quote Quotes were introduced in 2020, and are retweets with the added
functionality of allowing users to reshare tweets with their own comments
attached to them. Similarly to retweets these are considered their own
types of tweet.

@-mention This refers to when another user is referenced in a user’s tweet. This is
done by writing an ‘@‘ symbol followed by the username of the other user,
and creates a hyperlink to that user’s profile in published tweet. Users are
notified of any mentions.

Hashtag A hashtag is written into a tweet by a user, and uses the symbol (’#’)
followed by a word or phase (with no spaces). This is used to link tweets
which are concerned with a particular topic, theme or event.
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per month [87]. The Academic API also accounts for previous concerns about Twitter data, which

were that only 3,200 tweets were available from each individuals history, and that when collecting

historic data it was not clear whether the full set of tweets were being shared or only a pseudo-

random sub-sample. Now, the new API guarantees all data is shared that matches the parameters

set by a query, provided the payload is within the overall monthly limit. These features make

Twitter one of the most accessible social media sites available to conduct research with.

The most recently published review of the use of social media for mental health inference showed

that Twitter is by far the most used platform for this type of research, with the review finding 30

studies using Twitter data compared to six and four for Facebook and Instagram respectively [41].

This is likely to be due at least partly to the accessibility of Twitter data, as discussed in Section

1.3.3.

1.3.5 Summary

Overall this section has summarised what social media is, and why it can be a useful source of dig-

ital footprint data when attempting to derive digital phenotypes for mental health. This is because

social media contains features like language, datetime data, information on social connections and

also visual content, all of which have been shown to be useful in the prediction of mental health

outcomes at both tweet and user level.

1.4 Questions of ethics

Alongside our attempts to approach the practice and technical challenges we face in social media

research, the ethical use of internet-based data for research is a matter of ongoing discussion and

development [91]. Research ethics is a pillar of the responsible research process, and has been

for decades [21, 92, 93]. However, the many years that academics have spent forming boundaries

for acceptable research in the medical and psychological sciences does not always neatly translate

to new forms of research that take place primarily online, even though we can still frame these

through the lens of the basic ethical principles of respect for persons, beneficence and justice set

out in the Belmont Report [92].

Internet-based data gives researchers an opportunity like never before to understand the lives of

24



Chapter 1. Introduction

thousands of people with minimal data collection effort. Given this ready access to the data of

such huge volumes of people one of the primary ethical concerns about the use of internet-based

data is the lack of informed consent from those whose data is being collected and used [94]. Ethical

questions often tread a difficult line between what is acceptable and what is legal, and in the earlier

stages of internet-based research it was more common to consider data that was publicly available

on the internet as implying consent for its use by anyone who could access it [94, 95]. This does not

explicitly undermine research ethics procedures, and also at the time did not go against guidance

since it did not require any interaction with human participants. However, as time has gone on we

have developed a more sophisticated approach to the complex public/private nature of internet data

[94, 95]. We are now more aware of the fact that data that is publicly available is not necessarily

intended to be public by those who produced it [91, 96] and that even though terms of service for

social media platforms stipulate that data may be shared this is not broadly understood by users

[97]. For instance, in a study by Williams and colleagues in 2017 [98] around 80% of Twitter users

expected that researchers would ask for their consent to use their data in published outputs. Similar

results from a separate study in 2018 [99] found that most Twitter users would expect to be aware

that they were ‘participating’ in a study, and that their decision on whether or not the use of their

data was ethical was highly contextual. Williams et al. [98] also found that there were different

reactions from participants depending on the identity of the user and whether the organisation using

their public Twitter data was the state, a commercial entity or a research institution. For instance,

those identifying as LGBTQ+ or female had higher concern about the state collecting and using

their data, and were more likely to expect to give informed consent [98].

The issue of open research and reproducibility also becomes particularly contentious with internet-

based data, since openly sharing a research dataset might mean sharing inferences about individu-

als’ mental health (accurate or not) that have been made to construct training data, alongside their

username or the text of their tweets which can easily be traced back to their profile, and sometimes

their real-world identities [94, 95]. Researchers also need to take care of how they reproduce tweets

in research papers, even when care is taken to reword direct quotes so that they cannot be traced

back, as this also risks disclosing the identities of individuals [96]. Another issue is the inability

of researchers to monitor participant ‘participation’ in their studies; in traditional designs it is gen-

erally clear when someone has withdrawn from a study, or intends to, but on the internet this may
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look like people later deleting content that has already been collected by the research team [94].

If this data is stored longer term for re-use or reproducibility it creates a permanence which goes

against the decision of the original content creator to delete it.

Today there are a variety of ethical guidelines available from organisations such as the British

Psychological Society [94], and the Association for Internet Researchers [95] which specifically

tackle these issues in internet based research. These guidelines recognise the additional risk that is

generated by researchers interacting with and analysing data, deriving insights that were not previ-

ously transparent from the data, the need for careful consideration of the anonymity of those whose

data is included, and also the potentially high exposure to distressing content online that could ad-

versely affect researchers [94, 95]. As it currently stands, many social media or web-scraping

studies do not require ethical approval by research institutions, and so the responsibility for be-

having ethically (and the definition of what this means) is largely down to individual researchers

and research groups. Even if a study does reach the threshold for ethical approval, those on the

boards of research ethics committees do not always have a nuanced awareness of the ethical risks

of internet-mediated research [91].

Ethical concerns about mental health inference from social media also inherit dilemmas from the

field of machine learning and artificial intelligence (AI), which are currently grappling with the

concerning lack of representation in digital data, and the direct impact of this on the fairness2 of

algorithmic systems [100]. Sampling bias in social media-based research is likely to impact on the

potentials of systems to work effectively, both in terms of those who do and do not use the internet,

and also how the samples we are using to train these systems might poorly represent the general

population [78]. There are also ongoing concerns about the autonomy of those who may eventually

use these systems, and how algorithmic inferences will be taken into account in the contexts they

are used; this is especially important in the case of children and vulnerable adults [101]. Lastly,

there continue to be significant questions raised about the applications of these tools in the real

world. There is no question that such tools could be used with malicious intent, and this risk rises

when they are solely based on open-source data and so could be reproduced and applied outside of

their intended settings which especially applies to social media sites like Twitter and Reddit [102].
2It is worth acknowledging that there is not one single definition of fairness in algorithmic systems, much like there

are varying definitions of what it means to be ethical.
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As mentioned in Section 1.2, similar technologies in emotion AI are already being deployed and

used for surveillance purposes [32].

In summary, there are significant ethical concerns in this field at present, with informed consent

and the fairness and accountability of developed systems often at the core. These are concerns that

can only be fully addressed by having a thorough understanding of, and consent from, our under-

lying samples. In order for this to happen without slowing the progress of the field we need to find

methods for dataset creation and sharing that are safe, secure and align similar measures. Other

fields, most notably genetics, have faced and addressed similar concerns by forming international

consortia that allow for researchers to collaborate with much larger samples than individual re-

search groups had access to [103]. A similar approach could be the answer for digital phenotyping

too.

1.5 Data linkage with social media

So far I have discussed some of the current challenges that we face in making the best use of social

media as a digital phenotype, such as the lack of effective ground truth data, challenges accessing

the data at all or with an appropriate level of informed consent. The best way to address these

challenges is likely to be by appreciating social media data as a complement to traditional data

sources, and so linking social media data with new or existing survey data [104]. This linkage

would provide the ground truth evidence needed to make sense of social media data, as well as

ensuring this could be done with the full and informed consent of those taking part.

Data linkage, also called record linkage, refers to the process of combining two or more previously

unassociated datasets from the same population, and attempting to match the records from each

dataset that belong to the same person [105]. Data linkage has become an increasingly popular

methodology as populations have amassed and stored more and more data across multiple distinct

systems, and is particularly relevant across administrative and health data sources since it allows

for powerful understanding of outcomes that could not be measured in other ways [106]. One of

the aims of mental health data science, especially in the UK, is to leverage on data linkage im-

provements in order to make use of large-scale administrative data [8]. There have been many

recent innovations in this area. For instance, Pearson and colleagues [107] linked data about moth-
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ers whose children had been subject to care proceedings with their NHS mental health records and

found that two-thirds of these women had received mental health care, with the majority of these

being seen under secondary or tertiary services which indicates severe mental health concerns.

Other examples are large-scale linkage projects which house multiple datasets, like the Secure

Anonymised Information Linkage (SAIL) Databank which enables anonymised access to linked

data across primary care services, education, the fire service and more [108].

Whilst data linkage is an incredibly powerful technique for uncovering new patterns and knowl-

edge, it is not always straightforward to achieve, with the effectiveness of linkage programmes

being highly dependent on the common fields available across the datasets being linked, leading to

varying margins of error [105, 106]. There are three main methodologies for data linkage which

depend on these common fields; these are deterministic, probabilistic and machine learning based

approaches [105]. Deterministic linkage applies when there is a single unique identifier that is

recorded in both datasets, probabilistic and machine learning methods are applied when such an

identifier does not exist and instead records are attempted to be linked with combinations of other

fields such as names and dates of birth [105]. One of the benefits of linking social media data is

that it depends on a straightforward deterministic method of linkage by asking for a unique user-

name or identifier on the social media platform, or for the user to directly authorise access through

an OAuth flow. On the whole we would expect this method to generate minimal error, with the

main potential for mistakes to come from misspelled usernames, intentionally false usernames or

in instances of a one-to-many account ownership so that a single person might have multiple social

media accounts on the same platform which are not all captured. By linking social media data to

high quality ground truth data we start to be able to realise the potential for social media data as a

detailed longitudinal record of human behaviour, and thus to develop effective digital phenotypes

from it.

Of course, there are studies that have conducted online surveys for the purpose of collecting ground

truth data for social media mental health inference [41], but relatively few that use existing surveys

as an opportunistic means to request data linkage with social media in representative samples.

Mneimneh and colleagues [109] evaluated the consent rate to requesting data linkage at the end of

existing mental health surveys in the US, Belgium and Saudi Arabi. Their evaluation found that

between 20-36% of their survey respondents were Twitter users, and of those that were, 24%, 27%
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and 45% of people in the US, Belgium and Saudi Arabia consented to their Twitter data being

linked. Notably, the Saudi Arabian survey was the only one that was face-to-face, which may have

had an impact on the high consent rate. The team also found that the demographics and health

features of those that consented was largely similar to those who did not consent, but that those

who reported more sensitive information in the surveys were more likely to consent as were more

frequent Twitter users. These findings were similar to two other previous studies that attempted to

link Twitter and survey data [110, 111], had similar consent rates as well as Twitter users, and also

found that consent rates were higher when consent was requested in a face-to-face context.

The studies conducted in this area so far show promising potential for Twitter data to be linked

to existing survey data, and that while even though consent remains relatively low, it does not

appear to be biased by demographic characteristics [109, 111]. By linking data in an observational

study design, rather than one specifically intending to predict mental health, we also have the

opportunity to explore many other variables that may not typically be collected. A limitation of

these studies however is that they have been specific to data collected in panel samples at particular

time points; this means that the individuals sampled and with linked data may not be followed up

again in the future, or have previous data available at other survey time points. Cohort studies are

an alternative model of longitudinal, population representative data collection that would allow for

longitudinal data comparison, as well as being able to make use of typically expensive or time-

intensive variables that have been collected over many years such as neuroimaging, genetic or

health record data. These would be challenging financially and practically to collect all at one time

point for an individual study. I will go on to discuss the potential for cohort studies to deliver

particular benefit if they can be used successfully to link and store digital phenotypes.

1.6 The case for cohort studies

In Sections 1.2 and 1.3 I have laid out the exciting potential for social media to complement current

innovations in mental health early-intervention, monitoring and treatment, as well as outlining the

practical difficulties in obtaining data from robust and well-characterised samples so that we can

conduct reproducible and high-quality science. In Section 1.4 I have discussed the additional

challenge of using social media in an ethical way with appropriate consent from those whose data

is being collected, and in Section 1.5 I have summarised the emerging practice of linking social
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media and health survey data to overcome some of these difficulties, but acknowledge the challenge

of collecting rich longitudinal information. In this section, I make the case that cohort studies are a

promising vehicle for addressing these limitations, and introduce the Avon Longitudinal Study of

Parents and Children which is the focus of this thesis.

1.6.1 High quality ground truth data

Cohort studies, also known as Longitudinal Panel Studies (LPS), are observational research studies

that prospectively follow the same group of people, a cohort, over time. Cohort studies are a partic-

ularly important resource due to their ability to track changes within individuals over time, and the

opportunity to observe the aetiology of diseases and their progression using data measured before

and after a disease has developed, and in those who may or may not have exposures of interest

[112]. These studies may start from the time that the participants are born, known as birth cohort

studies, and may be representative of a local or national population, known as population-based co-

hort studies. Cohort studies usually run for long periods of time, and collect data over many years

about their participants, resulting in abundant datasets that characterise their cohort in significant

detail. In Section 3 I discussed the limitation of single-survey point collection of ground truth;

Russ et al. [10] hypothesise that effective screening tools for mental health “would need to use

longitudinal clinical assessments and social context, alongside physiological, genetic and imaging

data where available” to make the best possible guess of whether intervention is needed and likely

to be useful to the patient in a clinical context. These kinds of data would be extremely challenging

to collect in any context outside of a cohort, given that they require substantial resources and par-

ticipant time. In a cohort however we can make use of the fact that these resource-intensive data

sources already exist, and in many cases exist longitudinally, and so are ready to be linked and used

alongside new data sources [113]. Not only can we use the core cohort data, but we can also make

use of the cohort as a central hub for multiple data linkage projects, which could allow us to link

data from administrative or health datasets with digital phenotypes via the study. The availability

of this data gives us an excellent basis for high-quality ground truth data for research, with which

we can accurately test algorithms in population representative samples.

Reciprocally, linked digital data generated by our day-to-day activity can supplement traditional

research methods, and particularly the rich data already available in cohort studies, to maximise
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the utility of the data already collected [113, 114]. Attrition and missing waves are a considerable

issue in long term studies, with it being highly unlikely that any individual in a cohort successfully

completes every single data collection exercise. By using digital phenotypes that involve passive

data collection without any effort on the part of participants we may be able to supplement the data

they provide in other ways, and fill periods of missing time with valuable information that they

generate through other means than surveys [113].

1.6.2 Ethical data collection and sharing

While there are many ethical concerns about using social media data, as discussed in Section 3,

linked data in cohorts can help researchers to address these. Specifically on the themes of consent,

disclosure, security and archiving as laid out by Sloan et al. [116], cohorts can ensure that there is

appropriate consent in place for the linkage of this data, that disclosure is managed by the cohort

team with an emphasis on protecting the privacy of participants, and that only anonymised and

relevant data is released to researchers. Archiving can also be managed with specialised software

built for the use of cohorts (see Epicosm [117]), and led by dedicated data management teams that

are already established within the cohorts, and experienced in managing and handling sensitive,

disclosive data. The long running nature of cohort studies and their ongoing dialogue with par-

ticipants does also mean that consent can be handled more flexibly than in other contexts, with

participants able to choose to opt-in or opt-out over time, so that the data provided to researchers

will reflect this change in their wishes for their data to be included.

The existing infrastructure for cohort studies and their data management teams may also enable

the facilitation of wider data harmonisation and sharing practices among existing consortia. For

instance, the Cohort and Longitudinal Studies Enhancement Resources (CLOSER) consortium that

currently facilitates data harmonisation, linkage and sharing across 19 UK longitudinal studies,

including ALSPAC3.

Whilst cohorts are in theory a promising place to conduct data linkage, there are still outstanding

questions on how to do this sensitively with respect to the cohort participants. Cohort participants,

due to the long-term nature of the studies, have established relationships with their studies and

sometimes with the study staff. They continue to allow the study to collect their data because they
3
https://www.closer.ac.uk/explore-the-studies/
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trust that it will be used for the good of others, and that it will be kept safe. As a result, it is very

important to ensure that data linkage projects in cohorts are undertaken with the general support

of the cohort, and that participant data is used in a way that they find acceptable [113]. If we

can develop a framework that allows this to happen, then we may be able to start drawing on this

potential.

1.6.3 The Avon Longitudinal Study of Parents and Children

The Avon Longitudinal Study of Parents and Children (ALSPAC) is a prospective, population

based, multi-generational cohort study that began with the recruitment of pregnant women resident

in Avon, UK [118–120]. At the time of writing, the index cohort of participants are approximately

thirty years old. The health and development of the index children and their parents have been

followed since the initial pregnancies. Within ALSPAC the original pregnant women and their

partners are referred to as Generation Zero (G0) and the index children as Generation One (G1).

There are also now Generation Two (G2) participants enrolled in ALSPAC, who are the offspring

of the G1 participants.

Specifically, ALSPAC recruited 14,541 G0 pregnant women who were resident in Avon, UK with

expected dates of delivery from 1st April 1991 to 31st December 1992. Of these initial pregnancies

there were a total of 14,676 foetuses, resulting in 14,062 G1 live births and 13,988 children who

were alive at 1 year of age. Additional offspring that were eligible to enrol in the study have been

welcomed through major recruitment drives at the ages of 7 and 18 years, and through opportunistic

contacts since the age of 7. A total of 913 additional G1 participants have been enrolled in the study

since the age of 7 years with 195 of these joining since the age of 18. This additional enrolment

provides a baseline sample of 14,901 G1 participants who were alive at 1 year of age. On top of

the G1 cohort, the G0 mothers and their partners are also participants in the study, and have been

followed longitudinally since the time that they were recruited.

The types of data available in ALSPAC are vast, and can be explored through the variable search

tool available online.4 These data range from genetic profiling to placenta samples to annual sur-

veys of behaviour and life events. ALSPAC also has an extensive data linkage programme, with

a history of working closely with participants to establish limits of acceptability and to build trust
4
http://variables.alspac.bris.ac.uk/
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in the cohort’s approach to sharing their data [121]. Given the range of data available, and the

variation in the exact sample that participated in each data collection event I have described the

precise characteristics of the sample used in each chapter individually.

ALSPAC is an ideal cohort with which to conduct novel social media data linkage for a variety of

reasons. First, the G1 cohort at the age of thirty represent a generation of children who grew up

in the early stages of the internet, and who have seen the development of social media throughout

their young adulthood. Their age group comprise the highest proportion, 38.5%, of Twitter users

world-wide,5 and so they are a viable cohort to approach for social media, and specifically Twitter,

data linkage. Second, this linkage project is an opportunity for the cohort to align with strategic

priorities for population cohorts from the Medical Research Council [113] and the Welcome Trust

[122], who are keen for new types of data linkage to be used in order to maximise the value of

existing cohort data. Third, the ALSPAC management and data teams are experienced at working

with ALSPAC participants and researchers to enable innovative data linkage strategies, which have

also included the exploration of transactional data linkage [121, 123].

1.7 Summary

In Sections 1.2 to 1.5 of this introduction I have described some of the latest innovations in the

field of mental health data science, but have also illustrated that there are many outstanding areas

which require better evidence to inform more robust inferences about the links between social

media and mental health. I have posited that cohort studies are an efficient means of addressing

these limitations, given the vast amounts of individual level data available for linkage that are also

available longitudinally. This being said, there are certain challenges related to linking data in a

cohort that require investigation, such as whether enough people use the platforms in question,

whether this type of linkage is acceptable, and whether the population of people who are willing

to consent to data linkage are representative of the population we are interested in studying. This

thesis is concerned with testing these questions, and also then exploring whether social media that

is linked in a cohort study can actually help us to achieve the aim of better characterising training

samples, and conducting mental health data science that gives us the ability to make more robust
5
https://www.statista.com/statistics/283119/age-distribution-of-global-

twitter-users/
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conclusions about the role social media can play in mental health inference.

34



Part A: Establishing the use of digital

phenotypes in ALSPAC





Chapter 2

The mental health and well-being profile

of social media users

This chapter is adapted from Di Cara NH, Winstone L, Sloan LS, Davis OSP, & Ha-

worth CMA (2021). The mental health and well-being profile of young adults using

social media. Under review at npj Mental Health Research.

Using the definitions provided by the CRediT1 framework for academic attribution:

I was responsible for data curation, formal analysis, investigation, methodology, vi-

sualisation, and writing (original draft and reviewing and editing). OD and CH were

responsible for funding acquisition, conceptualisation, methodology, investigation, su-

pervision and writing (reviewing and editing). LW and LS contributed to revisions and

the methodology.

1CRediT framework: https://casrai.org/credit/

https://casrai.org/credit/


Abstract

Background The relationship between mental health and social media has received significant

research and policy attention. However, there is little data about who social media users are which

limits understanding of confounding factors between mental health and social media.

Method Here we profile users of Facebook, Twitter, Instagram, Snapchat and YouTube from the

Avon Longitudinal Study of Parents and Children population cohort (N=4,083). We provide esti-

mates of demographics and mental health and well-being outcomes by platform.

Results We find that users of different platforms and frequencies are not homogeneous. User

groups differ primarily by sex and YouTube users are the most likely to have poorer mental health

outcomes. Instagram and Snapchat users tend to have higher well-being than the other social

media sites considered. Relationships between use-frequency and well-being differ depending on

the specific well-being construct measured.

Conclusion The reproducibility of future research may be improved by stratifying by sex and being

specific about the well-being constructs used.

Aims

One of the limitations of conducting analyses with internet-based data is that the samples being

used often lack data on their demographic characteristics, and characteristics related to the out-

come of interest, like associated mental health outcomes. This chapter aims to provide a thorough

description of the demographics of social media users in ALSPAC, and also to describe how rates

of mental health outcomes differ across social media platforms. This is helpful for contextualising

analyses in future chapters, as well as more generally for understanding the typical prevalences of

mental health outcomes on each platform.
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2.1 Introduction

The trails of data left online by our digital footprints are increasingly being used to measure and

understand our health and well-being. Data sourced from social media platforms has been of

particular interest given their potential to be used as a form of ‘natural’ observational data about

anything from our voting intentions to symptoms of disease. There is not a single, widely agreed

definition of the term ‘social media’ [124], but for the purposes of this study we understand it to be

a broad category of internet-based platforms that allow for the exchange of user generated content

by ‘users’ of that platform [42]. Both the huge volumes of data available on such platforms, and

their increasing uptake across the population [125] have led to two main fields of interest in the

intersections of social media and mental health. These are the prediction of mental health and

well-being from our online data [41] and, somewhat reciprocally, the influence of social media on

our mental health, particularly in the case of children and young people [72, 126]. These fields

both ask fundamental questions about the mental health and well-being of social media users, to

either understand the ways our mental health influences our social media behaviour, or how our

social media behaviours influence our mental health.

Across both contexts a wide range of psychological outcomes have been studied, including pre-

dicting suicide at a population-level [127] and individually [128], mapping the influences of social

media platforms on disordered eating [129] and self-harm [130], understanding the impacts of cy-

berbullying through social media platforms [131, 132], and even ethnographic research into online

support networks [133]. As highlighted in a recent review which considered research on the re-

lationship between social media use and well-being in adolescents [70], there has tended to be an

inherent assumption that social media is the cause of harm when examining the effect of social

media on our health. However, recent investigations such as those by Orben and Przybylski [134,

135] and Appel and colleagues [136] illustrate that the role of social media in causing harm may

be overestimated. It seems likely that there is some reciprocal relationship between mental health

and social media, that requires longitudinal research studies to begin to understand the complexity,

coupled with large representative samples to explore the heterogeneity [137, 138]. A developing

research area is seeking to answer this question using high time-resolution methodologies such as

ecological momentary assessment (EMA), which may provide the level of detail needed to make

progress in understanding the nuances of causal effects [139]. Further, there is increasing attention
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on the role of within-person effects that see impact change between contexts, as well as individual

differences [142]. Meanwhile, attention has also been drawn to the comparative lack of investi-

gation into the potential benefits of social media, such as access to peer support and the ability to

readily connect with friends and family, or into the psychological well-being of social media users

as opposed to focusing on pathology. Similarly, most psychological prediction tasks using social

media focus on predicting illness rather than wellness [41, 143].

Regardless of the direction of interest in the relationship between social media and psychologi-

cal outcomes, researchers face common challenges, with one of the primary issues being a lack

of high-quality information on the characteristics of the whole population of social media users

[144]. Valuable demographic information on social media users in the United States is regularly

produced by the Pew Research Centre [145], but often researchers rely on algorithmic means to

make predictions about the demographics of the groups they study online if they are not recruiting

a participant sample whose demographics are known and can be recorded [41, 144, 146]. What

we do know about social media users is that they are not homogeneous. The demographic fea-

tures of populations using them vary across platforms and do not tend to be consistent with the

characteristics of the general population [78, 145–147]. This work on the demographic context

has been important in understanding the samples that can be drawn from social media platforms,

but there remains a lack of information about other characteristics of social media users that are

relevant to study outcomes, including mental health and well-being. Consequently, attempts to

compare user well-being and mental health between platforms may be unknowingly confounded

by differences in the mental health profile of each individual platform. Mellon and Prosser [147]

investigated this form of selection bias with respect to differences in political opinion between

Facebook and Twitter, and noted the potential for study outcomes to be biased when the outcome

variable of interest is associated with the probability of being included in the sample [148]. This

also has implications for our assessment of mental health and well-being classification algorithms.

For instance, if using Twitter data to classify depression in a random sample of users how many of

these users should we expect to be depressed? Should we expect to find more depressed users on

Facebook or Instagram? This bench-marking would allow the research community, who frequently

face the challenge of establishing reliable ground truth in social media research, to contextualise

the sensitivity and specificity of developed models [41, 144].
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This study aimed to address the gap in the availability of high quality descriptive data about social

media users by describing social media use in a representative UK population cohort study, the

Avon Longitudinal Study of Parents and Children (ALSPAC) [118]. I aimed to profile the users of

the social media platforms Facebook, Instagram, Twitter, Snapchat and YouTube by considering

a range of mental health and well-being measures that are regularly studied, with the objective of

better characterising social media users against variables of interest to researchers. These measures

included disordered eating, self-harm, suicidal thoughts, and depression as well positive well-

being outcomes which are sometimes neglected in the context of social media research [70, 135,

142] like subjective happiness, mental well-being and fulfilment of basic psychological needs.

In answering my research questions I also sought to illustrate how cross-sectional data from a

representative population cohort can provide meaningful contextual information that informs the

way we interpret past and future research about social media users and their mental health. Unlike

other studies using cross-sectional data [70] I had no intention of exploring causal questions, but

aimed to address unanswered questions of who social media users are, and whether selection bias

across platforms may have the potential to unintentionally bias outcome statistics about mental

health and well-being.

Specifically, my research questions were:

1) Are there demographic differences in patterns of social media use (e.g. frequency)?

2) Are there demographic differences in the user groups of different social media platforms?

3) Are there differences in the mental health and well-being of those using social media sites at

different frequencies?

4) Are there differences in the mental health and well-being of user groups of different social media

platforms?
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2.2 Methods

2.2.1 Sample Description

The sample for this study is drawn from the Avon Longitudinal Study of Parents and Children

(ALSPAC) [118–120]. Pregnant women resident in Avon, UK with expected dates of delivery from

1st April 1991 to 31st December 1992 were invited to take part in the study. The initial number of

pregnancies enrolled was 14,541. Of these initial pregnancies, 13,988 children were alive at 1 year

of age. When the oldest children were approximately 7 years of age an additional 913 children were

enrolled. The total sample size for ALSPAC of children alive at one year of age is 14,901. However,

since this time there has been a reduction in the sample due to withdrawals, deaths of those in the

cohort and also people simply being lost to follow up. As such the exact number of participants

invited to each data collection activity changes with time. Please note that the ALSPAC study

website contains details of all the data that is available through a data dictionary and variable search

tool (http://www.bristol.ac.uk/alspac/researchers/our-data/). Study data

were collected and managed using REDCap electronic data capture tools hosted at the University

of Bristol [149].

The analysis presented in this study is based on a sub-sample of 4,083 participants who responded

to a self-report questionnaire at a mean age of 24 years old in 2016/17. The survey was sent to 9,211

currently enrolled and contactable participants, of whom 4,345 (47%) returned it. To maintain

a consistent sample throughout the following analyses I considered the 4,083 observations with

complete cases for questions related to self harm, suicidal thoughts, disordered eating, and social

media use, and without the respondents who said that they ‘didn’t know’ whether they had a social

media account (n < 5); no respondents stated that they did not have a social media account. As

well as the survey at age 24, I considered the responses by those in the main sample to a survey one

year previously, at age 23, which collected the well-being measures and the Moods and Feelings

Questionnaire, matched to their social media use responses at age 24. This resulted in a sub-

sample of 2,862 participants who had responded to both surveys. Table 2.1 gives a comparison of

the demographic breakdowns across these samples.
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Table 2.1: The number of participants in each of the two samples used in this study,
subset by demographic characteristics.

ALSPAC Cohort Main Sample Sub-Sample

Demographic N = 14,901 N = 4,083 N = 2,991

Sex
Female 49% 66% 69%
Male 51% 34% 31%
Missing (N) 23

Ethnicity

Ethnic Minority Groups 5.0% 3.7% 3.5%
White 95% 96% 97%
Missing (N) 2,829 461 332

A Levels
No 23% 19% 19%

Yes 77% 81% 81%
Missing (N) 10,801 1,384 786

Parental Employment Class
Non Manual 68% 76% 77%
Manual 32% 24% 23%

Missing (N) 3,406 566 407

Note:
Parental employment class was collected pre-birth of G1 cohort

2.2.2 Measures

This study considered the participants’ responses to a range of mental health and well-being mea-

sures, as well as demographic data. A brief overview of each of the measures used is given be-

low.

Demographics

Throughout this paper, I use Male and Female to refer to the participant’s assigned sex at birth.

Participant ethnicity was reported by their parent/s, and is available in the data as White, Ethnic

Minority Group, or Unknown, where Ethnic Minority Group was only available as one group rather

than broken down into specific ethnicities. There were two variables relevant to socio-economic

status. The first was whether the participant had achieved an A Level or equivalent qualification

by age 20, the second was their parents’ occupation. Parental occupation was measured using
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the Registrar General’s Social Class schema [150], and was collected prior to the birth of the

index cohort; I took the higher occupational class of the participant’s parents where available and

grouped the overall schema of six categories into those in manual work, and those in non-manual

work.

Social Media Use

Social media use was measured using three questions. These were: (1) Do you have a social

media profile or account on any sites or apps? with possible responses of ‘Yes’, ‘No’ or ‘Don’t

know’; (2) Given a list of social media sites, Do you have a page or profile on these sites or apps,

and how often do you use them?, where the social media sites were listed and response options

were ‘Daily’, ‘Weekly’, ‘Monthly’, ‘Less Than Monthly’ or ‘Never’; (3) How often do you visit

any social media sites or apps, using any device? with response options being ‘More than 10 times

per day’, ‘2 to 10 times per day’, ‘Once per day’ or ‘Less than once per day’. Here, the definition

of ‘social media sites’ in questions (1) and (3) was left to the participant to interpret, whereas in

(2) a specific list was provided. In the following analyses I have summed responses for the use

frequencies per platform from question (2) so that ‘Weekly’, ‘Monthly’ and ‘Less than monthly’

are combined to represent ‘Less than daily’.

Mental Health

Depressive symptoms were measured using the short Mood and Feelings Questionnaire (MFQ)

[151], a 13-item scale that has been validated for measuring depressive symptoms in adolescents

[152] and in young adulthood [153]. Scores range from 0 to 26, with a higher score indicating

more severe depressive symptoms [152]. Here I applied a cut-off score of 12 or above as indicating

depression [153].

Suicidal thoughts were assessed with the question Have you ever thought of killing yourself, even

if you would not really do it? with those who indicated that they had ‘within the past year’ being

included. Similarly, intentional self-harm was assessed by asking if participants had hurt [them-

selves] on purpose in any way and I included those who said this had happened at least once within

the last year.

Disordered eating was a composite variable that included participants who indicated that they
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had been told by a healthcare professional that they had an eating disorder (anorexia nervosa,

bulimia nervosa, binge eating disorder or another unspecified eating disorder). Participants were

also included if they indicated they had engaged in any of the following behaviours at least once

a month over the past year with the intention of losing weight or avoiding weight gain: fasting,

throwing up, taking laxatives or medication. This classification of disordered eating followed a

similar methodology to that used by Micali and colleagues [154].

Well-being

Well-being was measured using seven questionnaires. The Warwick Edinburgh Mental Well-

being Scale (WEMWBS) is a fourteen-item questionnaire that has been validated for measuring

general well-being in the general population [156, 157], as well as in young people [158, 159].

There are five response categories for each question, and the total score is between 14 and 70.

All items in the WEMWBS are positively worded, and it is focused on measuring positive mental

health.

The Satisfaction with Life Scale [160, 161] is five-item questionnaire designed to measure global

cognitive judgements of satisfaction with one’s life. Each question uses a seven-point Likert-type

measure and the total score is between 5 and 35. The Subjective Happiness Scale [162] is a four-

item questionnaire based on seven-point Likert-type questions, with the overall score being a mean

of the four questions, lying in the range of 1 to 7.

The Gratitude Questionnaire (GQ-6) is a six-item measure that uses a seven-point Likert-type

scale to assess individual differences in proneness to experiencing gratitude in daily life [163].

Each score is summed to a total between 6 and 42. The Life Orientation Test (LOT-R) is a

measure of dispositional optimism that has ten items asked on a 5-point Likert-type scale [164].

The overall score is in the range of 0 to 20.

The Meaning in Life questionnaire has 10 items designed to measure two dimensions of meaning

in life: (1) Presence of Meaning (how much respondents feel their lives have meaning), and (2)

Search for Meaning (how much respondents strive to find meaning and understanding in their lives)

[165]. Respondents answered each item on a seven-point Likert-type scale, with the two sub-scales

scored in total between 5 and 35.
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The psychological constructs of autonomy, competence and relatedness associated with self-

determination theory were measured using the Basic Psychological Needs in General (BPN)

questionnaire [166]. This questionnaire has 21 seven-point Likert-style questions with the final

score for each of the three sub-domains being the mean of the responses for that sub-domain. As

such each of autonomy, competence and relatedness were scored overall from 1 to 7.

All of the well-being measures listed were scored in a positive direction, where higher scores

indicate higher alignment with the construct being measured.

2.2.3 Ethics

Ethical approval for the study was obtained from the ALSPAC Ethics and Law Committee and the

Local Research Ethics Committees. Informed consent for the use of data collected via question-

naires and clinics was obtained from participants following the recommendations of the ALSPAC

Ethics and Law Committee at the time. The full list of ethical approval references for ALSPAC

can be found on their website (https://www.bristol.ac.uk/alspac/researchers

/research-ethics/).

2.2.4 Data and code

The datasets analysed in this chapter are not publicly available as the informed consent obtained

from ALSPAC participants does not allow data to be made freely available through any third party

maintained public repository. However, data used for this chapter can be made available on re-

quest to the ALSPAC Executive, with reference to project number B3227. The ALSPAC data

management plan describes in detail the policy regarding data sharing, which is through a sys-

tem of managed open access. Full instructions for applying for data access can be found here:

http://www.bristol.ac.uk/alspac/researchers/access/. The ALSPAC study

website contains details of all the data that are available (http://www.bristol.ac.uk/al

spac/researchers/our-data/).

The code used to produce the results in this study can be found at https://osf.io/rkxm6

/.

The descriptive statistics were calculated using the R programming language (v4.0.1) [167] in
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RStudio (v1.3), primarily using the tidyverse (v1.3.0) package [168] for data manipulation

and ggplot2 (v3.3.1) [169] for visualisation.
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2.3 Results

2.3.1 Demographics

I first consider the demographics of social media users across different frequencies of use, and

across the five social media platforms: Facebook, Twitter, Instagram, Snapchat and YouTube.

These are both taken from the main sample, as described in the Methods. Table 2.2 presents the

frequency that participants reported using any social media sites each day, based on sex, ethnicity,

education, and their parents’ occupational group. Table 2.3 gives the percentage of participants

from each demographic group who reported being a user of each platform with any use frequency.

The breakdown of every demographic by frequency of use on each platform is provided in full in

Table 2.2: The percentage of each demographic group by their self-reported fre-
quency of using any social media each day.

% of Group Using Social Media At Each Frequency

Characteristic > 10 times a day
N = 1576 (39%)

2-10 times a day
N = 2144 (53%)

Once a day or less
N = 356 (8.7%) p-value

Sex <0.001
Female 40 53 7.1
Male 35 53 12

Ethnicity 0.4
Ethnic Minority Groups 35 58 6.8

White 39 52 9.0
Unknown 41 52 7.2

A Levels 0.3
No 38 52 9.9
Yes 38 54 7.9

Unknown 39 51 9.6
Parental Employment Class 0.5

Non Manual 38 53 9.1
Manual 41 51 8.0
Unknown 39 52 8.3

Note:
p-value calculated using Pearson’s Chi-squared test

Supplementary Table A.1. Figure 2.1 illustrates this breakdown for sex, which is the demographic

by which all the following results are stratified due to the imbalance in the sample and the results

in Table 2.2 and Table 2.3. Social media use and mental health and well-being outcomes are also
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Table 2.3: The percentage of each demographic group who indicated that they had
an account on each of the social media platforms considered.

% of Group Using Each Platform

Characteristic Facebook
N = 3977

(97%)

Twitter
N = 2294

(56%)

Instagram
N = 2803

(69%)

Snapchat
N = 2864

(70%)

YouTube
N = 2989

(73%)

Sex
Female 98 56 76 73 68
Male 97 57 54 64 83

Ethnicity
Ethnic Minority

Groups
95 58 68 73 74

White 98 57 68 70 73
Unknown 96 52 70 72 73

A Levels
No 98 51 68 72 70
Yes 98 58 68 70 73

Unknown 97 55 71 70 74
Parental
Employment Class

Non Manual 98 57 68 69 73
Manual 98 55 71 72 73
Unknown 96 54 70 72 73

known to vary according to gender [170–172].
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Figure 2.1: Percentage of participants using each of Facebook, Twitter, Instagram,
Snapchat and YouTube stratified by the frequency of using that platform, and sex.

2.3.2 Mental Health and Well-being

By frequency of use

First I will consider well-being and indicators of poor mental health across different use frequen-

cies. Figure 2.2 shows how indicators of poor mental health vary across the three frequencies of

use, which are more than 10 times a day, 2-10 times a day and once per day or less; no participants

reported using no social media at all. These frequencies are contextualised by the prevalence of

each outcome in all users of social media. This figure shows that the lowest category of social me-

dia use, that is once per day or less, has the highest proportions of disordered eating, self-harm and

suicidal thoughts among women. As seen in Table 2.2, only 7.1% of women and 12% of men used

social media less than once per day, and so these measurements are subject to wider confidence

intervals. Here, depression is defined as being present in those who scored above the cut-off score

of 12 in the Short Mood and Feelings Questionnaire (MFQ) [153].
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Self−Harm Suicidal Thoughts

Disordered Eating Depression

All > 10 2−10 1 or less All > 10 2−10 1 or less

10%

20%

30%

15.0%

20.0%

25.0%

30.0%

0.0%

5.0%

10.0%

15.0%

20.0%

5.0%

10.0%

15.0%

20.0%

 Frequency of Using Any Social Media Per Day

Pe
rc

en
ta

ge
 o

f U
se

rs
 o

f E
ac

h 
Fr

eq
ue

nc
y

Shape Key
Female
Male

Use Frequency Key
All users
> 10 times daily
2−10 times daily
Once daily or less

Figure 2.2: Percentage of participants who reported disordered eating, self-harm or
suicidal thoughts in the past year, or who met the threshold for depression, differen-
tiated by sex and frequency of any social media use with 95% confidence intervals.

Similarly, each well-being construct is presented in Figure 2.3, and contextualised by the result for

all users of social media, regardless of frequency. Separate outcomes are presented for the three

sub-scales of the Basic Psychological Needs (BPN) scale and the two sub-scales of the Meaning

in Life (MIL) scale. The Life Orientation Test measures optimism, and the Warwick Edinburgh

Mental Well-being Scale (WEMWBS) measures overall positive well-being.
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Figure 2.3: Mean scores for seven well-being measures, stratified by sex and overall
frequency of using any social media platform, with 95% confidence intervals.
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By platform

Here I consider the characteristics of daily users of each platform. The relative percentage of daily

users against other types of users for each platform can be referred to in Figure 2.1.
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Figure 2.4: Percentage of participants who reported disordered eating, self-harm or
suicidal thoughts in the past year, or who met the threshold for depression, differ-
entiated by sex for daily users of each social media platform, with 95% confidence
intervals.

Finally Figure 2.5 gives the mean well-being score across each platform for each of the seven

well-being measures.
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Life Orientation Test Gratitude Questionnaire
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Figure 2.5: Mean scores for seven well-being measures for daily users of each
platform, stratified by sex, with 95% confidence intervals.
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2.4 Discussion

This study used data from a UK population cohort study to describe the demographics and key

mental health and well-being indicators of social media users by their self-reported frequency of

using social media and five different platforms used at ages 23 and 24. Overall, I saw that there

were differences in demographics and mental states of users across use-patterns and platforms

used. In the following sections I detail and discuss the implications of these findings for future

research across the themes of demographics, use-frequency and platform used.

In general, just over half of participants reported using social media 2-10 times per day, with more

than ten times per day still being common at 39%, and only approximately one in ten participants

using social media once per day or less. The results showed that those who rated their social media

use at the highest frequency (more than ten times per day) were more likely to be women, more

likely to be White and more likely have parents who worked in manual occupations. However,

sex was the only demographic that appeared to have a statistical relationship with frequency of

use, based on a Chi-squared test. Davies and colleagues [173] saw similar results from a Welsh

population survey of social media use that found there was a difference in social media use across

genders, but not by measures of deprivation.

Figure 2.1 showed that Facebook is, unsurprisingly, the most popular platform both in being used

by 97% of the participants and being the most used platform on a daily basis. Instagram and

YouTube showed substantial differences in use patterns across male and female users, with ap-

proximately double the percentage of women using Instagram daily as men and, conversely, ap-

proximately double the percentage of men using YouTube daily as women. Snapchat also saw

higher proportions of daily and overall female users, though this difference between sexes was not

as dramatic as for Instagram and YouTube. These patterns of use generally agree with the demo-

graphics of users on these sites reported for 18-29 year old US adults by the Pew Research Center

[145], although the sample used here saw slightly more Twitter users than their estimated 38%, and

fewer YouTube users than their estimated 91% (see Table 2.3). This difference in YouTube users

may be partly explained by the fact that it is the only platform with a substantially higher proportion

of men than women using it (68% of women vs 83% of men), and that men were under represented

in the sample overall compared to women. This emphasises the importance of stratifying results
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by sex.

Previous research into the demographics of UK Twitter users also aligns with my findings that

men and those from higher socio-economic backgrounds are more likely to be Twitter users than

women [146, 147]. Here, I also saw that those from ethnic minority groups are more likely to

be Twitter users than White participants, though this is limited by the fact that I could not further

separate out results for people with different ethnicities due to the variables available. Across the

sample, Twitter was the only social media platform that had a noticeably higher proportion of both

A Level educated participants and parents in non-manual occupations. Snapchat saw the reverse

pattern with a higher proportion of participants who did not have A Level qualifications and a

higher proportion of participants whose parents worked in manual occupations.

Overall, the sex differences between all male and female users varied across outcomes. For in-

stance, a higher percentage of women experienced depression, disordered eating and self-harm

overall, but the gap in the prevalence of suicidal thoughts between men and women was much

smaller. This concurs with evidence from the last UK-wide psychiatric morbidity survey, in that

‘common mental health disorders’ are more prevalent in women than men [174]. When it comes to

well-being, I saw that women also display higher mean levels of well-being across most measures.

Exceptions are the Life Orientation Test, which showed men generally had higher levels of opti-

mism, the Subjective Happiness Scale where scores were roughly equivalent, and the WEMWBS

where men’s general well-being was slightly higher. These results, apart from the WEMWBS, are

consistent with findings on UK wide well-being at the time of the survey, and that men tend to

have higher optimism in general [175, 176]. Previous research into the WEMWBS has not gener-

ally found large sex differences, but there is evidence that in younger samples there are differences

that may be explained by socio-economic status [156, 157, 177]; I note that higher attrition of

men in this sample was likely to lead to a bias towards men who are more socio-economically

privileged, which may explain why they had higher well-being.

The patterns of mental health outcomes by use frequency displayed in Figure 2.2 showed some

support for the so-called ‘Goldilocks theory’ of social media use that hypothesises a quadratic,

rather than linear, stimulus-response relationship between social media use and mental well-being

[178]. This would mean that moderate use of social media, rather than very little or excessive use,

is best for well-being. However, this pattern did not consistently apply. For instance, there was an
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inverse relationship between social media use and percentage of women who self-harm, and in men

only the group with the highest level of social media use had more severe depressive symptoms.

Here I was using self-reported use-frequency where, as I discuss further in the limitations, an

individual’s assessment of their own use-frequency may be biased by their relationship with social

media and overall mental health [179].

When considering the results by well-being measure in Figure 2.3 we saw that subjective happi-

ness and optimism as measured by the Life Orientation Test both appeared relatively consistent

across use categories. Relatedness presented the clearest difference across use categories, with

relatedness in women being higher for the two most frequent use frequencies. However, perhaps

the most notable outcome was the inconsistency between well-being scales which implies that the

choice of scale could affect the interpretation of the impact of well-being on social media use. Re-

search into the relationship between social media use and well-being has been said to suffer from

what is known as the ‘jingle-jangle’ paradox where the term ‘well-being’ is used as a catch-all

for anything from depression rates to life satisfaction [180]. This conflation of different well-being

measures leads to comparisons of different psychological constructs which may interact differently

with social media use: this is hypothesised as one of the reasons that researchers find conflicting

evidence for this relationship [180], which my results support. This also adds to the picture of

researcher degrees of freedom in choosing how to measure psychological constructs, which has

been shown to have a substantial impact on the outcome of analyses of social media and mental

health [134]. Subjective well-being is a complex and multi-faceted psychological concept [182],

and these findings illustrate the importance of recognising that different measures of well-being

could imply different relationships between social media and ‘well-being’.

When considering participant outcomes by daily users of each platform more consistent patterns

emerge than for use-frequencies. I saw that, particularly for women, YouTube had the highest

proportion of users reporting disordered eating, self-harm, suicidal thoughts and depression, with

higher prevalence of depression in female users of YouTube compared to male users (Figure 2.4).

Whilst overall mental well-being across platforms, as measured by the WEMWBS in Figure 2.5,

shows YouTube as being marginally but not drastically lower than other platforms, other well-being

measures illustrated some key differences. For instance, YouTube users had lower life satisfaction,

relatedness and, particularly for female users, levels of competence (Figure 2.5). Conversely, daily
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users of Instagram, and in some cases Snapchat, appeared to have the highest subjective well-

being across most measures, with this being particularly noticeable for relatedness, gratitude and

happiness (Figure 2.5). The role of self-determination theory in social media use has previously

been explored for Facebook and social media in general [184] with relatedness hypothesised as

a key motivating factor for social media use. Previous findings have shown that Instagram and

Snapchat are used more for social interaction than Twitter and Facebook [84], and so my results

may corroborate the importance of relatedness in the use of particular platforms. Regardless of the

specific measure, my results have illustrated that there is variation amongst platforms which further

challenges the idea that ‘social media’ or ‘social networking sites’ are a homogeneous group, and

reiterates the importance of understanding the context of research about or using social media [84,

147].

At face value these results appear to directly contrast with the outcomes of the Status of Mind report

published by the Royal Society for Public Health [185], where young people rated YouTube as be-

ing the most beneficial site for their well-being and Instagram as the worst, based on health-related

outcomes such as their anxiety and depression. My findings that a higher prevalence of YouTube

users suffer from poorer mental health and well-being may mean that whilst some platforms are

seen as ‘worse’ for young people’s mental health, that does not equate to finding more unwell

young people on those platforms. One explanation may be that those experiencing poorer mental

health are more likely to use YouTube because they experience more benefits from using it, such

as community building and peer support [133], than they do from spending time on sites like In-

stagram. However, this is certainly an interesting area for further exploration in future quantitative

and qualitative research.

Whilst this research draws evidence from a robust and well-documented study and the sample be-

ing from a birth cohort means that these results are not confounded by age, there are limitations to

the cohort sample that I have used. Firstly, the cohort measures a specific age group so I can only

infer information about a single age group at each measurement time point. I suspect that different

patterns might be found at different ages, knowing that rates of various mental health conditions

such as anxiety, depression and suicidality change over the course of childhood, adolescence and

adulthood [186], and since each generation may use social media differently [187]. It is also im-

portant to note that the two data collection points used in this study were taken a year apart, and
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so not all measures were taken exactly at the same time. This means that although I have primar-

ily considered the data cross-sectionally there is a potential for some longitudinal effects to have

influenced the data. ALSPAC has also seen differential attrition over time and so, as seen in Table

2.1, the sample for this study when the index cohort were in their early twenties has fewer men

than women, and more participants from privileged socio-economic groups in terms of education

and class background [118]. As well as this, typical social media use changes over time and by age

[145], and so further assessment of social media use across a variety of population-representative

age groups would be the most effective way to understand differences between generations. As

discussed in the Methods section, there was also a limitation in that ethnicity was only available as

two categories (White or Ethnic Minority Groups) and so it was not possible to look further into

differences in social media by users of difference ethnicities. Given these limitations of the sample

it would be valuable to conduct similar research in other cohorts over the coming years.

Another limitation of this study is a lack of specificity about the nature of social media use that

participants are referring to when responding. It is possible that activities related to ‘using’ social

media, such as posting content versus passive use, change depending on platform used and that

there are individual preferences to account for [84, 170, 188, 189]. For instance, YouTube is dis-

tinct from other platforms in this study in that its primary function is passive content consumption

as opposed to social networking. Previous research has suggested a reciprocal association between

passive social media use and lower subjective well-being [188], whilst using social media for di-

rect communication has been positively associated with perceived friend support [190]. This may

better reflect the uses of platforms like Snapchat. As well as the subjective nature of ‘use’, there

are also ongoing concerns about using self-reported measures of use-frequency to measure social

media behaviours. Emerging evidence is showing that self-reports do not align well with objec-

tive measurement due to recall bias and differences in interpreting how to include notifications or

fleeting checks of social media [191, 192] with self-reported smartphone pickups underestimating

associations with mental health compared to objective measures of use [179]. It might be that dif-

ferent ways of measuring social media use, such as types of use, are more useful when considering

associations with mental health and well-being outcomes [170]. It is worth noting that the use-

frequency measures used in this study are distinct from screen-time, and equivalent use-frequency

across platforms may have different time implications; someone may spend short amounts of time
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on Instagram or Snapchat checking notifications, but do so frequently, versus visiting YouTube

once in a day but spending several hours watching content. These nuances are challenging to cap-

ture, but by reporting on mental health prevalence across the available responses in a cohort study

we can add to the growing understanding of how self-reported social media use frequency is related

to mental health.

In summary, these results amplify the importance of attending to complexity when measuring and

analysing social media use and mental health and well-being. It is important to note that the

results do not, and cannot, imply that different types of social media use cause poorer or better

health outcomes in young people, but they do provide vital contextual information on user groups

that can help us better understand the reasons that previous research has found conflicting results. I

have provided estimates of seven well-being measures and the prevalence of four key mental health

outcomes (depression, disordered eating, suicidal thoughts and self-harm) across the five platforms

Facebook, Twitter, Instagram, Snapchat and YouTube, as well as across three use frequencies. My

findings have shown that the demographic and mental health footprint of each platform is different.

Primarily users differ by sex, but when it comes to platforms YouTube is particularly likely to have

both male and female users with poorer mental health and well-being across a range of indicators,

alongside evidence that daily Instagram users have better overall well-being than daily users of

other platforms. My findings also indicate that relationships between use-frequency and multiple

mental health and well-being outcomes are often non-linear, which supports the importance of

considering non-linear dose-response relationships between social media and mental health and

well-being in future research. Lastly, I showed that the relationship between use-frequencies and

well-being changes depending on the measure of well-being used. This means that we cannot

conflate different types of well-being, and doing so will likely result in low replicability.

This research has implications for both those who conduct research on the relationship between so-

cial media and mental health, and those who study mental health prediction. We must ensure that

we are considering both platform-specific and outcome-specific effects rather than conflating types

of social media use, social media sites and well-being as single entities. Future research should

also stratify results by sex since it is unlikely that studies with differently balanced samples will

replicate. My findings on use-frequencies also suggest that we cannot assume linear relationships

between social media use and mental health. The understanding of these methodological issues
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would be improved by examining profiles of different user age-groups, as well as examining rela-

tionships between these variables longitudinally to understand the potential for reciprocal effects.

The differences between platforms should be further considered too, as to how different content

types and communication modes on different platforms may affect mental health differently.

61





Chapter 3

Participant views on social media and

its linkage to longitudinal data
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Abstract

Background Cohort studies gather huge volumes of information about a range of phenotypes but

new sources of information such as social media data are yet to be integrated. Participant’s long-

term engagement with cohort studies, as well as the potential for their social media data to be

linked to other longitudinal data, may give participants a unique perspective on the acceptability of

this growing research area.

Method Two focus groups explored participant views towards the acceptability and best practice

for the collection of social media data for research purposes. Participants were drawn from the

Avon Longitudinal Study of Parents and Children cohort; individuals from the index cohort of

young people (N=9) and from the parent generation (N=5) took part in two separate 90-minute

focus groups. The discussions were audio recorded and subjected to qualitative analysis.

Results Participants were generally supportive of the collection of social media data to facilitate

health and social research. They felt that their trust in the cohort study would encourage them to

do so. Concern was expressed about the collection of data from friends or connections who had

not consented. In terms of best practice for collecting the data, participants generally preferred the

use of anonymous data derived from social media to be shared with researchers.

Conclusion Cohort studies have trusting relationships with their participants; for this relationship

to extend to linking their social media data with longitudinal information, procedural safeguards are

needed. Participants understand the goals and potential of research integrating social media data

into cohort studies, but further research is required on the acquisition of their friends’ data. The

views gathered from participants provide important guidance for future work seeking to integrate

social media in cohort studies.

Aims

The aim of this chapter was to better understand the acceptability of linking longitudinal cohort

data to social media data, in order to inform the Twitter data linkage project.
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3.1 Introduction

The analysis of data collected from social media is a rich and growing area of current research

in a wide variety of fields. Social media data has been used to track the spread of disease [193],

predict the results of key elections [194] and gauge public reaction to events [195]. Not only are

these data widely accessible but they provide a wealth of rich information on views, feelings and

interests. Whilst these data are highly valuable in health and social research there are few reliable

data sources that can link social media data to factual information about users’ lives, with most

applications so far focussed on identifying broader trends using ‘big data’ methodologies. Without

these so-called ‘ground truth’ (empirical, rather than inferred) data, it is not possible to adequately

validate social media sentiment analysis methods, or to infer the relevance of the patterns observed

to the general population [147]. At present, longitudinal population studies (LPS) remain an un-

tapped resource in terms of obtaining this empirical information. Conducting social media data

linkage in this way also has the potential reciprocal benefit of adding significant value to the data

already available in the LPS. Those participating in LPS are already familiar with the process of

collection and use of sensitive data, have evidenced commitment to providing their personal data

for the advancement of science, with these data being readily accessible to researchers. As high-

lighted by Wellcome [196], and the Medical Research Council (MRC) [113], a key future direction

for such studies is to conduct more data linkage. Data linkage within existing and prospective

datasets has the potential to reduce the burden on participants and maximise the benefit of research

data collected [196], whilst using new types of data that allow for remote data capture, such as

social media, is hypothesised by the MRC as a method that could address a lack of engagement

and offer cost-effective modes of data collection [113]. The definition of the term ‘social media’ is

left to be explored and defined by the participants within this study.

Whilst such data sources present exciting possibilities, organisations and those working in the

emerging population data science field are conscious of the need to understand public views and

expectations around the novel use of such data in research [197, 198], and that a process of pub-

lic/participant dialogue is needed to ensure new activities do not undermine trust in the study and

can be seen to provide public benefits [199]. Within the UK the failure of the care.data program is

cited as a reminder that even where data science initiatives are legal and technically feasible they

can still fail if they lack the ‘social licence’ needed for public and key stakeholder support [200].
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Existing research in the field of record linkage, outside of social media linkage, has found that there

is a general acceptance of this work from the public [201–203], even when conducted without con-

sent if data is appropriately anonymised [203], but that these decisions are ultimately complex and

conditional on the situation [199, 201–204]. Therefore, it is essential that any novel data linkage

activity, or a novel use of existing data, is informed by exploring participant views towards its ac-

ceptability, as well as researchers exploring the participants understanding of the data and how it

will be used. In this manner participants can inform studies’ efforts to reach a consensus on the

best practices for collecting these potentially sensitive data and sharing these with researchers in a

secure and ethical way that protects participant anonymity.

The use of social media data for research has also had its own ethical challenges concerning privacy

and informed consent [116, 205], as well as difficulty defining what mediums are included in the

definition of social media at all [42]. A systematic review by Golder et al. [206] in 2017 found

that social media users and researchers tended to be conflicted about whether informed consent was

necessary for data collected from public social media sites and, similarly to data linkage issues, this

debate tended to rest on the nature of the content, which source the data came from and how the data

would be used [204, 207–209]. Subsequent ethical guidelines developed for the field have placed

special consideration on the reporting of social media research to ensure users’ privacy [210, 211],

and reflects participants’ views that increased sensitivity and personal identifiability of the subject

matter should increase the level of anonymity with which it is reported [121, 205, 207]. Previously,

research participants have found that photos are more personal than text data [207, 212], however

the level of trust in the study or the researchers conducting it may also influence their decision of

whether or not to share [200–202]. There is evidence to suggest that there are a body of users who

expect their data to be collected as ‘necessary evil’ of day-to-day social media use; these users tend

to see information privacy as the responsibility of the individual rather than the company holding

the data [205]. There may also be an age related aspect to participants’ willingness to share their

social media data, with younger people more likely to agree [213, 214].

Collecting social media data from LPS therefore appears to be promising, as participants will

always have given explicit consent, are likely to have a good awareness of how their data is kept

safe, and have trust in the study to use and report their data responsibly. This may mean their

agreement to share their data and link it to existing data is more likely. However, it is particularly
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important in these studies to maintain the trust that has been built with participants by co-creating

an understanding of what is acceptable with regards to their information, especially since LPS

participants may have specific concerns about the linking of their social media activities to the

large volumes of diverse sets of data already held about them by the study. In addition, the series of

high-profile online data scandals, the introduction of the new General Data Protection Regulation

(GDPR) and the significant concern about the manipulative political use of social media data in

what has been called the “Cambridge Analytica scandal” may have had the potential to influence

participants’ views about what they consider to be acceptable in terms of data collection, linkage

and reporting on their social media data [215]. As such, this study into participants’ views aims

to ensure our knowledge of what is considered acceptable practice for social media data linkage

remains current in the evolving landscape of online privacy, and to ensure that we consider the

specific views of participants in LPS.

In this study I report on participants’ views on social media data linkage in an on-going birth cohort

study, the Avon Longitudinal Study of Parents and Children (ALSPAC), also known as ‘Children

of the Nineties’ [118–120]. Focus groups were held separately with participants from the index

offspring cohort, who are now in their late-twenties, and with the parent cohort, and included

semi-structured discussions on their views on, firstly, how they would define social media and

what they use it for, and then their opinions on social media research and data linkage. Due to the

ambiguous nature of social media we made it a priority to first understand how participants view it

as a medium and how they report interacting with it, prior to trying to interpret their views around

their data privacy.

3.2 Methods

3.2.1 Sample and Recruitment

ALSPAC is a trans-generational prospective observational study which recruited pregnant women

living in Avon, UK; those with expected dates of delivery between the 1st April 1991 and the 31st

December 1992 were invited to take part [118–120]. The initial number of pregnancies enrolled

was 14,451 and of these pregnancies 13,988 children were alive at one year of age. This was

supplemented when the index children reached approximately age seven where eligible cases who
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had not joined originally were invited to the study, resulting in a total of 14,901 children alive

at one year of age for which there is data from age seven. Since joining the study both parents

and index children have been routinely assessed on a number of environmental and psychological

measures, provided biological samples and their genetic data. The wide variety of longitudinal data

from both generations has provided valuable opportunities for a breadth of research into health and

social outcomes for children and young people, as related to genetic, environmental and social

factors. Please note that the study website contains details of all the data that is available through a

fully searchable data dictionary and variable search tool (http://www.bristol.ac.uk/al

spac/researchers/our-data/). For the purposes of this study, we recruited two separate

participant groups from the available sample to take part; the first contained the index children

themselves, and the second group contained participants from the parent cohort. A random sample

of participants in the study who lived in the Bristol area were invited to take part, to allow easy

access to the study location. Inclusion criteria were that participants had a social media account,

and spaces were filled on a first-come-first-served basis. The index child group was made up of

nine participants aged 26 to 28, with four males and five females. The parent group was made up of

five participants aged 53 to 65, with one male and four females. All participants were reimbursed

for their travel expenses and offered a £10 shopping voucher for taking part.

3.2.2 Ethics

Ethical approval for this study was provided by the ALSPAC Ethics and Law Committee and the

Local Research Ethics Committee, at the University of Bristol. All participants gave their written

consent for participation and audio recordings. Fair processing information describing the study

was provided in a postal invitation pack. Participant’s consent was obtained on arrival at the focus

group.

3.2.3 Data collection

Data were collected using focus groups, defined as “semi-structured discussions of 4–12 people

that aim to explore a specific set of issues” [216]. Focus groups were seen as the most appropriate

data collection method, as opposed to surveys or one-to-one interviews, due to the ability to resolve

and discuss conflicting views and information through group interaction, clarify individual and
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shared perspectives, as well as directly explore the relative emphasis on certain topics in order to

understand their subjective importance [216, 217].

Two focus groups, one for each generational group, took place consecutively at the ALSPAC offices

on the morning of Saturday 22nd September 2018. Each focus group lasted 90 minutes and was led

by the Principal Investigators of the study Dr Haworth [CH] and Dr Davis [OD], who were assisted

by three members of their research team [AT (PhD), JA (MSc), ND (MSc)] and one member of

ALSPAC study staff. None of the facilitators had previous relationships with the participants.

Both Principal Investigators have previous experience in conducting focus groups and provided

guidance to the assisting members of the research team. There were three female [CH, JA, ND],

and two male [OD, AT] facilitators present. The participants were made aware that those present

were interested in the potential of social media to improve health and well-being, and were later

introduced to previous research into expressions of happiness and anxiety on Twitter during the

presentation2 given by Dr Davis in the middle of the group . Beyond this they were not made

aware of the facilitators’ specific research interests, which I am reporting in line with the CORE-Q

criteria for qualitative research [216]. Throughout the focus groups the facilitators used a ‘funnel’

style approach to questioning by starting with general questions about individuals’ views on what

they believed social media to be and how often they used it and then becoming more specific as

topics of interest were narrowed down.

The focus groups were structured into the following three parts.

Part 1: Personal views on social media in the UK today

After basic introductions, we introduced a discussion on what the participants believed social me-

dia to be, how they tended to use social media, and what they used them for. Participants were

subsequently asked to classify themselves as high, medium or low social media users based on the

definitions proposed by NatCen [207] as seen in Table 3.1, and their own understanding of what

social media are. The definitions given were used in both focus groups to identify the range of

social media use represented by the participant group.

Part 2: Presentation on applications of social media data

The participants were given a presentation (Supplementary Material 1, Extended data [218])
2Slides available in the online supplementary materials (doi: 10.17605/OSF.IO/HYD9G)
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Table 3.1: Definitions of levels of social media use as given by NatCen.

Level of Use Description

High Those who use social media several times a day
Medium Those using social media from twice a week up to once a day
Low Those who do not use social media or use them once a week or less

on the applications of social media data in health and social research which included examples

of population level disease symptom tracking, and sentiment analysis of Twitter data, as well

as then introducing the spectrum of identifiability of data, using resources from ‘Understand-

ing Patient Data’ (https://understandingpatientdata.org.uk/what-does-

anonymised-mean), which clarifies the difference between raw, de-personalised and anony-

mous data. These three terms were understood in this study as:

Raw: Information in its original format, for instance a status update, with no attempts to remove

identifiable information.

De-personalised: Information which has had identifiable features removed, but could feasibly still

be re-identified. Anonymised: Information that has been processed, for instance into a numeric

score or aggregated, so that there is no recognisable association between an individual and the

piece of information.

Part 3: Views on using social media data for research

Following the presentation, we provided each participant with a template as presented in Figure

3.1, with ‘blank’ spaces which could be filled with cards labelled as described in Table 3.2 to form

a possible research scenario. This exercise could produce up to 108 unique scenarios for discussion

which were designed to explore participants’ views around linkage of different types of data, and

how they would expect these data to be shared and presented to different types of researchers. To

illustrate, an example of a completed template is given in Figure 3.2. Participants chose the cards

at random from a pack to minimise the bias in the selection of options, then discussed the scenarios

in small groups of 4–5, with a facilitator moderating each group.
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Figure 3.1: The template that participants filled with options from Table 2 to pro-
vide discussion points.

This template was used by participants, in conjunction with the options from Table 3.2, to discuss
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Table 3.2: The options presented to participants to fill each ‘blank’ in the statements
in Figure 1.

People Description Type of data Platform

‘Children of the Nineties’ staff Raw Friends Facebook
Researchers Depersonalised Network Instagram
Computers Anonymised Likes Twitter

Text
Images

Location

their views around a wide range of different data access scenarios. This allowed the research

team to unpick which types of variation in the scenario might make it more or less acceptable

to the participant group. One option from each column was randomly selected by participants

to complete an activity which explored their views on possible scenarios in which different types

social media data might be accessed.
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Figure 3.2: An example of a completed template from the situational exercise.

This provides an example of how the templates were used during the focus groups to explore

a particular situation in which their data might be accessed. Variation of the item in any one
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of the boxes could be changed to explore how this might alter the participants’ opinion on the

scenario.

3.2.4 Analysis

Immediately following the focus group, a short debrief was held between the members of the re-

search team to collate their experiences and any trends they had noticed. An analysis of themes

was then later completed from the audio recordings by myself. The analysis procedure was first,

familiarisation with the data through listening to the recordings of the focus groups and transcrib-

ing them, then identifying material that was not neutral (neutral material included comments from

facilitators, or conversations which were not relevant) and finally, systematically coding the rele-

vant material and organising it into themes. Due to the semi-directed nature of the focus group,

and relatively small volume of data, the data were first coded deductively [219] into the existing

structure given by Part 1 and Part 3 of the focus groups above, rather than inductively deriving

broad themes. Within the sub-theme ‘What are social media used for?’, participant responses were

inductively coded and summarised into themes. As such the results are presented as narrative

summaries of participants of the two parts, with any identified sub-themes as relevant.

The software package NVivo 12 was used in the analysis stage in order to code the participants’

comments digitally and allow for comments on particular areas to be viewed collectively. Nvivo

is primarily used for the analysis of non-numerical unstructured data used in qualitative research.

Participants were not invited to check the results following their participation in the focus group,

but we reviewed all quotes to ensure that participants could not be identified.

3.3 Results

The following results are a narrative description of the outcome of my analyses, arranged by the

two discussion sections of the focus groups, and by each main topic within these sections. As such,

the first section describes the participants’ general views on social media and how they use it. The

second section then summarises their views on the use of social media in research with respect to

the different variables presented to them in the template exercise, given in Table 1. Quotes have

been provided where relevant to further illustrate the discussion.
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3.3.1 Personal views on social media in the UK today

What ‘counts’ as social media, and who is using them?

The groups were first asked to discuss what social media was. This prompted both examples of

platforms, and descriptions of what made certain platforms ‘count’ as social media. In both groups

there was an agreement that defining an application as a type of ‘social media’ was dependent on

whether it was possible to share content and interact with others. For instance, the young people

agreed that WhatsApp was a type of social media only due to recent updates that allowed users to

share ‘daily stories’ and status updates, rather than solely message specific individuals.

“I would just say anything where anybody could join in a, sort-of, general discussion.”

“Anything where you socialise through media. . . yeah”

— Parents

Facebook was the most widely used and discussed form of social media in both the young people

and parent groups, shortly followed by Instagram and Twitter. This is consistent with Facebook

being the most common site on which adults have a social media profile [220]. The parent group

shared a mutual agreement that they had all had Facebook for the longest time, and preferred it

as it was “easier” and more “familiar” than alternative platforms; some participants in this group

stated they had had Facebook for over 10 years. In both groups many of the participants stated

they were WhatsApp users too. Proportionately more of the young people described actively en-

gaging with Instagram than the parents, and whilst several people across the groups stated they

had Twitter profiles, the majority of those said they looked at what other people posted rather than

creating content themselves. A sub-section of the younger group noted that they did not regularly

post to Facebook, and agreed between them that Facebook was used less by young people than it

previously was; this observation is consistent with reported data on the changing demographics of

Facebook users [221].

A number of the young people stated that they use Snapchat, and whilst the parent group were

aware of Snapchat none of them were users of this platform.

“Facebook mainly. That’s probably the only one I use. . . and Whatsapp.”

— Parent
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“Facebook seems like a platform for older people now.”

“Exactly, my mum uses Facebook more than I do.”

— Young People

Some of the parent generation identified fitness tracking apps such as FitBit and Strava as their

more commonly used social media and noted that setting challenges for other users and participat-

ing in group competitions were social elements they enjoyed. Several of the younger generation

also used fitness apps.

What are social media used for?

In the parent cohort all five participants identified themselves as ‘high’ social media users. In the

younger cohort seven out of the nine were also ‘high’ users, with the remaining two identifying

as ‘low’ users. These categories of use followed the definitions given by NatCen [207] in their

2014 report where they had equal numbers of participants in each user group, but the proportion of

‘high’ users was much larger in this study. This may represent sampling bias in the present study,

and the inclusion criteria of being a social media user may have dissuaded ‘low’ or ‘medium’ users

from taking part. However, there was still a wide range of frequency of use within the ‘high’ user

group, from checking Facebook once a day on a laptop to using it on waking and then multiple

times a day on a portable device. This may suggest that the definition of ‘high’ use is no longer

representative given increases in social media use and prevalence over the past five years [220,

222]. When asked to explain what they ‘do’ on social media participants discussed a wide range

of activities, which have been individually set out and summarised below.

Interacting with friends and family The main reported use of social media was to keep in touch

with friends and family, especially those who were not easily accessible to meet with face-to-face.

This was consistent across both groups.

“I use Facebook for like similar to you just like keeping in touch with family and

friends that I wouldn’t necessarily see.”

— Parent

Several participants noted the ability to “keep in touch” with others online but the means of com-
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munication was not always clear. Some participants clarified that they would have conversations on

a private messaging feature of the platform, such as Facebook Messenger, whereas others described

it through interactions on content posted to their profile.

“I don’t speak to [my friends and family] directly but they like the things I post.”

— Young Person

Posting content Several participants gave examples of posting content to social media. These

examples included pictures of evenings out, asking questions to their online network, pet updates,

and exercise records on apps such as FitBit or Strava. As well as personal content a handful of

participants also mentioned sharing articles and news through their profiles.

Competitive activities There were two types of competitive activities described by the partici-

pants. One was playing games through social media, and the other was taking part in competitions

with others on fitness apps. The discussion around fitness competitions was specific to the parent

group.

“So when you say about health and fitness there are some amazing apps that you can

socialise with other people. And I think they encourage you, or you compete.”

— Parent on fitness apps

Games were discussed in both age groups, but most of the parents described engaging with online

games which operate through social media, usually Facebook, compared to a minority of the young

people. The games included Scrabble, Candy Crush and FarmVille, with some using these as a way

of engaging with friends and relatives on a regular basis.

“I actually use Scrabble [on Facebook] to keep an old lady company every night.”

— Parent

Events Using Facebook as a platform for event planning and organisation was raised between

the young people, but not among the parent group. The types of events included those within their

immediate social network as well as entertainment advertised through Facebook.
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“I use Facebook to know what’s going on in terms of events, the biggest thing I would

use it for is going to a party. It’s so useful for ‘there’s a band playing’ or ‘your friend

is having a party’. I think for me that’s Facebook’s biggest use.”

— Young Person

Passive or observational use Whilst the participants used social media to stay in touch with

others, many of the behaviours described involved ‘scrolling’ through Facebook or Twitter as a

consumer of other people’s news.

“I have Facebook but I can’t remember the last time I posted anything on there”

— Young Person

" I’ve got a Twitter account but all I do is look at stuff, I never actually put anything

on Twitter"

— Parent

This passive social media use could be reflective of reported increases in social media being used

as a vehicle for viewing content such as videos and news, along with decreases in users creating

content [223] which may be to avoid negative feedback on their own user-generated content. The

participants described using social media to stay up to date with news articles and celebrities as well

as news in their social networks. In parallel with this the young people discussed their perceived

need to be discerning about where they got their news from, and which sites they regarded as more

trustworthy; there was a disagreement between participants about whether Facebook or Twitter

was the more trustworthy news-source and views appeared to be based on preference rather than

experience or evidence.

“I would have more faith if something was trending on Twitter than a load of random

news articles on Facebook.”

— Young Person

In both groups there were references to using social media to find information about or posts from

other people. This is colloquially known as ‘Facebook stalking’ [224]. The parent group were open

about using this feature to see what their children were doing, and also to research their children’s
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friends and romantic partners. The young people discussed the impact of this phenomenon on

dating and how image management on social media may result in gaining an inaccurate impression

of what a potential date may be like in real life.

“I stalk my children!”

“Yes, I do stalk my children’s boyfriends”

— Parents on ‘Facebook Stalking’

" Dating apps are part of social media. Some people will research the person they’re

going to meet."

— Young Person

Opinions on social media in general.

There were a wide variety of opinions about social media platforms in general. Conversations

about concerns were far more prevalent in both groups than discussion of the positive aspects of

social media, and both groups were critical about the potential implications of social media. In

the vast majority of the participants’ conversations the concerns were speculative, in some cases

directly observed and there was only one example of someone being directly impacted by cyber-

bullying. However, not all participants may have been happy to speak about this in the group

setting. In the parent group the main concerns were about the behaviour of others online. One

example given was the use of Snapchat by young people to bully others by reaching a large number

of people very quickly, and other examples were given around behaviours of others their own age

posting derogatory comments on other people’s content. Those present expressed their disdain for

this behaviour, and hypothesised that the anonymity of social media allowed others to act in this

way.

“Sometimes I look at the comments people in my age range put up, and I think ‘wow,

would you say that out loud in a room full of people?’ ”

— Parent

The parent group also expressed concern about the immediacy of social media, and the “pressure”

to respond instantly to messages and communication online. There was a feeling that this would
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be difficult for younger people to manage, though was not a concern raised by the younger group.

The younger groups’ concerns were centred around their inherent distrust of their data security on

social networking platforms, as well as the way that peoples’ lives may be curated on social media

with a bias towards positive events. This was also noted by the parent generation as a risk for

young peoples’ mental health when using social media.

“If you got engaged and put it on Facebook that’s immediately like 500 likes, it’s

blown out. [If you put] ‘I’ve had a really rough day and my dog is sick’, maybe 1 like.

We’re so busy chasing the happiness that the duality is never there.”

— Young Person

Amongst the younger generation there was a general consensus that for those who were high users

of social media their ‘offline’ and ‘online’ worlds were inherently linked, from the events they

choose to attend in the ‘offline’ world to the conversations they had with friends. However, there

was debate amongst the young people on whether the representations they made of themselves

online was a genuine or biased reflection of their true selves. Some openly acknowledged that they

preferred their online persona, whereas others did not feel there was any difference between their

online and offline selves. One positive that the young people noted was the ability to curate their

online appearance for employment sites such as LinkedIn when desired.

Summary

The majority of participants were ‘high’ social media users [207] and used similar social network-

ing sites across both groups, such as Facebook and Twitter, though with more younger people using

Instagram and Snapchat. The main reason participants used social media was to keep in touch with

friends and family, but this was being performed in different ways including playing games, post-

ing content and looking up other people on social media sites. Participants also described getting

news and information from Facebook and Twitter. Both groups expressed concerns about the role

social media plays in their lives and the lives of others, with anecdotal examples of risks of social

media use to personal well-being, information security and obtaining misleading information. The

discussions highlighted that there are myriad types of data possible to link, and that which of these

data we choose to link may impact participants’ views on data linkage. In the next section I explore
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participant views on specific types of social media data linkage.

3.3.2 Views on using social media data for research

After being given a presentation on the possible uses of social media data, participants took part

in a novel exercise where they discussed different possible scenarios for data collection, with the

variables as given in Table 2. The participants engaged well in this exercise and distributing the

possible options for each variable amongst the group encouraged a rich, collaborative discussion

around what would be deemed acceptable. The results of the analysis below are grouped by each

potential variable that participants were asked to consider.

Who has access to the data

Participants discussed how they would feel about different people accessing their data, with the

options being ‘Researchers’, ‘Children of the Nineties staff’ or ‘Computers’. Participants under-

stood ‘Researchers’ to be those not necessarily affiliated with the study who may apply to use their

data for health and social research, with the study staff being the administrative staff who facilitate

the study. No participant had any concerns about the data stored about them being accessed by the

staff or researchers associated with the cohort study, with several participants voicing their trust in

the study and its protection and safe use of their data. As such, they trusted that their data would

not be sold on or used for purposes other than health and social research, which in other contexts

was a widely expressed concern in both groups, but more prominently in the young people.

“’Children of the Nineties’ is fine because I know you’re not going to sell it.”

— Young Person

" I would trust emphatically the ‘Children of the Nineties’."

— Parent

Out of the three possible options most discussion was had over the use of computers (i.e. auto-

mated harvesting of information) in accessing participant data, with evident confusion over what

that meant in practical sense for both participant groups, and easy misinterpretation of what it

would be possible for computers to achieve with their data. For instance, most participants needed

clarification on exactly how a computer would be able to access their information, and in one in-
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stance there was a concern from participants in the parent cohort that a computer could access and

manipulate layers of private data whilst mining social media platforms.

“Once it gets into your systems it can get everything else it wants out of it. Once

you’ve put something into Google it can find every email you’ve sent.”

— Parent

The facilitators provided clarification that the cohort research staff would not be able to access

private user information held by the social media platform, only the data that would be available

to anyone accessing Twitter information. Facilitators also clarified the difference between a mali-

cious virus on a computer and authorised means of accessing online data through an application

programming interface. This was generally understood, but some participants were still uneasy

about the use of computers. Ultimately, when asked at the end of the sessions if they would be

happy for computers hosted by the cohort to collect their Twitter text data all participants agreed

they would consent to this.

Level of data anonymity

A difference in attitude between the groups characterised the concerns around the level of data

anonymity consented to in each scenario. The parent cohort mentioned on several occasions that

they would not post anything on social media that they were not happy for the public to see, and

that they regarded it as a public platform. This appeared to lend a relaxed view to all those attending

the focus group towards sharing their data in any form, once it was clear that the data would not

be sold on and that only the information they consented to sharing would be collected. However,

some members of the group said that they would feel more comfortable for computers to have only

their de-personalised data due to concerns about what computers could theoretically do with their

information; this was related to a misunderstanding about what computers could do as described

above. The younger cohort appeared more discerning about the level of data they were willing

to provide, with several noting that they felt “safer” or “happier” when raw data was not being

used.

“I suppose when things become anonymised it all seems a lot more fine. If it’s being

reduced to numbers and data points I would be much more likely to give my consent.”
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— Young Person

It was necessary to clarify for the participants that their private messaging data would not be col-

lected, and that computers would only collect the data they had agreed to. Once this had been

explained all participants agreed they would be willing to provide their personal text and ‘like’

data in any form. Photo data created more discussion and the younger participants generally felt

they would require more anonymity with photo and location data. Anonymity of photo data in this

sense referred to distilling a photo down to numeric data, such as the hues and colours used in an

image, or to a description of the image.

What types of data are acceptable to collect

The type of data collected generated the most discussion in both groups. In principle the vast

majority of the participants agreed that they would provide all forms of data (Table 2), apart from

friends’ data, given that it would be collected and distributed by a study that they trusted to store

and use their data well. Here, ‘friends’ data’ refers to data produced by a friend or connection,

rather than data produced by the user about their friends such as a list of connections, which would

be considered ‘network data’.

In the younger cohort there was general agreement that text and ‘like’ data could be collected.

Photo data created more discussion, with a feeling among some that it was more personal than

their text data, and some feeling that if it was anonymised in the same way then it was no different

to text data.

“There’s something intricately linked between your privacy and yourself. A picture of

yourself is much more private and identifiable than anything I would write down. So

definitely I think I would feel uncomfortable.”

— Young Person

" If the photo is just being broken down into a code then it’s the same as text. What’s

being taken and the final product is the same thing."

— Young Person

Other reservations about photo data included a distrust in the ability to reliably code the features of
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a photo with the technology currently available, as well as concerns about involving friends who

are in the photos without their consent.

In the parent cohort, the same concerns about photos were not expressed, with all agreeing that they

only post photos that they would be happy for anyone to see. A similar view was demonstrated by

some members of the younger focus group too, given an awareness of how their social media data

might be seen by others.

“The only photos I put up on Facebook are ones I’m happy for the whole world to

see.”

— Parent

“I’m conscious that any job I go to is going to investigate it [social media profile]

themselves so I don’t think anything is very private. I’m always very conscious about

what I post.”

— Young Person

The younger cohort had some discussion about location data, but ultimately did not express con-

cern since the majority of participants did not regularly ‘check-in’ on social media or report their

location. Those that did were not concerned about the study accessing this information about them

and did not feel it was any more personal than the other data the study held on them. The area

of data collection that caused the most concern was data related to their friends accessed through

their account. For many of the participants this did not vary across platforms, even if all the data

collected would be public anyway, for instance on Twitter. Both sets of participants felt uncom-

fortable at the idea of giving consent for others to access these data when their friends had not

agreed, as well as concerns in the younger generation about ownership of data and what would

happen if those data had been collected by the study but the original content was later deleted by

the user.

“I object to it strongly. . . my friends haven’t agreed to that.”

— Parent

" Twitter is public, but only for the time you leave it up. If you give permission for

someone to store and access your data you’re giving them permission to have it for as
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long as they want it."

— Young Person on giving consent for collection of friends’ data

When a sub-group of the young people were explicitly asked whether they would consent to the

positivity or negativity of their friends’ posts being anonymised and scored in order to gauge

whether this impacted on their own posts they agreed to this, which was a contradiction to the

same group previously stating they would not consent to any of their friends’ data being accessed.

Their agreement was more readily given for Twitter than for Facebook. Some participants ac-

tively voiced their dilemma, that they knew these data would be “used for good” but that they felt

morally conflicted about actively allowing it. Other participants reasoned that they would proba-

bly give their consent, and that the focus group environment was encouraging them to think more

deeply about it than they usually would. Collectively the sub-group of young people came to a

decision that they would “probably” allow for these data to be collected, on the basis that it would

be used for “important health and social research”.

“We’re always sharing our data with loads of people all the time who are using our data

for advertising and selling it on. At least with this we would have given our consent

and knew it was for a good cause.”

— Young Person

Across both cohort groups there was a consensus that though they had preferred platforms they

would ultimately consent to sharing their information from any platform once they understood

how the data would be protected and what it would be used for. This agreement was usually given

with reference to their trust in the study that their data would be safe.

“Anything I was sharing on my social media, including location, I’d be happy to share

with ‘Children of the Nineties’ ”

— Young Person

When considering friends’ data, this did not differ across platforms, and participants were mostly

consistent that they would not provide consent for this. This was with the exception of the sub-

group who expressed more willingness to consent to their friends’ data being collected from Twit-

ter, as a public platform, than Facebook. This subgroup ultimately stated that they would consent
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to this data being collected from both platforms if it was being used for ‘good’, though their initial

reaction was that this would not be acceptable to them.

" I wouldn’t be happy if someone consented on my behalf. And that’s the same on

every platform. It’s not my place to consent on someone’s behalf."

— Young Person

Data linkage

Data linkage refers to joining together previously unassociated information about an individual in

order to build a comprehensive collection of data about them from different sources, for instance

attaching health data to educational outcomes. In this study this would involve adding relevant

social media data to each individual’s cohort study data profile for use by researchers (which can

include information from health and other official records). When asked whether this would be

acceptable, many of the participants had already assumed that their data would be linked if it were

collected as part of the study, and were agreeable to this happening. In fact, all the participants

agreed that this would be the best way to get the value from their data and had ideas about which

research questions might be answered by doing so. This view was consistent across all participants

in both groups.

“I think it’s important. Because to get the fullest roundest picture you need to do that

anyway don’t you.”

— Parent on linking their existing data

Views on suggested research methodology

The final part of the focus group was suggesting a possible research methodology to participants,

to see if they would be inclined to agree to it. The methodology was threefold, and in each case

was presented as being with participants’ consent for use in important health and social research:

- “Computers access my raw text data from Twitter”

- “Children of the Nineties staff access my raw text data from Twitter”

- “Researchers access my anonymised text data from Twitter.”

Participants unanimously endorsed these three methods of data access for the different groups con-
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cerned, understanding that study staff could hypothetically access their personal data but that they

would not routinely need to do so. Participants reasoned that this was equivalent to the require-

ment for study staff to access any of their other sensitive data held by the study, such as health

evaluations.

Summary

On the whole participants agreed they would be happy to share their text, ‘like’, location and

network data with researchers from the study in any form, though it was deemed easier to accept

the further the data were anonymised. Photo data were a slightly more sensitive data type, with

the majority agreeing they would share this in its raw format, but a minority considering photo

data too identifiable to share unless anonymised. Participants frequently cited their trust in the

ALSPAC study, and subsequently their trust in anyone who was given the data, though there were

reservations and confusion for a small number of the older generation participants on the role of

computers in the data collection process due to misunderstandings about what computers could

do. As participants were agreeable to sharing most of their data, they did not have reservations

about which platform this was done through; however, the platform had some influence when

considering whether to share information about their friends. For instance, some participants felt

it would be more acceptable to collect information posted publicly to Twitter than to Facebook

private profiles. The majority of participants were not agreeable to allowing collection of their

friends’ data, and those who did agree only did so when given a clear scenario describing the type

of research question that this would be useful in answering and the anonymisation approaches that

may be used.

When considering the differences between generations, the groups’ levels of technological insight

had a varying effect on their opinions and thresholds for agreement. For instance, in the older

group the use of computers in the research generated unease due to the perceived likelihood of

them distributing malicious viruses or leaking personal data. The older generation agreed they

would be comfortable for the study to collect any data, apart from friends’ data, because they had

nothing to hide. In the younger group the privacy of the actual content was not widely considered,

however the issue of information security and desire to protect their private information was more

apparent. Along with their knowledge of this area came a sense of inevitability of how often loss of
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privacy already happens, and some reference to incidents such as the Cambridge Analytica scandal.

The participants’ willingness to share their data was then because they were aware that their data

were already being used for the benefit of private companies and they would rather it was being

used ‘for good’ as well.

All the participants also showed good insight into how the data could be useful to the cohort study,

with several participants offering suggestions of how their social media data could contribute to

health and social research and other platforms (such as exercise or dating apps) that the study

should consider researching.

3.4 Discussion

The question of how participants in cohort studies feel about sharing their social media data has

been largely unexplored, but the majority of the findings from the present study are consistent with

those from previous focus groups on users’ views of data linkage and social media research [207,

225]. Ultimately all the participants agreed that they would consent, if asked, to the study collect-

ing their social media data in a scenario where computers (managed by study staff) accessed the

raw data, and converted this into anonymised numbers which were then distributed to researchers.

They would also consent to these data being linked to their existing data in the study. The most

acceptable data types to collect were text, ‘likes’, location and network data, with images being

slightly less acceptable to some, and friends’ data being particularly contentious, with only a mi-

nority agreeing. When discussing the use of friends’ data, participants’ views changed depending

on how the question was phrased. When first asked if they would share their friends’ data, par-

ticipants were firm that they would not. However, some agreed when presented with a specific

scenario. The participants noted their own difference in opinions, and despite discussion around

this there was no overall resolution of opinions for any given situation.

The findings on the participants’ general views on social media showed similar themes to those

noted by O’Reilly and colleagues [225] in their focus groups with adolescents, where participants

held a view that social media is bad for mental health, that it was a platform for bullying and

some reference to the ‘addictive’ nature of social media. Certainly, most of the discussion about

social media was about its negative attributes, with words such as ‘dangerous’ and ‘unsafe’ used.
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The belief that social media can be detrimental extended to those participants who said that they

had not directly experienced negative consequences. However, the participants’ acknowledgement

of the negative side of social media was held alongside specific examples of the benefits such

as keeping in touch with friends or providing company to lonely older people. This illustrates

the participants’ awareness of the advantages and disadvantages of social media, and represents a

considered decision to continue engaging with it.

As well as a generally negative view of the impact of social media, there was distrust of online data

security amongst both generational groups. In the older generation this presented as concerns about

the use of computers in the research, and in the younger cohort presented as increased awareness

of their digital privacy on social media sites and the inevitability of the exploitation of their data,

which appeared to make them more discerning than the parent group on what they would agree

to share. This could be seen as consistent with the younger group having grown up with technol-

ogy available to them and having a different awareness of how it operates than their parents do.

However, this view of younger generations as ‘digital natives’ [226] can be misleading; whilst age

is associated with someones’ likelihood to be immersed in technology, it is not the only relevant

factor [227]. As such the generation differences I observed may not solely be attributed to the

participants’ age. Interestingly, this contradicts findings by Wellcome [212] on the publics’ views

of general data linkage, where younger people were more likely to agree to share their data, and

older generations were less likely. A broader sample of participants would be helpful in order to

thoroughly investigate the nuance in the reasoning of both groups, and how it relates to the types

of data being shared.

Despite having some privacy concerns about their social media data, situating this type of data

against the level of privacy of other data held on them in the cohort study, such as health assess-

ments and genome-wide genetic data, allowed participants to make reasoned and informed judge-

ments about what they would consent to. However, within ‘social media data’ there were layers

of types of data which held different levels of sensitivity to participants and, similarly to reports

by both NatCen [207] and Wellcome [212] on users views, photo data was slightly more sensitive

than other types of data. NatCen’s report found that researcher affiliation had an impact on whether

a participant would consent to a scenario, and I saw this influence with the ALSPAC participants

who were openly confident in the study and its intentions and told us that this gave them confidence
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in sharing data with the study. I hypothesise that a study which is not using an LPS sample may

find more resistance to the disclosure of those data considered more sensitive. Similarly, while the

NatCen participants had reservations around the efficacy of social media research the participants

in the present study displayed accurate insight into how their data may be useful to researchers and

why it was important to gain their views, which could be attributed to their long-term participation

in the study.

A common theme throughout both focus groups was reference to their trust in the study, and their

belief that their data would be used to benefit others, which supports the use of LPS as a valuable

source of ground truth data due to participants’ existing investment in participating in research and

the depth of data already available on the cohort. The differences in concerns between generations

suggests a need for informed consent to be obtained in a thoughtful and well explained way which

meets the needs of all age groups, particularly those who are not ‘digital natives’ [116, 226].

The variety of opinion around the use of friends’ data which were found in this study warrant

further exploration, particularly given the current digital privacy environment, and the apparent

lack of concern over the use of ‘network’ data such as lists of friends. The difference in opinion

depending on how the question was phrased may suggest that only specific, controlled scenarios are

acceptable to participants and understanding the thresholds of this decision making is important in

considering the ethical implications of this type of work. Similarly to other work on non-consensual

data linkage [203], the differences in stance may also be a reflection of the complexity of the

decision and the ethical dilemma it presents to participants.

There were limitations to this study, particularly around the sample of both ALSPAC and of the

focus groups in particular. Although Bristol was at the time of recruitment representative of UK

cities, there is estimated to be a shortfall in the recruitment of less-affluent families, and mothers

from ethnic minority backgrounds [118], as well as differential attrition over time [228]. With

regards to the focus groups specifically, the sample size was relatively small, especially for the

parent group, and it may be likely that those who agreed to attend a focus group on social media

would be more willing to share their social media data. Similarly, those participants who actively

participate in the study by attending focus groups may be more likely to feel positively towards

the study. A future direction may be to survey the whole cohort on their views through an annual

survey, which would give a quantitative perspective on the issue of acceptability. It is also important
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to recognise that a focus group methodology has drawbacks, particularly with regard to the ability

to generalise the results, the ability to cover broad topics in a relatively short time-frame, and

the understanding that the views of participants are socially constructed within the environment

of the focus group itself [229]. These results should be interpreted with an awareness of these

limitations.

3.5 Conclusions

The focus groups have provided an insight into the views of cohort study participants on using

their social media data in research. All participants agreed they would be happy to share their

anonymised social media data with researchers affiliated with ALSPAC for health and social re-

search, apart from data about their friends. Whilst there was a preference for anonymised data,

most participants felt that their trust in the study would allow them to share any level of data with

researchers, often motivated by the positive intention of the research. It is acknowledged that the

sample that chose to attend the focus group was small and may have been biased in their willingness

to agree to the hypothetical scenarios.

The engagement and willingness of the participants to discuss social media and its applications

in research suggest that LPS could be a valuable source of ground truth data, especially given the

opportunity to link their social media data to other measures taken since birth. This would give

researchers a valuable opportunity to learn more about who uses social media and start to study the

attributes of this population.

Insights from this research can inform studies designing social media data collection strategies,

particularly describing which categories of content are seen as more sensitive than others. Feedback

from the participants emphasised the importance of clear information for any participants involved

in the suggested research, especially with regard to the involvement of computers in accessing their

data and safeguards used to protect it.

The participants’ views on which of their data they would be happy to share could be revealing

if explored further, especially the distinction between accessing network data against accessing

friends’ data. This work paves the way for future work integrating social media with LPS data,

which will be beneficial for both the studies and those conducting social media research.
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Chapter 4

Twitter data linkage: features of

consenting participants and their

data

Abstract

Background Social media are exciting and potentially valuable data sources for health research.

However, to ensure that research using these data can be applicable in wider contexts, they must be

linked to high quality ground truth data. This chapter describes the process and outcomes of linking

Twitter data in the Avon Longitudinal Study of Parents and Children, as well as investigating

potential sources of bias in the data collected.

Method There were 26,205 participants invited to link their Twitter data, of which 4,261 had

Twitter and 654 were successfully linked after opting in. Their Twitter data are now continually

being collected, with their tweet histories also collected up to the maximum number of historical

tweets Twitter allowed. For the purposes of this study, I used Twitter data available up to the 31st

October 2020, linked to measures of depression, anxiety and well-being taken in April to May

2020. I compared the characteristics of G1 linked participants to the Twitter user group in Chapter

2 (N=2,347) and to the depression, anxiety and well-being measures collected from the whole

cohort in April to May 2020 (N=6,827). I also tested whether rates of tweeting were related to the



sex or generation of participants.

Results 15.3% of those who used Twitter in ALSPAC had their Twitter data successfully linked.

Of these N=654 participants, 224 were from the G0 generation of ALSPAC and 430 were from

the G1 generation. Their characteristics align with the population of Twitter users described in

Chapter 2, and largely reflect the general cohort in terms of their levels of depression, anxiety and

general well-being. In the most recent year 471 linked participants had tweeted at least once and a

quarter of those tweeted less than 6 times. Tweeting frequencies were not found to be statistically

associated with sex or generation of participants.

Conclusion The data linkage programme successfully allowed for Twitter data to be directly com-

pared with the mental health and well-being outcomes of participants. This dataset can now be

linked to a wide range of outcomes that have been collected in ALSPAC and represents a realistic

range of tweeting behaviours with which to train and test future models.

Aims

This chapter gives a summary of which ALSPAC users agreed to link their data, and how they

are different from the rest of the cohort as well as the Twitter users identified in Chapter 2. This

information provides useful context for Chapter 6.
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4.1 Introduction

The development of digital phenotypes from social media as a means of understanding human

health and behaviour is a relatively recent development in medicine and epidemiology, and one

with exciting potential [16, 41]. There have been multiple advances in this area over the past

ten years, where social media have been used to make inferences about population and individual

mental health with relative success [10, 41]. However, ease of access to large quantities of internet

data does not necessarily mean the data are high quality and there are several practical and ethical

challenges to meet in order to be able to make the most of internet data [104, 116].

Concerns about the quality of the data in the field have persisted for many years and have led to

concerns about the validity of inferences that can be made from the published literature so far (for

a comprehensive review see Chancellor and De Choudhury [41]). For instance, social media data

do not tend to include demographic information about the individuals whose data is collected, and

so cannot be accurately characterised to understand demographic effects or biases [230]. This is

particularly important since the populations of those using social media are self-selecting, and do

not tend to reflect the general population in demographics or mental health outcomes, as seen in

Chapter 2 and elsewhere in the literature [78]. Similarly, the data do not usually include information

about the outcome variable being inferred, unless a medical diagnosis is stated in a tweet itself.

Many studies use such self-disclosures of mental health conditions as positive indications of a

mental health disorder, however these cannot be verified and online self-disclosure is likely to

be influenced by gender and cultural norms which can then confound analyses [230, 231]. In

order to use social media to its full potential, we need it to be linked to well characterised and,

ideally, longitudinal datasets that can provide the ground truth data needed to label individual

characteristics and outcomes [10].

As well as practical considerations about the quality of the data available for research, there are

ongoing concerns about the ethical collection of social media data for research, particularly with

respect to informed consent, which can rarely be guaranteed in an online study [102, 230]. It

is relatively easy to amass data on a large number of individuals, who in theory have consented

through the terms of service of each platform to their data being shared, but in practice social

media users often do not realise this is the case [97, 99]. Alternatively, their data may be scraped
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from the web without consideration of the terms of service of the platform that the data is being

taken from, and whether or not they consented to these.

Data linkage in cohort studies has the potential to address both these practical and ethical concerns,

since it requires the explicit consent of all participants, and linkage to high quality longitudinal

data that already exists about them. As well as benefiting social media researchers, Al Baghal and

colleagues [111] have drawn attention to the potential of social media to reciprocally add value

to these longitudinal studies, which often suffer from attrition or missing waves of data. It may

be possible to use the data we collect from social media to enhance the data that already exists in

the studies, and as such bolster the information available in long-term studies, which is currently a

strategic priority amongst large cohort study funders [113]. This potential has been demonstrated

by linking Twitter data in a handful of studies in the United Kingdom including Understanding

Society and the British Attitudes Survey [83] as well as across the world [109]. Twitter tends to

be a particularly popular source of data for research, partly due to the ease of accessibility to its

data compared with other platforms such as Facebook and Instagram, who do not tend to allow for

research access to their data, and partly due to the value of textual data that it contains.

While data linkage is a promising avenue for addressing the quality of digital footprint data there

are some important questions about representativeness and data asymmetries that result from these

forms of linkage. Data asymmetry occurs when the volume of linked digital footprint data amongst

a participant group varies widely across participants, and in comparison to the volume of question-

naire that it has been linked to [83]. For instance, users may have linked their accounts but only

have tweeted once, whilst others may produce thousands of tweets. Much like with missing data,

we would hope that this asymmetry is distributed randomly, but if it is associated with particular

characteristics of the participant group then this could inadvertently cause confounding in later

analyses. Representativeness can also be an issue since we rely on participants to opt-in to data

linkage programmes, and so may find that those who opt-in are biased towards certain charac-

teristics, or may have particular mental health profiles that mean our data will not be population

representative. Given these issues it is clear that whilst data linkage in longitudinal cohorts has

many benefits it also has its own limitations which need to be well understood in order to use the

data effectively.

This chapter aims to develop this understanding by focussing on the dataset that has been pro-
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duced by linking Twitter data in the Avon Longitudinal Study of Parents and Children (ALSPAC),

a multi-generational birth cohort study which aims to compile a rich databank containing informa-

tion on participants’ health and social exposures and subsequent outcomes across the life course

[118–120]. A large proportion of the ALSPAC young people are regular users of social media,

as seen in Chapter 2, and their age group currently makes up the biggest group of Twitter users

[232]. The cross-generational sampling demonstrated here in ALSPAC also means that the tech-

nical framework used will be widely applicable across other cohorts including those in the Cohort

and Longitudinal Studies Enhanced Research (CLOSER) consortium. I will give an overview of

the methodology developed for linking the data, and then go on to describe the data that has been

collected through the linkage programme so far, with a focus on the quantities of Twitter data gen-

erated by the linkage programme, and the demographic and mental-health features of the linked

participants compared to the general cohort. Specifically, the research questions explored are (1)

what are the consent rates to Twitter data linkage and how are they comparable to other data linkage

studies, (2) how do the characteristics of those who linked their Twitter data compare to Twitter

users in the cohort and (3) what is the extent of data asymmetry in the linked data, and is it biased

by participant characteristics?

4.2 Methods

4.2.1 Cohort description

The Avon Longitudinal Study of Parents and Children (ALSPAC) is a birth cohort study [118–

120]. Pregnant women resident in Avon, UK with expected dates of delivery 1st April 1991 to 31st

December 1992 were invited to take part in the study. The initial number of pregnancies enrolled

was 14,541 (for these at least one questionnaire has been returned or a “Children in Focus” clinic

had been attended by 19/07/99). Of these initial pregnancies, there was a total of 14,676 foetuses,

resulting in 14,062 live births and 13,988 children who were alive at 1 year of age. The total sample

size for analyses using any data collected after the age of seven is therefore 15,454 pregnancies,

resulting in 15,589 foetuses. Of these 14,901 were alive at 1 year of age. Since ALSPAC collects

data on multiple generations of participants, the generations are referred to from G0 to G2, where

the G0 are the parents of the original study children, G1 the index children, and G2 the children of
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the G1 participants.

The Twitter data linkage was conducted on a subset of the full adult ALSPAC cohort, that is the G0

mothers and their partners, and the G1 index cohort. The process for this data linkage is described

in the following section, with references to the G0 cohort from this point on referring both to the

mothers and their partners.

4.2.2 Twitter Data Linkage Programme

Participant Consultation, Ethics and Informed Consent

Prior to the participant consent campaign the data collection and consent processes were designed

with input from a variety of stakeholders. First there were interviews with leaders of the CLOSER

cohorts to obtain the broadest possible overview of challenges addressed by the framework; these

interviews were conducted by researchers and staff within ALSPAC. Two focus groups were then

held in September 2018 for the purpose of exploring participant attitudes towards sharing their so-

cial media with the cohort. This included asking what they considered to be acceptable anonymi-

sation for sharing their data, and to understand their general views about the use of social media

in health and social care research. These focus groups involved individuals from the G1 (N=9)

and G0 (N=5) cohorts and the results from these focus groups are described in detail in Chapter 3.

We found that participants were generally accepting of the linkage of their social media data with

their consent in order to facilitate health and social care research. They felt that their trust in the

cohort would make them more likely to take part, and that they would prefer the use of anonymised

data derived from their social media text to be shared with researchers rather than raw data. This

research informed the development of the data linkage programme, and subsequent guidelines for

data sharing with other researchers by the cohort team.

The study and data linkage programme itself was approved by the ALSPAC Ethics and Law Com-

mittee.

Invitation and Reminder Strategy

Following the invitation strategy being designed by the ALSPAC team, all adult members of

ALSPAC (N=26,205) were contacted to opt in to the data linkage programme via post or email. Of
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those who were contacted, 21,944 said they had no Twitter account (8,500 of which were emailed

and 13,444 of whom were contacted via post) and 4,261 were contacted who said they did use

Twitter (3,662 via email and the remaining 599 via post). 19.6% of participants of ALSPAC who

had a Twitter account provided an account name to link. Of those, 654 participants had their data

successfully linked to their cohort data on an ongoing basis, which represents a 78.3% success

rate in linking those accounts that were provided. This inclusion flow is represented graphically in

Figure 4.1.

Figure 4.1: The number of participants included at each stage of the process for
identifying participants for linkage, as well as the reasons for not being included in
the final sample.

Twitter Data Harvesting and Linkage to ALSPAC

For participants who agreed, the data collection and linkage were performed using a software

programme named Epicosm built for the collection of social media data in cohort data safe-havens

[117]. Epicosm harvests Twitter data from the consenting cohort participants, and automatically

calculates and stores sentiment scores for the tweets. For further details on the technical functioning

of Epicosm see Tanner et al. [117]. Participant Twitter accounts were linked deterministically to

their ALSPAC unique identifiers, with 181 users whose matches were unsuccessful due to errors in

the given account names, or accounts being private. Historical tweets span as far back as April 2009

and data collection has been run every three days since to update with the most recent tweets. The

Twitter REST API which is used to collect the tweets was limited to collecting approximately 3,200
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historical tweets per person. Twitter has since released an updated API which allows approved

researchers to collect up to 10 million tweets per month, with no limit on user timelines. However,

the data used in this chapter was collected prior to this API becoming available. Data collected

about tweets includes: tweet text, tweet type, public metrics such as likes and retweets, and the

datetime of the tweet.

Once collected data are stored in a MongoDB database and can be linked within the ALSPAC

data safe-haven. The data are then anonymised by the ALSPAC Data Management Team before

sharing. Figure 4.2 gives a diagrammatic overview of this flow.

Figure 4.2: A diagram illustrating data flow between the ALSPAC participants,
data safe-haven, data management team and researchers.

Data access and pre-processing

In order for tweets to be shared with researchers, the ALSPAC data access requirements stipulated

that data needed to be anonymised so that no information that could potentially identify partici-

pants is released. As a result, the raw text of tweets are not directly available to researchers which

is in line with the wishes of participants (see Chapter 3). Instead, the ALSPAC data manage-

ment team pre-process textual data inside ALSPAC’s data safe-haven and can then release suitably

anonymised data linked to the researchers’ required outcomes in the cohort. Other forms of dis-
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closure control may be used to avoid the re-identification of individuals such as aggregation of

timestamps into wider time windows, and removing potentially identifying information in the case

of small cell counts. Small counts are five or fewer tweets in any given day or four-hour time-

period, which is in line with standard statistical disclosure guidelines [233].

At the time of writing four sentiment analysis algorithms were available for processing tweets with

this dataset, with a view to allowing researchers in the future to submit their own pre-processing

and analysis algorithms provided they provide sufficient anonymisation for the textual data. This

feature is currently under development. The four current algorithms available were the Valance

Aware Dictionary for sEntiment Reasoning (VADER) algorithm [234], labMT [235], the Linguis-

tic Inquiry Word Count (LIWC) 2015 [236], and TextBlob sentiment analysis [237]. These algo-

rithms are further discussed in Chapter 6. Textual pre-processing performed by Epicosm involved

removing urls from the text, and then removal of special characters for LIWC analysis. Special

characters were not removed for VADER.

The sentiment algorithms were all applied to each tweet as an individual documents, and so senti-

ment is measured at the tweet level. Sentiment scores for each tweet were then reported, as well as

whether the tweet was a retweet, the date, and the four-hour window of the tweet.

4.2.3 Datasets and measures

In order to make comparisons between the linked sample, Twitter users in the cohort and the

whole cohort for this study it was necessary to use several datasets collected by ALSPAC. The

following four sections detail Datasets A to D which were each used for a different comparison

purpose.

Dataset A: Twitter data

In the present analysis I used data collected from Twitter for the 654 linked participants up to the

31st October 2020. To protect participant anonymity and reduce the risk of disclosure dates with

less than five tweets were suppressed prior to being shared (this affected 0.09% of the original

tweets). Similarly, four-hour windows on any given day with less than five tweets were also sup-

pressed (this affected 2.6% of the original tweets). The data was collected in 2020 and goes as far

back as 2009, but due to restrictions on the Twitter API the full history for all participants may
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not have been collected. Basic information about participants such as their sex, age, ethnicity and

generation was available with this dataset.

Dataset B: Mental health data

The G0 and G1 cohorts (that is, the parent and index cohort) completed a survey between 9th April

and 15th May 2020 that collected data relevant to the COVID-19 pandemic. It was sent to all

those for whom there was a valid email address on record. A detailed data note about this resource

and the questionnaire design is available [238]. The survey included mental health measures that

were of interest for this study, and was chosen to link because of its relatively high response rate,

proximity to the tweet harvest date, and because it is one of few points in ALSPAC where both

the G0 and G1 participants completed the same mental health measures in the same context at the

same time. This made it easier to make full use of the data available from the linked participants

from both generations.

Three mental health and well-being measures were taken in this survey. These were depression,

measured with the Short Moods and Feelings Questionnaire (MFQ) [239], anxiety with the Gen-

eral Anxiety Disorder-7 (GAD-7) questionnaire [240], and general well-being using the Warwick

Edinburgh Mental Well-being Scale (WEMWBS) [156]. These measures are used in this chapter

as continuous scale scores.

As well as the mental health data from this survey, some standard attributes like age, sex and the

G1’s ethnicity and parental socio-economic status were also available. Age was the participant’s

age in 2021 and sex, ethnicity and parental socio-economic status were all recorded following the

birth of the G1 participants.

Dataset C: Linked Twitter data

Dataset C, the linked Twitter data in ALSPAC, were the data from Dataset B for those participants

who were linked and who responded, alongside their Twitter data from Dataset A. The overlap

between those linked and those who responded was N=479. Due to the need to ensure anonymity

of these data, the IDs for participants in this dataset were re-anonymised by the ALSPAC data

management team, meaning that individuals could not be directly be compared between dataset C

and any of the other datasets. This means that the individuals in Dataset C are contained within
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Datasets A, B and D and so these datasets cannot be assumed to be independent.

Dataset D: Twitter Users in ALSPAC

To understand how the demographic distributions of linked participants compare to all of the known

Twitter users in ALSPAC I also compared the information from the linked dataset described above

to the data discussed in Chapter 2 regarding the demographics of the N=2,294 Twitter users in

ALSPAC and their attributes. These data were collected when the participants were 24 years old,

approximately three years before the request for data linkage was sent. For a full description of

this data please see Chapter 2.

4.2.4 Analysis

All analyses and data visualisations were conducted in the R programming language, version 4.0.3,

with RStudio v1.4 [167]. I primarily used the tidyverse (v1.3.0) package [168] for data ma-

nipulation, ggplot2 (v3.3.3) [169] for visualisation and gtsummary (v1.4.1) [241] and kable

(v1.3.4) [242] for tabulation.

In the comparisons of results between the whole cohort and linked participants for mental health

outcomes, it was not possible to consider only those who had not linked their data because IDs

for linked participants go through a secondary anonymisation process. As a result, mental health

comparisons are made between the whole cohort (including linked participants), and just the linked

participants.
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4.3 Results

4.3.1 Features of linked participants

I first want to consider the demographic characteristics of the participants who agreed to link their

data in ALSPAC such as their age and sex. I will then also consider their mental health character-

istics, and compare this to the rest of the cohort at the same time-point in order to understand how

representative their outcomes are.

Demographic characteristics

Sex and age of the linked participants (Dataset A) are presented in Table 4.1, split by the two cohort

generations whose data were linked. The linked Twitter sample is made up of approximately one

third of the older generation to two thirds of the index generation. Using data from the last time

ALSPAC index (G1) participants were asked about their social media use (Dataset D) I can also

compare the demographics of the G1 participants to those who filled in that last questionnaire, and

to the ALSPAC cohort as a whole (Dataset B). This will tell us whether the demography of those

consenting to linkage are similar to the available Twitter sample in ALSPAC. These results are

presented in Table 4.2.

Table 4.1: Demographic split of the index cohort with linked Twitter data

Characteristic G0 (Parents), N = 225 G1 (Index cohort), N = 430

Sex
Male 39% 36%
Female 61% 64%
Unknown (N) <5 <5

Age 59 (56, 62) 28 (27, 28)

Unknown (N) 58 70
1 %; Median (IQR)
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Table 4.2: For the index cohort (G1) only: demographic characteristics of the full
index cohort, those who said that they had a Twitter account at age 24, and those
who agreed to link their Twitter data.

Full G1 Cohort G1 Twitter Users G1 Linked Participants

Characteristic N = 14,901 N = 2,294 N = 430

Sex
Female 49% 66% 64%
Male 51% 34% 36%
Unknown (N) 23 <5

Ethnicity

Ethnic Minority Group 5.0% 3.8% 4.4%
White 95% 96% 96%
Unknown (N) 2,829 241 42

Mental health characteristics

Next, I will consider the depression, well-being and anxiety outcomes of the linked and non-linked

participants in April 2020. As noted in Section 4.2.3, it was not possible to obtain the complement

of the full cohort dataset and the linked participants, and so the full cohort outcomes (Dataset B)

are compared with the linked participant outcomes (Dataset C). The comparisons between these

groups is made graphically in Figure 4.3, where the distributions of the continuous scale scores for

anxiety, depression and mental well-being are displayed as box plots and density graphs. Given

that there are differences in rates of mental health outcomes between men and women (as seen

for the G1 cohort in Chapter 2), the equivalent graphs for only female and male participants are

given respectively in Supplementary Figures B.1 and B.2. These figures show that in men a similar

pattern emerges in that anxiety and depression are slightly higher in the linked cohort, and in

men well-being in particular is a little lower. However, in women anxiety and well-being are

approximately the same between both the linked and general cohort, but depression is higher in

linked participants. Overall, these results suggest that the linked cohort are largely comparable to

the overall cohort.
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Figure 4.3: A comparison of the distributions of participant scores for anxiety, de-
pression and general well-being between those who agreed to link their Twitter
data, and the whole cohort (including linked respondents). The box plot is present-
ing the median and interquartile ranges.

4.3.2 Features of linked Twitter data

Overall 654 participants were successfully linked. In total, their Twitter data ranges from April

2009 up to 31st October 2020, with a total of 496380 tweets (excluding the 447 tweets with no

datetime data). Due to the disclosure control rule of there needing to be five tweets minimum per

time window and per day in order for the data to be released, data were suppressed for 447 out

of 496,827 tweets in total, and for the four-hour time windows of 12,802 tweets. The rates of

datetime information suppression is highly skewed towards earlier years of data collection where

either fewer participants were tweeting each day, or less participants’ data had been collected that

far back. Using the resulting data I now describe the overall volumes of tweets by type, and then

the frequencies of tweeting by participants.
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Tweet types

Twitter can be used in different ways, with one of the primary choices being whether a tweet is

authored by the account holder (a tweet) or the re-sharing of an already published tweet (a retweet).

Figure 4.4 shows the monthly counts of tweets and retweets collected from all of the participants

whose data have been linked. There is an increase in tweet volume over time which could be

caused by the data collection software being limited to 3,200 tweets per person, so that the full

history was only collected for some people, and/or by a slow increase in the popularity of Twitter

as a social networking site. There is also a very clear spike in tweet volume at the beginning of the

COVID-19 pandemic.
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Figure 4.4: Monthly counts of original tweets and retweets collected for all partic-
ipants. The original tweet and retweet values are layered to fill to the total number
of tweets for each month.
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Figure 4.5: Proportions of total tweets that were retweets, split by participants who
are in each of the quantiles of total number of tweets. The dashed grey line indicates
the median proportion per quartile.

Over the whole sample the percentages of original tweets and retweets were 55.4% and 44.6% re-

spectively. Of course, not all users will be retweeting at the same rate. To investigate the changes in

re/tweet proportions Figure 4.5 shows proportions of retweets, split into the four quantiles of over-

all tweet volume. The overall pattern shows that the distribution of the number of retweets people

send becomes more skewed towards fewer retweets as their overall tweet volume gets higher, al-

though the overall median proportion of retweets remains roughly the same.

Frequencies

Since participants tweets can only be collected up to the limits of the Twitter API I will concentrate

the description of tweeting frequency to the most recent year of data. This is 31st October 2019 to

the 31st October 2020.

Over this most recent year of data 471 participants had used Twitter at least once, with the minimum

number of tweets per person being 1, and the maximum being 8274, with an overall mean of 231.6

tweets over the year. Here ‘tweets’ includes both original authored tweets and re-tweets. This

gives an average frequency of 4.5 tweets per week. Of those who tweeted in the past year, the first

quantile of participants tweeted up to 6 times, the second quantile up to 32 times, the third quantile

up to 132 times and the fourth quantile up to 8274 times. A histogram of tweets per person is given
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Table 4.3: Weekly tweet frequency for the most recent year of data, split by sex and
generation.

Sex Generation

Characteristic F, N = 277 M, N = 192 p-value G1, N = 298 G0, N = 172 p-value

Weekly Tweet Frequency 0.14 0.6
Mean (SD) 3.3 (8.5) 6.1 (17.6) 3.9 (12.1) 5.4 (14.6)
Median (IQR) 0.5 (0.1, 2.2) 0.8 (0.1, 3.4) 0.7 (0.1, 2.6) 0.5 (0.1, 2.4)
Range 0.0, 75.2 0.0, 159.1 0.0, 159.1 0.0, 109.7

1 Wilcoxon rank sum test

in Figure 4.6.
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Figure 4.6: Histogram of the number of tweets per person in the most recent year
of data (31st Oct 2019 to 31st Oct 2020), with tweets per person transformed with
the binary logarithm.

Considering this most recent year of data, I also looked at whether frequencies vary by sex or

generation of the participants. Table 4.3 presents a variety of descriptive statistics of the weekly

frequencies of tweets by both of these characteristics, as well as the results of the Wilcoxon rank

sum test to test the null hypothesis that both groups have the same underlying distribution. The

Wilcoxon rank sum test does not assume normality of the data, which is appropriate in this case

given the skew observed in Figure 4.6. In terms of daily trends, of the tweets for which the time

window was available, 68% of tweets were sent between 8AM and 8PM, 22% sent between 8PM

and midnight, and then 9% sent between midnight and 8AM.
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4.4 Discussion

In this chapter I have given an overview of the data that have been collected through ALSPAC’s

Twitter data linkage programme, and used a dataset linked to a recent mental health survey to

describe the distribution of different attributes in the dataset and examine potential biases or asym-

metries.

4.4.1 Consent and successful linkage rates

Of the ALSPAC population that said they used Twitter (N=4,261), 19.6% agreed to linkage. How-

ever, due to 181 unsuccessful matches, 15.3% were ultimately linked. There was a large difference

in the number of Twitter users between participants invited by post versus by email, where 30%

of the emailed participants used Twitter, but only 4% of the participants invited by post did. The

rate of successful linkage is slightly lower than that obtained by Al Baghal et al. [111] in their

linkage experiments with panel surveys, which varied between 27% and 37%. However, this may

be because the age group for this study included those aged 56 to 62 years old, rather than mainly

young people who are more likely to be Twitter users [232], and that it included postal surveys

rather than being only web-based.

There is evidence from previous studies that survey mode can have an impact on a participant’s

likelihood to consent to Twitter data linkage [109, 111], where higher consent rates for data link-

age were obtained when participants were invited by an interviewer in person. This evidence is also

consistent across other types of data linkage requests in longitudinal studies, and it is thought that

this finding is because there are lower levels of understanding of requests made online compared

with being able to converse with a study representative [243, 244]. The level of understanding that

participants have of a request is then associated with their likelihood to consent [244]. When taken

alongside the strong messages from ALSPAC participants in Chapter 3 around the importance of

personal privacy and trust when it comes to their social media data, it is reasonable to hypothesise

that rapport with an interviewer or clinic staff may have increased the level of trust in the safe use

of participant data, and therefore have increased the opt-in rate. This is a step that could be imple-

mented at a later date or considered for future data linkage projects with digital footprints.
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4.4.2 Characteristics of the linked participants

Knowing that the linked participants represent 15% of Twitter users in ALSPAC, I then investi-

gated whether there was a bias in the characteristics of those who did choose to opt-in versus those

Twitter users who did not. I considered both demographic and mental health characteristics against

the ALSPAC cohort, and also demographic characteristics against the group of Twitter users in

ALSPAC. Differences between Twitter users in ALSPAC and the general population are discussed

in more detail in Chapter 2. When considering representativeness in ALSPAC, it is important to

note that the characteristics of the index population (G1) were designed to be population repre-

sentative, but their parents (G0) were not. Of those who were linked in the G1 cohort, the sex

distribution compares relatively well to the overall ALSPAC G1 population, as well as to the Twit-

ter population for this cohort described in ALSPAC in Chapter 2. The linked sample does reflect

the general pattern of attrition in ALSPAC, in that women are more likely to remain in the sample

over time [120], and so whilst the sex distribution reflects overall ALSPAC patterns, they are not

necessarily population representative (Chapter 2). I did also see that for the G0 cohort of parents,

there was a higher proportion of men to women than in the G1 cohort.

Overall these patterns concur with previous research that found there was not a statistical associ-

ation between opting-in to data linkage and demographic features [243, 245]. However, there is

evidence from the literature that level of education is associated with opting-in, which is thought to

be linked to the participants level of understanding of what they are being asked to do [245].

In terms of mental health and well-being, Figure 4.3 shows that linked participants are fairly well

represented in terms of their anxiety, depression and well-being distributions against the full cohort,

with just slightly higher proportions of participants with higher anxiety and depression in the linked

sample than the cohort overall, but very similar rates of general well-being. This follows what we

might expect from Chapter 2, where we saw that Twitter users did exhibit slightly higher rates of

depression than the cohort overall, but had very similar rates of general well-being. As such, the

differences seen in Figure 4.3 between the distributions for all participants and linked participants

are likely to be attributable to linked participants being Twitter users, rather than to opting-in to

the data linkage programme. This is further supported by evidence from Mneimneh et al. [109]

who found that the presence of mood or anxiety disorders or suicidal ideation had no impact on

opting-in to Twitter data linkage across three studies.
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4.4.3 Characteristics of the linked data

Collecting Twitter data from a population or general survey sample means that we should not

expect all participants to produce the same volumes of data, unlike in a study where we could

select a sample from the Twitter API based on their tweet frequency. In this study, of those with

linked data two thirds had tweeted in the past year. Tweet frequencies of those linked show that

a quarter of this sample have sent 6 tweets or fewer in the past year of data, with the overall

distribution of tweeting frequencies highly skewed towards fewer tweets per person. This, as seen

in Table 4.3, can impact summary statistics like the average number of tweets per person. When

considering the average tweet frequency by generation the older generation (G0) appear to tweet

more frequently if using the mean, but the younger generation (G1) tweet more frequently when

using the median. This is likely due to a small number of participants tweeting at very high rates

as seen from the distribution in Figure 4.6 which skews the mean.

Whilst the data is asymmetrical as expected [83], I have also found that variations in tweet fre-

quency are not statistically associated with the sex or generation of the participants (Table 4.3).

That said, women do appear to post less than men in terms of summary statistics, and previous

studies have found that women post less often too [83]. Other research has also found that those

with higher level qualifications post more regularly, and those without post less [83], which is

something that could be tested with the linked dataset at a later date. Other potentially influential

patterns include that retweets are more frequent in those who tweet less often as seen in Figure

4.5.

Overall the presence of data asymmetry is expected, and indeed is the purpose of linking data in a

population representative cohort. By having a broad range of tweeting patterns we can attempt to

replicate a more realistic experimental setting for training algorithms using Twitter data, as opposed

to only training with an ideal dataset that does not transfer effectively to ‘real world’ use. There are

suggestions that there may be minor demographic differences in tweet frequency, which should be

considered in the use of the dataset, especially since those who are less well represented are those

who are already more likely to be harmed by other forms of structural bias.
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Chapter 4. Twitter data linkage: features of consenting participants and their data

4.4.4 Strengths and limitations

There are some limitations to this investigation. Firstly, due to the dual anonymisation process

of participant IDs the linked Twitter data cannot be compared directly to other research datasets

from the cohort. This limited my ability to statistically test differences between samples since

the samples cannot meet assumptions of independence. The data collection was also limited by

the Twitter API itself, which did not guarantee that every Twitter user’s full history would be

collected. Following on from this, the most recent (and therefore most likely to be complete if

the full history was not collected) year of data includes the beginning of the COVID-19 pandemic

which, as can be seen in Figure 4.4, aligns with a huge increase in tweet volume that is likely to

have biased the tweet frequency figures calculated. Lastly, since only the anonymised sentiment

data was available for analysis it was not possible to conduct any detail analysis of patterns in the

textual data collected.

In terms of strengths, the data linkage project described presents a number of advancements to the

collection and sharing of research data from digital footprints that may allow for new advances in

this space. Knowing who does and does not use Twitter, and who consented to data linkage, means

that we can accurately understand bias generated from differential opt-in patterns and Twitter use.

Researchers can now request for Twitter data to be linked to any of the huge number of measures

available in ALSPAC over all time, which is a significant improvement in the availability of ground

truth information available for model training. Up until now much of the field of digital footprint

research has relied on single studies either inferring data labels from Twitter information or at-

tempting to gather ground truth labels directly from participants at a single time point (this will

be discussed further in Chapter 5). Secondly, the data being linked in a population cohort gives

researchers an opportunity to understand how algorithms might behave on data that looks more

like what might be found naturally on Twitter. That is, a wide range of tweeting patterns, a mix

of demographics and also two different age ranges to test with. Lastly, the data being managed by

the cohorts data management team allows for digital footprint data to be managed ethically and

securely, which is one of the primary concerns about the use and sharing of such data, especially

from social media [116].
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4.5 Conclusion

The Twitter data linkage programme that has been described and presented in this chapter allows

for Twitter data from a group of participants to be studied alongside their longitudinal data collected

by the ALSPAC cohort study. Whilst there are some asymmetries in the data, these are in line with

what would be expected based on the literature, and reflect a realistic complement of Twitter users.

The knowledge of the characteristics of the Twitter data and the participants it belongs to can be

used in future studies to train and test new or existing models for classifying health conditions on

Twitter.
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Chapter 5

A review of methodologies for

monitoring mental health on Twitter

Abstract

Background The use of social media data in predicting mental health outcomes has the potential to

allow for continuous monitoring of mental health and well-being, and to provide timely information

that can supplement traditional clinical assessments. However, it is crucial that the methodologies

used to create models for this purpose are of high quality from both a mental health and machine

learning perspective. Twitter has been a popular choice of social media due to the accessibility of

its data, but access to big datasets is not a guarantee of robust results. Here I review the current

methodologies used in the literature for predicting mental health outcomes from Twitter data, with

a focus on the quality of underlying mental health data and machine learning methods used.

Method A systematic search was used across six databases with keywords relating to mental health

disorders, algorithms, and social media. 2,759 records were screened, from which 165 papers were

analysed. Information about methodologies for data acquisition, pre-processing, model creation

and validation were collected, as well as replicability and ethical considerations.

Results The 165 papers reviewed used 120 primary datasets. There were an additional 8 datasets

identified that were not described in enough detail to include, and 10 papers did not describe



their datasets at all. Of these 120 datasets, only 16 had access to ground truth data (i.e. known

characteristics) about the mental health disorders of social media users. The other 104 datasets

collected data by searching key words or phrases, which may not be representative of patterns

of Twitter use for those with mental health disorders. The annotation of mental health disorders

for classification labels was variable and 68 out of 120 datasets had no ground truth or clinical

input on this annotation. Despite being a common mental health disorder, anxiety received little

attention.

Conclusions The sharing of high-quality ground truth datasets is crucial for the development of

trustworthy algorithms which have clinical and research utility. Further collaboration across dis-

ciplines and contexts is encouraged to better understand what types of predictions will be useful

in supporting management and identification of mental health disorders. In communicating their

studies researchers should be explicit in exactly what their models predict, use appropriate eval-

uative metrics, and ensure their reported methodologies allow for accurate interpretation of their

results.

Aims

This chapter aims to understand where the current limitations of the literature around mental health

inference from social media lie, and identify areas which could be targeted to improve the quality

of future research.
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5.1 Introduction

The detection of signals of mental health through hetergeneous data, known as digital phenotypes

[15], is a rapidly evolving field of research that requires interdisciplinary expertise in both the be-

havioural psychology of mental health, and the computational modelling of associated behaviours

using digital footprint data [246]. Social media has been a popular platform for accessing data

to investigate digital phenotypes [247, 248], and has provided a promising opportunity to model

individual and interpersonal behaviours to further understand typically private topics such as hate

speech [249] and political ideation [250], as well as mental health. Whilst there are a range of possi-

ble social media platforms which could be used for analysis, Twitter (https://twitter.com)

has been a popular choice for research due to its public-facing design and readily available applica-

tion programming interface (API) which enables easy access to data for research [57, 251].

Currently mental illness is one of the leading causes of the overall global disease burden [252], with

depression estimated to be one of the most prevalent diseases worldwide [253]. The implications of

mental ill health are profound on both a micro and macro scale, from personal relationships to the

global economic burden [254, 255]. As a result there has been increasing interest in the potential of

data-driven methods to provide a new approach to early detection and prevention of mental health

disorders [10, 256–259], particularly for young people [257], which could serve to promote access

to mental health care, and improve opportunities for self or clinical monitoring. The use of data

created through day-to-day technology use could even contribute to clinical assessments by health

care professionals, who typically use questionnaire-style diagnostic tools which can be biased by a

patient’s retrospective recall [260] and so cannot always provide an accurate overview of a patient’s

well-being for weeks, or months, at a time. Additional benefits of using social media data are the

ability to collect data on populations of people with less common mental health disorders such as

schizophrenia or PTSD, which is generally not possible outside of a clinical environment.

5.1.1 Themes from previous reviews

There have been a series of reviews on the topic of mental health inference from social media, all

of which have focussed on a range of social media platfoms. The key reviews identified were by

Wongkoblap et al. in 2017 [57], Guntuku et al. in 2017 [143], Chancellor and De Choudhury in

2020 [261] and Kim et al. [40] in 2021. Despite the potential for digital footprint data to drive
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advances in the monitoring and detection of mental health outcomes previous research and reviews

in the field have raised significant concerns about the current literature. These concerns center

around the validity of ground truth mental health data, methodological clarity and the ethics of the

research and its proposed applications.

Firstly, there have been concerns about the quality of data used to train models for mental health

inference due to poor construct validity in the generation of data labels [41, 57, 262]. For ma-

chine learning to be effective, the labels that a supervised-learning algorithm should be ‘learning’

from (i.e. the ground truth) should represent the same construct that the researcher intends for the

model to predict in the future; construct validity refers to this equivalence between the label and the

construct intending to be predicted. Systematic reviews by both Wongkoblap et al. [57] and Chan-

cellor and De Choudhury [41] found that using self-reports and affiliations were a very common

method for constructing datasets. This means that studies use datasets for training that are con-

structed and labelled based on self-reports of mental health disorders in tweets (for instance a user

tweeting “I have depression”) or based on affiliation with accounts about a specific disorder (such

as following an account that tweets about experiences of PTSD) [41, 57]. Research by Ernala and

colleagues [262] showed that whilst positive cases identified through self-report and affiliations led

to fairly good performance for schizophrenia prediction when validated on the same dataset, they

performed poorly when validated against a separate dataset whose diagnoses had been assigned

by clinicians. The poor performance of models using assumed ground truth information when

tested on clinically validated ground truth suggests that the construct validity of using self-report

and affiliations as ground truth is likely to be unsatisfactory for transferring models to a real-world

setting. Chancellor and De Choudhury [41] found that only 17 of the 75 studies they included

used methods to obtain ground truth that had validity external to the training dataset, such as from

participants themselves, news reports about their deaths, or their medical records.

As well as concerns about the data being used to train models in the literature, previous reviews

[40] have also identified a lack of transparency and clarity in the methodologies used to produce

models. It is common for researchers not to declare important details such as the features included

in their models [41], and also uncommon for researchers to include data availability statements

[57, 94]. The review by Chancellor and De Choudhury [41] found that only 42% of the 75 papers

included reported on all five of what they considered to be minimum reporting criteria, which were:
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the number of samples or data points, the number of variables/features, algorithm or regression

chosen, at least one validation method and their explicit fit or performance metrics. Overall, the

lack of clarity and transparency makes it difficult to assess how research has been conducted,

and therefore to compare results between papers and determine the quality of research methods

[40].

Aligned to concerns about the sourcing of ground truth data, another issue that has been raised

is the characterization of mental health in general, recognising that the mathematical modelling

of a psychological construct requires making assumptions about the way it can be captured as

data [263]. Chancellor et al. [261] conducted a discourse analysis of the ways that researchers

wrote about the people behind the data being used in mental health inference from social media,

and found it was often unclear whether the research was considering people or individual tweets.

Notwithstanding that there is a significant assumption in using a single tweet as being indicative

of depression, this also makes it challenging to understand both the analysis and the results of

the proposed models since what is being predicted, tweet or individual outcome, is not reported.

Additionally, representing mental health outcomes as a binary also implies certain assumptions

about the way the researcher has chosen to model mental health outcomes, which does not allow

for a range of symptom severity or allow for the possibility of co-morbidity which is generally high

amongst common mental health disorders like anxiety and depression [261, 264].

Lastly, all previous reviews have highlighted ethics as an ongoing concern. The ethical concerns

generally refer to the privacy of the individuals whose data is often being used without their knowl-

edge or consent, the sharing of datasets that contain inferred information about those individuals

(e.g. a suspected mental health disorder) and the implications of sharing models that could pub-

licly infer information about individuals who had no association with the original study. Outside

of the research itself, there are outstanding questions regarding the ethics of using the proposed

systems in practice, such as the impact of misclassification on patients [143]. It is worth noting

that these ethical concerns are also an ongoing discussion in the critical algorithm literature [102,

265].
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5.1.2 The purpose of the present study

The most recent systematic review that covered all papers published on the topic of predicting

mental health from social media sites was the review by Chancellor and De Choudhury [41] in

2020. They proposed a list of modelling decisions and outcomes that should be reported in all

studies to improve methodological clarity in response to their findings of insufficient methods

reporting across 57% of the 75 included studies. This review included literature up to 2018 and

considered research on a range of 12 social media sites.

Since this review took place there have been 4 years of new literature to account for. In this time

there has been a significant trend in the sciences, especially psychology, towards open science and

the improved sharing of data and methodological decisions fuelled by the so-called replication cri-

sis [266, 267]. Ethical concerns have also received greater attention in the past few years, especially

in fields using social media data, in the wake of the Cambridge Analytica scandal. The scandal,

which broke in 2018, revealed that millions of people’s Facebook data were used to analyse and

infer their personal characteristics for political advertising. Given these wider cultural changes, the

time since previous reviews and also the opportunity for recommendations from previous reviews

in 2017 [57, 143] to have been incorporated into new research, I intend to provide an updated re-

view in the area of mental health inference from social media. Specifically this review focusses on

the social networking site Twitter, since the updated nature of the review includes the time period

where research access to the Facebook and Instagram APIs, two of the most popular social media

sites, were removed to provider tighter controls on user data. No such controls were implemented

on Twitter.

I conducted a review of the existing literature on prediction of mental health disorders and mental

well-being from Twitter by implementing a systematic search to find papers published between

2013 and December 2021. My aims were similar to those posed in previous reviews [41, 57, 143],

in that they focus on methodological processes rather than necessarily the results of the research. I

set out to evaluate:

• the machine learning methodologies used, such as the ways that pre-processing, feature se-

lection, modelling and validation were conducted,

• the datasets that were being used by each paper, such as how the datasets were collected and
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how mental health outcomes were labelled in these datasets to achieve construct validity,

• the replicability of each paper,

• whether or not each paper discussed any ethical considerations.

Uniquely this review aimed to include well-being constructs as well as mental health disorders,

and also aimed to understand methods to construct datasets as separate to the methods to model

mental health, which allowed for analysis of the prevalence of dataset re-use and which datasets

are particularly popular.

As is crucial in interdisciplinary work, I first wish to establish some shared understanding with

the reader on the use of terminology through this paper [268]. Here, I take ‘prediction’ to be an

algorithmic decision to assign an unseen piece of data to a category (e.g. depressed or not de-

pressed), without meaning prediction of the future [269]. I also make distinctions between mental

health, and a mental health disorder with the term mental health disorder reserved for references

to a medical condition, and is separate from, but related to, general mental health and well-being

[270, 271]. Mental health outcomes refers to both mental health disorders and specific well-being

constructs (for instance, general well-being, happiness, life satisfaction or self-esteem).

5.2 Methods

5.2.1 Search Methodology

On the 7th May 2019 and with two update searches on 26th October 2019 and 6th December 2021,

a search of six electronic databases was conducted, (Web of Science, Scopus, PubMed, and Ovid

MEDLINE, PsychInfo and PsychArticles), as well as a Google Scholar Search. The search was for

peer-reviewed articles or papers that contained terms related to mental health disorders and well-

being, machine learning and Twitter in their title or abstract (see Supplementary Material in Section

C.1 for the full list of search terms). Each search was refined for the requirements of the database.

Results were required to have been published in 2006 or later, to avoid unrelated publications from

before Twitter was created.

Several key review papers in the field of mental health prediction from social media were identified

prior to the systematic review [41, 57, 143, 272] and 16 other review papers in related fields were
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identified through the systematic review process [40, 273–287]. Secondary citations from all of

these reviews were included in the screening phase if they had not already been identified through

the database search. Lastly, a small number of papers were identified through recommendations

from colleagues and referencing software.

5.2.2 Screening Methodology

Rayyan software [288] was used to identify and remove duplicates from the results and was used

to review the titles and abstracts to screen papers for a full-text review. At this stage, papers which

appeared to be irrelevant, for instance relating to personal social networks as opposed to online

social networks, or having no relevance to mental health, were removed.

A full text review was then conducted on the remaining 651 papers. At this stage inclusion criteria

were as follows:

1) The paper considered data from Twitter in order to build the algorithm. Despite being similar

to Twitter, Weibo was excluded due to some differences in data types available and the nature

of use.

2) The paper was not considering a specific group of people, such as veterans or new mothers.

3) The paper considered a mental health disorder or specific well-being construct, rather than a

less specific concept such as stress. This was based on the paper’s title and what it stated it

was predicting.

4) The paper was training a model for the purposes of inference, rather than solely analysis of

features.

This full text review left 165 papers which met the criteria for inclusion in the analysis.

5.2.3 Data Collection

Literature searching, screening and analysis were completed by myself. For each included study

I recorded the details of the mental health outcome studied, machine learning algorithms used,

features and model input, useful validation and evaluation strategies used to assess models, and

the reported results. For each primary dataset identified, meaning those where data was collected

by the research team and not reused from an existing study, I also recorded the method of data
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collection, the key characteristics of the dataset, how data was annotated and any quality control

processes used. A complete record of identified and reviewed papers is included in the online

Supplementary Material (doi: 10.17605/OSF.IO/HYD9G).

5.3 Results

Figure 5.1 illustrates the number of papers included at each stage of the screening process.

Figure 5.1: PRISMA flow diagram of inclusion and exclusion figures for the liter-
ature search

Table 5.1 gives how many of the papers included were published in each year, and shows that

45% of papers identified on this topic were published in 2019 onwards, which is after the date that

previous reviews have included.
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Table 5.1: The number of papers included in the review that were published each
year.

Year N Papers

2013 3
2014 6
2015 11
2016 7
2017 16

2018 13
2019 34
2020 36
2021 39

5.3.1 Mental health outcomes predicted

Figure 5.2: Network digram showing which mental health disorder (pink) each pa-
per (blue) attempted to infer.1Depression and suicidality have been the most popu-
lar, with most papers attempting to predict a single outcome.
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Figure 5.2 outlines the network of mental health disorders the included papers covered. It illustrates

that depression was the most common target, and was predicted in 93/165 papers (56%), followed

by suicidality (31%), PTSD (8%) and anxiety (8%). It was most common for studies to approach

this problem as a single-class prediction, though 26 of the 165 papers considered more than one

mental health disorder.
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Figure 5.3: The number of studies considering each mental health disorder pub-
lished each year. To be presented in this figure the mental health disorder needed
to be included in more than two studies.2

Figure 5.3 shows there has been an increase since 2019 in the number of studies being published

on this topic, but they are dominated by studies about depression and, to some extent, suicidality.

Analysis of other disorders has remained fairly static over time. Whilst there is a tendency overall

to focus on mental health disorders, there was one study that included prediction of happiness and

self-esteem [289].
1Acronyms: Attention Deficit Hyperactivity Disorder (ADHD), Borderline Personality Disorder (BPD), Obsessive

Compulsive Disorder (OCD), Post Traumatic Stress Disorder (PTSD), Seasonal Affective Disorder (SAD)
2Acronyms: Borderline Personality Disorder (BPD), Obsessive Compulsive Disorder (OCD), Post Traumatic Stress

Disorder (PTSD)
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5.3.2 Datasets

One of the aims of this review was to analyse the unique datasets that were being used for prediction

of mental health outcomes across the included studies. Overall, I identified 128 unique datasets

as coming from 155 papers included in this review which I will refer to as primary datasets; 10

papers did not provide a description of the dataset to understand the dataset being used. Of these

128 datasets, 8 were not described in enough detail for it to be possible to generate any detail for

analysis. This was usually due to links to dataset sources being invalid, or links to online datasets

which were not actually described in the text. This left 120 unique datasets that contained enough

detail to be analysed.

All the studies identified for this review used an annotated dataset to train prediction models. An-

notation refers to the process by which each observation or data point that will be used to train the

model is given an outcome that the model is trained to predict. In this case, the annotations are

expected to be a mental health outcome.

Different studies take different approaches to the process of collecting and annotating their datasets,

and in this section I give an overview of these processes for the 120 datasets that were adequately

described. Then, since some studies used primary datasets that were developed and shared by

others, I also give a brief description of which datasets were those that were most commonly re-

used. The full table of results with the data extracted from each paper and dataset are available in

the online Supplementary Material (doi: 10.17605/OSF.IO/HYD9G).

Descriptions of data collection

To understand approaches to data collection I recorded whether the description of the dataset spec-

ified the number of tweets included in the final dataset, how many individual users were in the

dataset, the time period over which Twitter data were collected, the API or tool used to access the

Twitter data and the search query or strategy used to collect the data. These were chosen because

they represent basic descriptive information that is important for interpreting the results of the

studies, and also represent reasons that some studies may find differing results. For example, using

data from different time periods, different APIs and different search queries to access data would

all result in different samples, and these may then yield different predictions when addressing the
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same core question.

Out of the descriptions of the 120 datasets included I found that 68/120 (57%) datasets had the

number of users in the dataset, 96/120 (80%) how many tweets were in the dataset, 66/120 (55%)

the time period over which the data were collected from Twitter, 84/120 (70%) which API or tool

was used to access the Twitter data and 108/120 (90%) the search strategy they used to query the

API. The smallest described dataset was Coello-Guilarte et al. [290] with 200 annotated tweets,

the largest being Shen et al. [291] with over 300 million tweets from users they determined to be

depressed, and 10 billion control tweets.

Annotating mental health outcomes

Next, I recorded information about how the data were annotated with mental health labels. This

included the method used to attribute labels to the tweets or users, and whether there was any

secondary quality control conducted by human annotators if an automated method was used. Ad-

ditionally I evaluated the range of methods that were used to develop control samples of tweets or

users who do not display the mental health outcome that is being predicted.

I originally intended to also record whether annotations were being made at the tweet or user level,

but unfortunately it was not common for studies to specify which of these approaches they were

taking, and so not possible to summarise the frequencies seen in the papers reviewed.
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Table 5.2: Overview of the different methods used to annotate datasets with ground
truth labels.

Ground truth type Description Count Quality Control Example

Validated
Self report Completion of a standardised measure, or disclosure of affected

time periods by the individual
12 User scored >30 in Centre for Epidemiological Studies Depression

Scale (CES-D)

CES-D score used as a continuous variable.
Secondary report News reports of death by suicide, or data donation by family

following death
4 Name reported in the media was searched on Twitter for a user

account.
Data driven

Affiliation The account either follows or interacts with a system or other
accounts known to be associated with the mental health disorder
being considered.

2 Accounts that had retweeted tweets from a list of accounts about
depression were annotated as being depressed

Keywords A certain number/combination of keywords used to search the
Twitter API, believed to indicate the presence of the mental health
disorder.

52
Expert 21
Non-expert 18
None 13

User used the string “depress” more than five times in 2 weeks, and
their timeline was reviewed by a clincal psychologist to confirm the
assessment was reasonable (expert).

User used ‘depression’ at least once in a tweet (none).

Self disclosure A phrase such as ’I have been diagnosed with X’ is used to search
the Twitter API, and used to indicate the presence of the mental
health disorder.

29
Expert 2
Non-expert 14
None 13

String ‘I have been diagnosed with depression’ was used without
checking the context (none).

String ‘I have been diagnosed with depression’ was used following
verification by a clinical psychologist (expert) or a computer
science researcher (non-expert).

Sentiment label Some threshold is decided based on a sentiment polarity score that
maps it to a mental health outcome.

2 Sentiment score below -1 meant the user was annotated as
depressed.

Other
Random sample A random sample of tweets are taken from the Streaming API or

based on some other criteria, such as a particular language being
used, and screened for inclusion

5 Tweets in a particular language were accessed from the streaming
API and annotated as suicidal if the researcher thought it indicated
suicidality.

Unknown Not enough information provided to understand the method for
generating ground truth labels.

14

Note:
In the row headings, ’Validated’ refers to data annotations that have not been assumed from the data collected, and have been validated by either the user themselves or an external source.
’Data-driven’ refers to annotations that are derived from the data collected from social media. In terms of Quality Control, ’Expert’ annotation was when annotation was done by those who
were called experts in the paper, or who were reported as having some educational or practical background in mental health. ’Non-expert’ annotation was done by anyone not in the ’Expert’
category, for instance undergraduate students or computer science researchers.
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As Table 5.2 illustrates the datasets were annotated in many different ways, but only 16 of the

datasets overall were validated by offline ground truth. That is to say that the label was not assumed

from the data collected. Even within those studies that did use validated scales for ground truth,

they could define the threshold score for presence of a disorder from the same scale differently. For

instance, a CES-D score greater than 30 or a score greater than 22 were both used as cut-off scores

for the classification of depression in different studies. Due to the variety of methods presented

comparisons between studies could be comparing datasets that have very different definitions of

the same mental health outcome.

Some studies attempted to increase the accuracy of keyword or self-disclosure based annotation

by introducing human annotators to the process. However, a handful of studies using this method

reported that annotators found it difficult to decide on the category that tweets should be placed

in, especially when they were seen without the context of other tweets from the same user [292,

293]. To overcome this some annotated datasets used more than one annotator in order to assess

agreement between annotators, or introduced a third annotator to provide a deciding opinion on

conflicting assessments (for example [294, 295]). As might be expected, there was generally a

relationship between the size of a dataset and the level of quality control; highly curated data with

labels produced by experts and multiple coders tended to be smaller in volume, and those using

largely automated methods were able to produce vast datasets with little human input on the target

classification labels.

The vast majority of studies defined mental health as a binary or categorical outcome, as opposed to

using a continuous scale. This is important since the outcome being predicted indicates a different

research question, and ultimately a different purpose. For instance, classification of tweets that

are ‘risky’ or ‘not risky’ in terms of suicidal expression, versus a longitudinal view of change in

depressive symptoms. This was largely influenced by the approaches to data labelling, where the

presence of keywords or self-disclosure do not allow for a measurement of symptom intensity and

instead necessitate a binary or categorical approach.

Since most datasets took a categorical approach to mental health, most also collected control users,

which are users who were judged not to have the mental health disorder being identified. Ap-

proaches to developing a control sample included taking a random sample of tweets from the

Streaming API on a particular day, searching for a word or phrase (like “the” or “today is my
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birthday”) in the Search API and using the results as controls, or simply using all those users who

were not labelled as positive from the original keyword/phrase search. In some instances studies

conducted checks to ensure there were not overlaps between the positive and negative samples,

but this was not always stated as being the case. In terms of the balance of cases to controls in

the datasets, some studies developed datasets in order to intentionally balance cases and controls

[296–306], whereas others searched using their chosen criteria and took the “naturally occurring”

number of cases from their dataset [251, 291, 293, 302, 307–309].

Dataset re-use

Of the primary datasets identified there were two that were re-used more often than others. The

dataset on depression and PTSD which was produced for the Computational Linguistics and Clin-

ical Psychology (CLPsych) Workshop 2015 [302] was used a total of 10 times, and the dataset

produced by Shen et al. [291] for depression prediction in 2017 was used the most often at 14

times. The other most frequently reused datasets were those produced by Burnap et al. [310] in

2017 for suicidality (4 uses), Jamil et al. [311] in 2017 for depression (3 uses) and Vioules et al.

[312] in 2018 for suicidality (3 uses). Another dataset used in four studies, despite not being pro-

duced for mental health prediction, was the ‘sentiment140’ dataset. This is a Kaggle3 competition

dataset where tweets are labelled with their sentiment polarity.

Finally, the remaining datasets were created by authors for their own use, and occasionally re-used

by the same authors over two studies. In most cases datasets were created specifically for the task

the study was focussed on, and included datasets of tweets in other languages like Spanish [290],

Bengali [313], Japanese [289] and Arabic [314].

5.3.3 Modelling workflows

After identifying the dataset to use for training, there are typically a series of stages to go through

in order to develop and assess a predictive model. First the researcher must prepare the dataset

for use (known as pre-processing), select the features that will be used in the model (known as

feature selection), choose and apply an algorithm to create a model from, and then finally validate

the model to assess how well it performs on unseen data.
3Kaggle is a website where individuals and teams can participate online in data science challenges.
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Not all studies reported their methodologies along each of these four key stages. In summary I

found that 121/165 (73%) studies described at least some of their pre-processing steps, 138/165

(84%) described the features or feature selection process, 160/165 (97%) described the algorithm/s

used and 135/165 (82%) gave some description of their model validation process. Figure 5.4 illus-

trates that there has not been much change in reporting standards since 2020, and in fact the areas

of algorithm choice and feature selection have been reported in fewer papers more recently. In the

following sub-sections I report on those studies which did include this information by summarising

the methodologies that were used across the literature in each stage.

Algorithm Choice Feature Selection Pre−processing Validation

Pre−2020 Post−2020 Pre−2020 Post−2020 Pre−2020 Post−2020 Pre−2020 Post−2020
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Figure 5.4: The proportion of studies that reported each of the stages of modelling
that I considered, split by those published before 2020 (N=90) and those published
in 2020 or later (N=75).

Pre-processing

In natural language processing (NLP), the computational interpretation of written text, it is typical

to pre-process or clean textual data to prepare it for feature generation and selection. These steps

tend to focus on making the text less noisy by removing data that is unlikely to be useful in the

predictive task such as stripping non-alphanumeric characters, removing stop words (common or

filler words), lemmatising the text (transforming words to their root), or tokenisation (splitting

sentences or documents into separate tokens delimited by spaces).

However, for data taken from social media some pre-processing stages may be adapted to reflect

the inherent meaning that, for instance, non-alphanumeric characters and stop words contribute to

the text. These characteristics of text may also be expected by some sentiment analysis algorithms
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such as VADER [234]. Another consideration around internet language is the inclusion of emoji

in text. Emoji can have meaning in natural language [315], and so their inclusion is likely to be

relevant in NLP-type tasks.

A minority of the studies who described their pre-processing stages regarded Twitter’s native lan-

guage of interaction such as hashtags and @-mentions as parts of natural language and retained

this information in the tokenisation stage by replacing @-mentions with an @ symbol, or URLS

with the word “URL” (e.g. [298, 316, 317]). Other studies chose to tokenise the text in a more

traditional manner, by removing all non-alphanumeric information (e.g. [311, 318–324]). Papers

which included emoji as tokens usually did so by replacing the emoji by the word “emoji”; (e.g.

[298, 302, 325]) or by a unique code for each emoji (e.g. [291, 316, 323]). Others removed emoji

all together from the text (e.g [328]). Variation in these pre-processing strategies means that there

are differences in the type of information taken forward to the feature selection and modelling

stages.

Some pre-processing decisions that may have impacted the effectiveness of the subsequent model

training processes were rarely described. For instance, several studies have replicated a finding that

personal pronouns are a useful feature in the prediction of depression (e.g. [319, 329]. However,

personal and other pronouns may be included in stop word dictionaries (for instance the popular

NLTK [330] stop word list), and so automatically removed from the training data before any feature

selection or model fitting has taken place. Additionally, many of the studies used keyword or key-

phrase search terms to label ‘positive’ cases for mental health disorders, but it was not made clear

whether the terms used to label the data were removed from the training dataset. For example, if

the term “depress” used five times identified a user as being depressed, and this term was present

five or more times in the training data of every person who had been labelled as depressed at the

modelling stage, then the model may learn that “depress” is reliable signal for depression.

Features

To apply a machine learning algorithm to a dataset, a series of features (also known as variables)

have to be constructed. Most papers used some combination of each of the feature types, as de-

scribed in Table 5.3. Overall, textual interpretation and textual features were the most popular. 72

papers used at least one form of textual interpretation, such as word embeddings, and 125 used at
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Table 5.3: Overview of feature categories, the number of studies that used at least
one feature from each category and a description of the types of features it contains.

Feature type Number of studies Description

Text Interpretation 72 Features interpreting the meaning of
the text, usually through sentiment
dictionaries.

Demographics 15 Known or algorithmically inferred
demographic information.

Connectivity 35 Features relating to the user’s social
network such as the number of
followers or @-mentions.

Sharing (When) 25 Features relating to time, such as
time between tweets, tweet
frequency or times of day.

Sharing (What) 26 Features relating to the type of
content being shared, such as URL
links or retweets.

Textual features and structure 125 Structural features of the text such as
TF-IDF scores, bag of words, word
embeddings and language models.

Keywords 39 Counts or distributions of keyword
lists like medication names.

Parts of Speech 33 Labelling parts of speech or
grammatical features.

Images 12 Use of image data like profile
pictures, or shared images.

Note:
TF-IDF refers to term frequency–inverse document frequency, a statistic that reflects word
importance across a group of documents.
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Table 5.4: The number of studies using each type of algorithm for at least one
model.

Algorithm Number of studies

SVM 83
Tree-based 67
Naïve Bayes 61
Regression-based 52
Deep Learning 40

Other 54
Unknown 2

least one type of textual structure which tended to be either n-grams or term frequencies4. It is

worth noting that datasets built in languages other than English were often required to derive their

own pre-processing and feature selection tools such as sentiment dictionaries or stop word lists due

to there not being existing software and tools readily available in their language.

Algorithms

Whilst different studies chose different approaches to modelling the data, the majority used well-

recognised algorithms such as Support Vector Machines (SVM), Naïve Bayes, or tree-based al-

gorithms. Table 5.4 illustrates that SVM appears to be the most popular algorithm. However it

was not always the primary model, and often provided a baseline measure against more complex

approaches such as deep learning, or as part of an ensemble learning approach. Within regression

logistic regression tended to be used, which reflects the categorical nature of most of the datasets.

Deep learning approaches, for instance convolutional neural networks, have been relatively popu-

lar over time, but certainly do not form the majority. Included in the “Other” category are bespoke

algorithms written for this problem [306, 331] as well as less popular out-of-the-box options. Ex-

amples of these are a hidden markov models [63], a Martingale framework [312], or complex

decision lists [291, 332].

Whilst all but one study did describe the machine learning algorithm they used to produce their

final model, very few of the studies went into any detail on their hyper-parameter tuning processes
4Word embeddings are numeric representations of textual data where words that are ‘closer’ together in their numeric

representation are more similar in their meaning. N-grams are groups of n words that appear sequentially in a longer
piece of text. E.g. the tri-grams (n=3) of “This is a sentence” would be (“This”, “is”, “a”) and (“is”, “a”, “sentence”).
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which refers to the adjustments made to the values that control the model’s learning process. It

was also not common for studies to justify their choice of algorithm, though the choices were not

inappropriate.

Validation

Understanding the effectiveness of a machine learning model allows us to evaluate how well the

algorithm might generalise to unseen data. Most often ten- or five-fold cross-validation was used,

as well as the area under the Receiver Operator Characteristic curve.

Two issues relevant to model validation were rarely discussed or acknowledged in the papers.

Given that some of the datasets were designed to include a small number of controls to high num-

bers of cases, some standard metrics, particularly accuracy, are likely to over-represent how ef-

fective the algorithm is [333]. Secondly, studies rarely clarified how they stratified their data for

training, testing and validation. This has implications for assessing the potential for data leakage

to create bias in the model’s effectiveness and has been shown to be problematic in other appli-

cations of machine learning to digital epidemiology [334], as well as specifically creating bias in

cross-validation assessment of machine learning for mental health [335].

5.3.4 Ethics

The consideration of ethical approval was assessed for a subset of 100 of the included papers, since

ethical approval was only included in the rubric for reporting on studies in this review from Decem-

ber 2021. However, this still represents all studies published in 2020 and later, from which point I

had anticipated that ethical considerations should be more prevalent given the cultural impacts dis-

cussed in Section 5.1.2, as well as previous reviews suggesting this was an area of concern.

Overall, I found that 85/100 did not discuss any ethical issues as part of their studies. 11/100

studies did discuss ethics thoroughly, and/or were granted ethical approval for their studies. 4/100

studies made reference to ethics as not being applicable to the study.

Whilst some studies simply did not include consideration of ethics, there were a handful that di-

rectly contravened ethical guidance published by both the Association of Internet Researchers [95]

and the British Psychological Society [94] regarding the use of internet data for research. This
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was generally by publishing tweets verbatim, sometimes along with the mental health annotation,

and/or by publishing usernames in the paper. Additionally some studies developed web-apps that

allowed for a user timeline or tweet to be input and a prediction displayed about whether that user

was experiencing the mental health disorder under consideration, though it was not always clear

whether these web-apps were still operational.

5.3.5 Replicability

Finally, I assessed the replicability of each paper in terms of the quality of the detail provided. For

44/165 (27%) studies I assessed that there was enough detail for the study to be replicated. For

53/165 (32%) studies it is possible they could be partly replicated but some assumptions about

methodological processes (typically the pre-processing stages) would need to be made. However

for 68/165 (41%) studies there was not enough detail provided to attempt replication of the study

due to key information being missing such as the data annotation process, the algorithm used or

the feature construction. In some cases it was clear that publishing formats and word limits had

left limited room for description, but authors did illustrate use of external repositories on GitHub

and the Open Science Framework to host more detailed methodologies or code which provides a

straightforward solution to this issue.

Only 6/165 studies either provided the scripts used to analyse the data or offered to make them

available on request. Alternatively, a handful of authors provided pseduo-code for all stages of the

model building process as part of the article. Overall, this was an unexpectedly low rate of code

sharing given the recent emphasis in both computer science and psychology on greater method-

ological transparency. Whilst some may not share code for ethical reasons there are alternatives

such as offering to make it available on reasonable request, which were not widely used.

5.4 Discussion

5.4.1 Principal Results

This review set out to understand the current scope, direction and trends in the prediction of mental

health outcomes from Twitter data. 165 papers published between 2013 and 2021 were included

in the review. I saw that the number of papers published in this area has increased year on year
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since 2013, and that 45% of the included studies were published in just the two year span of 2020

to 2021. I sought to assess the quality of the published research from both a machine learning and

mental health perspective, and to make recommendations that can begin to enable the creation of

meaningful outputs that support aims of mental health care provision and support. In the following

sections I summarise the principal results and contextualise them against previous work along

the themes of methodological clarity, the availability of ground truth characteristics and lastly

looking towards developments that would support practical applications of these algorithms in the

future.

These discussions lead to a series of recommendations for studies that aim to predict mental health

outcomes from social media.

Methodological clarity

Every paper in this review used algorithmic methods for making predictions, with a wide range

of novel and exciting possibilities for future development. However, the description of machine

learning workflows given was often poor and a lack of clarity was a consistent theme in the results.

In 11% (18/165) of studies there was not an adequate description of the datasets to understand the

data being used, and in 27% of studies there was no description of model pre-processing. The

proportion of studies reporting these details has not increased over time.

As well as missing out on the author’s reasoning, poor reporting on modelling methods also re-

duced replicability, with only 27% of studies assessed as being replicable with the information

provided. Despite recommendations to improve the description of methodologies in place since

2017 [57], and the increasing recognition of open science practices [336], I was surprised to find

that only 6/165 papers made their code available either open source or on request, where only pro-

viding code on request would be a reasonable means of mitigating ethical concerns.

The lack of clarity often started with a poor description of the purpose of the prediction task being

attempted, which has an impact on all subsequent modelling decisions and the assessment of their

suitability [261, 337]. It also prevents the comparison of results between papers, due to it often

being impossible to tell if the same or a different predictive task is being compared.
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Availability of ground truth characteristics

I found that the processes for determining what constituted a mental health disorder, and hence

the labelling of training data, relied on circular reasoning in 104 out of the 120 primary datasets

(87%). This reasoning assumes that those who self-report mental health disorders online, or who

use certain combinations of keywords, are truly experiencing the specified outcome. It also means

that groups of users who were collected for ‘control’ groups were unlikely to be true controls,

given the relatively high prevalence of mental health disorders in the general population [41, 261].

Similarly, keyword-based approaches were also used to derive ground truth for mental health out-

come annotations in 43% of the datasets reviewed, with keywords being highly likely to be based

on the language of a particular geographical area or age group, and also prone to misspellings

when focussing on clinically related keywords [338]. Attempts to work with clinicians to develop

a list of keywords for depression detection have also found low levels of agreement between clini-

cians [339], which suggests that keyword based detection may not be a robust means of detecting

genuinely depressed users. This lack of reliable, verified ground truth data about mental health out-

comes is a fundamental threat to the quality of models for mental health inference. It also aligns

with concerns being raised in other fields that large online datasets can not replace the need for

high quality data [248, 338, 340].

Without validated ground truth in the majority of studies, there was not information available to

characterise the dataset by key demographics such as age, gender or cultural background. We know

that expressions of mental health disorders are cultural, and variable across demographic groups

[231, 341], and that those using social media do not represent the general population [146, 147]

(also see Chapter 2). Lacking this information means that it is not possible to assess the impact of

demographic features on model performance, and so bias may be going unnoticed. Research by

Aguirre et al. in 2021 [342] reinforces this, after the finding that the CLPsych dataset (used in ten

papers in this review) was not representative of the population demographics of depressed people,

and that a classifier produced using this dataset performed most poorly for people of colour.

When models are created with datasets whose ground truth cannot be verified, the importance of

validating models on alternative datasets increases [262]. Shared datasets such as the CLPsych

Task 2015 [302] and Shen et al. [291] have contributed to numerous studies by providing a dataset

available to researchers [343] as well as providing data to develop novel approaches with (though
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as discussed by Aguirre et al. [342] these datasets are unlikely to be population representative).

Sharing high-quality ground truth datasets would be a beneficial next step for future developments

[262]. Due to the sensitivity of these data we would need to think carefully about how data sharing

could be managed ethically [98]. Further possibilities lie in the use of data safe havens for con-

trolling sensitive data access, as has been used by workshop tasks such as CLPsych in the past few

years, and in the use of synthetic data [291] which is a developing opportunity that allows a dataset

with statistical properties similar to the original data without releasing the sensitive data itself. The

work of collating available datasets has been started by Harrigian et al. [344] through the devel-

opment of an open source list of datasets for predicting mental health from social media, many of

which are only available on request to comply with ethical guidelines. However, as described in

Section 5.3.2, data sharing is impeded by researchers sometimes not even describing the dataset

they are using, or providing broken/out of date links to data repositories.

Towards practical applications

This review of the mental health outcomes covered by the 165 papers included showed that there

is a significant focus on depression and suicidality, but that anxiety receives much less attention,

along with serious mental health disorders like PTSD, schizophrenia and psychosis. Whilst well-

being was included in the review keywords, only one study that considered well-being outcomes

was identified, which predicted happiness and self-esteem measured using validated scales [289].

More specific keywords relating to different types of well-being may have yielded more results in

this area. Though the majority of the focus of the datasets reviewed was on dichotomous outcomes,

a future alternative is a greater focus on symptoms of disorders [345]. This has been suggested

as a solution to detecting commonly co-morbid illnesses which have many connected symptoms

[346], an issue that has arisen in multi-class prediction of mental health outcomes [347]. The

majority of the papers reviewed have effectively attempted to classify someone as having a mental

health disorder or not, but perhaps social media may have more to offer in the tracking of online

behaviours that are strong proxies for specific symptoms of mental health disorders. This is perhaps

best illustrated by suicidality, which is a complex concept that has been effectively modelled using

machine learning [348].

Another area of development which would benefit from further investigation is using the time-
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based features of Twitter data. Considering that one of the main benefits of using social media data

for monitoring is the high-resolution time-series information it provides, it was surprising that only

15% of studies used any time-based features in their models, and only one study used ground truth

data that was measured at more than one time-point [312]. By considering Twitter data as a time-

series we could approach tasks like identifying optimal points for intervention, using methods such

as change-point detection, or simply monitoring well-being with time. Having multiple instances

of ground truth data for the same individual would also allow us to assess how model performance

changes over time, since model drift is a particularly important concern in online settings where

language and platform features continuously adapt, potentially resulting in the degradation of a

trained model over time [349]. Clinicians have so far expressed interest in using social media to

measure overall symptom changes between time points, rather than as a diagnostic tool [350], and

so this is an area of work that requires more attention if social media data is to provide a practical

use in the future. Since the literature searches conducted for this review took place longitudinal

and time-series work has been published more frequently in 2022 [67, 351].

Throughout the literature there appears to be a consensus that more meaningful and deliberate

engagement with medical professionals and patients is needed to establish a direction for future

research, and explorations into Public Patient Involvement (PPI) and co-production may be effec-

tive ways of achieving these aims. Crucially, we do not yet have a broad evidence base about how

patients might want to use this technology or what they would not want it to be used for as part of

their care [205]. It is clear that for the work so far to develop into a technology with real-world

utility further consultation on useful clinical applications and the ethical dilemmas presented by

them will be needed [204, 352, 353], but this is still work to be done.

5.4.2 Recommendations

On the basis of this review I have two sets of recommendations. The first is for researchers in

this field, building on the recommendations made by Chancellor and De Choudhury [41], which

aim to increase the quality, replicability and transparency of mental health inference on social

media:

1) Explicitly state the prediction task being attempted. This should include whether the out-

come predictions are at the user level or the tweet level, and what the intended use of the
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resulting model is.

2) Specifically state the mental health outcome the model will be are attempting to classify and

how this outcome has been defined for the purpose of labelling the training data.

3) Explicitly state assumptions made about the mental health outcome as part of the modelling

approach taken. For instance, what type of variable the outcome has been modelled as

(continuous, binary etc), or what time frame it is assumed it will be detectable within.

4) When creating new datasets, ensure that they are thoroughly described. I particularly recom-

mend the use of Data Sheets for Datasets [354] for thorough dataset reporting, which can be

included as supplementary material hosted by an online repository that provides a permanent

digital object identifier (DOI) such as the Open Science Framework or a pre-print server.

5) Explain pre-processing steps in enough detail that they can be thoroughly understood and

replicated. Particular attention should be paid to whether stop word lists used and the

train/test/split stratification to ensure they are appropriate for the prediction task being con-

ducted.

6) Where possible, conduct error analysis in order to explain how and why data have been

misclassified.

7) Include a Code and Data Availability Statement, and ensure that any crucial links to materials

use a DOI.

8) Include an Ethics Statement that describes whether or not the study has received ethical

approval, and the ethical considerations that researchers should be aware of when reading,

replicating or applying the research. The Ethics Sheet for this type of research developed by

Mohammad [355] is particularly recommended.

My second set of recommendations are broader, community level aims that focus on developing

ways of working that will enable these new technologies to achieve positive outcomes:

1) Work towards an understanding of the needs of the public and patient populations who will

be the subjects of the models being developed, and ensure that research is advancing in line

with their needs.

2) Find and agree a means by which high-quality ground truth data and trained models can be

shared securely and ethically between research groups, with the purpose of improving the

validation of models for predicting mental health on social media.
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3) Maximise the benefits of what social media can add to our understanding of mental health,

as opposed to replacing the role of mental health professionals. In particular, the time-series

nature of social media has been under-explored so far.

5.4.3 Limitations

Whilst best efforts were made to include all relevant papers in this review, there is always a pos-

sibility that relevant studies were missed in the systematic search process. Similarly, the search

was conducted using English language search terms, and non-English studies were not reviewed.

Previous research from Kim et al. [40] showed that several studies in this area have been published

by teams in China, Spain and India, which may not have been included.

This review does not go into detail about the outcomes of the studies identified, such as their results,

which models appeared to be most successful or which features have been especially relevant

throughout the varying approaches. These are investigations that could yield useful directions for

improving future models and refining the process of feature selection.

5.5 Conclusion

In this review I have shown that there is a wealth of research being conducted and published on

predicting mental health outcomes from Twitter, but at present the quality of study datasets and

dataset descriptions is frequently poor, and the large majority of studies do not provide enough

information about their analyses to understand or attempt to replicate them. For this technology

to move towards being used for the benefit of the populations they are intended for, the research

community needs more sources of high-quality ground truth data with clinically valid labels, that

can be shared ethically for benchmarking and model training. A strong partnership between re-

searchers, clinicians, patients and the general public is also needed to ensure that the prediction

tasks being developed are those that will be both ethically viable, as well as clinically useful.

Given the sensitivity of this research area, researchers have an ethical responsibility to ensure the

transparency of machine learning methods, in terms of the data used, the algorithms employed and

precise evaluation and reporting of a model’s effectiveness.

If we can achieve our aim of using digital data to effectively model mental health then there is
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the potential for huge advancements in our understanding, monitoring and management of mental

health conditions in the future.
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Chapter 6

Modelling mental health using linked

Twitter data

Abstract

Background The digital data we create by interacting with online platforms is a novel source of

temporal information about ourselves. Sentiment analysis of our social media data has been of

particular interest for understanding fluctuations in our mental health and well-being over time.

However, it is challenging to obtain data linked to longitudinal information about participants’

mental health and so most studies have been conducted at single time points. In this chapter

Twitter data from ALSPAC was used to assess the effectiveness of sentiment, and patterns of life,

to model of depression, anxiety and general well-being.

Method Ground truth data using the MFQ, GAD-7 and WEMWBS was collected at two time

points in April to May 2020 and May to July 2020 for G1 and G0 participants. Multiple regres-

sion models were used to model pattern of life and sentiment variables from LIWC, LabMT and

VADER against each mental health outcome at the first survey time point. Models were tested

using different lengths of training data and different decay functions for older tweet data. Finally,

the most successful models were validated at the second survey time point.

Results Two weeks of Twitter data was generally sufficient to predict all three mental health out-



comes. Models trained at the first time point perform relatively well at the second, but error is

slightly biased by the generation of participants and, for anxiety and depression, their sex. Whilst

models accounted for a modest amount of variance in the outcomes (between 10 and 13%) we also

see that prediction intervals are wide.

Conclusion Sentiment and pattern of life features are likely to be most suitable for broad

population-level trends rather than individual-level inference. Using models specific to attributes

which mental health is known to vary by, like gender, may improve performance of population

trend modelling using Twitter. Additionally, whether individual aggregation is necessary for

accurate population inference is a question that should be explored further.

Aims

To use the linked Twitter data for modelling mental health outcomes in ALSPAC, and in doing so

see if this novel data is practically useful for this purpose, and if it allows us explore new questions

about the relationship between mental health and Twitter.
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6.1 Introduction

Predicting mental health from our digital data is an area of research that has seen increased inter-

est year-on-year since 2013 [320]. The potential benefits of achieving new digital phenotypes for

mental health could be huge, and a means of supporting progress in the provision of, and access to,

mental heath care. The future applications of these novel technologies have been considered at both

the individual and population levels. For instance, they could be a means of providing already over-

stretched services with a way of ensuring patients receive appropriate support if flagged between

long check-up times. Detecting individual poor mental health could also be used to direct early

interventions which may prevent more complex issues arising at a later stage at a greater cost for

all involved through ‘now-casting’ technologies [356, 357]. Alternatively, monitoring population

mental health could be used at a strategic level to put in place adequate services to meet anticipated

demand [358]. Here populations may refer to specific sub-populations like student groups [19,

359] and emergency workers [360], or to geographic populations [361]. Applications of this type

have been of particular interest since the onset of the COVID-19 pandemic, where using internet

data to provide high frequency information became very popular, particularly in the form of data

visualisation dashboards [362]. Whilst many of these population-level overviews were related to

COVID-19 symptomatology and case prediction [363], data relating to mood and mental health

were also generated, with the aim to provide timely updates on community psychological well-

being and resilience [364–367]. Twitter, as a public and easily available data source for digital

footprint data, is often a popular source of data for these types of applications. However, as seen

in Chapter 5, the majority of studies that have previously used Twitter data have not had access to

ground truth data about the mental health and well-being outcomes that they were attempting to

predict, which presents a challenge to the robustness of their results.

In this Chapter I will explore the way that features derived from Twitter data, particularly

sentiment-related features, are associated with the mental health outcomes of depression, anxiety

and general well-being when working with data from a known and well-characterised population

sample. This will include how effective models derived using these features are under a variety

of different temporal conditions, such as altering the distance into the past they consider data and

testing how well they predict forward into the future. To begin with, I will give an overview of

the use of sentiment in mental health inference in general, as well existing evidence on the role of
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temporality in mental health inference and understanding.

Given the focus on individual monitoring in the review of existing research in Chapter 5 I will

primarily focus here on covering the literature of population-level approaches to mental health

monitoring.

6.1.1 Sentiment in population mental health inference

In the literature on population-level mental health inference approaches have covered a variety

of outcomes including social anxiety [368], suicidality [369, 370], depression [371–373], well-

being [361, 374, 375] and happiness [235, 376]. Interestingly, of 17 articles on population-level

outcomes that were found during the systematic seach for Chapter 5 five were focussed on positive

mental health outcomes like well-being and happiness, whereas only one study did so out of the

165 included in the main review. A dedicated review article on the topic of using big data to study

subjective well-being in 2017 found 33 articles [377]. This suggests that it is more common for

positive mental health to be studied in the context of populations than individuals.

The modelling approaches used for population-level outcomes tend to be based on sentiment fea-

tures. For instance, the Hedonometer created by Dodds et al. in 2011 to derive temporal patterns

of happiness used a crowd-sourced sentiment lexicon for happiness in English language, where

words were rated based on how ‘happy’ they were (this lexicon is known as LabMT) [235]. A sim-

ilar lexicon approach for happiness has been applied in Arabic [376], and other studies have used

categories of the Linguistic Word Inquiry Count (LIWC) [236] word lists of anger, anxiety, death,

risk, and sadness to assess psychological distress [378] or anxiety, anger, sadness and positive

emotions [365]. Other sentiment methods have included using overall sentiment valence measures

such as TextBlob [237] and VADER [234] as a proxy for overall mental well-being [374, 379],

and the NRC Emotion Lexicon [380] which contains the emotions of anger, anticipation, fear, sur-

prise, sadness, joy, disgust, and trust [367]. As well as sentiment, patterns of life at a population

level have also been found to be useful indicators of mental health and well-being of populations

[53]. Patterns of life originated as term in surveillance and usually refers to using geo-location

data to build an understanding of daily routines. However it is used in digital phenotyping to refer

to non-language features of data, such as times of day that users are active, the frequency of their

interactions with others, or what types of content they are producing [53, 321].

150



Chapter 6. Modelling mental health using linked Twitter data

Similarly to findings in the variety of methods for sourcing ground truth in Chapter 5, models

for population monitoring are validated in a variety of ways. A popular method is to use figures

reported in publicly available national or regional surveys against tweets sourced from those geo-

graphic areas [361, 369, 371, 381]. Some studies have manually annotated tweets to train models

[368], whereas others took a different approach and used pre-trained models from existing research

for classifying mental health outcomes in individuals and applied them to population data [366].

There were also studies which did not attempt to validate their findings against external data, and

whose aims were primarily to visualise and describe changes in sentiment features over time or

geographic areas [53, 367, 368], often implied as a proxy for overall mental well-being.

For those studies that did attempt validation, the results illustrated that associations between mea-

sures such as happiness and sentiment were not always positive, as we might expect. Jaidka et

al. [361] tested the difference in inferring subjective well-being using both machine learning and

dictionary-based sentiment measures, and found that life satisfaction and happiness outcomes were

negatively associated with the LIWC measure of Positive Emotion. Similarly, Gibbons et al. [381]

found that population-level self-rated mental health was negatively associated with the LabMT

average happiness measure developed by Dodds et al. [235], and the overall sentiment measure

produced by the VADER algorithm [234]. Since both VADER and LabMT are coded in a positive

direction this implies that as the mental health outcome improves the sentiment score becomes

more negative. These contrary patterns do not tend to arise in the individual-level literature, which

is usually more focussed on classification than regression (see Chapter 5). On an individual level

previous work exploring the relationship between sentiment and depression by Coppersmith et al.

[321] found that the LIWC categories of pronouns, swear words, anger, negative emotion and anx-

iety were significantly different for those with depression, though swear words, anger and negative

emotion were highly correlated with each other given that they shared many core words. This re-

search also found that the importance of sentiment versus pattern of life features differed depending

on the outcome disorder, having compared depression, Post Traumatic Stress Disorder (PTSD) and

Seasonal Affective Disorder (SAD) [321].

More recent sentiment related work has posited that differences between users with and without

depression are better explained by the presence of short phrases that represent cognitive distor-

tions, which aligns with Cognitive Behavioural Therapy theory [48]. However, these features are
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not standard phrases in current sentiment dictionaries. Other recent research has explored the con-

nectivity between LIWC sentiment categories using network analysis, as opposed to solely their

given values [382]. This research found that whilst the LIWC categories were associated with

depression symptom severity as expected (i.e. that negative sentiment is positively correlated with

depression symptom severity, and positive emotion is negatively correlated) depressive episodes

were best explained by increased network connectivity between the nine categories [382].

In summary, sentiment lexicons are a popular approach for representing outcomes in both the

population-level and individual-level prediction of mental health. However, there are inconsis-

tencies in how sentiment is associated with mental health, and a wide variety of approaches to

modelling different mental health disorders making it challenging to compare results from dif-

ferent studies and across different mental health outcomes. More sophisticated methods, such as

language models and word embeddings, are also much more popular features in the recent liter-

ature than sentiment in general [383, 384] as the technology to produce them, or adapt existing

trained models such as BERT [385], has become more accessible.

6.1.2 Temporality in mental health inference

As well as the features used in mental health modelling, there is a question of how those features

should be constructed, and how much influence their construction has on the outcome of interest.

Mental health is rarely a consistent, life-long state and instead has a temporal nature which may

last different lengths of time for different mental health disorders or facets of well-being [386]. For

instance, an episode of depression is required to have lasted for more than two weeks to be formally

recognised as a disorder [7] and in research asking participants to record self-identified episodes

of depression over the last year, Kelley et al. [382] found that the mean length was approximately

80 days. Other outcomes such as suicidality may vary significantly, with research suggesting that

suicidal intent can precede a suicide attempt by as little as 10 minutes [387, 388]. General well-

being on the other hand is not a clinically diagnosed disorder, and instead is a positive outcome

thought to represent optimal psychological functioning. Given this, there is a not a single agreed

definition of well-being as a whole, but in general different types of well-being are thought to be

relatively stable over time [389]. Despite these variations in the experiential length of mental health

disorders and well-being most clinical self-report surveys ask respondents to answer on the basis
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of the past two to four weeks.

Whether or not ground truth collected using diagnostic screening questionnaires actually repre-

sents the past two weeks of the respondents’ emotions is unclear. Bias in memory, such as a bias

towards negative events has long been thought to be an important component of mental health dis-

orders like anxiety and depression [390, 391]. Additionally the ‘forgetting curve’, first proposed by

Ebbinghaus in 1885 [392] and recently reproduced [393], suggests that memories are gradually lost

over time which may mean that more recent events are more pertinent to self-assessments of men-

tal well-being. The differential temporal signatures of different mental health conditions, and the

cognitive memory bias presented by the so-called ‘negativity bias’ and the ‘forgetting curve’ may

all have an impact on the relationship between an individual’s recorded experiences through their

tweets over the period a self-assessment asks them to consider, and the symptoms that they then

report. Tchalac et al. tested this potential impact in their prediction of depression in individuals

using the PHQ-9, a self-completed depression questionnaire, as ground truth, and found that two

weeks of tweet data did give the best results [394]. Similarly in predicting depression from tweets

de Jesús Titla-Tlatelpa and colleagues also found shorter periods of time generated less error [395].

In the detection of suicidal ideation Sawhney and colleagues found that up to three months of data

was useful, but that after this the benefit of additional data saturated [396]. Research modelling

suicidality has also tested the impact of a temporal weighting function, that effectively introduces

a decay in the influence of a tweet the further it is from the measurement time point, and found that

an exponential decay performed better than no weighting at all [397]. These results suggest that

there might be different lengths of tweet history relevant to different disorders, and that weightings

that represent ‘forgetting’ could improve the accuracy of inference using Twitter data.

Another question that has been raised in Chapter 5 is how models perform when tested at future

time points. This is particularly relevant to research where the task is to monitor mental health for

change, as opposed to classification of single tweets for risk levels. For instance, if the task we are

attempting to model is a tweet-level system that flags individual tweets that appear concerning for

further follow up then a single time-point may be enough. This being said, it still does not tell us

how a model might translate to a different time of year, or even a different year altogether. Research

has shown [235, 398] that there are strong time-based effects to the emotions we express on Twitter.

For instance, emotions as measured through sentiment algorithms change throughout the day fol-
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lowing circadian rhythms, and also weekly patterns (known as circaseptan rhythms) [398]. Models

that intend to monitor change with time may need to take these rhythms into account, as well as

understand how sensitive predictions are to unexpected events that have the potential to disrupt the

population’s baseline levels of mental health and well-being at a local, national or international

level [376]. For instance natural disasters, inter/national conflict, or a pandemic.

6.1.3 The present study

In this chapter I will explore a series of research questions that investigate the efficacy of using

Twitter sentiment and patterns of life to model three mental health outcomes: depression, anxiety

and general well-being. Specifically, the research questions are:

1) How well do patterns of life and standard sentiment codings of positive and negative emotion

predict depression, anxiety and general well-being?

2) Is prediction of depression, anxiety and general well-being improved by using a larger num-

ber of linguistic categories derived from Twitter data?

3) What is the effect of changing the window and weightings of Twitter data on prediction

performance?

4) How do predictions perform over time?

I will use the linked Twitter data described in Chaer 4, collected within the ALSPAC cohort study

to explore these questions, which allows for high quality ground truth data about the participants

and their mental health to be modelled using data at two time points.

Mental health outcomes will be modelled as continuous variables, represented by the score of the

questionnaire used to measure them. This approach allows us to assess changes in mental health

as improving or worsening, rather than movement between a states of illness and ‘well-ness’.

Whilst a continuous scale cannot possibly capture the complexity of the experience of a mental

health disorder, it goes some way towards acknowledging most mental illnesses are not binary

experiences and symptoms can vary significantly between individuals.
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6.2 Methods

6.2.1 Sample

This study uses data from the Avon Longitudinal Study of Parents and Children (ALSAPC) [118–

120]. Pregnant women resident in Avon, UK with expected dates of delivery 1st April 1991 to 31st

December 1992 were invited to take part in the study. The initial number of pregnancies enrolled

is 14,541 (for these at least one questionnaire has been returned or a “Children in Focus” clinic

had been attended by 19/07/99). Of these initial pregnancies, there was a total of 14,676 foetuses,

resulting in 14,062 live births and 13,988 children who were alive at 1 year of age. When the oldest

children were approximately 7 years of age, an attempt was made to bolster the initial sample with

eligible cases who had failed to join the study originally. As a result, when considering variables

collected from the age of seven onwards (and potentially abstracted from obstetric notes) there

are data available for more than the 14,541 pregnancies mentioned above. The number of new

pregnancies not in the initial sample. The total sample size for analyses using any data collected

after the age of seven is therefore 15,454 pregnancies, resulting in 15,589 foetuses. Of these 14,901

were alive at 1 year of age.

The linked Twitter data used in this chapter were collected from any adult ALSPAC participants

who had a Twitter account and consented to collection of their Twitter data. More detailed infor-

mation on the collection of these data is given in Chapter 4. There were 654 linked participants

in total. The ground truth data used in this study were from questionnaires sent to ALSPAC par-

ticipants at the beginning of the COVID-19 pandemic. These surveys were sent to all adults in

ALSPAC, meaning that both the index children (Generation 1) and their parents (Generation 0)

were surveyed. Responses for the first COVID-19 survey were collected between the 3rd April

2020 and the 14th May 2020. Responses for the second COVID-19 survey were collected between

the 26th May 2020 and 3rd July 2020. These surveys will be referred to as Survey 1 and Survey 2

throughout this chapter. Figure 6.1 shows the two data collection periods, relative to the number of

tweets collected during these periods.
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Figure 6.1: The windows of data collection for Survey 1 and Survey 2 where the
psychological outcomes were measured.

For the purposes of modelling tweets I chose to initially focus on the two week window for each

participant that led up to the date that they completed the survey, which concurs with the time period

participants were asked to evaluate in the mental health measures they completed. Participants were

required to have tweeted at least twice in those two weeks in order to be included. In total this

resulted in 151 participants with linked Twitter data that completed Survey 1, and 136 participants

with linked data that completed Survey 2. Since different members of the ALSPAC sample tend to

complete each survey, and they may be tweeting at different times, the participants who completed

the two surveys do not perfectly overlap. 92 are included in both samples, with a total of 195

participants across both, as illustrated in Figure 6.2.
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Survey 1 Survey 2

59
(30.3%)

44
(22.6%)

92
(47.2%)

Figure 6.2: The number of linked participants with two tweets in the two weeks
leading up to the survey date for Surveys 1 and 2, and how many participants are
unique to each survey or overlap across both.

6.2.2 Measures

I will briefly describe the measures used in this study, which includes both the mental health mea-

sures collected and the sentiment analysis algorithms used to generate the feature variables.

Psychological Outcomes

Depressive symptoms were measured using the short Mood and Feelings Questionnaire (MFQ)

[151], a 13-item scale that has been validated for measuring depressive symptoms in adolescents

[152] and in young adulthood [153]. Scores range from 0 to 26, with a higher score indicating

more severe depressive symptoms [152].

Symptoms of anxiety were measured using the GAD-7, designed to be a brief measure for gener-

alized anxiety disorder [240] which has been validated in a primary care population. It has seven

items, with an overall maximum score of 21. Higher scores indicate more severe symptoms of

anxiety.

General well-being was measured using the Warwick Edinburgh Mental Well-being Scale

(WEMWBS), which is a fourteen-item questionnaire that has been validated for measuring general

157



well-being in the general population [156, 399], as well as in young people [158, 159]. There are

five response categories for each question, and the total score is between 14 and 70. All items

in the WEMWBS are positively worded, and it is focused on measuring positive mental health.

Uniquely of the three measures used in this study, higher scores indicate more positive outcomes

in the WEMWBS, and it was also designed so that the distribution of scores would be roughly

normal, as opposed to the diagnostic questionnaires which tend to be skewed towards lower (and

thus not clinically relevant) scores.

For all three measures respondents were asked to consider how they have felt for the past two

weeks.

Derived Twitter variables

Pre-processing A detailed description of how the Twitter data in general was linked and derived

using the Epicosm software [117] is included in Chapter 4. Each algorithm described below was

applied to each individual tweet, with the variables being provided for analysis at tweet level. No

textual pre-processing was conducted by Epicosm for VADER or LabMT. For the LIWC each tweet

was tokenised, with a word considered to be a string of alphanumeric characters or underscores

delimited from other words by spaces.

VADER Sentiment The Valence Aware Dictionary and sEntiment Reasoner (VADER) [234] is

a sentiment analysis tool developed with the specific intention of being sensitive to short social

media length text. It aims to convey the orientation of sentiment (positive versus negative) as well

as the strength of the intensity of the sentiment. This is achieved through a rule based system that

takes consideration of punctuation use and capitalization in the text to infer intensity.

VADER returns an overall figure for each of positive, neutral and negative sentiment. These repre-

sent the proportion of the text that falls into each category, without any adjustment for word-order

sensitivity, negation or punctuation amplification (which are used to account for intensity). These

three scores are all between 0 and 1, and add up to 1. The sentiment intensity adjustments are

then made for the compound score, which is a weighted composite score of the positive, neutral

and negative scores, normalised between -1 and +1 where higher scores indicate more positive

sentiment overall [234].
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LabMT Sentiment LabMT (Language Assessment by Mechanical Turk) is a sentiment dictio-

nary developed by Dodds and Danforth in 2011 [235], which they designed to measure happiness

in text based on human ratings of individual words. It was developed by collecting ratings of

10,222 words on a nine-point scale of happy to sad from Amazon’s Mechanical Turk crowdsourc-

ing platform, with the original word list drawn from Twitter, Google Books, music lyrics and the

New York Times [235]. Each word received 50 ratings, and each rater assessed 100 randomly

chosen words. The development of this sentiment dictionary was influenced by the ANEW lexicon

[400] which is also a popular measure of sentiment from written text and used a similar approach,

though for only 1,034 words with a group of student raters.

The overall score for each tweet is the average happiness of the words in the tweet.

Linguistic Inquiry and Word Count (LIWC) The Linguistic Inquiry and Word Count (LIWC)

has been in development since 1993 by Pennebaker and colleagues, with most recent version of

the tool made available in 2015 [236]. This is version that I use and refer to here. The LIWC is a

dictionary based approach that has a series of words in each of its 73 categories. Since the most

recent version in 2015 it can also accommodate short phrases and text-based emoticons, such as

‘:-)’ which would be included under ‘Positive Emotion’. The development process for the LIWC

was extensive and involved several rounds of rating, consensus and discussion between a group

of expert ‘judges’, which started originally by drawing words from common emotion rating scales

like the Positive and Negative Affect Scale (PANAS) [401].

The categories for the LIWC generally have a hierarchical structure, which at the highest level

are split into Linguistic Dimensions, Other Grammar and Psychological Processes. Within these

categories are then further categories, and in the case of Linguistic Dimensions and Psychological

Processes, sub-categories. For instance, Affective Processes, a sub-category of Psychological Pro-

cesses, is further split into Positive Emotion, Negative Emotion, Anxiety, Anger and Sadness, but

Affective Processes is also a category in its own right that is the combination of all words in its

sub-category. In some cases like Social Processes, the overarching category also contains words

that do not fit into any of its sub-categories. Additionally, many categories and sub-categories share

words, so for instance the word “cried” is part of five categories [236]. As a result of this structure

LIWC categories are not independent and are often correlated with one another. The overall score
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for each LIWC category that is derived for a piece of text is the proportion of words in the piece of

text that came from each category. As such this score can range between 0 and 1.

Whilst the LIWC is generally described in the literature as being a sentiment analysis tool, it

actually incorporates several different types of dictionary based analysis, including parts of speech

in its Linguistic Dimensions like tagging of different types of pronouns, verbs and adjectives, as

well as a lexicon based approach to topic modelling through recording categories included in the

text. Whilst these approaches are not as sophisticated as tools directly developed for the purposes

of parts of speech tagging and topic modelling, they do provide some insights which go beyond a

typical sentiment analysis tool.

Patterns of life Patterns of life refer to data about people’s routine use of Twitter. This can

include many different features but in this study refers to the number of tweets someone has sent,

the mean and variance of the time interval they sent their tweets within, the proportion of their

tweets which were re-tweets and the proportion of their tweets which were sent between midnight

and 4am.

Mean time intervals were calculated by numbering each 4-hour time window that tweets were sent

within over the day as 1 to 6, with 1 referring to midnight-4am and 6 being 8pm-midnight. The

mean and variance of this variable were taken for the aggregated dataset. Pattern of life variables

were not weighted for the analyses described in Section 6.2.3 since they are calculated over the

whole time window of tweets, rather than on a tweet-level.

6.2.3 Analysis

The analyses of these data and the investigation of the research questions outlined above will be

split into four sections.

How well do patterns of life and codings of emotion predict mental health?

To answer this question I conducted individual regression analyses of each of sub-categories for

Affective Processes in the LIWC, VADER positive, negative and compound and the LabMT score

as dependent variables against each of the continuous scales of depression, anxiety and general

well-being as the independent variables. Every analysis included the sex and generation of the
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participants as dependent variables. For each of the sentiment variables the mean and variance was

taken for each individual over the two weeks leading up to Survey 1, and Survey 1 was used as

the ground truth data source. To be included in the analysis participants must have tweeted at least

twice in the two week period. The same approach was repeated for the patterns of life variables.

Both depression and anxiety were transformed using the natural log on their raw values plus one

due to inherent skewness in these clinical scales that leads to a long right hand tail. General well-

being measured with the WEMWBS follows a roughly normal distribution and so transformation

was not necessary.

Two weeks of data up to the survey period was chosen because it reflected the time period that each

of the MFQ, GAD-7 and WEMWBS measures (used to measure depression, anxiety and general

well-being respectively) asked participants to consider when responding.

It has also been seen to be an effective time period in other research using similar measures as

ground truth [394]. Survey 1 was chosen as the ground truth data point because it had the higher

number of participants, and because there was evidence in the data (see Figure 6.1) and in the

literature [402, 403] that the events surrounding the national protests in the Black Lives Matter

movement at the beginning on June 2020 had a significant impact on Twitter data sourced during

that period, which overlaps with Survey 2.

Is prediction improved by using a larger number of linguistic categories?

Here I considered whether predicting the mental health outcomes using a wider range of variables

than just the standard codings of positive and negative emotion was beneficial. In order to do this

I used all variables already included in the first stage of analysis, as well as all of the other LIWC

categories available, and repeated the regression analyses described in Section 6.2.3 for each of

these available variables. Continuous variables were again aggregated by individual using their

mean and variance. There were a total of 160 variables tested. Once again I considered these

over the two weeks previous to the completion of Survey 1 for each participant, for only those

participants with two tweets in that two week period.

Based on this analysis I then considered the variables which were associated with each outcome

with p < 0.05. The decision not to use the bonferroni adjusted p-value was made ad-hoc given that

for two of the outcomes this would have left no associated variables. Additionally, the bonferroni
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threshold is likely to be conservative for groups of variables where there are likely to be high

correlations between variables. These Twitter features were then used as the dependent variables

in a multiple regression model which predicted each of depression, anxiety and general well-being.

Some variables were excluded from the model due to multi-collinearity which is discussed further

in the Results.

For each model five-fold cross validation repeated ten times was used to obtain a more robust

estimate of model error.

What is the effect of changing the window and weightings of data?

Next I considered how the performance of the predictive models changed when the training data

was weighted according to a decay function, and when the window of data input to the model was

lengthened. The same features and modelling methodology as described in Section 6.2.3 were

used.

The decay functions tested for weighting the data were:

1
2 + 1

2 + (16 day
max(day))3

(6.1)

(1 ≠ day

max(day)) + 1
max(day) (6.2)

1Ô
day

(6.3)

1
day

(6.4)

as well as no weighting function. These were chosen to represent a range of options across the

potential feature space of weightings, as visualised in Figure 6.3.
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Figure 6.3: The five options of weighting functions

Windows of training data were tested by extending the input data to include 2, 4, 6, 8, and 12

weeks since the date participants completed Survey 1. Each combination of window and weighting

options was tested on the same 151 participants against their mental health outcomes at Survey 1.

In this experiment the mean result following ten repeats of five-fold cross validation was used

for each combination of weighting scheme and window length. On each repeat individuals were

randomly allocated into a fold, with each individuals data never contained in both the test and train

data.

How do the predictions perform over time?

Based on the best models found from varying the window and weighting on Survey 1 data, I

analysed the model error for each outcome, as measured by the Root Mean Squared Error (RMSE),

when predicting values at Survey 2. This essentially treated the Survey 2 data as a validation dataset

for the models trained on data from Survey 1. Error was calculated for all predicted results, and

then also for the sub-groups of sex and generation. For these sub-groups some individuals from

the training set would have also been in the validation set because they responded to both surveys

(see Figure 6.2), and these individuals were retained due to the impact on sample sizes if they were

removed. However, to test the impact of including the same people in both samples, RMSE was

also calculated for those who were within the original training sample, and those who were not.

Welch’s t-test was used to test for differences between the sub-groups.

Following this analysis I applied the predictions made by the models to fortnightly data between
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the 1st January 2020 and 31st October 2020 and visualised the predictions made for each outcome

over time. Each two week period is considered as a discrete section of the data (that is, none

of the data from each period overlapped) and the predictions here were made for any participant

who had tweeted in that time, not restricted to any tweet frequency, nor to the original sample of

respondents. Prediction error was calculated for these predictions.

6.2.4 Software and code

The Twitter data were collected and pre-processed using Epicosm [117]. ALSPAC survey data

were collected and managed using REDCap electronic data capture tools hosted at the University

of Bristol [149]. REDCap (Research Electronic Data Capture) is a secure, web-based software

platform designed to support data capture for research studies.

Statistical analysis of the data were performed using the R language (v4.0.4) in RStudio (v1.4).

Data tidying was primarily conducted using the tidyverse suite of packages [168], with data

visualization using ggplot2 (v3.3) [169] and tabulation using gtsummary (v1.5) [241] and

kableExtra (v1.3). Modelling was conducted using the caret package (v6.0) [404].

6.2.5 Ethics

As discussed in Chapter 4, the data collection process for the linked Twitter data in ALSPAC

was conducted with ethical approval and informed consent from the participants. Secondary data

analysis projects using ALSPAC data are not required to go through ethical approval, although the

projects themselves must be approved by the ALSPAC Executive Committee. However, internal

ethical approval processes do not necessarily capture the potential ethical and societal risks of data

science projects, and are primarily concerned with protecting the participants who are taking part

in a study.

Since mental health prediction is an area of research that has potentially far-reaching consequences

I have included in Appendix D.1 an analysis of this project using the Data Hazards framework.

Data Hazards are labels that can identify potential risks generated by the pursuit of a research

project, or generation of research data (see Zelenka and Di Cara 2022 [405] for a detailed expla-

nation). The labels chosen for this project were informed by two reflective peer feedback groups

in 2021, where other researchers and data scientists considered the potential consequences of this

164



Chapter 6. Modelling mental health using linked Twitter data

project and discussed the reasoning for the inclusion or exclusion of each Data Hazard.
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6.3 Data Description

To give a thorough overview of the data being modelled, this section will provide a variety of

descriptive information about the sample, the Twitter data and its temporal patterns.

6.3.1 Mental health outcomes across the samples

The first descriptions will be of the psychological outcomes themselves. Table 6.1 gives a descrip-

tion of each outcome at each of the survey time-points, and between the linked sample and the

samples included in this study. We can see that the samples used in this study have slightly poorer

mental health outcomes across all three measures compared with the whole linked sample. We also

know from Chapter 4 that the linked sample also has marginally poorer mental health outcomes

than the main ALSPAC sample. Summaries of differences across both Survey time points by sex,

and generation are available in the Appendix in Tables D.2 and D.3 respectively. When using the

generally accepted cut off scores of 12 or more for the MFQ (measuring depression) [153] and ten

or more for GAD-7 (measuring anxiety) [240] then there would be 46 people in the sample with

depression and 80 with anxiety at Survey 1. At Survey 2 this would be 50 and 83 for depression

and anxiety respectively.

It is common for depression and anxiety to co-occur, and for general well-being to be related to

both depression and anxiety. As such I would expect for all of these combinations of variables to be

somewhat correlated. Spearman’s r for each pair are 0.77 between depression and anxiety, -0.63

between depression and general well-being, and -0.61 between anxiety and general well-being.

In summary, all of these pairs are moderately correlated, with all correlations rejecting the null

hypothesis that there was no relationship.

6.3.2 Twitter features

Sentiment features tend to be fairly highly correlated since many of them are attempting to measure

roughly the same concepts. Figure 6.4 shows the intercorrelations between the features that have

been identified for this study as representing codings of emotion or affect. The VADER scores

are highly intercorrelated as would be expected since their scores are proportional to one another.

VADER neutral is also negatively associated with LIWC affect which appears to be best related to
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Table 6.1: Summary of key features of the linked Twitter sample against the sam-
ple who tweeted at least twice and completed Survey 1 (N=151), and those who
tweeted at least twice and completed Survey 2 (N=136)

Linked Sample Survey 1 Sample Survey 2 Sample

Characteristic N = 654 N = 151 N = 136

Sex
Female 412 (63%) 92 (61%) 87 (64%)
Male 241 (37%) 59 (39%) 48 (36%)
Unknown 1 1

Generation

G1 430 (66%) 96 (64%) 88 (65%)
G0 224 (34%) 55 (36%) 48 (35%)

Anxiety (Survey 1) 4.0 (1.0, 7.0) 5.0 (2.0, 8.0) 5.0 (2.0, 7.5)
Unknown 193 4 17

Depression (Survey 1) 4.0 (1.0, 7.0) 4.0 (2.0, 7.8) 4.0 (2.0, 7.0)

Unknown 204 9 18
Well-being (Survey 1) 46 (41, 52) 45 (40, 52) 46 (40, 52)

Unknown 193 7 18
Anxiety (Survey 2) 4.0 (1.0, 7.0) 5.0 (2.0, 8.0) 5.0 (2.0, 7.0)

Unknown 199 30 6

Depression (Survey 2) 4.0 (2.0, 7.0) 5.0 (2.8, 8.0) 5 (3, 8)
Unknown 198 27 4

Well-being (Survey 2) 45 (40, 52) 44 (40, 51) 44 (40, 51)
Unknown 199 32 8

1 n (%); Median (IQR)
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variables that describe positive affect.
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Figure 6.4: A correlation plot of the relationships between sentiment variables that
relate to codings of emotion or positive and negative sentiment, without aggregation
by individual. Correlations are calculated using Spearman’s Rank, with colour
representing the correlation coefficient.
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Another important feature of Twitter data is the difference in tweeting frequencies between indi-

viduals. Figure 6.5 is a histogram of these frequencies in the two weeks leading up to Survey 1,

and shows that there is a huge amount of variability in the volume of tweets produced.
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Figure 6.5: Histogram of tweet frequency over the two weeks leading up to Survey
1, for those who have tweeted at least twice Tweets per person are transformed with
the binary logarithm.

6.3.3 Temporal patterns

Next, I will consider how sentiment has changed from January to October 2020 and split this by

three different features of the data. These are the sex of participants in Figure 6.6, the genera-

tion of the participants in Figure 6.7 and then whether the tweet was a retweet or not in Figure

6.8. VADER was chosen for these summaries as previous research has suggested that it outper-

forms other sentiment algorithms as an overall summary of sentiment for social media length text

[52].
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Figure 6.6: In the top figure, VADER compound is split by sex and plotted between
1st January 2020 and 31st Octover 2020. In the lower figure, the total number of
daily tweets is plotted, with the contribution of each sex group differentiated by
color and stacked on top of each other.

In general the sentiment of women’s tweets is higher than men’s across time. This difference

appears to be between 0.05-0.1 units of VADER compound sentiment over time, which is fairly

large considering that VADER compound is measured between -1 and 1 overall.
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Figure 6.7: In the top figure, VADER compound is split by generation and plotted
between 1st January 2020 and 31st Octover 2020. In the lower figure, the total
number of daily tweets is plotted, with the contribution of each generational group
differentiated by color and stacked on top of each other.

171



Whilst the difference between the G0 and G1 cohorts does not appear to be large, differences

in their patterns of sentiment relate more to timing. G1 participants saw a steeper and slightly

deeper dip in sentiment at the beginning of the COVID-19 pandemic, as well as a large increase

in tweet frequency that is not as pronounced in the G0 participants. The dip in sentiment for the

G0 participants is more gradual and the negative peak appears about 3 weeks later than the G1s,

though it is not as negative.
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Figure 6.8: In the top figure, VADER compound is split by whether or not a tweet is
a retweet and plotted between 1st January 2020 and 31st Octover 2020. In the lower
figure, the total number of daily tweets is plotted, with the contribution of retweets
and original tweets differentiated by color and stacked on top of each other.

Lastly we can consider the proportion of retweets versus original tweets over time. In Figure

6.8 we can see that original tweets are generally more positive than retweets, apart from a short

period of time in mid-late March 2020. Across all of the timeseries plots of VADER compound we

can see that there was a noticeable dip in overall sentiment in early June 2020. This time period

corresponds with several important events including the phased re-opening of schools in England

following the coronavirus lockdown, and the Black Lives Matter protests across the UK.

Another temporal perspective on overall sentiment scores is throughout the day. Twitter data pro-

vided on the ALSPAC participants is mapped to four hour windows, and so in Figure 6.9 we can

see the average sentiment at each four hour window in each month throughout the year. Overall

daily sentiment starts low just after midnight (though still within VADER’s ‘neutral’ window of
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± 0.05), and is highest during the middle of the day, before dropping again in the evening. The

only notable exception is for December where the 04:00-7:59 time point is much higher than all

the others, which is likely to be due to people posting ‘Happy Christmas’ messages on Christmas

morning. There are no obvious patterns in the differences between summer and winter.
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Figure 6.9: VADER compound across the day over 12 months. Warmer months are
coloured towards yellow, and colder months towards blue.

Having considered sentiment as an overall outcome we can also look at the categories of the LIWC

and how these change over time. As noted in Section 6.2.2 LIWC categories extend beyond sen-

timent to include areas like parts of speech and topics. Figure 6.10 is a visual summary of how

each of the top ten occurring LIWC categories change over time, based on their mean value across

all tweets each month. The LIWC category ‘function’ is omitted because it is consistently much

higher than all of the other values at approximately 0.28.
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6.4 Results

6.4.1 How well do patterns of life and codings of emotion predict mental

health?

This first research question considers the overall positive and negative codings generated by the

LabMT happiness scale and VADER, as well as the Affective Process dimensions of the LIWC and

patterns of life (PoL). Each of these outcomes was tested against depression, anxiety and general

well-being using a linear model, with depression and anxiety transformed using the natural log.

Models were also adjusted for sex and generation. Figure 6.11 presents the magnitude of each

outcome as the percentage of the variance explained after sex and generation were accounted for.

This metric was chosen to maximise the opportunity for comparison between different types of

features and between different mental health outcomes.

The clearest association is between anxiety and the mean of VADER positive. This is also the only

association with a p-value beneath the bonferroni adjusted threshold. In fact, anxiety is generally

best explained by more of the features shown that depression or general well-being are. The as-

sociations of all outcomes and variables are in the directions that would be expected, that is that

increasing negative sentiment variables are associated with an increase in poorer mental health and

the opposite for positive variables.

The equivalent results are available in Supplementary Table D.4 for the data not aggregated by in-

dividual, and illustrates that when using the disaggregated data some variables showed the opposite

direction of effect, although their p-values are above 0.05. For example, LIWC Positive Emotion

was positively associated with increased depressive symptoms, as was VADER Positive.
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6.4.2 Is prediction improved by using a larger number of linguistic cate-

gories?

Now I consider the results of only looking at the most successful sentiment features for each of

the mental health outcomes. I took variables with a p-value of less than 0.05 for their association

with each mental health outcome, with Table 6.2 displaying these sorted by the percentage variance

they explained in their individual models (after sex and generation are accounted for). The pair-

wise correlations between each of the sets of variables associated with depression, anxiety and

general well-being are illustrated by correlation plots in the Appendix, in Figures D.1, D.2 and

D.3 respectively. Each associated set of variables were then used as dependent variables to model

depression, anxiety and general well-being using a linear multiple regression model for each. The

results for each of the outcomes is given in the following sub-sections.

Note that depression and anxiety were both log transformed using the natural logarithm. This

decision was made to better meet the assumptions of the linear regression, most specifically the

normality of the residuals. Number of tweets was also min-max scaled to the range of zero to one

for better interpretability against the other coefficients.
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Table 6.2: This table displays the variance accounted for by each sentiment vari-
able with p < 0.05 when regressed against depression, anxiety or well-being, and
adjusting for sex and generation. The ’Effect’ column gives the direction of the
coefficient. p-values in orange are < 0.001 and those in teal are < 0.01.

Variable Effect Variance Explained p-value

Anxiety
VADER Positive (Mean) - 8.19 0.000
VADER Compound (Mean) - 4.81 0.005
VADER Neutral (Mean) + 4.04 0.010
LIWC Leisure (Mean) - 3.91 0.011
LabMT (Mean) - 3.06 0.025
LIWC Body (Mean) + 2.96 0.028
LIWC Health (Var) - 2.86 0.030
LIWC Quant (Var) + 2.77 0.033
LIWC Health (Mean) - 2.70 0.035
Number of Tweets + 2.53 0.042
LIWC Friend (Mean) - 2.42 0.047

Depression
LIWC Verb (Mean) + 4.45 0.006
LIWC Verb (Var) + 3.79 0.012
Number of Tweets + 3.65 0.014
VADER Positive (Mean) - 3.16 0.022
LIWC Leisure (Mean) - 3.09 0.024
LIWC Quant (Var) + 3.03 0.025
LIWC They (Var) - 2.76 0.033
VADER Negative (Var) + 2.75 0.033
LIWC Female (Mean) - 2.68 0.035
LIWC Female (Var) - 2.49 0.043
VADER Negative (Mean) + 2.47 0.044
LIWC Focuspast (Mean) + 2.47 0.044
LIWC Body (Mean) + 2.44 0.045

Well-being
LIWC Verb (Var) - 4.76 0.007
LIWC Verb (Mean) - 4.56 0.008
LIWC Money (Var) - 4.35 0.010
VADER Negative (Var) - 4.22 0.011
LIWC Home (Var) - 3.88 0.015
Number of Tweets - 3.71 0.017
LIWC Relativ (Var) - 3.61 0.019
LIWC Focuspast (Mean) - 3.58 0.019
LIWC Health (Mean) + 3.02 0.032
LIWC Time (Var) - 3.01 0.032
LIWC Sexual (Mean) - 2.88 0.036
LIWC Shehe (Var) - 2.76 0.040
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Depression

In the depression linear model, LIWC female mean and variance had high variance inflation factors

and so the variance was removed from the model, since the mean accounted for more variance

overall. As such the theoretical model for depression was:

log(Depression_Survey1 + 1) = – + —1(liwc_verb. mean) +

—2(liwc_verb. var) + —3(n. tweets01) +

—4(vader_positive. mean) + —5(liwc_leisure. mean) +

—6(liwc_quant. var) + —7(liwc_they. var) +

—8(vader_negative. var) + —9(liwc_female. mean) +

—10(vader_negative. mean) + —11(liwc_focuspast. mean) +

—12(liwc_body. mean) + ‘

(6.5)

Table 6.3 gives the results for this model. It shows that less variance in the use of They pronouns

was associated with increased depressive symptoms, and more use of words relating to Body was

also positively associated with increased symptoms.

Repeated 5-fold cross-validation (10 repeats) was also used to obtain a more robust estimate of the

model’s error, which found that the mean R2 was 0.096 (SD = 0.09), and the mean RMSE was

0.857 (SD = 0.094).
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Table 6.3: Summary of the linear model of the 11 chosen sentiment variables and
number of tweets against depression measured at Survey 1. The lower half of the
table gives summary information for the model overall.

Characteristic Beta 95% CI p-value

LIWC Verb (Mean) 4.1 -0.94, 9.1 0.11
LIWC Verb (Var) 14 -41, 69 0.6
Number of Tweets 1.6 -1.9, 5.1 0.4
VADER Positive (Mean) -0.73 -2.5, 1.1 0.4
LIWC Leisure (Mean) -0.38 -11, 11 >0.9

LIWC Quant (Var) 219 -84, 523 0.2
LIWC They (Var) -268 -510, -27 0.030
VADER Negative (Var) 15 -2.9, 33 0.10
LIWC Female (Mean) -5.2 -34, 24 0.7
VADER Negative (Mean) -2.9 -7.8, 1.9 0.2

LIWC Focuspast (Mean) 3.7 -6.9, 14 0.5
LIWC Body (Mean) 31 2.6, 59 0.032

R² 0.204
Adjusted R² 0.130
p-value 0.002

No. Obs. 142
1 CI = Confidence Interval
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Anxiety

For the anxiety linear model VADER Neutral (mean) and VADER Compound (mean) were removed

in favour of keeping VADER Positive due to high multicollinearity and the fact that VADER positive

accounted for the highest variance of the three.

As such the theoretical model for anxiety was:

log(Anxiety_Survey1 + 1) = – + —1(vader_positive. mean) +

—2(liwc_leisure. mean) + —3(labmt_emotion_valence. mean) +

—4(liwc_body. mean) + —5(liwc_health. var) +

—6(liwc_quant. var) + —7(liwc_health. mean) +

—8(n. tweets01) + —9(liwc_friend. mean) +

‘

(6.6)

The results of the model in Table 6.4 show that anxiety was associated with increased use of words

relating to the Body category, and that this was the only variable in the model with a p-value < 0.05.

Fewer words in the categories of Leisure, Health, and Friend were also associated with anxiety, as

well as less variance in the mention of Health and more variation in the Quant category. Quant

includes words that are quantifiers such as ‘lots’ or ‘little’.

Repeated 5-fold cross-validation (10 repeats) found that the mean R2 was 0.127 (SD = 0.084), and

the mean RMSE was 0.791 (SD = 0.058).
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Table 6.4: Summary of the linear model of the 8 chosen sentiment variables and
number of tweets against anxiety measured at Survey 1. The lower half of the table
gives summary information for the model overall.

Characteristic Beta 95% CI p-value

VADER Positive (Mean) -1.7 -3.6, 0.16 0.073
LIWC Leisure (Mean) -1.7 -12, 8.4 0.7
LabMT (Mean) -0.05 -0.19, 0.08 0.4
LIWC Body (Mean) 44 17, 70 0.001
LIWC Health (Var) -101 -409, 208 0.5

LIWC Quant (Var) 187 -60, 434 0.14
LIWC Health (Mean) -15 -37, 7.0 0.2
Number of Tweets 0.51 -2.4, 3.4 0.7
LIWC Friend (Mean) -5.4 -21, 11 0.5

R² 0.200

Adjusted R² 0.147
p-value <0.001
No. Obs. 147
1 CI = Confidence Interval
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General Well-being

Lastly the same approach was used for estimating general well-being. Here, no variables were

removed from the model due to multicollinearity. The theoretical model for general well-being

was:

Wellbeing_Survey1 = – + —1(liwc_verb. var) +

—2(liwc_verb. mean) + —3(liwc_money. var) +

—4(vader_negative. var) + —5(liwc_home. var) +

—6(n. tweets01) + —7(liwc_relativ. var) +

—8(liwc_focuspast. mean) + —9(liwc_health. mean) +

—10(liwc_time. var) + —11(liwc_sexual. mean) +

—12(liwc_shehe. var) + ‘

(6.7)

In the results of the general well-being model in Table 6.5 increased variance in the discussion

of Money related terms was associated with a decrease in well-being, as was increased variance

in the discussion of LIWC Relativity terms. Relativity refers to words describing how one thing

relates to another and contains terms such as ‘down’ or ‘earlier’. The mean of Health related words

was associated with increased well-being, and Sexual related words was associated with decreased

well-being.

Repeated 5-fold cross-validation (10 repeats) was again used to get a more robust estimate of the

model’s error, which found that the mean R2 was 0.14 (SD = 0.101), and the mean RMSE was

7.923 (SD = 1.16).
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Table 6.5: Summary of the linear model of the 11 chosen sentiment variables and
number of tweets against general well-being measured at Survey 1. The lower half
of the table gives summary information for the model overall.

Characteristic Beta 95% CI p-value

LIWC Verb (Var) -292 -787, 204 0.2
LIWC Verb (Mean) -33 -76, 10 0.13
LIWC Money (Var) -3,135 -5,647, -623 0.015
VADER Negative (Var) -96 -215, 23 0.11
LIWC Home (Var) -1,368 -3,405, 669 0.2

Number of Tweets -19 -46, 7.9 0.2
LIWC Relativ (Var) -195 -420, 30 0.089
LIWC Focuspast (Mean) -17 -115, 80 0.7
LIWC Health (Mean) 139 5.9, 273 0.041
LIWC Time (Var) -174 -616, 268 0.4

LIWC Sexual (Mean) -277 -516, -37 0.024
LIWC Shehe (Var) -1,902 -4,653, 849 0.2

R² 0.287
Adjusted R² 0.222
p-value <0.001

No. Obs. 144
1 CI = Confidence Interval
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6.4.3 What is the effect of changing the window and weightings of data?
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Figure 6.12: The mean R Squared value obtained from 10 x 5-fold cross valida-
tion plotted for the outcomes of depression, anxiety and well-being. The input
data contains an increasing number of weeks for each graph from left to right, and
within each graph the y-axis represents the different weighting functions used on
that number of weeks of data.

Here we tested the impact of changing the window of Twitter data by two weekly intervals between

two and twelve weeks. For each week I also tested the impact of weighting the continuous variables

by decay functions (6.1) to (6.4), as well as using no decay at all. The models were run using the

151 participants from the Survey 1 time point, with Survey 1 as the source of mental health ground

truth for depression, anxiety and general well-being. Each model’s R2 value is the mean of ten

repetitions of 5-fold cross validation.
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Overall, not weighting the data at all appears to be the most effective use of the data (represented by

the ‘None’ option in bright green in Figure 6.12). However, we can see that anxiety is generally less

effective as the time window increases, with longer windows preferring weightings that emphasise

the contribution of the data closest to the measurement time point. Focussing on the unweighted

results, depression starts reasonably high, reduces but then starts to climb again at 4 weeks and

peaks at 12 weeks. General well-being tends to increase up to 8 weeks, and then reduces again.

It is worth noting that the 4 to 12 week period for this data would have included the start of the

COVID-19 pandemic.

6.4.4 How do predictions perform over time?

Given Figure 6.12 the next step was to use the models to see how well these predict outcomes

at a future time point. For comparability, I continue to use the models trained on two weeks of

unweighted data.

Analysis of residual error at Survey 2

By predicting the values of the second survey it is possible to assess how the models perform at

a future time point, as well as whether the future predictions are biased by any particular charac-

teristics of the participants. These results are given in Table 6.6 As can be seen in Figure D.4 in

the appendix the residual error is roughly normally distributed, as so there does not appear to be

any systematic under or over estimation. The R2 values for depression, anxiety and well-being at

Survey 2 were 0.002, 0.002 and 0.0009 respectively.

To investigate whether any particular characteristics were associated with prediction bias I tested

the difference in Root Mean Square Error (RMSE) between the groups of sex, generation and

also whether or not the individual being predicted was in the original sample. Ethnicity was not

explored because it was only available for the G1 cohort which left only one participant in the

‘Ethnic Minority Group’ group. The gap between completion of Survey 1 and Survey 2 is around

a month on average.

186



Chapter 6. Modelling mental health using linked Twitter data

Table 6.6: Table containing the Root Mean Squared Error (RMSE) for each sub-
group of those predicted at the second survey time point (Survey 2), using the model
trained on data from Survey 1. The sub-groups include sex, generation and whether
or not the individual being predicted was part of the original sample at Survey 1.
P-values were calculated on the original errors using Welch’s Test.

Predictions Depression Anxiety General Well-being

Original Model (Mean, SD) 0.857, 0.094 0.791, 0.058 7.923, 1.16
All Survey 2 0.875 1.006 8.991
Sex

Female 0.88 0.939 8.427
Male 0.842 1.128 9.655
p-value 0.015 0.003 0.117

Generation
G0 0.784 1.004 8.135
G1 0.919 1.007 9.408
p-value 0.001 0.008 0.024

In training sample
Yes 0.806 0.913 8.438
No 0.998 1.166 9.96
p-value 0.052 0.283 0.077

Predictions over time

Lastly, I used the trained model for each outcome to make predictions over time, and see how

effective population models may be for this purpose. To do this I took the models trained on two

weeks of unweighted data at Survey 1 and applied them to two weekly intervals of data from the

1st January 2020 to the 31st October 2020. The results of the predictions were averaged at each

time point, and included any individuals who had tweeted in each two week window. This was

not restricted to a minimum number of tweets, or to those in the original samples for Survey 1 and

2. The results of the mean predicted value at each fortnight is given in Figure 6.13 for each of

depression, anxiety and general well-being. The graph is annotated with important national events

in England across time. The same graph, but with prediction intervals included, is given in the

Appendix in Figure D.5. It shows that the prediction intervals are very wide, and that confidence

in trends is likely to be low.
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Figure 6.13: Each line illustrates the mean predicted values for depression, anx-
iety and general well-being as predicted by the linear models for each outcome.
Predictions were made on data aggregated by individual over each two week pe-
riod between the 1st January 2020 and 31st October 2020. The figure is annotated
with key national events over the same time-period, particuarly those regarding the
COVID-19 pandemic, with grey horizontal bars indicating the two-week prediction
period that each event happened within.
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6.5 Discussion

This study used linked Twitter from two generations of a population cohort study to analyse how

effective sentiment and pattern of life features were for inferring continuous measures of depres-

sion, anxiety and general well-being.

By using cohort data this study makes a unique contribution to the literature by examining sen-

timent features against known ground truth data at two different time points. Using this data

also allowed for the analysis of potential demographic sources of bias in trained models, and to

assess how well they performed on both within and outside sample predictions at a future time

point.

Here I will discuss the results against each of the four original research questions, before dis-

cussing the overall implications of the study along with its limitations and suggested future direc-

tions.

6.5.1 How well do patterns of life and codings of emotion predict mental

health?

Overall most standard sentiment codings of sentiment or affective outcomes in the LIWC ac-

counted for between 2-8% of the overall variance in each mental health outcome. More variables

accounted for variance in anxiety than depression or general well-being, with the association be-

tween VADER Positive and anxiety being the only association with a p-value that was under the

bonferroni threshold. Previous work predicting stress from Facebook data did also find an im-

portant negative association between positive sentiment and stress [366]. Here, pattern of life

variables were relatively well associated with the outcome [321], with the number of tweets in

particular accounting for the highest amount of variance out of the five variables tested across all

three outcomes. There has been mixed success of pattern of life variables in previous research into

depression [321]. The variables related to the time of day of tweets were not as successful in this

study as previous research suggested they might have been, with depression particularly thought

to be associated with tweeting late at night [319, 406, 407]. However, this effect may have been

lost due to the summarisation of time-windows in the ALSPAC data, which leaves only the groups

8pm to midnight, midnight to 4am and 4am to 8am. As a result I restricted the night window
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to midnight to 4am (similarly to [321]), but previous research using the timings of 9pm to 6am

found this variable to be a useful predictor [319]. Additionally, because there are likely to be fewer

people tweeting in anti-social hours it is more likely that the detailed timing of these tweets was re-

moved under ALSPAC statistical disclosure policy due to fewer than five tweets being made on that

date and time. Future users of ALSPAC twitter data may wish to derive a custom binary variable

that represents tweets within antisocial hours of 9pm to 6am, and using 3-hour windows for the

ALSPAC data may still give appropriate anonymity but provide more detail for researchers.

Previous studies had seen that at a population level life satisfaction and happiness were both neg-

atively associated with LIWC Positive Emotion [361] and that population self-rated mental health

was negatively associated with LabMT and VADER Compound [381], but these results were not

replicated in this research. I found that each of the standard sentiment codings were associated with

each mental health outcome in the direction that would be expected. That is, that as depression and

anxiety symptoms increase, the mean values of LabMT, VADER Compound and LIWC Positive

Emotion decline. The reverse direction of effect was found for general well-being, which is to be

expected. There is potential that since an increasing number of tweets was a predictor of poorer

scores in all three mental health outcomes, over-representation of tweets from individuals who are

more likely to have poorer mental health could skew the outcome data at a population-level. This

could be why we did not find the same direction of effect as other population level studies [361,

381]. Whilst the effects did not have p-values less than 0.05, we did see that when disaggregated

data is used (Table D.4) increased depression was positively correlated with increases in LIWC

Positive Emotion and VADER Positive. Improved general well-being was also associated with in-

creased LIWC Anxiety words. Previous work by Jaidka et al. [361] explored the reason for these

contrary correlations found in their research, and saw they could largely be attributed to some pos-

itive words such as ‘lol’, ‘love’ and ‘good’ being highly used and also coded as ‘positive’. Similar

patterns were true for high frequency negative words. When these words were removed from the

LIWC dictionary the contrary patterns were no longer present. It is possible that grouping or ag-

gregation by individuals could also be a useful method for addressing this feature in population

mental health inference in the future, and it would be useful to test this with other population-level

datasets.
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6.5.2 Is prediction improved by using a larger number of linguistic cate-

gories?

When including all the additional categories of the LIWC, which include parts of speech lists and

general purpose topics, each outcome had between eleven and thirteen associated features where p

< 0.05. If the bonferroni adjusted p-value had been used then we would only have retained a single

variable, which was VADER Positive for predicting anxiety. Taking the unadjusted threshold, many

of the variables that are not related to affective processes were included as top associations with

each outcome. There was also a combination of mean and variance of different categories, which

suggests that in some instances the changes in discussion of a topic are more important than the

mean number of times the topic is mentioned. This may be related to theory that increased variance

may be an early warning sign of fluctuations in someone’s mental health [408].

In a systematic review of studies predicting depression from Twitter that used a validated scale,

LIWC Past Focus, negative emotions, anger words, and fewer words per Tweet were all found to

be associated with depression [40]. LIWC Past Focus is thought to be associated with rumination,

which is a common symptom of depression [409]. Our analysis did find an association between

increased Past Focus and depression, and also highlighted the categories of Leisure, Quant, They

and Body, of which both They and Body had p-values less than 0.05 in the final model. Body could

reasonably be expected to be associated with higher depression symptoms given the strong link

between depression and somatic symptoms [410]. Meanwhile the increased variance of the use of

They pronouns was associated with decreased depressive symptoms. This may function in a similar

way to the recurrent finding that increased use of I pronouns are associated with depression [319,

320, 411], in that increased variance in the used of They represents a healthy balance of discussing

both the self and others. Interestingly, when the Twitter data were disaggregated, I pronouns were

one of the LIWC categories associated with anxiety and depression.

Given that anxiety is under-researched in this area generally (see Chapter 5) there is little precedent

for which categories would be expected to be associated with it. We saw, similarly to depression,

increased anxiety was associated with increased use of words relating to the Body, and less words

associated with Health. Without being able to investigate the text of tweets it is not possible to tell

whether the importance of these words in anxiety was related to the training time point being at the

start of the COVID-19 pandemic, but the presence of Body could also be explained by increased
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somatic symptoms, which are a feature of anxiety as well as depression [412]. Fewer words in the

categories of Leisure and Friend may be a reflection of the impact of anxiety on social functioning

[413], with more anxious people less likely to discuss friends or leisure activities. Previous work on

predicting anxiety from Reddit posts had found that first-person pronouns and anxiety related bi-

grams were important features in the prediction of anxiety [414], but the training dataset was built

on anxiety related search-terms. The LIWC Anxiety category was not associated with anxiety at all

in this study, which reinforces the value of using datasets that are not derived using the outcome of

interest to predict that outcome.

Lastly, general well-being was the most successful model of all three, with an adjusted R2 value

of 0.22. Many of the LIWC categories included in the general well-being model, such as Money,

Home, and Health, all relate to aspects of ones personal circumstances, which are factors in the

measurement of subjective well-being [415]. The increase of Sexual related words being associated

with decreased well-being is an interesting outcome, which may be explained by the high volume of

swear words that are included in the Sexual category. Swear words have been found to be associated

with higher depression in previous studies, which may explain the link [320, 321].

The fact that some categories overlapped between each of the depression, anxiety and general

well-being models is encouraging given that all of these outcomes are fairly highly correlated. It is

possible that the overlapping categories are linked to common causes of changes in each of the out-

comes, for instance a difference in Past Focus between depression and well-being, or a difference

in the use of Health related terms between anxiety and well-being. The relatively high overlap of

categories of depression and anxiety (Body, Quant and Leisure) again may then be expected due to

the high co-morbidity of these two disorders [416]. Having this overlap does suggest a limitation

to the specificity of the models for each outcome, which could be tested by assessing the predictive

performance of each model on the other two outcomes. A similar experiment by Kelley et al. did

find that specificity was poor between correlated outcomes [417].

6.5.3 What is the effect of changing the window and weightings of data?

Unlike other studies that had success in modelling their data with a decay weighting we found that

increasing the window past two weeks or introducing decay weightings did not improve the fit of

the model in general [396, 397]. There were some instances, for example 8 weeks of data for well-
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being and no decay, where the adjusted R2 value was higher, but being able to use fewer weeks of

data may have more practical use than achieving a better fit. It is also important to note that the

period of data included in the extended window would have included Twitter data from the very

beginning of the COVID-19 pandemic, and so this may have impacted the patterns found.

Since the two weeks of un-weighted data were used to select the variables for inclusion in each

model we might find different results if the feature selection process was completed independently

for each set of data. This could be achieved by repeating the original variable selection process used

in this study for each model, or by using automated variable selection methods like the elastic-net

for each new weight and time-window specification [418].

In summary, it is possible to achieve some gains in model fit by increasing the window of data,

particularly for general well-being and depression, but that these improvements are generally not

large and are likely to be outweighed by the benefit of using a shorter time period. Whilst there

were slight differences in the patterns for anxiety, depression and general well-being we do not see

big differences between each mental health outcome to suggest that each is relevant for different

periods of time. However, replication of this analysis on data from outside the COVID-19 period

would provide stronger evidence for these conclusions.

6.5.4 How do the predictions perform over time?

All suggested uses for Twitter data in the real-time monitoring of mental health require a model

trained on data from a particular period of time to apply to future data. Uniquely in this study

we had the benefit of a second ground truth time point in order to be able to test how each model

performed at a future point. Whilst all the models generally had higher RMSE at the future time

point, for depression and general well-being the error was within one standard deviation of the error

variance estimated through cross validation in the original model. The error for anxiety was much

higher, within four standard deviations of the originally predicted error. Testing the differences

between all the groups revealed that predictions of depression in women, and anxiety in men were

likely to be made with higher error. This could be explained by the fact that women show higher

variability in their depression scores than men do, and that at Survey 2 men showed slightly higher

variability in their anxiety scores than women did (Table D.2). Generation also created a distinction

in prediction accuracy across all three mental health outcomes, with more error in the predictions
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of the G1 cohort than the G0 cohort. Although there were more G1 participants in the training

data than G0, G1 participants overall had poorer outcomes with wider variability in their outcomes

that the G0 participants (see Table D.3), which again may be the reason for higher error in their

predictions.

We also used the models to assess predicted anxiety, depression and well-being across the pan-

demic period. Encouragingly each of the outcomes predicted appeared to be related in terms of

increasing poor mental health or positive mental health, but also behaved independently in terms of

the steepness of the change. These predictions were generally coherent with events that occurred

over the pandemic period, though at times the reasons for steep inclines or declines were not imme-

diately obvious without access to the textual data that made up the tweets. For instance, predicted

symptoms of depression and anxiety both increased between the end of August/early September,

but general well-being also increased at this time. These predictions were made further away from

the original training time-point and it is possible that the model was over-fitted on text that was

highly related to the COVID-19 pandemic, and so as topics of discussion changed more error was

introduced into the model.

Despite the apparent utility of these models for tracking changes over time, their prediction error

(as seen in Figure D.5) was very wide, and is likely to mean that only general trends at a population-

level can be reliably inferred from Twitter data. This is consistent with previous research that found

whilst there were associations between Twitter data and mental health outcomes these associations

were weak [417]. Modelling of individual-level mental health outcomes is likely to require ac-

counting for different individual baselines [419]. Similarly, population models may be improved if

they were trained separately on significant groups such as gender and differing age-brackets, which

when aggregated can mask important differences in the impacts of events on different groups [395,

420, 421].

6.5.5 Strengths and limitations

There are several strengths to this study which give it a unique perspective on the challenge of

inferring mental health from Twitter. First, the quality of the ground truth data is a significant

strength of this study, especially considering the generally poor quality of data in the field as a

whole (see Chapter 5). This study has the benefit of using a novel linked Twitter dataset that has
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been derived from a well-known and characterised population cohort. As such, I have been able

to analyse and model Twitter data against known characteristics of the Twitter users included in

the study, and this has also enabled three different mental health outcomes to be explored within

the same methodology. Second, having two ground truth time points has allowed me to test the

model at a different time-point from the one at which the model was trained, as well as testing the

prediction for those who were or were not in the original sample.

This being said, the study is not without limitations. One of the major limitations is the timing

of the ground truth time points, which coincide with the beginning of the COVID-19 pandemic.

This timing may well effect the generalisability of the findings of this study, and also have created

perturbations in the data that increased the likelihood for model error. A second limitation of this

study is that the sample was more limited than others in this area, with under 200 participants.

These participants were roughly equal to the main linked sample in terms of their distribution of

sex and generation, and in their mental health outcome scores. Knowing from Chapter 5 that men

are more likely to be higher Twitter users than women, it is also likely that women were over-

represented in this sample and therefore the models derived may not generalise as well to Twitter

data as a whole.

The last main limitation of this study is that it was not possible to access the raw textual data from

participants’ tweets. This prevented a more systematic exploration, for instance using word-shift

graphs as illustrated in previous research [235, 329, 376], to gain a more robust understanding of

the changes in the underlying topics of discussion over time. This also would have allowed us to

understand if particular words were influencing the strength of the chosen sentiment categories,

such as whether or not LIWC Sexual was important because of the large number of swear words it

covers. Since we could not interact with the raw textual data we were also unable to test whether

differences in pre-processing steps made differences to the model outcomes, though this would be

an interesting avenue for future research.

6.5.6 Future directions

Based on this study there are many interesting future directions for research. One of the main

ways in which these findings could be further explored is by considering more future ground truth

time points. The ALSPAC COVID-19 data was collected four times within the first year of the
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pandemic, and by extending the analysis completed here to future time points it would be possible

to test whether, and by how much, model error increases as a function of time from the training data

point. Similarly, planned improvements to the data collection software will soon allow for every

user’s entire Twitter history to be collected, rather than just their most recent 3,200 tweets. This

will allow future studies to consider ground truth time points further back in time, some of which

include a greater variety of mental health outcomes such as the variety of well-being measurements

explored in Chapter 2. The use of more historical ground truth and Twitter data would also support

questions about longer term interactions between mental health and Twitter.

A further development based on the data considered here would also be to test the benefits of

training models for population sub-groups who are likely to have different experiences of mental

health outcomes. This is particularly the case for gender, where it would be of benefit to have a

more recent variable that describes participant genders, as opposed to their sex assigned at birth.

Future advances in individual level prediction are likely to require methods that can account for

individual baselines of affect [419].

Whilst this research has begun to touch on the impact of individual characteristics on model bias

we are still far from understanding how algorithms to model mental health behave in relation to

common issues such as algorithmic bias based on cultural or gendered presentations of mental

illness, since very few studies have access to ground truth data that can accurately capture the

characteristics of their training sample (see Chapter 5 for a more detailed discussion). On an

aligned topic, it would be beneficial to have a clearer understanding of how models behave when

making out of sample predictions, with research so far suggesting that performance is fairly poor

[335]. This was explored in this study, but with a small sample where the out-of-sample group

were drawn from the same original study and so were likely to share many characteristics. Testing

models on completely different datasets would be informative for understanding when and how

different models are most and least accurate.

Lastly, when comparing the categories chosen for the three mental health outcomes it seemed

likely that co-morbidity and correlations between depression, anxiety and general well-being were

reflected in the overlaps of the categories best associated with each outcome. If individual symp-

toms, or thematically similar groups of symptoms [412], are considered rather than just the total

outcome measure it is possible that stronger and more specific associations may be found that can
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be explained by common causes or common symptoms. The relative success in this study of gen-

eral well-being prediction also suggests that it is a fruitful area for further exploration in general,

and an important population-level outcome.

6.6 Conclusion

This study has explored several questions relating to the use of Twitter data for inferring trends

in mental health that have methodological relevance to the modelling of different mental health

outcomes. For clarity I will briefly summarise the main findings and their implications for future

research:

• Codings of emotion using sentiment dictionaries are generally associated with mental health

outcomes, but the relationships are not strong and generally not specific to any mental health

outcome. One exception is the strong negative relationship observed between mean VADER

Positive sentiment and anxiety. Therefore it is not advised to use any single sentiment coding

as a proxy for a mental health outcome (Section 6.5.1).

• Similarly, when considering more than one feature at a time model error and prediction

bounds are high, so a generic model using sentiment dictionary features is highly unlikely to

provide sufficient sensitivity or specificity for individual-level prediction (Section 6.5.2).

• When aggregated by individual, variance in sentiment features can be more strongly associ-

ated with a mental health outcome than the mean value of those features (Section 6.5.2).

• General well-being is explained better than depression or anxiety by sentiment and pattern of

life features of Twitter data. Depression was the least successful of all three, which suggests

that anxiety and general well-being (along with other forms of well-being such as happiness)

are good candidates for future research in this area (Section 6.5.2).

• Accounting for the grouped structure of individuals over time within Twitter datasets may

be important for the accurate prediction of population-level outcomes using sentiment. This

may be due to the highly variability in tweet frequencies between individuals at a population-

level and the association between higher tweeting frequencies and poorer mental health out-

comes. This should be investigated further (Section 6.5.2).

• In general two weeks of Twitter data is broadly sufficient for modelling, but different mental

health outcomes show signs of fitting somewhat better to different lengths of training data
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(Section 6.5.3).

Further research into mental health inference on Twitter using data with more ground truth time-

points would allow us to test how model error changes as the time from the original trained model

increases, and therefore how effective these models are likely to be in the future. Testing models

across different datasets would also be informative in terms of the assessment of the portability of

models across contexts, and to better understand potential bias. Lastly, future research accounting

for co-morbidity between disorders and correlations between mental health disorders and positive

well-being is suggested as a means of unpicking associations that are specific to symptom groups

rather than individual disorders.

198



Chapter 7

Discussion

This thesis has taken an interdisciplinary approach to understanding how we can make use of co-

hort studies to improve research into digital phenotypes for mental health. Across the empirical

research chapters, which are summarised in Table 7.1, we have found that linkage is both ac-

ceptable and feasible, yielding a novel dataset that has allowed us to test the utility of common

methods for inferring mental health from social media. Since each chapter has its own discussion

of strengths, limitations and future directions this overall discussion will give a broad overview of

the main messages from the findings as a combined body of work. I first give a commentary on

the potentials and limitations on three main themes: the use of cohort studies as sources of ground

truth for mental health digital phenotypes, how we develop digital phenotypes for the measurement

of mental health, and the issues of ethics and acceptability in these areas of research. I will then

discuss directions for future research across the field.



Table 7.1: A summary of the main findings and subsequent implications from each
empirical chapter of this thesis.

Chapter Main Findings Implications

2. The mental health and

well-being profile of

social media users

We saw that women were more likely to use

social media more frequently in general, but that

users of different social media platforms have

different mental health profiles and are made up

of different demographic groups.

Different well-being measures are associated

differently with the outcomes of social media use

frequency and platform of use.

In terms of Twitter in particular, both male and

female Twitter users have higher rates of

depression than the general sample population,

but lower rates of suicidal thoughts and self-harm.

In the areas of relatedness, satisfaction with life,

optimism and gratitude, male users of Twitter

have higher well-being than the general sample of

men, but female Twitter users have lower

well-being than the overall sample of women.

We should not assume that rates of mental health

disorders are the same across all social media

platforms.

Similarly we must pay attention to the different

measurements of well-being, rather than

assuming one can be a proxy for all of the others.

Studies should also ensure that they adjust for

sex/gender in their analyses.

3. Participant views on

social media and its

linkage to longitudinal

data

Participants were supportive of the collection and

linkage of their data to support health and social

care research.

Having trust in the cohort was an important factor

in this outcome.

However, concerns were expressed about the

collection and use of friends’ data without their

knowledge.

When given a specific scenario of how this data

could be used a sub-group did say they would

agree for it to be collected.

Participants were most agreeable to their data

being collected if it was anonymised before

researchers were given access to it.

Trust is a core issue in social media data linkage

programmes, with cohort studies particularly well

placed to develop these programmes given their

existing relationships with participants.

The ability to ensure that researchers would not

have access to raw textual data was important to

participants.

Linkage programmes should be aware of the lack

of social license for ‘blanket’ consent to

collecting data that belongs to participants’

friends.

However, providing specific information about

the data being collected and how it will be used

may give enough information to allow

participants to make an informed decision.
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4. Twitter data linkage:

features of the

consenting participants

and their data

19.6% of Twitter users in ALSPAC opted in to

linking their Twitter data, and 15.3% were

ultimately successfully linked.

Linked participants represented Twitter users in

ALSPAC in terms of their demographics, but had

marginally higher rates of depression and anxiety

than the general cohort sample. Given the results

from Chapter 2 the higher rates of depression

could be attributed to linked participants being

from the sample of Twitter users, rather than

opting in to linkage.

There was a very wide range of tweet frequencies

in the linked participants, and a quarter of

participants only tweeted six times in the past

year. Differences in tweeting frequency were not

associated with sex or generation of participants.

The populations that agree to social media data

linkage are broadly representative of the general

population of Twitter users, which is positive for

the generalisability of future research.

A feature of population representative data from

Twitter is that it is highly variable in quantity, and

this asymmetry in the data should be accounted

for in analysis of population-level data.

Future data linkage programs may benefit from

using face-to-face opportunities to request

consent, which may result in higher consent rates.

5. A review of

methodologies for

monitoring mental

health on Twitter

165 studies had attempted to predict individual

mental health outcomes from Twitter data

between 2013 and 2021, with 45% of all studies

published in 2020 and 2021.

Depression and suicidality were the most

common outcomes studied, with other disorders

being relatively understudied and only one study

considered positive well-being.

Only 13% of the datasets used had access to

information about participant mental health that

had not been inferred from their Twitter data.

The quality of methodological reporting was

generally poor and had not improved with time.

In the subset of 100 studies where inclusion of

ethics was assessed, 85% did not include any

mention of ethical considerations.

Advice from previous reviews on better reporting

of methodologies and increased consideration of

ethical issues does not appear to have made an

impact on the research being published.

Without being able to compare the detail of

different research questions and approaches it is

not feasible to analyse patterns of what works in

this area.

Since most studies do not have ground truth data

about the people whose data they are using there

is little understanding of potential bias in the

models being created.

Similarly, there is minimal understanding of

out-of-sample performance of most proposed

models.

At present the research in this field is still highly

exploratory, and requires significant attention to

methodological and ethical issues in order to

make progress.
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6. Modelling mental

health using linked

Twitter data

Here we found that whilst most positive codings

of emotions are associated with improved mental

health, and negative codings with worse mental

health, these associations are generally not very

strong.

These associations were contrary to some

previous research on population level mental

health, which we concluded was due to a lack of

individual aggregation causing spurious

correlations.

We found that positive general well-being was

best associated with life-style topics such as

*Money*, *Health* and *Home*, rather than

positive sentiment.

An increasing number of tweets was associated

with worse mental health outcomes across

depression, anxiety and general well-being.

Two weeks of Twitter data was broadly sufficient

for inferring mental health outcomes.

Models predicted relatively well at a time point a

few weeks into the future, and error was mostly

seen between men and women, and the two

generations.

Linked data from a population sample provides

new perspectives on frequently studied

associations, and accounts for the natural

variation found in the population that is usually

not captured by Twitter datasets.

Population-level research may benefit from

aggregation of individual level tweets since

variable data production may generate spurious

associations.

Both well-being and anxiety are promising areas

for future research using Twitter data.

7.1 Commentary on thesis themes

Three central themes of this thesis were the use of cohort studies as sources of ground truth for

mental health digital phenotypes, how we can develop digital phenotypes for the measurement of

mental health, and the acceptability of these areas of research. Here I will give a brief overview of

the conclusions under each theme. This includes an overview of the strengths and weaknesses seen

in each area, both in relation to the approach taken in this thesis, and the field in general.

7.1.1 Contributions of cohorts

The core theme of this thesis was the process of developing ground truth data for digital phenotyp-

ing using a birth cohort study. Using a cohort study for this purpose is a novel approach to sourcing

data for digital phenotyping, and the research presented in this thesis has effectively served a dual
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purpose of using the data and evidence obtained from the cohort to conduct new research whilst

also testing the effectiveness of linking and using cohort data for this type of research. This inte-

gration of new data sources, including social media, into birth cohorts is a core aim of long-term

strategies for cohorts by the Medical Research Council [113] and the Welcome Trust [122]. As

a result, an important outcome of this thesis is an assessment of the strengths and limitations of

conducting social media data linkage in a birth cohort, which is useful to other cohort studies in

the UK and around the world who are attempting to do the same.

To begin with, we saw in Chapter 3 that social media data linkage can be acceptable to cohort

participants, provided that conditions for anonymity and boundaries around data collection are

met. These conditions are practically feasible, especially with the use of specialised software

for this task [117], and are in line with existing guidance on the ethical sharing of social media

data [98]. Acceptability among participants is crucial given that a lack of ‘social license’ can

cause reputational damage and undermine trust in cohorts which has implications for their long-

term success [200]. In Chapter 4 we also saw that those who opted-in to link their Twitter data

were generally representative of those using Twitter in the cohort, which supports the technical

feasibility for the use of this data for understanding population-level trends. Given the results of

Chapter 2 we can also see how a representative population of Twitter users may differ from the

general population. Having this linked cohort data means that we can understand samples we are

basing our analyses on in much greater detail, which was a key limitation identified in the existing

literature in Chapter 5, and elsewhere [144, 344]. In this way population cohorts differ from other

research samples in that we always know who is not represented in the sample, not just who is.

This is key for understanding where bias might be present in the data, or might be generated from

using this data to train predictive models. The strengths of having linked cohort data can be seen

in Chapters 2 and 6, where individual-level accurate data about a population means that we can

make robust conclusions, and also explain divergences in results seen elsewhere in the literature.

This is partly because of the asymmetry we see in the rates of data production between participants

which, whilst a limitation for some modelling methodologies [83], actually allows us to understand

how representative data on Twitter behaves and responds to certain analyses, rather than assuming

all users tweet at consistent rates or that tweeting rates are unrelated to outcomes of interest, like

mental health status. The strength of cohorts for social media data linkage is also supported by the
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availability of multiple time points, which is a key difference between linkage in this sample and

other panel survey samples [83, 109].

These explorations into the utility of linking social media data in a birth cohort illustrate many

strengths of the method, but like all data collection methodologies there are also limitations to this

approach. One of the main limitations is that there is a hard limit on the size of the linked sample.

Unlike in solely Twitter-based research where researchers can continue to collect data until they

are satisfied that they have enough tweets or users, the linked sample is limited to those who have

opted in. This does present a limitation to sample sizes, and as we saw in Chapter 6 due to the

asymmetry in the tweeting frequency of populations it is unlikely that the whole linked sample

will have tweeted within the period of interest [83]. The other limitations of social media data

linkage in birth cohort studies are aligned to the limitations of cohort studies in general. Firstly,

due to the long running nature of cohorts, measurement of certain concepts may change over time

or be dependent on external funding, and so harmonisation of different types of measurement is a

challenge. This might mean, for instance, that depression is measured at different times to other

mental health outcomes, and at different time points may be measured with different tools. In

ALSPAC this challenge extends to the differences between approaches to surveying the different

generations, such that measures for each generational group are likely to be taken at different times

and different frequencies. Another general limitation of cohort studies is that they are generally

not suitable for studying rare disorders, which may limit the usefulness of using birth cohort data

for training models on outcomes such as bipolar disorder, schizophrenia and personality disorder

which are relatively popular in the field of mental health inference (see Chapter 5) but relatively

uncommon in population samples. However, the population representative nature of the cohort

data is likely to mean that it is highly suitable for testing the sensitivity and specificity of trained

algorithms, although those suffering from acute mental health disorders are more likely to have

been lost to follow up over time.

A final consideration in the use of linked data from cohort studies is the anonymised nature of

the data, which is a condition of access desired by participants (Chapter 3) and implemented by

the cohort’s data management team (Chapter 4). Rather than being a limitation, this should be

framed as a methodological consideration for future researchers and cohorts in the careful balance

between privacy and trust [422]. By being able to access data that contains more personal and
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sensitive information about participants, researchers must be willing to sacrifice some of the ease

of access to this data, though the data should still be useful and usable. These sacrifices may

mean the data is anonymised, or that it can only be accessed inside a secure research environment.

Having had the opportunity to test the experience of working with anonymised data in this thesis I

found that anonymisation does limit some detailed understanding of the behaviour of the data (as

discussed in Chapter 6), but that this could be mitigated if it was straightforward for researchers to

request updated data that allowed them to explore trends ad-hoc. For instance, extracting the most

common words from each category in the LIWC for each user would be highly useful, and still does

not require access to the raw text of a tweet. Similarly, allowing researchers to submit code to train

their own models, such as language models, may be a solution, although such methods are known

to have privacy flaws [423]. Potential for privacy leaks from outputs such as language models

can also be difficult to assess, especially by those who are not subject matter experts, and this

may be a barrier to allowing this type of feature construction from cohort datasets. Other solutions

currently being explored include the potential for differential privacy methods, which involve using

algorithmic methods to generate useful information about the data without disclosing information

about any individual [422].

In summary, we saw encouraging results from the programme of Twitter data linkage in ALSPAC.

We suggest that this method of dataset development addresses important limitations of existing

datasets and can support important advances in the quality and robustness of results from digital

phenotyping studies in the future.

7.1.2 Digital phenotyping for mental health

A second aim of this thesis was to explore the utility of using digital phenotypes to infer mental

health. Here I will briefly cover the benefits and limitations of the use of Twitter for mental health

inference that I have encountered, as well as the limitations of our measurement of mental health

ground truth in general.

The proposed applications of digital mental health inference using social media have been dis-

cussed throughout this thesis, and its benefits could be said to come down to timeliness and scale.

As seen in Chapter 6, even with large error margins it is possible for Twitter data to provide signals

of changes in mental health at a population level much quicker than a traditional survey method
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could, which is encouraging. This was using a relatively basic model of multiple regression, but

other modelling methodologies that make use of machine learning techniques, as seen in Chapter

5, may be even more successful. There is a trade-off here though, with more opaque techniques

potentially being better at making correct inferences but being harder to understand. This trade-off

is an area that would particularly benefit from further engagement with the proposed users of these

future technologies to understand what level of explainability and transparency would be required

for adequate interpretation and trust.

Another of the primary benefits of social media data for mental health inference that I discussed

in the introduction to this thesis (Section 1.3.1) is the availability of textual data to use as features

for modelling, which sets social media apart from other potential digital phenotypes. We saw

in Chapter 5 that textual features are popular, and I have illustrated the use of textual data for

sentiment modelling in Chapter 6. However, patterns in word use and linguistics are likely to

differ significantly between individuals, groups and settings due to gender, cultural influences,

neurodiversity and more [35, 424, 425]. An over-reliance on these methods, sentiment and keyword

lists in particular, may result in models that have limited generalisability. This is less likely to be

an issue at a population level, particularly for models that are created for specific geographic or

demographic populations.

This thesis, and the field in general [41], is largely focussed on the use of the social networking site

Twitter, which has its own benefits and drawbacks. From results in Chapter 2 we know that Twitter

is one of the social media sites that people interact with least frequently day-to-day. However, it

is also one of the sites whose data is easiest to access for researchers. This means that, at the time

of writing, Twitter is one of the most feasible platforms with which to conduct population-level

health monitoring, since its data is available for this purpose. When it comes to individual-level

inference though, data from Twitter is unlikely to be sufficient data source for digital phenotyping

in the majority of people (see Chapter 2), and it is likely that more representative and context-aware

models would be derived from combinations of data from different platforms. This avenue of work

is currently limited by the availability of data from other social media sites, which also restricts the

applicability of any research completed using these platforms, even if the data could be accessed

for research purposes.

Lastly, this thesis has concentrated on mental health as measured by validated scales, but there
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are many different perspectives from which to study and model mental health and its associated

behaviours. For instance, there is growing evidence for network or hierarchical perspectives on

mental health which move away from traditional models of disorder classification that are set out

by diagnostic manuals like the DSM [346, 426], and which may even allow for the incorporation of

environmental and genetic effects into our understanding of the interplay between symptoms and

behaviours [427]. Outside of disorders we should also consider how we can use digital phenotypes

to measure positive mental health. As seen in Chapter 6, and elsewhere in the literature [53, 235],

there is certainly evidence that this approach can be successful, which supports the idea that ‘good’

mental health should be more than just the absence of illness, but also the promotion of well-being

[428].

7.1.3 Ethics and acceptability

The ethics of digital phenotyping for mental health is an integral and important part of the field. In

Chapter 3 I investigated the acceptability of social media data collection and research for cohort

study participants, and found that in general participants are supportive of these activities, particu-

larly at the population level. This is consistent with previous findings about users’ views of what

mental health inference on Twitter could and should be used for [205]. In Chapter 5 I reported that,

despite calls for greater engagement with ethical issues in the field of mental health inference from

social media data, the vast majority of studies continue not to include mention of potential ethical

issues of this research. It is a concern that by not considering ethics along with our development

of these technologies that we build up ethical debt [430], a term coined by Fiesler and Garrett for

putting off ethical considerations of new technologies until they are deployed, similarly to how

technical debt refers to the prioritisation of deployment of technology over the quality of the code

itself.

Conversations about ethics in this field tend to focus on the important issues of privacy and surveil-

lance [431], but there are a wide variety of other aspects to consider, from the well-being of

researchers themselves to technical decisions about performance trade-offs [102]. New ethical

frameworks for AI, such as the Data Hazards project discussed in Chapter 6 [405], are efforts

to recognise these wider range of ethical issues that can arise from data-based research and en-

courage researchers to consider them more frequently. Using linked data from cohorts does allow
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researchers to address some of these concerns in a way that has not previously been possible with

social media data. For instance, informed consent is obtained from all participants, and their data

is securely stored and distributed by a trusted, central team [98, 116]. There being no need to man-

ually label data prevents the risk of psychological harm to those who may otherwise be responsible

for labelling data [102]. Additionally, we can understand and account for bias in models rather than

it being an unknown entity [35, 342]. This presents an exciting development in the ethical quality

of social media data available for research, and is an exemplar of how participants and researchers

can work together to derive shared boundaries for the safe use of their data [123].

Other issues of ethics relate more to individual decisions made by data scientists themselves, who

often make decisions of how to model and represent the social constructs that they are representing,

in this case mental health. Barocas and Boyd argued that “[d]ata scientists engage in countless acts

of implicit ethical deliberation while trying to make machines learn something useful, valuable,

and reliable”, describing how decisions of how to clean data, which algorithm to use and how to

weigh interpretability against accuracy are all ethical decisions, though they may not be described

as such [432]. Our statistical representation of a social construct, like mental health, is embedded

with our assumptions about how it should be understood and modelled [263]. It is in these deci-

sions that the influence of researcher reflexivity, positionality and priorities are likely to become

important [433]. This is not to say that such influences are negative, on the contrary, variation in

research approaches is how we achieve progress and new ideas, and is an inevitable part of the

research process. However, understanding how our assumptions influence the solutions we create,

especially when they have the potential to be widely used and concern highly personal human at-

tributes, can help us to develop more inclusive and fairer technologies. For instance, believing that

identification of those with a given disorder is the highest priority may result in a focus on reducing

false negatives at the cost of increased false positives. Conversely, those who believe that incorrect

intervention in someone’s life is more damaging than not intervening when someone has a mental

health disorder, may instead choose to prioritise the reduction of false positives.

7.2 Future directions

In the previous sections I have touched on the potentials and limitations of the techniques and

methodologies used both in this thesis and in the field as a whole. Here I propose what I believe
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will be valuable directions in future research on the basis of these observations.

Firstly, given the encouraging results from the data linkage project described and used in this thesis,

future development of social media data linkage programmes in cohorts is recommended. This

would be especially powerful if conducted across diverse cohorts in terms of age and geographic

location. Future research may then include harmonising data across multiple cohorts to develop

safe and controlled opportunities to test models on a variety of population groups in a way that

manages data appropriately.

In terms of digital phenotyping research itself, one of the first areas that I believe will be beneficial

for future research is not so much a research opportunity as an adaption of how research in this

area is currently conducted. This is to be more explicit about the nuance in the question of whether

we can infer mental health from social media, by specifying exactly which research question we

are trying to answer.

Even subtle changes to the problem specification change the ethical concerns, dataset requirements

and modelling methodologies that are relevant to the task at hand. For instance, human rated

assessments of individual tweets that are labelled for ‘risk of suicide’ or ‘no risk of suicide’ are

likely to be appropriate for a system that intends to flag tweets that should be followed up by a

trained human whose role is to offer support. In this case the system is aiming to automate a human

screening process. However, this dataset may not be as useful for measuring suicide risk in a large

population over time. Similarly, models and datasets used to understand population mental health

over time are unlikely to be suitable for measuring individual-level changes in suicidality [434,

435]. These distinct approaches to “inferring mental health with social media data” have unique

ethical challenges, require different modelling and validation processes, different considerations of

computational efficiency trade-offs, and potentially models with different levels of explainability.

By capturing this nuance we can make sure that critique of datasets and approaches are made with

respect to the research aims, and also focus comparisons and progress against aligned research

questions.

In being more specific about our questions we can also more readily understand how research

programmes will benefit from interdisciplinarity, and which disciplines should be involved. For

instance, as well as generally benefiting from input from clinical psychology as has been suggested

previously [41, 57, 102], population-level monitoring of mental health is likely to benefit from the
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involvement of public health professionals and health policy makers as the parties who are to be

the end users of these data. Additionally, experts in human-computer interaction (HCI) can support

understanding of how these new technologies could be communicated most effectively for decision

making [436, 437]. This being said, interdisciplinarity has its challenges too. From different

expectations of project timelines and outputs, to different technical vocabularies, it takes time and

effort to build a strong interdisciplinary collaborations that allow for useful and meaningful input

from all parties. On this basis, we need to ensure that involvement of experts from different fields

are not included as ‘check-box’ exercises, but that those with different types of expertise are all

given the opportunity to influence this field in a meaningful way. For example, as seen in Chapter

5, it is relatively common to involve mental health experts in data labelling but not in defining the

research question, which misses an opportunity to invite critical expertise at an important stage of

the project.

Another important next step in the field is working out how to involve potential users of these

technologies in their development, particularly those who are from marginalised groups, to better

understand how humans and algorithms can work together in the provision of mental health care

[438, 439]. An important component of systems that have been found to cause harm and reinforce

structural inequalities in the past is that they are employed in settings and institutions that inherently

feature power imbalances, like policing, statutory social care, or health insurance [23, 440, 441].

These are settings where it is likely that training data will reflect existing inequalities since it is

those inequalities which are often causally related to the outcomes they are predicting. Mental

health services are, by design, a setting with significant power imbalances [442, 443], with this

power intended to be used to protect those who are most vulnerable, although often experienced as

oppressive by those within it [444]. In the UK people who are Black African or Black Caribbean

are proportionately more likely to be sectioned than any other ethnic group [445], and there is

evidence that people from marginalised groups are more likely to be misdiagnosed with mental

health conditions [446]. This not only affects our training data, but also leads to questions of how

the social power of an algorithmic system may influence outcomes in settings where mental health

care is provided [447]. For instance, women in general are less likely to be considered credible by

medical professionals, with this impact compounded for Black women [448, 449]. By involving a

diverse group of citizens in the exploration of these technologies we can hope to address risks that
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could arise from their deployment and avoid foreseeable future harms as best we can. Doing so

is likely to mean that we also need to work on how best to involve lay people in the development

of data science projects. This is something that other fields have done with great success such as

Public Patient Involvement groups, citizen scientists and peer researchers in health and medical

research, or participatory/action research in health and social care [450].

Lastly, we can also use social media data to improve our understanding of mental health. In par-

ticular there are interesting avenues in network representations and co-morbidity of mental health

disorders, and the temporality of different mental health constructs [386] which social media data

may be well placed to inform as an alternative to other resource intensive methods such as ecologi-

cal momentary assessment [382]. This can also include understanding of the reciprocal interactions

between mental health and social media which were discussed in Section 1.3.2 [345]. In doing so,

and by continuing to use ground truth data with better specified samples, we could also use social

media to develop more robust understandings of the impact of key life events, such as moving away

from home, starting families or measuring well-being over the lifespan [451].

7.3 Conclusion

Overall we have seen that social media data linkage in cohort studies is acceptable, feasible and

produces novel benefits, particularly in the availability of population representative and longitudi-

nal data as well as the ethical sharing and storage of social media data from participants. There

are limitations of these data that align with common limitations of cohort study data in general,

but generating new datasets with different limitations to those that exist currently allows us to ex-

plore new questions and address different concerns that we have been unable to previously. Twitter

is still the most straightforward platform to achieve this outcome with, and restrictions on other

popular platforms like Facebook and Instagram present a challenge to digital phenotyping research

that can only really be resolved by the corporations who control this data.

Continuing to develop safe, trustworthy and acceptable methods for mental health inference from

digital phenotypes can allow us to achieve new understandings of mental health which advance the

treatment and prevention of mental illnesses, as well as promote positive mental well-being.
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Appendix A

Chapter 2

A.1 Additional sample information

Table A.1: Percentage of the users of each social media site by use-frequency and
demographics reported.

Sex Ethnicity A Levels Parental Employment Class

Platform Frequency Female Male Minority
Ethnic

Groups

White No A
Levels

A
Levels

Non-
Manual

Manual

Facebook Daily 90.6 81.8 86.5 87.5 86.7 88.7 87.4 88.8
Facebook Less 7.0 15.2 9.0 10.2 10.8 8.9 10.1 8.9
Facebook Never 2.4 3.0 4.5 2.3 2.5 2.3 2.5 2.3
Twitter Daily 13.4 20.8 9.8 16.5 16.1 15.6 15.9 17.5
Twitter Less 42.5 36.4 48.5 40.3 35.6 42.6 41.4 37.7

Twitter Never 44.1 42.8 41.7 43.2 48.3 41.8 42.7 44.9
Instagram Daily 57.9 31.0 53.8 48.7 43.6 49.3 48.7 49.3
Instagram Less 18.4 23.2 15.2 19.9 24.2 18.4 19.1 21.7
Instagram Never 23.7 45.8 31.1 31.4 32.2 32.3 32.2 29.0
Snapchat Daily 39.9 28.8 44.7 35.9 40.6 33.9 33.9 43.0

Snapchat Less 33.6 35.2 28.8 34.1 31.3 36.2 35.3 29.4
Snapchat Never 26.5 36.0 26.5 30.0 28.1 29.9 30.8 27.5
YouTube Daily 22.5 48.4 34.1 31.6 29.2 30.8 31.1 34.2
YouTube Less 45.8 34.9 40.9 41.8 41.2 42.8 42.5 39.3
YouTube Never 31.7 16.7 25.0 26.6 29.6 26.4 26.5 26.5



A.2 Descriptive data on mental health and well-being outcomes

Table A.2: The percentage of the sample who had experienced each of the four
categorical mental health outcomes.

Percentages by Sex

Characteristic % Female (CI) % Male (CI)

Depression 22 (20, 24) 16 (14, 18)
Disordered Eating 10 (9.3, 12) 2.5 (1.7, 3.5)
Suicidal Thoughts 18 (17, 20) 17 (15, 19)
Self-Harm 9.7 (8.7, 11) 4.8 (3.7, 6.1)

Note:
Depression was measured in the sub-sample (N=2,862)
1 CI = Confidence Interval
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Table A.3: Summary statistics for well-being outcomes, all measured in the sub-
sample (N=2,862).

Mean (SD) by Sex

Characteristic Female Male Min. Value Max. Value

BPN (Autonomy) 5.12 (0.92) 4.99 (0.89) 1.00 7.00
BPN (Competence) 5.03 (1.06) 4.98 (1.04) 1.00 7.00
BPN (Relatedness) 5.68 (0.91) 5.47 (0.90) 1.25 7.00
Satisfaction With Life 23.97 (6.60) 23.15 (6.72) 5 35
MIL (Presence) 23.60 (6.54) 22.36 (6.89) 5 35

MIL (Search) 19.88 (7.07) 20.23 (7.15) 5 35
Life Orientation Test 13.30 (4.59) 14.16 (4.51) 0.0 24.0
WEMWBS 48.33 (8.87) 49.67 (8.97) 14 70
Gratitude Questionnaire 35.15 (5.72) 33.47 (5.79) 7.0 42.0
Subjective Happiness 4.86 (1.26) 4.82 (1.31) 1.00 7.00

Note:
Basic Psychological Needs (BPN)
Meaning In Life (MIL)
Warwick Edinburgh Mental Well-being Scale (WEMWBS)

Table A.4: Contingency table of suicidiality and disordered eating (N=4,083).

Suicidality

Characteristic No Yes Total

Disordered Eating
No 77% 15% 92%
Yes 5.4% 2.3% 7.7%

Total 82% 18% 100%

Table A.5: Contingency table of suicidiality and self-harm (N=4,083).

Self-harm

Characteristic No Yes Total

Suicidality
No 79% 2.9% 82%
Yes 13% 5.2% 18%

Total 92% 8.1% 100%
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Table A.6: Contingency table of disordered eating and self-harm (N=4,083).

Self-harm

Characteristic No Yes Total

Disordered Eating
No 86% 6.2% 92%
Yes 5.9% 1.8% 7.7%

Total 92% 8.1% 100%

1 −0.5 −0.6 −0.5 −0.7 −0.6 −0.5 −0.6 −0.5 0.3 −0.6

−0.5 1 0.7 0.7 0.6 0.6 0.5 0.6 0.5 −0.3 0.5

−0.6 0.7 1 0.6 0.6 0.6 0.5 0.6 0.6 −0.3 0.6

−0.5 0.7 0.6 1 0.6 0.6 0.6 0.5 0.5 −0.2 0.5

−0.7 0.6 0.6 0.6 1 0.7 0.5 0.7 0.6 −0.2 0.6

−0.6 0.6 0.6 0.6 0.7 1 0.6 0.6 0.6 −0.3 0.6

−0.5 0.5 0.5 0.6 0.5 0.6 1 0.6 0.6 −0.2 0.5

−0.6 0.6 0.6 0.5 0.7 0.6 0.6 1 0.7 −0.3 0.6

−0.5 0.5 0.6 0.5 0.6 0.6 0.6 0.7 1 −0.3 0.5

0.3 −0.3 −0.3 −0.2 −0.2 −0.3 −0.2 −0.3 −0.3 1 −0.2

−0.6 0.5 0.6 0.5 0.6 0.6 0.5 0.6 0.5 −0.2 1
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Figure A.1: A correlation matrix for all continuous mental health and well-being
variables using Spearman’s Rank coefficient (all p < 0.000).

216



Appendix A. Chapter 2

A.3 Outcomes by platform for all social media users

In the main text the graphs by platform only include daily users of each. These graphs have

an expanded sample to include every participant who said they used each platform with any fre-

quency.

Self−Harm Suicidal Thoughts

Disordered Eating Depression

All F T I S YT All F T I S YT

12.0%

16.0%

20.0%

24.0%

15.0%

17.5%

20.0%

5.0%

10.0%

2.5%

5.0%

7.5%

10.0%

Social Media Platform

Pe
rc

en
ta

ge
 o

f U
se

rs
 o

n 
Ea

ch
 P

la
tfo

rm

Shape Key
Female
Male

Platform Key
All users
Facebook
Instagram
Twitter
Snapchat
YouTube

Figure A.2: Percentage of participants who reported disordered eating, self-harm,
depression, or suicidal thoughts in the past year, differentiated by sex for all users
of each platform, with 95% confidence intervals.
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Figure A.3: Mean scores for seven well-being measures for all users of each plat-
form, stratified by sex, with 95% confidence intervals.
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Chapter 4

B.1 Mental health sample comparisons by sex

The following two graphs illustrate Figure 4.3 when split by sex, with Figure B.1 showing com-

parison of Female scores and Figure B.2 showing comparison of Male scores.
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Figure B.1: A comparison of the distributions of female participant scores for anx-
iety, depression and general well-being between those who agreed to link their
Twitter data, and the whole cohort (including linked respondents). The box plot is
presenting the median and interquartile ranges.
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Figure B.2: A comparison of the distributions of male participant scores for anx-
iety, depression and general well-being between those who agreed to link their
Twitter data, and the whole cohort (including linked respondents). The box plot is
presenting the median and interquartile ranges.
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Chapter 5

C.1 Systematic search key terms

The terms in point (1) are related to classification and machine learning, in point (2) are related to

mental health and in point (3) are related to Twitter:

(1) algorithm OR predict* OR detect* OR understand OR perceiv* OR “machine learning” OR

“deep learning” OR “artificial intelligence” OR AI OR interpret OR character* OR classif*

OR model* OR analy* OR machine OR recogni* OR sentiment

(2) depress* OR bipolar* OR wellbeing OR PTSD OR “post traumatic stress disorder” OR

suici* OR “mental health” OR mentalhealth OR anxi* OR “personality disorder” OR “eating

disorder” OR " ED " OR “disordered eating” OR DSM* OR ICD* OR (mental AND well*)

OR (mental AND ill*) OR schizophren*

(3) twitter OR tweet* OR social media OR social network*

These three sets of terms were searched in each database as (1) AND (2) AND (3). Where the

database allowed this was restricted to titles, keywords and abstracts.
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Chapter 6

D.1 Data Hazards Analysis

The Data Hazards project was created and developed jointly by myself and Natalie Zelenka. The

Data Hazards labels (http://datahazards.com/) are a series of potential consequences of

data science projects that present a risk to the ethical integrity of the project. These labels were

developed to help researchers acknowledge risks to data science research that may not fit into the

remit of research ethics committees, but still require consideration to ensure that data science is

done safely. The project encourages reflective thinking by researchers, and provides a series of

resources to help make regular reflection on ethical issues a more prominent aspect of applied data

science.

http://datahazards.com/


Table D.1: An analysis of different potential ethical hazards that might be presented
by this project, using the Data Hazard labels.

Hazard Reasoning Safety Precautions

General data

hazard

Yes. This applies because the project

uses data science.

I have aimed to be explicit throughout

about what types of data science are be-

ing used and how they have been imple-

mented so that they can be scrutinised.

Reinforces existing

biases

Yes. This Hazard applies because

the models being generated will learn

patterns from the data being input

about participant mental health. The

ALSPAC sample does not include

many people from ethnic minority

backgrounds, and so there is less train-

ing data available for people who are

not White. Other biases may include

that the ALSPAC parent sample is most

likely to include people who are hetero-

sexual.

An error analysis was conducted to as-

sess how the predictions may be bi-

ased by characteristics like sex and age.

However, this was limited by the vari-

ables available.
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Ranks or classifies

people

Yes. This model could be used to rank

people based on their predicted mental

health outcome score.

In this study I was not interested in indi-

vidual rankings, though in theory they

could be derived using the models de-

scribed in the study. I also intentionally

chose to use continuous measures of

mental health to avoid classifying peo-

ple as having a mental health disorder

or not.

High environmen-

tal cost

No. The methods used in this study

were not reliant on high performance

computing or precious materials be-

yond those usually used in the creation

of standard computers and laptops.

NA

Lacks community

involvement

Yes and No. The community of

ALSPAC participants whose data was

linked for this study were consulted.

However, individuals who experience

poor mental health were not involved in

the design or development of the study

itself.

The study has focussed on population-

level inference instead of individual-

level inference. Future research on

individual-level inference would ben-

efit from involvement of more stake-

holders.
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Danger of misuse

Yes. The inference of mental health

states from public social media data has

potential for misuse by other individu-

als who may be capable of using mod-

els to attempt to infer information about

people who were not in the original

study.

See the reasoning provided in ‘Risk to

Privacy’.

Difficult to under-

stand

No. The models in this study have in-

tentionally been developed using meth-

ods that are transparent and relatively

easy to understand and explain. The

data used for this study is only available

on request, but is accessible to others.

NA

May cause direct

harm

No. These models do not have the ca-

pacity to cause direct harm to an indi-

vidual in their current use case.

NA
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Risk to Privacy

Potentially. For the reasons given in

‘Danger of Misuse’ there could be a

risk to privacy if someone attempted to

predict individual level mental health

using these models. However, there is

no risk to privacy for participants in the

study, since their data is protected by

the central ALSPAC team.

The models used in this study have sig-

nificant ranges of error for individual

level prediction. As such it is highly

unlikely that an accurate estimate could

be obtained for an individual, espe-

cially out of sample. I have made this

clear in the presentation of results to en-

sure that readers are aware of this.

Automates deci-

sion making

No. Whilst the tools produced in this

study provide information that could be

used for decision making they do not

actually make any decisions.

NA

Lacks informed

consent

No. All participants took part with in-

formed consent.

NA
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Table D.2: Summary of numbers of tweets and the mental health outcomes between
men and women at Survey 1 and Survey 2.

Survey 1 Survey 2

Characteristic F, N = 92 M, N = 59 F, N = 92 M, N = 59

Number of tweets 7 (4, 18) 6 (3, 20) 7 (4, 18) 6 (3, 20)
Depression (MFQ) 5.0 (2.0, 9.0) 3.0 (1.0, 6.0) 6.0 (3.0, 10.0) 4.0 (1.5, 6.0)

Unknown 5 4 15 12
Anxiety (GAD-7) 5.0 (2.2, 9.0) 3.0 (1.0, 6.0) 5.0 (3.0, 8.0) 3.0 (0.0, 6.0)

Unknown 2 2 15 15

Well-being (WEMWBS) 45 (39, 52) 46 (42, 51) 42 (39, 50) 46 (40, 54)
Unknown 4 3 20 12

1 Median (IQR)

Table D.3: Summary of numbers of tweets and the mental health outcomes between
G0 and G1 at Survey 1 and Survey 2.

Survey 1 Survey 2

Characteristic G1, N = 96 G0, N = 55 G1, N = 96 G0, N = 55

Number of tweets 7 (3, 16) 6 (3, 39) 7 (3, 16) 6 (3, 39)
Depression (MFQ) 5.0 (3.0, 10.0) 2.0 (1.0, 6.0) 6.0 (4.0, 10.0) 4.0 (1.5, 5.5)

Unknown 3 6 19 8
Anxiety (GAD-7) 6.0 (2.2, 10.0) 3.0 (1.0, 5.0) 5.0 (3.0, 9.0) 3.0 (0.2, 6.0)

Unknown 2 2 21 9

Well-being (WEMWBS) 44 (39, 49) 47 (42, 55) 41 (38, 46) 47 (43, 53)
Unknown 3 4 22 10

1 Median (IQR)
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D.3 Correlations between model features
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Figure D.1: Correlations between the variables which were best associated with
depression
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Figure D.2: Correlations between the variables which were best associated with
general anxiety
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Figure D.3: Correlation between the variables which were best associated with
general well-being
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D.4 Associations for disaggregated data

Table D.5 gives the results of testing all associations of sentiment variables against each of the

mental health outcomes when no aggregation by individual was conducted.
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Table D.4: This table displays the variance accounted for by each of the sentiment
variables that align with standard codings of emotion, as well as patterns of life,
when regressed gainst depression, anxiety or well-being, and adjusted for sex and
generation.

Variable Direction of Effect Variance Explained p-value

Depression
LIWC Affect + 0.090 0.077
LIWC Anger + 0.034 0.280
LIWC Anx + 0.016 0.461
LIWC Negemo + 0.043 0.223
LIWC Posemo + 0.035 0.267
LIWC Sad + 0.038 0.250
VADER Compound - 0.041 0.232
VADER Negative + 0.106 0.055
VADER Neutral - 0.072 0.115
VADER Positive + 0.003 0.736
LABMT Emotion_valence - 0.406 0.000
TIME Num + 0.161 0.018

Anxiety
LIWC Affect + 0.087 0.080
LIWC Anger + 0.785 0.000
LIWC Anx + 0.079 0.097
LIWC Negemo + 0.693 0.000
LIWC Posemo - 0.101 0.061
LIWC Sad + 0.001 0.831
VADER Compound - 1.693 0.000
VADER Negative + 1.346 0.000
VADER Neutral - 0.054 0.169
VADER Positive - 0.399 0.000
LABMT Emotion_valence - 1.109 0.000
TIME Num + 0.932 0.000

Well-being
LIWC Affect - 0.000 0.947
LIWC Anger - 0.398 0.000
LIWC Anx + 0.011 0.542
LIWC Negemo - 0.331 0.001
LIWC Posemo + 0.197 0.010
LIWC Sad - 0.030 0.321
VADER Compound + 0.966 0.000
VADER Negative - 0.751 0.000
VADER Neutral + 0.048 0.206
VADER Positive + 0.177 0.015
LABMT Emotion_valence + 0.719 0.000
TIME Num - 0.482 0.000
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Table D.5: This table displays the variance accounted for by each sentiment vari-
able with p < 0.001 when regressed against depression, anxiety or well-being, and
adjusting for sex and generation with no aggregation by individual.

Variable Direction of Effect Variance Explained p-value

Anxiety
VADER Compound - 1.69 0.000
VADER Negative + 1.35 0.000
LABMT Emotion_valence - 1.11 0.000
TIME Num + 0.93 0.000
LIWC Prep - 0.85 0.000
LIWC Anger + 0.79 0.000
LIWC Negemo + 0.69 0.000
LIWC Affiliation - 0.57 0.000
LIWC Relativ - 0.56 0.000
LIWC Space - 0.50 0.000
LIWC Relig - 0.44 0.000
VADER Positive - 0.40 0.000
LIWC Differ + 0.37 0.000
LIWC We - 0.36 0.000
LIWC I + 0.32 0.001
LIWC Swear + 0.31 0.001

Depression
LIWC Prep - 0.51 0.000
LIWC Space - 0.46 0.000
LABMT Emotion_valence - 0.41 0.000
LIWC Relativ - 0.38 0.000
LIWC I + 0.35 0.001

Well-being
VADER Compound + 0.97 0.000
VADER Negative - 0.75 0.000
LABMT Emotion_valence + 0.72 0.000
LIWC Prep + 0.57 0.000
TIME Num - 0.48 0.000
LIWC Anger - 0.40 0.000
LIWC Health + 0.39 0.000
LIWC Swear - 0.38 0.000
LIWC Negemo - 0.33 0.001
LIWC We + 0.33 0.001
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D.5 Tables of Results Accompanying Figures

Table D.6: Table of the results displayed in Chapter 6, Figure 6.11. The results of
regression models of each sentiment variable against depression, anxiety and gen-
eral well-being, adjusted for sex and generation. The percentage variance explained
after sex and generation have been accounted for is given.

Anxiety Depression Well-being

Variable Estimate (p-val) Variance Explained Estimate (p-val) Variance Explained Estimate (p-val) Variance Explained

LabMT
Emotion Valence (Mean) -0.1449 (0.025) 3.065 -0.07591 (0.26) 0.776 0.5824 (0.377) 0.518
Emotion Valence (Var) 0.0113 (0.362) 0.514 0.007388 (0.57) 0.198 -0.09807 (0.439) 0.397

LIWC (Affective Processes)
Affect (Mean) -2.344 (0.482) 0.306 2.435 (0.48) 0.306 19.55 (0.568) 0.217
Affect (Var) 19.09 (0.592) 0.178 45.93 (0.195) 1.025 -78.25 (0.823) 0.033
Anger (Mean) 27.98 (0.071) 1.998 6.705 (0.685) 0.101 -124.6 (0.425) 0.422
Anger (Var) 440 (0.087) 1.800 192.8 (0.502) 0.277 -3165 (0.22) 0.994
Anxiety (Mean) 6.482 (0.641) 0.135 12.1 (0.393) 0.448 -49.33 (0.725) 0.083
Anxiety (Var) 126.5 (0.562) 0.208 219.8 (0.322) 0.602 -1837 (0.401) 0.468
Negative (Mean) 8.907 (0.139) 1.347 8.362 (0.175) 1.125 -82.11 (0.176) 1.213
Negative (Var) 33.91 (0.569) 0.201 61.27 (0.314) 0.621 -509 (0.394) 0.483
Positive (Mean) -7.574 (0.053) 2.291 -0.6802 (0.866) 0.018 61.04 (0.126) 1.541
Positive (Var) 9.469 (0.846) 0.023 49.27 (0.298) 0.663 31.71 (0.946) 0.003
Sad (Mean) 16.22 (0.192) 1.048 13.01 (0.304) 0.647 -115.9 (0.354) 0.571
Sad (Var) 158.3 (0.229) 0.893 117.5 (0.38) 0.472 -1269 (0.337) 0.612

Patterns of Life
Number of Tweets 0.002851 (0.042) 2.529 0.004064 (0.014) 3.653 -0.03341 (0.017) 3.708
Prop. of Retweets 0.3318 (0.083) 1.844 0.174 (0.377) 0.479 0.2763 (0.888) 0.013
Prop. Tweets 12am to 4am 0.9491 (0.218) 0.937 0.05192 (0.947) 0.003 -7.64 (0.322) 0.649
Time of Day (Mean) -0.04907 (0.531) 0.243 -0.09738 (0.235) 0.865 0.2169 (0.784) 0.050
Time of Day (Var) 0.06437 (0.179) 1.109 0.008119 (0.869) 0.017 -0.1705 (0.724) 0.083

VADER
Compound (Mean) -0.7282 (0.005) 4.809 -0.4735 (0.074) 1.936 4.149 (0.127) 1.535
Compound (Var) 0.4783 (0.28) 0.720 0.7694 (0.087) 1.788 -4.268 (0.338) 0.610
Negative (Mean) 2.581 (0.085) 1.821 3.118 (0.044) 2.468 -30.06 (0.053) 2.467
Negative (Var) 8.78 (0.124) 1.453 12.37 (0.033) 2.745 -156 (0.011) 4.223
Neutral (Mean) 1.986 (0.01) 4.040 0.9087 (0.259) 0.779 -2.783 (0.724) 0.083
Neutral (Var) -3.478 (0.261) 0.779 -0.7127 (0.817) 0.033 12.01 (0.693) 0.104
Positive (Mean) -2.989 (0) 8.193 -1.914 (0.022) 3.158 11.92 (0.155) 1.335
Positive (Var) -4.465 (0.065) 2.081 -3.227 (0.194) 1.032 24.3 (0.321) 0.654
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Table D.7: This table represents the results from Chapter 6, Figure 12. The mean R
Squared value obtained from 10 x 5-fold cross validation plotted for the outcomes
of depression, anxiety and well-being. The input data contains an increasing num-
ber of weeks, and difference weighting functions were used on each number of
weeks of data.

Window length Wave Weight Depression Anxiety Well-being

2 weeks 1 None 0.0955072 0.1408749 0.1365363
4 weeks 1 None 0.0584345 0.0780402 0.1244502
6 weeks 1 None 0.0713726 0.1077627 0.1462798
8 weeks 1 None 0.1000517 0.0866560 0.2031543
12 weeks 1 None 0.1338802 0.0819419 0.1439200

2 weeks 1 1 0.0792149 0.1279158 0.0876104
4 weeks 1 1 0.0456900 0.0987862 0.1011479
6 weeks 1 1 0.0491740 0.1010832 0.1092509
8 weeks 1 1 0.0892288 0.0765593 0.1316419
12 weeks 1 1 0.0866373 0.0737057 0.1052134

2 weeks 1 2 0.0597991 0.1108137 0.0426631
4 weeks 1 2 0.0406545 0.1108217 0.0673303
6 weeks 1 2 0.0526409 0.0917915 0.0736056
8 weeks 1 2 0.0383619 0.0899619 0.0951973
12 weeks 1 2 0.0619529 0.0713363 0.0779059

2 weeks 1 4 0.0409789 0.0993264 0.0500443
4 weeks 1 4 0.0433536 0.0995721 0.0423736
6 weeks 1 4 0.0430505 0.0888625 0.0628472
8 weeks 1 4 0.0464943 0.0745442 0.0473643
12 weeks 1 4 0.0420944 0.0766625 0.0412523

2 weeks 1 3 0.0627423 0.1268601 0.0494644
4 weeks 1 3 0.0408974 0.1248645 0.0481601
6 weeks 1 3 0.0515325 0.1219212 0.0645939
8 weeks 1 3 0.0425438 0.0984817 0.0757927
12 weeks 1 3 0.0509961 0.0952086 0.0705760

237



D.6 Prediction error
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Figure D.4: Histogram of the residual errors from predictions of Survey 2 out-
comes, using the linear models trained on Survey 1. Residuals for depression and
anxiety were calculated after exponentiating the estimate, which is predicted on a
log scale.
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Figure D.5: The graph of predictions made by the models for depression, anxiety
and general well-being over the pandemic period using the final models trained on
2 weeks of Twitter data. This version contains the prediction intervals estimated
for each forntightly prediction.
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ALSPAC - Avon Longitudinal Study of Parents and Children

API - Application Programming Interface

BPD - Borderline Personality Disorder

BPN - Basic Psychological Needs

DOI - Digital Object Identifier

EMA - Ecological Momentary Assessment

GAD - Generalised Anxiety Disorder

JITAI - Just In Time Adaptive Interventions

LIWC - Linguistic Inquiry Word Count
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ML - Machine Learning

NHS - National Health Service
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PTSD - Post-traumatic Stress Disorder

RMSE - Root Mean Square Error

SAD - Seasonal Affective Disorder

UK - United Kingdom

US - United States

WEMWBS - Warwick Edinburgh Mental Well-being Scale
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