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Popular summary in English

Particle physics studies the fundamental particles from which the world around
us is built and the laws that bind them together. Developed in the second
half of the 20th century, the Standard Model (SM) of particle physics describes
the fundamental building blocks that constitute the matter and the interactions
between them. Since its formulation, a vast amount of experimental data has
confirmed the SM predictions. The most recent triumph of the theory was
the discovery of the Higgs-boson at the Large Hardon Collider in 2012, which
completed the particle inventory of the SM. Despite its great success, the SM
does not provide an explanation for several phenomena, one of which is another
great discovery of the 20th century, the Dark Matter.

Many cosmological observations, showed that the SM accounts only for approx-
imately 20% of the matter in the universe, while the rest is an non-luminous
form of matter, called Dark Matter. Even though the existence of Dark Matter
is known for ninety years, its particle nature remains an open question. At the
same time, many theories beyond the Standard Model predict as candidates
for Dark Matter new heavy particles that have very weak interactions (if any)
with the regular matter, called WIMPs (Weakly Interacting Massive Particles).
There is a variety of experiments searching for WIMPs, including collider ex-
periments.

In principle, if WIMPs exist, then we should be able to produce them by colliding
particle beams in the laboratory. Since WIMPs are supposed to have large
masses, based on the famous Einstein’s E = mc2, we need to accelerate the
particles in the laboratory to high enough energies.

The largest accelerator built so far is the Large Hadron collider. Inside its rings,
two high-energy proton beams are accelerated to a speed very close to the speed
of light before they are made to collide in four points, where detectors are built
to capture the products of the collisions.

One of these detectors is the ATLAS, a general-purpose detector designed to
surround almost completely the collision point, to catch the products of the
collisions in almost all possible directions.

However WIMPS, due to their elusive nature will go through the detector un-
noticed. They only way to “feel” their presence is by using energy-momentum
conservation, when they are produced with something that the detector can cap-
ture. If the energy-momentum conservation is not valid for the products of the
collision then we suspect that something passed through the detector unnoticed.
One thing we can capture (from its decays products) is the Higgs boson. The

vii



search presented in this work is looking for such events were DM is produced
together with a Higgs-boson. It is quite exciting to think that the particle that
was the last missing piece of the Standard Model puzzle is now helping us to
look for physics beyond the theory that predicted it.
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Chapter 1

Introduction

“ ‘The Answer to the Great Question... Of Life, the Universe and Everything...
Is... Forty-two’, said Deep Thought, with infinite majesty and calm.”

— The Hitchhiker’s Guide to the Galaxy, Douglas Adams

To place the beginning of particle physics, as we currently understand it at
a specific point in history is difficult, as the notion that Nature is built from
indivisible particles, dates back to almost 2500 years ago to the Greek philo-
sophers. However, it was the discovery of electrons in 1897 by Thomson, which
changed the picture of atoms from indivisible, to a soup of positive charges in
which discreet negative charges are embedded, and ignited the idea of underly-
ing structure. Ever since, a plethora of experimental evidence and theoretical
predictions led to the current theory of particle physics, the Standard Model.

The Standard Model (SM) describes the interactions between the element-
ary particles that constitute the matter, the fermions, and the force-carrying
particles, the gauge bosons. There are three generations of fermions within the
SM, each of which comprises of a charged and a neutral lepton and two quarks.
Quarks are never observed individually, instead they exist in bound states. Be-
sides the matter-particles, there are also the force-carriers, that mediate the
three forces described by the SM, the strong the weak and the electromagnetic.
The fourth known force, gravity, has not been successfully included in the SM,
despite many attempts. Finally, the mechanism that explains how the fun-
damental particles acquire mass predicts the existence of a scalar boson, the
Higgs-boson.

Despite successfully describing almost all experimental observations to date with
remarkable precision, the SM does not provide an explanation for several phe-
nomena, one of which is the existence of the Dark Matter (DM), a non luminous,
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gravitationally interacting form of mass that according to astrophysical obser-
vations, makes up of roughly 80% of the matter content of the universe.

One of the first to postulate the existence of a non-luminous form of matter was
the Dutch astronomer Jan Oort 1932 [1], who measured the velocity of stars
near the galactic plane by studying their Doppler shifts, and found that they
were moving much faster than expected. In fact, their speed would have been
enough to allow them to escape from their orbits. He thus hypothesised that
more galactic mass had to be present to keep the stars in orbit. A year later,
Fritz Zwicky [2] used the virial theorem to infer the dynamical mass of the Coma
cluster system and found it two orders of magnitude larger than what he estim-
ated using the cluster’s luminosity. To explain this result, the majority of the
Coma cluster’s mass should be non-luminous. Many astrophysical observations
since provided evidence for the existence of DM, among others, the shapes of
rotation curves from galaxies.

Despite the plethora of astrophysical evidence for its existence, the particle
nature of DM remains an open question. At the same time, many theories bey-
ond the Standard Model predict new particles that could be candidates for Dark
Matter. In particular, many models predict new heavy particles, with masses
that range from few GeV to several TeV, that interact only weakly with the
regular matter, called Weakly Interacting Massive Particles (WIMPs). There is
a variety of experiments searching for WIMPs, including collider experiments.

The key to improving our understanding of Nature at a fundamental level have
been, for many decades, particle accelerators and colliders. To study the ele-
mentary particles and their interactions, we need to probe deeper into structure
i.e. go to smaller and smaller scales and increasingly higher energies. Since the
kinetic energy of colliding particles determines the mass scale of the particles
produced in a collision, particle accelerators that can reach exceedingly high
energies are crucial to allow access to new heavy states. The most powerful
accelerator built to date is the Large Hadron Collider (LHC) at CERN. It is
designed to accelerate proton beams to centre-of-mass-energies up to 14 TeV
and bring them to collision in four points delivering instantaneous luminosities
of more than 1034 cm−2s−1. The design luminosity and energies are necessary
for the discovery of new physics.

A typical signature for DM searches at particle colliders is events with imbal-
anced transverse momentum due to the DM particles escaping the detector
without leaving any signal. Events with a Higgs-boson and high missing trans-
verse momentum are very interesting because they can provide insight into the
interaction with DM. This thesis presents a search for DM in such events, using
data recorded by the ATLAS experiment at the LHC from 2015 to 2018.
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An analysis preservation effort has gained momentum in the recent years at
CERN and more specifically within the ATLAS collaboration. This effort, aims
to make the analysis easily accessible by people outside the original collabor-
ations, and to provide frameworks and platforms for reinterpretations. The
thesis also presents the preservation of the Emiss

T + H(bb̄) analysis, as well as a
interpretation study.

All physics analysis rely on an efficiently operated detector that delivers high-
quality data. Equally important is the correct reconstruction of the various
physics objects, for which calibrations are necessary. This thesis also presents
studies related to the performance of the calibration of the Transition Radiation
Tracker (TRT), which significantly contributes to the momentum measurements
of the charged particles trajectories in the ATLAS detector.

Thesis Outline

The thesis starts by introducing the theoretical foundation necessary for the
explanation of the search presented in this thesis: Chapter 2 provides a sum-
mary of the Standard Model and the currently open questions, Chapter 3 gives
an overview of the experimental evidence for the existence of Dark matter, the
particle candidates for DM, the main search strategies for WIMP DM, and the
simplified benchmark models used to interpret the analysis results. Chapter 4
presents the basic concepts of proton-proton collisions and their simulations.
The next two chapters introduce the experimental tools and concepts used in
the analysis: Chapter 5 provides information on the LHC and Chapter 6 on the
ATLAS experiment. Chapter 7 presents studies on the drift time calibration
of the ATLAS Transition Radiation Tracker. The remaining chapters present
the Emiss

T +H(bb̄) search for WIMP Dark Matter. Chapter 8 outlines the general
analysis strategy, and Chapter 9 compiles information on the data and simu-
lated event samples. Chapter 10 defines the physics objects used in the analysis
and summarises the event selection. Chapter 11 describes the systematic uncer-
tainties in the fit inputs for the statistical analysis, the fit setup, and contains
comparisons between data and the Standard Model predictions before the fit
in all the analysis regions. Chapter 12 presents and discusses the results of
the statistical analysis, and their interpretation. Chapter 13 presents the im-
plementation of the analysis in the RECAST framework and a reinterpretation
of the analysis results using an alternative signal model. Finally, Chapter 14
concludes the thesis.

3
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boson that decays to a pair of b-quarks. I made significant contributions
to the software development and maintenance that selected the physics
objects, and applied the full event selection. My main contribution was
to prepare all the necessary inputs used for the estimation of the theor-
etical uncertainties on the acceptance for background and signal models.
To estimate these uncertainties, the full analysis event selection had to
reimplemented to be applied to Monte Carlo simulated events at a level
before the detector simulation step, and be carefully validated. I contrib-
uted to the development of the statistical analysis framework, mostly on
the implementation of the theoretical uncertainties in the fit. I have run
the full analysis chain and provided important cross-checks.

• Chapter 13 : I was responsible for the preservation of the EmissT +
Higgs(bb) analysis. This included preparing the public likelihood and the
majority of the publication results for the hepdata repository, and imple-
menting the full analysis chain in the RECAST framework. This chapter
presents my implementation of the analysis in the RECAST framework. It
also contains a study I performed using my implementation of the analysis,
in which I reinterpreted the analysis results using a model that predicts
the associated production of DM and a hypothetical dark Higgs boson
that decays to b-quarks. This work is documented in Sec. 13.2 and 13.3.
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Chapter 2

The Standard Model of
particle physics

This chapter provides an overview of the current theory of particle physics,
the Standard Model (SM), based on references [3–8]. The first section of this
chapter, 2.1, is a survey of the particle inventory of the Standard Model. Section
2.2 introduces the key elements of the mathematical framework of Quantum
Field Theory (QFT), which is used to formulate the theories of the fundamental
interactions described by the SM. The following sections, 2.3-2.5, will use the
notion of gauge symmetries to present how each of the fundamental interactions
is modelled in the theory. Section 2.6 briefly describes how the different particles
obtain masses through the idea of spontaneous symmetry breaking and focuses
on the role of the Higgs boson in the theory. Finally, Section 2.7 provides a
short overview of the several shortcomings of the SM theory.

2.1 Standard Model in a nutshell: particles and in-
teractions

The Standard Model describes the interactions between the elementary particles
that constitute the matter, the fermions, and the force-carrying particles, the
gauge bosons. In general, bosons are particles with integer spin that follow the
Bose-Einstein statistics. The fermions, on the contrary, have half-integer spin,
follow the Fermi-Dirac statistics and obey the exclusion principle of Pauli. In
the SM interactions between fermions are described via the exchange of spin-1
gauge bosons.
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Each interaction is associated with one or more gauge boson mediators. Even
though there are four known forces, the SM includes only three: the electro-
magnetic, the weak and the strong. Including the fourth fundamental force, the
gravitational, into the theoretical framework of the SM is still an open challenge.
Gravity, however, can be considered negligible at the energy scale of the collider
experiments.

The mediator of the electromagnetic interactions is the massless and electrically
neutral photon (γ), which couples to electric charge. The range of electro-
magnetic interactions is infinite because the photon has no mass. The strong
interaction is mediated by eight gluons (g), which are massless and electrically
neutral. They carry, however, the corresponding charge for strong interactions.
This charge is called colour and has three types: red, green and blue. Because
gluons carry colour charge, they can couple to each other. The self-interaction of
gluons limits the range of the strong force. The bosons responsible for the weak
interaction are the electrically charged W± and the neutral Z-boson, which
couple to the 3-component of the weak isospin. These bosons are massive
(mW± ≈ 80.4 GeV and mZ ≈ 91.2 GeV) [9]. Table 2.1 contains a summary
of the interactions described by the SM.

Interaction Gauge boson Mass Charge Range (m)

Electromagnetic γ 0 electrical ∞
Strong g 0 colour 10−15

Weak Z 91.2 GeV weak isospin 10−18

W± 80.4 GeV weak isospin 10−18

Table 2.1: Summary of the three fundamental interactions described by the SM the corresponding
mediators, charges and range

There are two types of fermions, the leptons and the quarks. There are six
leptons, in total, grouped into three families, also known as generations, as
illustrated in Figure 2.1. Each generation consists of one (negatively) electrically
charged lepton and a corresponding electrically neutral particle, the neutrino.
The neutrino carries only weak charge. The charged leptons for each of the
three families are the electron (e), the muon (µ) and the tau-lepton (τ). There
are, also, three types of neutrinos and each inherits the name of the charged
lepton of the family. Figure 2.1 shows for each lepton its spin, charge and
mass. We see that the mass of the charged leptons increases significantly in
each generation: the electron is the lightest of the charged leptons and has
a mass of approximately 511 keV, the muon has mass of 105 MeV, while the
heaviest is the τ -lepton with mass of 1.8 GeV [9]. For each lepton there is an
anti-particle with the same mass and opposite values of all charges.
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Figure 2.1: Summary of the Standard Model leptons. In the figure the generations are indicated
on the top. Modified picture from [10]

The other type of matter particles, the quarks, come into six flavours, namely
the up, down, charm, strange, top and bottom which are grouped into three
generations, as illustrated in Figure 2.2.
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Figure 2.2: Summary of the quarks in SM. In the figure the generations are indicated on the top.
Modified picture from [10]

In each family, there are two components one “up” and one “down”. The
names refer to the 3-component of the weak isospin, which is +1/2 for “up”-
type quarks and −1/2 for “down”-type. Furthermore, each “up” component
has electric charge equal to 2/3 |e|, while each “down”-type quark has −1/3 |e|,
and all quarks carry colour charge. The theory requires for each quark an anti-
quark to exist with the same mass but opposite values of all charges. Similar
to the lepton families, the mass of the quarks increases significantly in each
generation. The quarks of the first generation have masses of the order of a few
MeV, the second generation of ∼ 1 GeV, while the third generation contains the
two heaviest quarks: the bottom with a mass of 4.7 GeV and the top with a
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mass of 173.2 GeV.

Quarks have never been individually observed by experiments. Instead, they are
found only in bound colourless states collectively known as hadrons. Hadrons
can be combinations of either three quarks, in which case are known as baryons,
or of a quark and an anti-quark, called mesons. Protons (p) and neutrons (n),
the ingredients of the atomic nuclei, are baryons: the proton is a combination
of two up quarks and one down (uud), while the neutron has two down quarks
and one up (ddu). Therefore, it seems that all the ordinary matter is made from
fermions from the first generation. At the same time, the fermions from the
second and third generations are unstable and decay to lighter particles.

The following section provides an overview of the key elements of the theoretical
framework used to describe the dynamics of particle interactions.

2.2 Symmetries in the Standard Model

The Standard Model is a quantum field theory (QFT), a theory in which all the
particles are treated as quanta of fields. The underlying idea of field quantization
is similar to the classical quantum mechanics: the fields are promoted to operator
valued functions of space-time, φ(x). For the mathematical description of field
dynamics, the Lagrangian formalism is used both in classical mechanics and in
QFT.

A very important quantity in Lagrangian mechanics is the so-called action. The
action is the space-time integral of the Lagrangian density1 L :

S =

∫
L (φ, ∂µφ) d4x. (2.1)

To derive the equations of motion of a generic field, φ, we use the variational
principle of Lagrangian mechanics, which states that the solution, φ(x), is a
stationary point of the action. By setting δS

δφ = 0 we derive the equations of
motion

∂µ
∂L

∂ (∂µφ)
− ∂L
∂φ

= 0, (2.2)

where ∂µ =
(
∂
∂t ,

∂
∂x ,

∂
∂y ,

∂
∂z

)
.

1L =
∫
Ld3x, where L is the Lagrangian

8



There is a class of theories, known as gauge theories, based on the requirement
of the Lagrangian to be invariant under a group of gauge transformations. The
gauge transformations define symmetries, which, according to Noether’s the-
orem, lead to physical conservation laws. The Standard Model is a gauge the-
ory based on a specific group of symmetry transformations: SU(3)C ×SU(2)L×
U(1)Y . The fist term, SU(3)C , is the symmetry group that describes the strong
interactions (C denotes colour), while the term SU(2)L × U(1)Y is the com-
bined symmetry that describes the weak and the electromagnetic interactions
together (the labels will be discussed in 2.5). Besides the gauge symmetries,
which are continuous, there are three important discrete symmetries for particle
physics, namely the parity (P ), charge conjugation (C) and time reversal (T ).
The parity operator inverts the spatial coordinates through the origin. The
charge conjugation operator switches particles to antiparticles and vice versa.
These symmetries are important because all the local Lorentz-invariant gauge
field theories are invariant under the combined operation CPT (in any order),
according to the CPT theorem. The following sections will review, briefly, the
underlying gauge theory of each interaction separately, starting with Quantum
Electrodynamics (QED), the (gauge) field theory of electromagnetism.

2.3 Quantum Electrodynamics

The theory of Quantum Electrodynamics (QED) was the first gauge theory to
be developed and formed the basis for the development of the rest of the theories
in the SM framework. The starting point for this presentation is the Lagrangian
density of a free fermion field, ψ, with mass m,

L = ψ̄ (iγµ∂µ −m)ψ, (2.3)

where γµ are the Dirac matrices ({γµ, γν} = 2gµν), gµν is the metric tensor of
four dimensional space-time and ψ̄ = ψ†γ0 is the conjugate of the fermion field.

The corresponding equation of motion, using 2.2, is the well-known Dirac equa-
tion

(iγµ∂µ −m)ψ(x) = 0. (2.4)

The equation of motion is invariant under global phase transformations of the
type ψ(x) → ψ′ = eiqgψ(x), where q is the charge and g some real number. In
the following we will demonstrate how the coupling to the electromagnetic field
occurs once gauge invariance is required under local gauge transformations for
the equation of motion 2.4.
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Performing a local gauge transformation, ψ(x)→ ψ′ = eiqg(x)ψ(x), in which the
phase factor depends on the space-time position, leads to

(iγµ∂µ −m) eiqg(x)ψ(x) = eiqg(x) (iγµ∂µψ(x)−mψ(x))− γµqeiqg(x)(∂µg(x))ψ(x)

= −qγµ(∂µg(x))eiqg(x)ψ(x) = −qγµ(∂µg(x))ψ′.

The result does not satisfy 2.4 and to conserve the symmetry locally, one has to
introduce the electromagnetic field which transforms as follows

Aµ(x)→ A′µ(x) = Aµ(x)− ∂µg(x),

and replace the derivative ∂µ in the Lagrangian, 2.3 with the covariant derivative
Dµ:

Dµ = ∂µ − iqAµ. (2.5)

After introducing the interaction term between ψ and the vector field Aµ and the
kinetic term of the free vector field, which is expressed by Fµν = ∂µAν − ∂νAµ,
the Lagrangian for QED reads

LQED = ψ̄ [iγµ (∂µ − iqAµ)−m]ψ − 1

4
FµνF

µν . (2.6)

The mass term of the field Aµ is not allowed in 2.6, due to the gauge transform-
ation invariance, which means the corresponding gauge boson must be massless.
This is consistent with the experimental observations of massless photons in
Nature.

The local gauge transformations of QED form the unitary symmetry group
U(1), which is represented by one-dimensional unitary complex matrices. This
symmetry group has one generator2, which is associated with the vector boson
field. When the generators of a group commute, the group is characterised as
abelian, thereby U(1) is an abelian group.

The process described in this section can be generalised to gauge theories based
on non-abelian groups. Without repeating the steps presented here, the following
section will overview the non-abelian gauge theory based on SU(3) symmetry
group, which is the underlying theory of the strong interactions.

2Each symmetry group has one or more elements called generators. The repeated action of
the group generators can give every element of the group.
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2.4 Quantum Chromodynamics

The gauge theory that describes the strong interactions, the Quantum Chromo-
dynamics (QCD), is based on the SU(3) symmetry group. The SU(3) is non-
abelian and has eight generators3, which correspond to eight massless gauge
boson fields, the gluons. The group generators are represented by the so-called
Gell-Mann matrices, λρ with ρ = 1, . . . , 8, which follow the commutation rule

[λa, λb] = i2fabcλ
c,

where fabc are the structure constants of SU(3). For the Lagrangian of a free
quark field, q, to be invariant under the local gauge transformation, the gauge
fields Gρµ must be introduced. The covariant derivative is

Dµ = ∂µ − igs
λρ
2
Gρµ. (2.7)

The coupling gs is related to the strong coupling and is written as αs = g2
s

4π . The
QCD Lagrangian, after using 2.7 reads

LQCD =
∑
q

q̄ (iγµDµ −m) q − 1

4
Gµνρ Gρµν , (2.8)

where q̄ is the conjugate of the quark field q. The first term of 2.8 describes the
interaction between gluon and quark fields, and the summation index runs over
all possible quark flavors, while Gρµν is the gluon field tensor,

Gρµν = ∂µG
ρ
ν − ∂νGρµ − gsfρbcGbµGcν . (2.9)

Τhe last term of 2.9 describes the self interaction of gluon fields, which occur
because gluons carry colour charge. The gluon self coupling gives rise to the
special properties of the strong interaction.

Due to gluon self-coupling, quantum fluctuations create, in the close vicinity
of a quark field, virtual gluon pairs, besides the virtual quark anti-quark pairs.
Opposite colour charges attract, and as a result, the virtual qq̄ pairs align them-
selves in a way that they “screen” the original charge. On the contrary, the
gluon pairs have an “anti-screening” effect, which dominates at short distances,
leading to a weaker coupling, in which case quarks are quasi-free particles. This
property is known as asymptotic freedom. As the distance increases, the coupling
constant becomes larger, leading to the confinement of quarks within hadrons.

3The number of the generators of SU(N) symmetry groups is equal to the dimension of the
group, i.e. N2 − 1
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The dependence of the coupling constant on the energy is referred to as “run-
ning” of the coupling constant. At some scale Λ, for which αS is assumed to be
known, the coupling constant is expressed (in leading order), as a function of
the momentum transfer Q, via the relation

αs(Q) =
12π

(33− 2nf ) log Q2

Λ2

, (2.10)

where nf is the number of the quark flavours available at the scale Q. From 2.10
follows that the value of coupling constant for nf ≤ 16 and large momentum
transfer (Q >> Λ) is close to zero, in which case the quarks are asymptotically
free. Figure 2.3 illustrates the running of the coupling constant showing a sum-
mary of measurements in various scales of momentum transfer (Q is in a range
between 2 GeV up to almost 2000 GeV). A usual scale to give the value of αs is
the mass of the Z-boson. The value of αs(M

2
Z) reported in Fig. 2.3 is estimated

by a fit of independent measurements listed in the figure.

Figure 2.3: A summary of measurements of the strong coupling constant, αs, as a function of the
energy scale Q. [11]

The value of the coupling constant is important for the calculation of cross-
sections. To obtain solutions when interaction terms are introduced in the Lag-
rangian, it is necessary to use perturbation theory: If the interaction term is
small, it is considered a perturbation of the free field case, and the solution can
be written as a power series in the coupling. In both the theories discussed
so far, the interaction term in the Lagrangian contains the coupling constant,
and to apply perturbation theory, its value must be sufficiently small. However,
from Eq.2.10 we see that αs increases for low values of Q and when Q is lower
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than few MeV, the coupling constant becomes larger than one. In this case we
can no longer use perturbation theory. For QCD, the perturbation theory can
only be used in the regime of high energies where quarks are asymptotically
free. Chapter 4, which will discuss the outcome of proton-proton collisions, will
come back to the topic of perturbative and non-pertubative regimes of QCD.
Before that, the review of the SM gauge theories will continue in the next sec-
tion with the presentation of the gauge theory that describes the weak and
electromagnetic interaction combined.

2.5 The Electroweak theory

Before their unified description by the Electroweak theory (EWK), the weak and
electromagnetic interactions were considered separate. Initially only charged
interactions were known from the experimental observations of particle decays.
Besides changing the charge of the involved leptons and quarks by ±1, which
hints at two charged mediators (W±), the charged interactions were also known
to allow the transition between different quark flavors and violate parity: they
involves only the left-handed component of the fermion field.

The right- and left-handed components occur by decomposing the fermion field
using the chiral projection operators PR = 1

2(1 + γ5) and PL = 1
2(1 − γ5)

respectively, as follows

ψ = (PR + PL)ψ =
1

2
(1 + γ5)ψ︸ ︷︷ ︸

ψR

+
1

2
(1− γ5)ψ︸ ︷︷ ︸

ψL

.

Additionally, the strength of the coupling is found to be the same for all fermions.
On the contrary, the neutral weak interaction that does not change the charge
of the participating particles, couples to both left- and right-handed fermions,
and the coupling strength depends on the charge of the fermions.

The gauge transformation for the weak charged interaction form the SU(2)L
symmetry group and are written as

ψL(x)→ ψ′L(x) = eiga(x)·~τψL(x), (2.11)

where ~τ are the generators of the group, represented by the Pauli matrices,
~τ = 1

2~σ, and g is the weak coupling. Another quantum number the weak isospin,
I, needs to be introduced. All left-handed fermion fields are arranged into
doublets of I = 1/2 as follows(

νe
e−

)
L

(
νµ
µ−

)
L

(
ντ
τ−

)
L

(
u
d′

)
L

(
c
s′

)
L

(
t
b′

)
L

.
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The upper member of each doublet has the third component of weak isospin,
I3, equal to +1/2, while the bottom member has I3 = −1/2. The right-handed
quarks and charged leptons form singlets with I = I3 = 0 that do not couple
to the charged gauge bosons. It should be mentioned, here, that there are no
experimental observations of right-handed neutrinos.

The weak interactions describe transitions within the doublets, and for quarks
there are also transitions between generations. To explain these transitions the
mass eigenstates, d , s , b, of the down-type quarks must not be the same as the
weak eigenstates, marked as d′, s′, b′. The relation between them is given by the
Cabibbo-Kobayasi-Maskawa (CKM) matrix[12, 13] d′

s′

b′

 =

 Vud Vus Vub
Vcd Vcs Vcb
Vtd Vts Vtb

 d
s
b

 .

The diagonal elements of the matrix correspond to transitions within the same
generation and their absolute are very close to one.

The electromagnetic and weak interaction were unified in a single theory by
Glashow, Salam and Weinberg [14, 15]. The gauge theory is based on the
SU(2)L × U(1)Y symmetry. The development of the theory follows the same
steps as before: the Lagrangian is required to be invariant under a specific
group of gauge transformations, leading to the introduction of gauge fields and
the formulation of the covariant derivatives.

In the unified picture the weak hypercharge, Y , is introduced and is defined by
the Gell-Mann-Nishijima relation [16, 17] as the linear combination of I3 and
the electric charge, Q,

Y = 2(I3 +Q). (2.12)

The invariance introduces three fields, W i
µ, for the SU(2)L, the weak isospin

group and one, Bµ, for the hyper-charge group U(1)Y . The corresponding field
tensors are given as

W i
µν = ∂µW

i
ν − ∂νW i

µ − gεijkW j
µW

k
ν

Bµν = ∂µBν − ∂νBµ
The covariant derivative is formulated as

Dµ = ∂µ + ig~τ · ~Wµ + i
g′

2
Y Bµ, (2.13)
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where g and g′ are the coupling constants of SU(2)L and U(1)Y respectively.
Writing the covariant derivative separately for left-handed fermion doublet and
right-handed singlet states, the electroweak Lagrangian reads :

LEWK =
∑
f

ψ̄fLγ
µ

[
i∂µ + g~τ · ~Wµ +

g′

2
Y Bµ

]
ψfL +

∑
f

ψ̄fRγ
µ

[
i∂µ +

g′

2
Y Bµ

]
ψfR+

− 1

4
~Wµν · ~Wµν − 1

4
Bµν ·Bµν ,

where the index f in the sum runs for all fermions. The gauge invariance does not
allow any mass terms for the gauge bosons. The short range of the interaction
indicates massive bosons, and measurements showed masses for Z and W± of
the order of 100 GeV. The mechanism that gives masses to the gauge bosons
is based on the notion of spontaneous symmetry breaking and will be discussed
in the next section, completing the overview of the EWK interaction and the
Standard Model.

2.6 Symmetry breaking and the Higgs mechanism

The Brout-Englert-Higgs Mechanism spontaneously breaks the SU(2)L×U(1)Y
symmetry to U(1)EM and this way gives masses to the gauge bosons (and the
fermions). This is accomplished by introducing two complex scalar fields φ0 and
φ+ placed in an isospin doublet:

φ =

(
φ+

φ0

)
=

1√
2

(
φ1 + iφ2

φ3 + iφ4

)
.

The indices in the fields φ+ and φo indicate the electric charge, calculated
from 2.12 replacing Y = 1 and the corresponding I3 for each component of
the doublet. The Lagrangian for this field reads:

LHiggs = (Dµφ)†Dµφ− V (φ†φ), (2.14)

where Dµ is the covariant derivative 2.13 and the potential V (φ†φ) is expressed
as

V (φ†φ) = µ2φ†φ+ λ
(
φ̄†φ
)2
, λ, µ ∈ R. (2.15)

The choice of the parameters µ2 and λ determines the shape of the potential.
For the potential to have a finite minimum, λ must be positive, however, there
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is no restriction for µ2, which can be either positive or negative. Positive values
for µ2 lead to a shape with a single minimum at φ = 0. Choosing, instead
µ2 < 0, leads to a local maximum for φ = 0 and an infinite set of degenerate
minima that satisfy the relation φ†φ = µ2/2λ, and correspond to a circle around
the origin.

By specifying the ground state the symmetry is spontaneously broken. The
ground state for φ+ = 0 can be written as

〈φ〉 =
1√
2

(
0
v

)
, v =

2µ√
λ
.

The scalar field can be written as a small excitation of this ground state:

φ(x) =
1√
2

(
0
v + h(x)

)
. (2.16)

Replacing this expression of the scalar field in the potential 2.15 and sub-
sequently in the Lagrangian 2.14 will lead to a Lagrangian that describes a
massive scalar field and the massive gauge bosons. The mass terms result from
the (Dµφ)†Dµφ term of the Lagrangian, and for the scalar field, identified as
the Higgs boson, the mass is given by

mH =
√

2v2λ.

The observed vector boson fields Aµ, W±µ and Zµ can be expressed in terms of
W i
µ and Bµ as follows:

Aµ = W 3
µ sin θW +Bµ cos θW ,

Zµ = W 3
µ cos θW −Bµ sin θW ,

W±µ =
1√
2

(
W 1
µ ∓W 2

µ

)
,

where θW is the Weinberg angle and is defined as:

sin θW =
g′√

g2 + g′2
.

The mass terms of the gauge bosons result from the Langrangian, as well, and
are

mA = 0, mW =
1

2
vg, mZ =

1

2
v
√
g2 + g′2.
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Finally, the electric charge, e, is connected with the coupling constants via the
relation:

e = g sin θW = g′ cos θW .

The spontaneous breaking of the symmetry also gives rise to the masses of
fermions via their couplings to the Higgs scalar field, called Yukawa couplings
which result by adding in the Lagrangian the terms

L = −gf
(
ψ̄LφψR + ψ̄Rφ̄ψL

)
, (2.17)

where psiL is the left-handed doublet and ψR is the right-handed singlet. Using
2.16 in the relation above, a mass term of the form −mψ̄ψ occurs when the
coupling gf is equal to

√
2mf/v. Expanding the Lagrangian in this way, gener-

ates the masses only for the lower members of the isospin doublets. To generate
the mass for the up-type quarks, instead of substituting 2.16 to 2.17, we use
−iσ2φ

∗. The mass terms of the gauge bosons and the fermions are proportional
to the coupling of the respective particle to the Higgs field. Massive particles
are expected to couple stronger to the Higgs and vice versa. The Higgs boson is
observed experimentally indirectly by looking at its decay products. The prob-
ability for a particle to decay through a specific process is given by the so-called
branching ratio (BR), which is the ratio of the decay width of a specific mode
over the total decay width. For the Higgs boson, the expected branching ratios
for various decay channels are shown in Figure 2.4 as a function of its mass.

Figure 2.4: Branching ratios for the Higgs decay modes as a function of the boson mass [18]

The Higgs boson was discovered in 2012 by the ATLAS [19] and CMS [20]
collaborations and the mass was found to be approximately 125 GeV. The main
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decay channels used for the discovery were H → ZZ and H → γγ. Despite
their lower BR for mH ≈ 125 GeV, these two channels produce relatively clean
experimental signatures. In contrast, the decay channel H → bb̄, which has
the highest BR, was observed for the first time in 2018 [21, 22] at the LHC.
The main challenge was the large abundance of quarks produced from other
processes -as will be discussed in Chapter 4- at hadron colliders.

This section concluded the overview of the Standard Model. The next, and final,
section of this chapter contains a short overview of the currently open questions
in the theory.

2.7 Open questions in the Standard Model

The Standard Model successfully describes the experimental observations and
has been thoroughly tested and verified in the last decades with high preci-
sion measurements from various experiments. Despite its success, the theory
has several limitations and does not explain several phenomena. The following
paragraphs briefly review some of them.

As already discussed, the SM does not include gravity. The gravitational force
can be neglected for scales up to the electroweak (O(100 GeV)). At the Plank
scale of approximately 1019 GeV, however, the strength of gravitational inter-
action is comparable to the other forces. It is unknown why there is a vast
difference between the electroweak and the Planck scale. This problem is known
as the hierarchy problem. An additional challenge is known as the fine tuning :
for the Higgs mass to be approximately 125 GeV its bare mass must be of the
order of the Planck mass to cancel out the quantum corrections.

Another open item is related to the number of light generations. Even though
the existence of three light generations is experimentally confirmed, there is no
explanation in the theory. Similarly, it is unknown why there is such a large
discrepancy between the fermion masses. Also, within the SM, neutrinos are
treated as massless, but neutrino oscillation experiments have confirmed non-
vanishing values for the masses. The current upper limit is mν < 1.1 eV [23].

The origin of matter-antimatter asymmetry also has not a sufficient explanation
in the SM. In the early days of the Universe, it is believed that matter and anti-
matter were created on the same amount, however, today the Universe consists
of mostly matter. The explanation of this evolution requires the violation of the
CP combined symmetry. The SM accounts for only a small part of the required
CP -violation.

Finally, astrophysical and cosmological observations indicate that about 5% of

18



the energy-mass content in the Universe is made of SM particles. Approxim-
ately 27% is a non-luminous matter of unknown origin called dark matter. The
remaining almost 68% is the so-called dark energy, which is assumed to be a
flow of energy that counteracts the gravitational pull, leading to the accelerated
expansion of the universe observed today.

Explaining such phenomena requires the existence of yet undiscovered physics,
commonly known as new physics or physics beyond the Standard Model (BSM).
There are several classes of extensions to the Standard Model that provide an-
swers to several of the listed open questions above. A theory, for example, that
provides explanation to several of the open items listed above is known as super-
symmetry(SUSY). This theory is an extension to the SM which introduces a new
type of symmetry between fermions and bosons, and thereby doubles the particle
content of the SM by assigning a super-partner to each particle. All fermions
in the SM have boson super-partners which are collectively called sfermions.
Likewise, the term gauginos is used to summarise the (fermion) super-partners
of SM bosons. Gauginos mix to electrically neutral mass eigenstates, the neut-
ralinos, and electrically charged states, the charginos. The next chapter will
discuss the topic of possible dark matter candidates that are provided by a class
of extensions to the SM with an extended the Higgs sector.
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Chapter 3

Dark Matter

This chapter starts with a brief introduction to cosmology, in Section 3.1, which
aims to present key concepts needed in this work. The following section, 3.2,
overviews some of the astrophysical and cosmological observations that are ex-
plained with the existence of Dark Matter. The next section, 3.3, briefly presents
some of the particle candidates for Dark Matter, and Section 3.4 summarises the
main detection strategies for weakly interacting massive particles. The content
of Section 3.1 is based on Ref. [24], while the text of section 3.3 is inspired by
Ref. [25].

3.1 Key elements of cosmology

The current consensus in cosmology is that the history of the cosmos started
with a “bang”, the Big Bang. According to this cosmological scenario all the
known universe came into existence roughly 14 billion years ago, and at that
time it was in a state of extremely high energy and pressure. To describe the
evolution from that highly compressed state to the present date the cosmologists
use the so-called standard cosmological model ΛCDM.

There are three main ingredients, for this model: the Einstein equations of
general relativity, which relate the matter and energy content of the Universe to
its geometry, the metric, describing the structure of spacetime, and the equation
of state that specifies the physical properties of the matter and energy content.

It is possible to derive the Einstein equation almost from first principles with
only few assumptions. The equation reads

Rµν −
1

2
gµνR = −8πGN

c4
Tµν + Λgµν , (3.1)
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where Rµν is the Ricci tensor and R = gµνR
µν is the Ricci scalar, gµν is the

metric tensor, GN is Newton’s constant, Tµν is the energy-momentum tensor,
and Λ is the so-called cosmological constant. The cosmological constant, in the
Einstein equation represents a “vacuum energy” associated with space-time,
creating in the absence of matter a gravitational field.

To solve Eq. 3.1 it is necessary to define the Universe’s symmetry. The assump-
tion of a homogeneous and isotropic Universe greatly simplifies the solutions,
and is justified by many observations. These properties imply a specific form of
metric, the line element of which is expressed as

ds2 = −c dt2 + a(t)2

(
dr2

1− kr2
+ r2 dΩ2

)
,

where a(t) is the so-called scale factor, k is a constant that describes the spatial
curvature, and can take the values −1, 0, or +1. The value k = 0 corresponds
to Euclidean space. Solving the Einstein equation with this metric (and k = 0),
the µν = 00 component is the Friedmann equation [26](

ȧ

a

)2

+
k

a2
=

8πGN
3

ρtot, (3.2)

where ρtot is the total average energy density of the universe, and includes Λ, as
well as, the matter and radiation contributions. The first term of the left-hand
side of the Friedmann equation is the so-called Hubble parameter

H(t) =
ȧ(t)

a(t)
.

The present value of the Hubble parameter is known as the Hubble constant
and according to a recent measurement from Planck Collaboration, its value is
H0 = 67.4±0.5 km s−1Mpc−1 [27]. As the Universe expands, the wavelength of
the light emitted from distant galaxies is lengthened as it travels, leading to a
cosmological redshift in the observed light. The redshift parameter z is defined
by

1 + z ≡ λo
λe
, (3.3)

where λe is the emitted wavelength and λo is the observed wavelength. For the
scale factor the relation to the red shift is shown [28] to be

1 + z =
a (to)

a (te)
, (3.4)
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where te and to are, respectively, the time of emission and observation. From
Eq. 3.2, another quantity can be defined: the energy density of a flat Universe
(k = 0), called the critical density, ρc,

ρc ≡
3H2

8πGN
. (3.5)

As a convention the abundance, Ωi, of a species, i, in the Universe is expressed
in units of the critical density as

Ωi =
ρi
ρc
. (3.6)

By defining

Ω =
∑

Ωi, (3.7)

the Friedmann equation can be written as

Ω− 1 =
k

H2a2
. (3.8)

From Eq. 3.8 follows that the value k takes determines whether Ω is bellow,
above or equal to one. The Universe is called flat, for Ω = 1, closed for Ω < 1,
and open for Ω > 1. The abundance of particle species evolves differently
with time. The quantity Ωk = − k

H2a2 is defined at present time from Eq. 3.8
(Ω + Ωk = 1). Its value at an earlier time (using Eq. 3.4) is equal to Ωk(1 + z)2.
The density, ΩM , of the matter content is diluted with the changing volume as
the Universe expands, and scales as (1 + z)3. For radiation, it scales as (1 + z)4.
For a general component with equation of state pX = aXρX , the density scales
as (1 + z)3(1+aX). Putting everything together leads to the following expression
for the expansion rate as a function of the redshift

H2(z)

H2
0

=
[
ΩX(1 + z)3(1+αX) + ΩK(1 + z)2 + ΩM (1 + z)3 + ΩR(1 + z)4

]
.

(3.9)

This equation is important because it allows us to extrapolate back in time, by
measuring the abundance of each form of density in the present, approaching
the Big Bang. The following paragraph contains a brief history of the Universe.

At a temperature of ∼ 1016 GeV, also known as the Planck epoch, the Universe
starts to be described by the Standard Model and the gauge symmetry SU(3)C×
SU(2)L × U(1)Y . The temperature of ∼ 102 GeV marks the era by the end
of which the SM gauge symmetry breaks down to SU(3)C × U(1)Q. Then,
at T ∼ 102 − 103 GeV follows the so-called Dark Matter freeze-out, which is
the period when the potential weakly interactive massive candidates for Dark
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Matter decoupled from SM particles. For T ∼ 0.3 GeV the so called QCD phase
transition takes place, in which quarks and gluons are confined into hadrons.
The neutrino freeze-out occurs at T ∼ 1 MeV. Τhe first light elements are
formed at T ∼ 100 keV by the fusion of protons and neutrons in a procedure
known as Big Bang nucleosynthesis (BBN). BBN puts some of the strongest
constraints on the Big Bang theory, and its predictions agree remarkably well
with the observed abundances. At T ∼ 1 eV the matter density becomes equal
to the radiation density leading to structure formation. The cosmic microwave
background (CMB) radiation, is produced by photon freeze-out at T ∼ 0.4 eV.
Currently, the temperature of the Universe is roughly 10−4 eV,

Before discussing the experimental evidence for the existence of Dark Matter,
we need to define an important quantity that will be used often in the rest of
this chapter, the relic density.

Relic density

In the early Universe, when a particle species is in a state of thermal equilib-
rium, its creation and annihilation rates are in balance. This state is maintained
as long as these reactions proceed more rapidly than the expansion rate of the
Universe. As the temperature drops, the number density decreases because the
available energy is not enough for particle production, while the annihilation
continues. When the annihilation becomes much slower than the cosmic expan-
sion rate, the comoving1 number density of the particle species becomes stable,
and the particle species decouples. This process is also known as the freeze-out,
while the temperature at which it takes place is called freeze-out temperature.
The density abundance of a thermal relic is known as the relic density. The
following paragraphs are going to discuss an expression for the relic density, for
non-relativistic particles, because the ΛCDM model, is based on the assumption
of cold, non-relativistic, Dark Matter.

For non-relativistic particles, the relic density can be derived from the Boltzmann
equation, which describes the evolution of the number density nx, from the ini-
tial state of thermal equilibrium,

dnx
dt

= −〈σv〉
(
n2
x − neqx 2

)
− 3Hnx, (3.10)

where H is the Hubble parameter, neqx is the particle number density at the
equilibrium, σ is the annihilation cross section, v is the relative velocity of the
annihilating particles and the angle brackets denote thermal average.

1moving relative to the expansion of the Universe
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To derive the expression for the relic density the Boltzmann equation is solved
in two regimes, long before and long after the freeze-out, and the expression
of the relic density is obtained by requiring the two solutions to match. The
expression for the relic density can approximately be written as

ΩXh
2 ≈ 3× 10−27 cm3 s−1

〈σv〉 , (3.11)

where h = H0/100 km s−1Mpc−1 is the scaled Hubble constant. This equation
shows that the annihilation cross section at the time of freeze-out of a particle
species determines its relic density. In fact, these two quantities are inversely
proportional. Figure 3.1 shows the comoving number density as a function of the
parameter x = m/T , where m is the mass of the particles and T the temperature.
The density drops until the freeze-out is reached, and then, remains constant.

Figure 3.1: Evolution of the comoving number density and freeze-out as a function of the mass
over the temperature. Figure from Ref.[28]

For lower values of the annihilation rate the freeze-out is reached sooner and
the relic abundance is higher. The approximate result of Eq. 3.11 holds only
under a series of simplifications and assumptions, which are discussed in greater
detail in References [29, 24], together with more complex scenarios that can
significantly change this expression.
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3.2 Evidence of Dark Matter

This section reviews only some of the various cosmological observations, which
span a wide range of scales and offer compelling evidence for the existence of
Dark Matter.

One evidence for the existence of Dark Matter comes from studying the velocity
distribution of stars orbiting the galaxy. Using Newtonian dynamics the orbital
velocity of the stars can be written as a function of their distance from the
galactic centre,

u(r) =
GNM(r)

r
, M(r) = 4π

∫
ρ(r)r2dr (3.12)

where GN is the gravitational constant, and ρ(r) the mass density profile. Based
on Eq. 3.12, the velocities should decrease as ∝ 1/

√
r, at distances larger than

the galaxy’s visible disk radius. However, experimental observations, such as the
one shown in Figure 3.2 for galaxy NGC 6503 [30], rarely display this (expected)
behaviour. Instead, the data distribution is flat at large distances, even much
larger than the radius of the visible disk. To describe the data points accurately,
besides the disk and gas profiles, we need to consider an additional source of
mass, in the form of a halo of non-luminous matter with mass M(r) ∝ r, and
density profile ρ(r) ∝ 1/r2.

Figure 3.2: Rotation Curve of Galaxy NGC 6503. The measured data points are presented along
with the contributions from disk, gas and the Dark Matter halo, which need to be
added to describe the data. Figure taken from [30]

Other indications for Dark Matter come from gravitational lensing. In this
phenomenon, the light emitted from a luminous object is deflected by spacetime
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distortions, created from a huge amount of mass between the source and the
observer. By measuring the distortions in the observed images, the masses of
astronomical objects, like galaxy clusters, can be inferred. The main advantage
of this method is that it does not require any knowledge of the dynamical state
or composition of the interfering mass structures.

The observation of the galaxy cluster 1E 0657-558, commonly referred to as
the “bullet cluster”, provides one of the most spectacular pieces of evidence for
Dark Matter. Figure 3.3a shows an optical image of the cluster, while Figure
3.3b is an X-ray image of the hot gas in the cluster. The cluster was created
from the collision of two large clusters of galaxies. During the collision, the
galaxies separated into two sub-clusters, as the probability of individual galaxies
to collide is small. On the other hand, the two clouds of X-ray emitting hot gas
from each of the clusters interact, and as they pass through each other are slowed
down by a drag force similar to air resistance. As a result the hot gas clouds
spatially decouple from the galaxies. The green contours that are superimposed
in both pictures of Fig. 3.3 correspond to the mass density distribution of
the cluster reconstructed from weak gravitational lensing. The contours clearly
show a shift with respect to the dominant component of visible mass, which is
the X-ray emitting hot gas. The separation between the gas and the regions
of high mass density suggests the presence of an additional non-luminous and
collision-less source of matter.

(a) (b)

Figure 3.3: Optical (left) and X-ray(right) images of the galaxy cluster 1E0657-558, or Bullet
Cluster, obtained with the Magellan telescopes (Las Campanas observatory, Chile)
and Chandra satellite respectively. In both images the overlaid green contours map
out the gravitational potentional obtained from gravitational lensing and show the
offsets between the distribution of baryons and that of the reconstructed gravitational
field. Figures taken from Ref. [31]

The experimental observations presented above, despite providing evidence for
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the existence of Dark Matter, do not offer a way to estimate the total amount
of DM. The relic abundance of DM, and other cosmological parameters, can
be extracted from the analysis of the Cosmic Microwave Background (CMB)
spectrum. As mentioned earlier in Sec. 3.1, CMB was produced by photon
freeze-out. After the photons decoupled, they travelled freely through spacetime
leaving a snapshot of the Universe, when it was approximately 380000 years old.
At the present day, these photons reached microwave frequencies, and CMB
appears as black body radiation with a temperature of ∼ 2.7255 K [32]. The
most recent CMB sky map from the Planck satellite is shown in Figure 3.4.
The spectrum is overall isotropic except for tiny temperature fluctuations of

Figure 3.4: Cosmic microwave background (CMB) as observed by Planck. The grey lines map out
a region masked in the analysis because it lies mostly around the Galactic plane, where
there are sizeable residuals from foreground emission. Figure taken from Ref. [33]

the order of 10−5 K. These fluctuations are used to constrain the cosmological
parameters. They are parametrised as the expansion of spherical harmonics,

δT

T
(θ, ϕ) =

∞∑
l=2

l∑
m=−l

almYlm(θ, ϕ),

where alm are the multipole coefficients. The parameter constraints are obtained
by fitting an N-dimensional model (where N is the number of parameters) to the
spectrum and extracting the best-fit values. Figure 3.5 shows the most recent
measurement, again by the Planck Collaboration [34], of the power spectrum of
the temperature fluctuations as a function of the multipole moment, l, which is
related to the angular scale, φ ∼ π/l. The figure also shows the best fit model.
The measured spectrum consists of several peaks originating from acoustic waves
in the baryon-photon fluid before the photon decoupling. These oscillations res-
ult from two competing effects: gravity and photon radiative pressure. Baryons
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Figure 3.5: Power spectrum of temperature fluctuations in the Cosmic Microwave Background.
Figure taken from [34]

tend to form clusters of matter that create gravitational wells that pull the
baryon-photon liquid, compressing it and increasing its temperature. The mat-
ter accumulation and consequent compression of the baryon-photon fluid are
slowed by the increasing photon radiative pressure, which eventually expands
the fluid, cooling it and erasing temperature anisotropies. The position, relat-
ive height and shape of the peaks in the multipole expansion are used to infer
the values of the cosmological parameters. The position of the first peak, for
example, is sensitive to ΩK and, to some extent, the amount of Dark energy.
The shape of the spectrum is determined by the densities of baryonic and Dark
Matter, which are found to be

Ωbh
2 = 0.02337± 0.00015 and Ωch

2 = 0.1200± 0.0012

respectively, by the Planck collaboration [27].

This section reviewed only a few of the observations that seem to confirm the
CDM model, which postulates DM is responsible for all these gravitational ef-
fects. Other models, instead of introducing new matter in the Universe, suggest
that modifying the gravitational laws at large scales could explain several of the
observed phenomena. These models, however, do not explain all the observa-
tions. DM, is the only solution that explains all the observations consistently,
even though no particle candidate has been detected yet.
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3.3 Candidates for Dark Matter

The experimental observations and the study of structure formation of the Uni-
verse put constraints on the nature of the DM particle candidates. For a new
particle to be a suitable DM candidate, besides being able to be experimentally
probed, it must be neutral, stable and have the right mass abundance to yield
the observed relic density. Moreover, to explain the formation of galaxies, DM
must be cold (non-relativistic)2 during the time of decoupling.

A potential DM candidate among the fundamental particles of the SM appears
to be the neutrino. Besides being neutral, the neutrinos have a non-vanishing
mass and interact only weakly with the other SM particles. They do not comply,
however, with the rest of the requirements, being relativistic particles with too
small abundance to account for the total Dark Matter mass in the Universe. The
upper bound on neutrino abundance, according to Planck [33], is Ωνh

2 . 6·10−4,
while the upper bound of neutrino masses, estimated from a combination of
cosmological observations and particle physics experiments, is

∑
imνi < 0.264

eV, and the corresponding abundance is Ωνh
2 . 0.00285 [35]. These abundance

values are too small for neutrinos to be the dominant component of DM.

Another particle suggested as a viable DM candidate was the sterile neutrino
(right-handed neutrinos) [36]. They do not interact with SM particles except
left-handed neutrinos, with which they are allowed to mix. Sterile neutrinos
overcome the constraints that ruled out the SM neutrinos as viable DM candid-
ates. Their mass is expected in the keV range, and there are many constraints
on the mass and mixing angle, leaving only a limited phase-space range available
for future search [37].

One more possible candidate for DM is the axion, originally proposed [38] to
provide a solution to the strong CP problem3. The authors of Ref. [38] pos-
tulated the existence of a new global U(1) symmetry which is spontaneously
broken at some scale, fa. This mechanism leads to a new boson, the axion
[39, 40], which is expected to have very weak interactions with SM particles.

One of the most popular and studied candidates for DM are the Weakly Inter-
active Massive Particles (WIMPs), often denoted as χ. WIMPs are found in
many BSM theories, fulfil all the requirements discussed at the beginning of this
section, and can be detected in many ways, that will be discussed in the next
section. They have masses ranging between few GeV to few TeV [29, 41], and
cross-sections at the electroweak scale. If WIMPs are produced thermally in

2The term hot describes relativistic DM particles, while warm refers to intermediate states.
3In principle CP violation is allowed in strong interactions, but this is not observed in

Nature.
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the early universe, their relic density after freeze-out is calculated as described
in 3.1 (Eq. 3.11). For a WIMP candidate with mass in the allowed range that
interacts only weakly with the SM particles, its estimated relic density matches
the one observed. This is known as the WIMP miracle and is one of the reasons
why WIMPs are so widely searched for.

Many BSM theories predict new particles that can be identified as WIMPs.
SUSY models are usually among the most popular. A notable example is the
lightest supersymmetric particle (LSP) predicted by the minimal supersymmet-
ric Standard Model (MSSM). The LSP is a Dark Matter candidate because it
can not decay due to the conservation of the so-called R-parity. The R-parity
enforces the baryon number conservation in the theory and prevents proton
decay, and is defined as PR = (−1)R. The quantum number R is given by
3(B−L) + 2S, where B denotes the baryon number, L the lepton number, and
S the spin. Thereby, SM particles have R-parity equal to 1 and supersymmetric
−1. There are two sparticles that could be viable candidates, the sneutrino and
the neutralino, however, the first has been already ruled out by experiments.

There are many theories that introduce particles that satisfy the requirements
listed in the beginning of this section, and the candidates briefly reviewed here
correspond only to a subset of those. In the following sections and chapters
(including the data analysis for the DM search presented in this thesis) a generic
WIMP candidate is considered.

3.4 WIMP searches

There are three general classes of experiments searching for WIMPs, that are
based on different detection techniques: the direct detection experiments that
measure the elastic scattering of DM with nuclei in a target volume, the indirect
detection experiments that look for the products of WIMP pair annihilation,
and the collider searches where the production of WIMP pairs would be probed
as a signal of missing transverse momentum. Figure 3.6 illustrates the different
approaches. All the search strategies mentioned above aim to detect interactions
between SM and DM and are complementary. The direct and indirect detection
experiments can establish the galactic origin of a WIMP signal but have limited
sensitivity to the details of the interaction. On the contrary, collider searches
are sensitive to the details of the interaction between Dark Matter and SM
particles. However, they can not probe the lifetime of the DM particles when
it exceeds the time required for the DM particles to exit the detector [42]. In
3.4.1 and 3.4.2 there is a brief overview of the general techniques for direct and
indirect searches respectively. This section will close with a presentation of the
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Figure 3.6: Illustration of the DM search strategies. The arrows denote the time axis of the
diagram for each of the strategies, while the circle in the middle represents a generic
coupling between SM and DM particles.

collider searches in 3.4.3 with a focus on the DM search program in the ATLAS
experiment.

3.4.1 Direct Searches

Direct detection experiments look for events produced by WIMPs from the Milky
Way’s Dark Matter halo. From the experimental observations of the rotation
curves, it is known that WIMPs are gravitationally trapped within galaxies.
As the Milky Way rotates and crosses the DM halo, which does not rotate, it
generates a wind of WIMPs that flows in the opposite direction relative to the
solar system motion, as seen by an observer on Earth.

The mean velocity in the region of the solar system with respect to the centre
of the Milky Way is of the order of ∼ 100 km/s. Due to these velocities, the
primary signal is nuclear recoils. The elastic recoil energies of the nuclei depend
on the WIMP mass and range from 1 keV to 100 keV for WIMPs with masses
in the range between 10 GeV to 10 TeV.

The interaction rate depends on the number of target nuclei in the detector
volume and the product of the interaction cross section and the local WIMP
flux. The ratio of the detector mass over the atomic mass of the nucleus gives
the number of target nuclei in the detector volume. The flux is linked to the
local density of Dark Matter, ρDM, the mean WIMP circular velocity, vc, the
galactic escape velocity vesc, and the WIMP mass, mχ. The typical values in
direct detection experiments for vc is 220 km/s, for vesc is 544 km/s , while ρDM

is assumed to be 0.3GeV/cm3 [43]. The remaining free parameters, after these
assumptions, are the WIMP-nucleon interaction cross-section and the WIMP
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mass. Therefore, the exclusion limits are plotted as contours in the plane of
these two variables.

The nuclear recoils are studied via the detection of scintillation light, phonons or
ionisation charge. Typically two of those techniques are used at the same time to
achieve discrimination against backgrounds such as electron recoil, exploiting the
different energy releases between nuclear and electron recoil. These experiments
require, in general, a very low background environment. For this reason, they
are placed in deep underground laboratories to suppress any background from
cosmic radiation and are shielded against radioactivity from the rocks.

Their sensitivity depends on the WIMP mass: the best performance is reached
for mχ close to the nucleus mass. On the contrary, the sensitivity decreases for
small WIMP masses because, in this case, there is not any detectable recoil of
the nucleus. The sensitivity will also decrease at high DM masses because the
WIMP flux scales as 1/mχ.

There are many direct detection experiments, each using different technologies
depending on whether they target higher sensitivity to small cross-sections or
small masses. Some of the those are the XENON1T [44], LUX [45], PandaX-
II [46], DEAP-3600 [47], DarkSide-50 [48], CRESST-II [49], SuperCDMS [50],
CDMSlite [51] and the DAMA/LIBRA [52] experiment. The DAMA/LIBRA
has reported positive results which are, however, contradicted by the resulting
exclusion limits obtained from other experiments. A detailed review of the direct
searches for Dark Matter can be found in Ref. [53] and [43].

3.4.2 Indirect Searches

Indirect experiments aim to observe the annihilation products of WIMPs, such
as gamma rays, neutrinos, positrons, anti-protons or anti-nuclei, by looking for
excesses in the flux of gamma rays, neutrinos, or cosmic rays. These experiments
complement the direct search efforts, as they are sensitive to the signatures of
Dark Matter decay and they can probe low-velocity DM particles. Low-velocity
WIMPs can be gravitationally captured in regions like the galaxy centre, the Sun
or the Earth. Due to their high density in these objects, WIMP pair annihilation
is more likely to occur.

While most annihilation products are immediately absorbed, neutrinos can tra-
verse a large amount of matter without interacting. Some of the produced
neutrinos interact in the Earth, resulting in upwards going muons, which can
be detected in neutrino telescopes such as IceCube [54]. Neutrino telescopes
are looking for annihilation that took place in the Sun or the Earth, with the
primary background consisting of neutrinos produced in cosmic ray interactions
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in the atmosphere of the Sun. On the contrary, searches for gamma-ray emis-
sion focus on dwarf spheroidal galaxies, which are assumed to be satellites of
the Milky Way. In these cases, the potential signal manifests as a nearly mono-
energetic line in the spectrum, with an energy close to the WIMP mass and a
width proportional to the Dark Matter velocity.

There is a variety of indirect detection experiments, each using different detec-
tion techniques depending on the channel they use. Dedicated to probing the
gamma-ray spectrum for WIMPs are the Fermi Large Area Telescope (LAT)[55],
a space observatory, and the ground-based facilities HESS [56], MAGIC [57],
VERITAS [58], and HAWC [59]. The Fermi LAT reported the observation of
an excess in the gamma-ray flux from the galactic centre at energies of a few
GeV. There were interpretations that suggested the excess was compatible with
a potential signal [60, 61], however, other possible interpretations contest this
claim [62]. Another space experiment looking for indirect detection is the Al-
pha Magnetic Spectrometer (AMS) [63], which is mounted on the International
Space station. Detailed reviews of indirect DM experiments can be found in
Ref. [64].

3.4.3 Collider Searches

Collider searches aim to detect signals of DM particles produced in SM particle
collisions in a controlled environment. WIMPs produced in such collisions will be
able to cross the detector surrounding the interaction point without producing
any signal since they are stable and interact feebly with SM particles. Unless
there is some additional activity in the event, it would be impossible to detect
DM.

When DM is produced together with one or more SM particles, its presence
can be inferred using momentum conservation in the plane transverse to the
colliding beams: the net transverse momentum before the collision is zero and
must also be zero after. Any imbalance in this plane, obtained from the negative
vector sum of the transverse momenta of all detected particles, can be a hint
of DM. The experimental signature, in this case, is a large amount of missing
transverse momentum due to the escaping WIMP pair, and an object with high-
pT, and is known as “Emiss

T +X”. The interaction between SM and DM particles
is assumed, typically, to involve a spin-1 or spin-0 mediator, and X can be a
photon, a jet, a heavy boson or even a Higgs boson. In the ATLAS and CMS
experiments, there is a variety of “Emiss

T +X” searches carried out:

• Emiss
T + jets. These searches [65, 66] consider final states with one or more

jets originating from initial state radiation (will be explained in Chap.
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4) and large amount of missing transverse momentum. The Emiss
T + jets

search is one of the most inclusive, being sensitive to a large number of
WIMP production scenarios, due to the large cross section to produce an
initial state radiation jet at hadron colliders.

• Emiss
T + weak vector boson. Here, the Dark Matter particles are produced

along with a vector boson. These searches investigate either leptonic decay
modes of the produced boson [67, 68] which benefit from a clean signa-
ture, or hadronic decay modes [69, 70] that are characterised from larger
branching ratio compared to the leptonic channels. The search described
in Ref. [67] also probes the invisible decay of the Higgs boson, as another
test of the WIMP hypothesis.

• Emiss
T + photon. The main advantage of these searches [71, 72] is the

very clean signatures of Emiss
T and high-energetic photon. In this search,

the much lower backgrounds compared to Emiss
T + jets compensate for the

smaller production cross-section of an initial state radiation photon.

• Emiss
T + SM Higgs boson. These searches tag the presence of DM by requir-

ing a Higgs boson in the final state. They focus on different decay modes
of the Higgs boson: the decay to b-quarks has the highest branching ratio,
while the decay to two photons is a very clean channel (see 2.6) [73]. CMS
searches explore a combination of h→ τ±τ∓ and h→ γγ channels.

There is an important difference between Emiss
T + SM Higgs searches and

the other mentioned above: it is highly unlikely for a Higgs boson to be
produced from initial state radiation, due to its small Yukawa coupling to
the quarks. As a result, in the case of a positive signal, this search would
provide insights on the interaction between SM and DM.

Besides the Emiss
T + X searches, another approach is searching for the visible

decays of the mediators. If such a mediator exists and is produced in SM
particle collisions, it can also decay back into SM particles, such as quarks,
gluons or leptons. The experimental signature is a narrow excess (resonance)
on the otherwise smoothly falling background distribution of the invariant mass
of the two jets (dijet) [74, 75] or leptons (dilepton) [76, 77] with the highest
momentum.

So far, there have been no claims of discovery of DM particles from collider
searches. In the absence of positive results, these searches, instead, set limits
on the DM couplings and mediators masses.
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3.5 Simplified models for the Emiss
T +H(bb̄) search for

Dark Matter

Subsection 3.5.1 contains a brief overview of the two simplified models that
are used to interpret the results of the data analysis presented in this thesis,
while 3.5.2 overviews the two mediator Dark Matter model, which is used for
the reinterpretation studies presented in Chapter 13. The contents of 3.5.1 are
largely inspired from References [78, 79].

3.5.1 Two-Higgs-Doublet extensions to Standard Model

So far, all the experimental measurements of the Higgs-boson are in agreement
with the SM predictions. However, as discussed in 2.7, the choice to introduce
only one isospin doublet of scalar fields in the spontaneous symmetry breaking
mechanism (discussed in 2.6) was not theoretically well-motivated. There are
different ways to extend the Higgs sector, the simplest is to introduce two com-
plex isospin doublets of scalar fields, φ1, φ2 , with Y = 1 and I = 1/2. This
scenario is known as the Two Higgs Doublet Model (2HDM)[80].

This model is restricted by two experimental constraints. The first one comes
from electroweak precision measurements and it is related to the parameter ρ
which is defined as

ρ =

∑n
i=1

[
Ii (Ii + 1)− 1

4Y
2
i

]
vi∑n

i=1
1
2Y

2
i vi

=
mW

mZ cos θW
, (3.13)

where n is the number of Higgs multiplets, Ii, is the weak isospin, Yi the hyper-
charge, and vi is the vacuum expectation value of the i-th doublet [80]. Equation
3.13 stands also for scalar singlets, triplets or other multiplates that have differ-
ent values of weak isospin and hypercharge. The value of ρ is found to be ≈ 1
from precision measurements of the mW and mZ . This condition must also be
met for the Higgs doubles in this model.

The second constraint comes from the fact that no flavour-changing neutral
currents (FCNC) are observed. Even though such current can occur in the
2HDM model, they can be avoided by making suitable choice of the Higgs-
fermion couplings (given by eq. 2.17). Based on the Paschos-Glashow-Weinberg
theorem, these currents are absent when all right-handed fermions of a given
charge couple only to a single Higgs doublet

The two models used to interpret the results of the data analysis presented in
this thesis, are based on the 2HDM model, specifically the so-called Type II
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2HDM model. In this type, the CP symmetry is conserved in the Higgs sector,
while up-type quarks couple only to one Higgs doublet, which by convention is
φ1, and down-type quarks and charged leptons to φ2.

The potential is given by

VH =µ1φ
†
1φ1 + µ2φ

†
2φ2 +

(
µ3φ

†
1φ2 + h.c.

)
+ λ1

(
φ†1φ1

)2
+ λ2

(
φ†2φ2

)2
+ λ3

(
φ†1φ1

)(
φ†2φ2

)
+ λ4

(
φ†1φ2

)(
φ†2φ1

)
+

[
λ5

(
φ†1φ2

)2
+ h.c.

]
,

(3.14)

where µi, i = 1, 2, 3 and λi, i = 1, . . . , 5 are free parameters. The potential VH
contains the two Higgs doublets terms in the same form as in Equation 2.15 for
the SM Higgs potential. The parameters λi are restricted by the requirements
that the 2HDM potential has a stable minimum and does not diverge to minus
infinity. The Higgs doublets have vacuum expectation values

〈φi〉 =
(

0, vi/
√

2
)
,

where i = 1, 2 and v =
√
v2

1 + v2
2 ≈ 246 GeV, in order to reproduce the W and

Z boson masses as in the SM. The ratio of v2 and v1 defines the parameter
tanβ = v2/v1. In the 2HDM model, there are eight scalar fields. Three of these
give masses to the Z and W boson, and the other five correspond to physical
Higgs bosons. There are two physical CP-even (scalar) electrically neutral states,
h and H, one CP-odd (pseudo-scalar), A, and two electrically charged states,
H±.

The SM Higgs boson is given by

HSM = h sin(β − α)−H cos(β − α).

From the above follows that in the limit cos(β−α) ≈ 0, known as the alignment
limit, the boson h is identical to the SM Higgs boson. In Ref [81], the meas-
urements of the Higgs boson couplings restrict the available parameter space
for tanβ and cos(β − α), allowing for arbitrary values of tanβ only in the re-
gion around the alignment limit, as seen in Figure 3.7. Also, there is a lower
bound on tanβ of ∼ 0.3 obtained by requiring the Yukawa coupling of the top-
quark to be perturbative [80]. In both 2HDM based models reviewed in this
section, the alignment limit cos(β−α) = 0 is assumed. The masses of the Higgs
bosons, the mixing angles and v can be obtained from the parameters µi and
λi. Usually models based on 2HDM are parameterised using the parameters:
v,mh,mH ,mA,mH± , cos(β − α), tanβ, λ3.
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Figure 3.7: The excluded region (yellow) in (tanβ, cos(β − α)) plane for type II 2HDM. Figure
taken from Ref.[81]

The following paragraphs will review two different models complemented by a
DM mediator sector. The Dark Matter particles, χ, in both cases are assumed to
be Dirac fermions. A new Z2 symmetry is introduced to guarantee the stability
of the DM. The DM particles transform under the Z2 symmetry as χ→ −χ [82,
83]. The corresponding quantum number must be conserved at each interaction
vertex, as a result, DM particles can only be produced in pairs and they can
not decay into other particles [84].

Z ′-2HDM model

The Z ′-2HDM [85] is a simplified model with an additional DM sector based
on the U(1)Z′ symmetry which gives rise to a Z ′ boson. This additional spin-1
mediator can mix with the Z boson.

The process of interest for this search is illustrated in the Feynman diagram
shown in 3.8. Here, a Z ′ boson is produced resonantly and then decays into
the H boson and the CP-odd boson A. The latter subsequently decays to a
pair Dark Matter particles, due to its large branching fraction to DM. The
additional parameters introduced in this model are the mass of the Z ′ boson,
mZ′ , its coupling strength gZ′ , and the DM particle mass, mχ.

Due to the mixing with the Z-boson, the constraint ρ ≈ 1 implies an upper limit
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Figure 3.8: Z′2HDM model Feynman diagram

on the universal coupling strength of the Z ′-boson, gZ′ .

2HDM+a model

In the 2HDM + a [82, 86] simplified model the pseudo scalar mediator, P,
couples to DM via the interaction

Lχ = −igχPχ̄γ5χ

where gχ is the dark-sector Yukawa coupling. A general scalar potential for the
2HDM + a can be written as

V = VH + VHP + VP ,

where VH is the potential described by Eq. 3.14, VHP describes the potential
relating the Higgs doublets φ1 and φ2 with the pseudo-scalar mediator P and
VP = 1

2m
2
PP

2 is the free potential term for P .

The potential VHP can be written as

VHP = P
(
ibPφ

†
1φ2 + h.c.

)
+ P 2

(
λP1φ

†
1φ1 + λP2φ

†
2φ2

)
, (3.15)

where mP is the pseudo-scalar mass parameter, bP , λP1 , λP2 are the portal and
quatric couplings. The physically observable mediator in this model is not P
but a mixture of P and the CP-odd state A in the extended Higgs sector. The
resulting state is the pseudo-scalar mediator a. The corresponding mixing angle
is denoted as θ.

In this model the production mechanisms relevant for this work are illustrated
in Figure 3.9 by two representative Feynman diagrams. In both cases A is
resonantly produced and decays into h and a. The later subsequently decays
into DM particles while h decays into a bb̄ pair. In the left diagram of Fig.
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3.9, the mediator A is produced via gluon-gluon fusion (ggF), while in the right
diagram A is produced from the annihilation of a bb̄ pair. The pairs of b-
quarks, on the right diagram, are produced via gluon splitting g → bb̄, leading
to signatures with two additional b-quarks.

�
A

a

h

g

g

χ̄

χ

b

b

�
b̄

b

A

a

h

b̄

χ̄

χ

b̄

b

b

Figure 3.9: Representative Feynman diagrams of the 2HDMa model

To specify the model, besides the 2HDM parameters discussed in the beginning
of the section, the following additional parameters are needed: the Dark Matter
particle mass mχ, the Yukawa coupling of Dark Matter particle gχ , the mixing
angle of neutral CP-odd weak eigenstates θ , λ3, λP1 , λP2 quartic couplings of
scalar bosons.

The 2HDM + a model is characterised by a rich phenomenology and it can be
probed by all Emiss

T + X searches, discussed in 3.4.3. From all the signatures,
those with a Higgs boson or a Z boson in the final state are expected to provide
constraints in the theoretically best-motivated region of the parameter space.

3.5.2 Dark Higgs model

The two mediator Dark Matter model [87, 88] (2MDM model) is a simplified
model with a Z ′ boson and a dark Higgs boson mediator. DM particles, χ, in
this model are considered to be Majorana fermions 4. The model also postulates
a new complex Higgs field S and an additional U(1)Z′ gauge group. The Higgs
field S carries a charge qS under the U(1)Z′ gauge group.

The vacuum expectation values of the field S spontaneously break the U(1)Z
′

gauge group, and generate the masses of the Z ′ gauge boson and the DM
particles. The symmetry breaking gives rise to a new physical Higgs boson
s. Furthermore , the DM particle couples to the Z ′ via an axial coupling. As

4A Majorana fermion also referred to as a Majorana particle, is a fermion that is its own
antiparticle
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a result, all three particles, Z ′, χ, and s couple to each other. The interaction
Lagrangian is given by:

Lχ = −1

2
gχZ

′µχ̄γ5γµχ− gχ
mχ

m′Z
sχ̄χ+ 2gχZ

′µZ ′µ
(
gχs

2 +mZ′s
)
,

where mχ is the DM particle mass, mZ′ is the mass of the Z ′ boson. In the
above, the Dark Matter coupling is gχ = gZ′ , qχ , where gZ′ is the U(1)Z′ gauge
coupling, and qχ charge of the Dark Matter particle. The charge of the DM
particle due to the gauge invariance is required to be qS/2. Therefore, there are
four independent parameters in the Lagrangian: mχ, mZ′ , ms, and gχ

The two mediators allow the dark sector to be coupled to the SM in three
different ways. The first is by direct couplings of the Z ′ to SM particles, the
second by mixing of the Z ′ with the neutral gauge SM bosons, and the third is
by mixing between the dark Higgs boson and the SM Higgs boson.

The dominant interactions result from vector couplings of the Z ′ to quarks (q),
and the corresponding interaction Lagrangian is

Lq = −gqZ ′µq̄γµq,

where gq is the coupling strength of the Z ′-boson to quarks. The non-zero
mixing between the dark Higgs boson and the SM Higgs boson with mixing
angle θ ensures that the dark Higgs boson is unstable and can instantly decay
into SM states. The dark Higgs boson inherits the branching fractions of an
SM-like Higgs boson with mass ms.

3.5.3 Constrains on Two-Higgs-Doublet models

From the two models discussed in 3.5.1, the Z ′-2HDM model is strongly con-
strained by dijet searches. Additional (indirect) constraints on the model are
placed by flavour-physics searches [89] and electro-weak precision measurements
[85], reducing a lot the available phase space.

The main advantage of the Emiss
T +X searches lies in constraining models such as

the 2HDM + a simplified model in which the interaction between SM particles
and DM particles is mediated by a pseudo-scalar mediator.

Figure 3.10 shows the exclusion contours at 95%CLs in the mA−ma plane and
for tanβ = 1.0,mχ = 10GeV, and sin θ = 0.35. In addition to the Emiss

T + X
searches limits, the figure also displays a limit contour derived from searches for
invisible decays of the Higgs boson ( H+ invisible). From Fig. 3.10 follows that
the exclusion sensitivity is dominated by the Emiss

T + Z(``) and Emiss
T + H(bb̄)
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Figure 3.10: Exclusion limits (95 % CLs) for the 2HDM + a simplified model in the two-
dimensional mA − ma plane for tanβ = 1.0,mχ = 10GeV, and sin θ = 0.35.
The limits are obtained from Emiss

T +X searches as well as searched for the invisible
decays of the Higgs boson. The regions where the width of any of the Higgs bosons
exceeds 20 % of its mass are marked with dashed grey lines. Figure taken from Ref.
[83].

searches. It should be noted that the limits displayed in Fig. 3.10 result from
the reinterpretation of the results of the DM searches listed on the figure.

The analysis strategy of the Emiss
T +H(bb̄) search shown in Fig 3.10, was defined

to optimise the sensitivity to the Z ′ − 2HDM model, and dispite the fact that
both 2HDMa and Z ′− 2HDM models give rise to a Emiss

T +H(bb̄) signature the
final state kinematics is different - as will be discussed in Chapter 8. As a result
the results presented in Fig. 3.10 might not be optimal. On the contrary, the
data analysis that will be presented in this thesis is optimised for the 2HDM+a
signals.
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Chapter 4

Proton-proton collisions

This chapter provides an overview of the key concepts involved in the description
of proton-proton collisions and their simulation. The first section, 4.1, presents
the overall picture of two colliding protons and establishes the related termin-
ology. Section 4.2 briefly discusses the initial state of the colliding protons,
which is described by the parton density functions. Section 4.3 introduces the
main concepts involved in calculating the hard scatter cross-section. Section 4.4
presents the processes characterised by lower momentum transfer than the hard
scatter. Finally, Section 4.5 contains a short description of the event simulation
procedure and brief reviews of the main event generators used in this work.

4.1 Description of a pp collision

The description of proton-proton collisions is quite complex because protons
are composite objects. In Chapter 2 (Sec.2.1), protons were introduced as a
combination of three quarks (uud), but this picture is not entirely accurate.
Besides these three quarks, also called valence quarks, quantum fluctuations
and interactions between valence quarks create a sea of gluons and quark-anti
quark pairs. All the proton constituents are collectively called partons.

When the protons collide at energies of a few TeV, the corresponding timescale
of the interaction is much shorter than that of the fluctuations, enough to resolve
the internal structure of the incoming protons. In such a pp collision, the hard
scattering is primarily between (any) two partons from the incoming protons.
The momentum scale of the hard scatter is high, and the process can be treated
perturbatively. On the contrary, the interactions that confine the coloured par-
tons to hadrons occur at low momentum scales - much lower than the hard
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scatter- that correspond to a non-perturbation regime. Moreover, the debris
of the incoming proton can create additional activity. This rather complicated
picture can be decomposed into various sub-processes and stages, reviewed in
the next paragraph.

Figure 4.1 is an illustration of a proton-proton collision event. This example
shows the production of a Higgs boson and a top-quark pair in the hard scatter.
The incoming protons are depicted as green ellipses and the valence quarks as
three straight incoming lines. The hard scatter is shown as a red circle and is the
process with the highest momentum transfer. Before the partons interact, they
can produce additional radiation either via gluon splitting or gluon emission from
a quark. This additional radiation is known as initial state radiation (ISR) and
is marked with blue colour. Likewise, the products of the collision produce QCD
radiation with the same mechanisms, which is called final state radiation(FSR)
and is colour-coded red in the figure. Partons can continue emitting radiation
further via these processes leading to the so-called parton showers. The result
of the parton showers is quarks and gluons with a momentum of few GeV.
At these scales, the quarks and gluons are confined into hadrons, in a process
called hadronization, denoted in the picture with light green ellipses. These
initial hadrons decay further into stable particles creating cascades of hadrons,
and leading eventually to the formation of jets.

Finally, the purple blob in the lower half of the figure is additional activity
caused by secondary interactions between some of the proton remnants. These
also create parton showers, that hadronise and decay into stable particles. These
interactions are much softer than the primary interaction, and together with the
rest of the proton remnants, shown as small light blue ellipses, form the so-called
underlying event (UE).

To be able to describe the outcome of the collision, it is necessary to know the
state of the protons before the collision, and therefore the momentum carried
by their constituents. This will be the focus of the following section.

4.2 Before the collision: from protons to partons

To describe the hard scatter, we first need to consider the energy available for
the interaction of the two participating partons, which is smaller than the centre-
of-mass energy,

√
s, of the colliding protons. The relation between the entire

centre-of-mass energy and the partonic,
√
ŝ, can be expressed as

ŝ = x1x2s,
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Figure 4.1: Sketch of a pp collision event. The green lines show the incoming valence quarks of
the colliding proton, that are illustrated as green ellipses. The various process are
shown with different colours. Listed in order of decreasing momentum transfer, Q2,
these processes are: the hard scatter (red), ISR (blue), FSR (red), hadronization (light
green), hadron decays (green), and underlying event (purple). The yellow wavy lines
represent electromagnetic radiation, which can be emitted at any stage by electrically
charged particles. Figure from Ref. [90]

where x1 and x2 are the so-called Bjorken variables. The Bjorken variable, x,
can be interpreted as the fraction of the proton momentum carried by each
parton when its mass and transverse momentum are negligible. The probability
to find a parton type i with momentum fraction x, when a proton is probed
at some scale Q2, is given by the parton density functions (PDFs), fi(x,Q

2).
The PDFs can not be derived from first principles because the dynamics of the
system inside the proton is not known a priori. Instead, they are determined
from experimental measurements.

Various collaborations provide up-to-date estimations for the PDFs. Each group
uses a different approach or type of experiment to determine the PDFs, however,
the main procedure is the same. The first step of this procedure is to work the
ideas on the general expected shape of the distributions into a model with several
free parameters. Then, using the connection between PDFs and cross-section
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(which will be discussed in 4.3), the parameters are extracted from fit to data.
Finally, the calculated PDFs are evolved towards lower or higher scales using
their dependence on Q2.

The dependence of the PDFs on the scale Q2 of the scattering is described by
the DGLAP equations:

∂qi(x,Q2)
∂ logQ2 = αS

2π

∫ 1
x
dz
z

{
Pqiqj (z, αS) qj

(
x
z , Q

2
)

+ Pqig (z, αS) g
(
x
z , Q

2
)}

∂g(x,Q2)
∂ logQ2 = αS

2π

∫ 1
x
dz
z

{
Pgqj (z, αS) qj

(
x
z , Q

2
)

+ Pgg (z, αS) g
(
x
z , Q

2
)}

where qj
(
x
z , Q

2
)

is the quark PDF, g
(
x
z , Q

2
)

is the gluon PDF and Pab are
the splitting functions. The splitting functions using perturbation theory are
written as:

Pab (x, αS) = P
(0)
ab (x) +

αS
2π
P

(1)
ab (x) + . . . .

Figure 4.2 shows the PDFs from NNPDF group, estimated at two different
scales 10 GeV2 and 104 GeV2 at next-to-next-to-leading order (NNLO) - the
term will be explained in 4.3. In both scales the valence quark PDFs dominate
at high x-values, while the gluons and sea-quarks dominate at low x. In fact,

Figure 4.2: NNPDF3.0 Parton distribution functions for quarks, antiquarks and gluons, at Q2 = 10
GeV2 (left) and Q2 = 104 GeV2 (right). For sea quarks and antiquarks the PDFs are
assumed to be identical. Figure taken from Ref. [91].

by comparing the sea-quark and gluon contributions, at low x, between the two
Q2 scales, we observe that those at higher scales are larger. Qualitatively this
effect can be explained as follows: higher momentum transfer corresponds to
smaller probing distances, which means more of the proton internal structure
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is revealed, which carry overall smaller momentum fractions x. The PDF4LHC
working group recommends [92] three PDF sets as primary choices to describe
collisions at the LHC, namely the CT14 [93], MMHT14 [94] and NNPDF3.0
[95]. Figure 4.3 presents a comparison of the gluon (left) and quark (right)
PDFs between the three benchmark sets estimated at Q2 = 100 GeV2. The
sets MMHT14 and NNPDF3.0 are presented with respect to the CT14 set. The
discrepancies in the figure are caused from the use of different input data, and
different choices for the parameters. The sets also use two different approaches.
The more conventional approach, adopted by CT14 and MMHT14 groups, is to
choose a functional form for the PDFs with ten to thirty free parameters that
are determined via a fit to data. The Neural Net PDF (NNPDF) collaboration
uses an alternative method: Monte Carlo replicas are created from the original
data set and then used to train and validate a neural network. The result is
an ensemble of PDFs from which the average is used. For searches beyond the
standard model, the authors of the PDF4LHC report recommend the use of
the NNPDF3.0 set. From Figure 4.3, we see that the three sets agree within

Figure 4.3: Comparison of the gluon (left) and up-quark (right) PDFs from the three benchmark
sets CT14, MMHT14 and NNNPDF3.0 at NNLO and a scale of Q2 = 100 GeV2. The
CT14 set is the central value and MMHT14 and NNNPDF3.0 are shown with respect
to it. Figure taken from Ref. [95]

their uncertainties. The uncertainties for the gluon pdfs are lower for x between
∼ 10−3 and ∼ 10−2, and become very large for x < 10−3 and x > 10−1. The
uncertainties of the up-quark PDFs increase for low x values (x < 10−3) and
again at much higher x values, almost x ∼ 0.7.

Each collaboration provides, besides the central values for the PDF set, the
associated error sets. The error sets incorporate the uncertainties on the exper-
imental data used for the fits, as well as, effects from parametrisation and finite
order calculations. There are also specific error sets for alternative values of
the running coupling αs. In Ref. [92] the authors provide, also, explicit formu-
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lae for the quantification of the associated uncertainties for physical quantities.
Chapter 11 will explain how these error sets are used to estimate the uncertainty
on specific quantity.

4.3 The hard scatter

The main ingredient for the cross-section calculation is the transition rate from
the initial to the final state, which, according to Fermi’s Golden Rule, is given by
the integral of the square of the absolute value of the transition matrix element
integrated over the available phase space. For a scattering process with two
incoming particles and n outgoing, the cross-section can be written as [96]

σ =
S

4
√

(pa · pb)2 − (mamb)
2

∫
|Mab→n|2(2π)4dΦn.

In this expression the incoming particles are labelled as a and b, Mab→n is
the matrix element, S is a statistical factor added to take into account identical
particles in the final state 1 and dΦn is the phase space element, which is written
as

dΦn = δ4 (pa + pb − p1 · · · − pn)×
n∏
j=3

2πδ
(
p2
j −m2

j

)
Θ
(
p0
j

) d4pj
(2π)4

.

The term δ4 (p1 + p2 − p3 · · · − pn) in the phase space element ensures the con-

servation of energy and momentum, the term δ
(
p2
j −m2

j

)
forces all outgoing

particles to be on-shell, while the Θ function ensures positive energy for the
outgoing particles.

The mathematical expression of the matrix element amplitude for a specific
process can be derived in the framework of QFT and is graphically represented
through Feynman diagrams. These graphs depict an interaction using different
lines to represent the various particles and vertices to describe the couplings.
Every element of the Feynman diagram corresponds to a specific term in the
amplitude of the process. A set of rules, known as Feynman Rules can be used to
write the expression of the matrix element for any Feynman diagram. The rules
for the different theories can be found in many textbooks, for example, in Ref.
[5]. To calculate the matrix element for a given process, for example 2→ n we
need to take into account all the possible Feynman diagrams for this process.
This will be illustrate in the next paragraph using the example of electron-
electron scattering, using only approximations and not rigorous mathematical
calculations for the ME.

1for every group of j identical particles there is a factor 1/j!
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Figure 4.4 shows the simplest Feynman diagrams that contain the lowest number
of vertices for the electron-electron scattering, which is mediated by a photon
or a Z-boson. Besides these simple cases, it is possible, for example, that the

��
Figure 4.4: Examples of leading order Feynman diagrams for elector scattering

electrons emit a photon before or after the interaction, as shown in Figure 4.5
(top left) along with other diagrams that contain loops. To calculate the cross-
section of the electron-electron scattering, every possible diagram needs to be
taken into account. That should also include even more complicated diagrams
than in Fig. 4.5. To simplify the discussion, it is assumed that the momentum
transfer is much lower than the Z-boson mass, and consider only the photon
propagator terms.

���
�

Figure 4.5: Examples of next-to-leading order Feynman diagrams for elector scattering

According to Feynman Rules, every QED vertex contributes to the amplitude
by a factor −igγµ, where g is the coupling. Taking only the diagrams of Fig 4.4
into account, the matrix element will be proportional to the coupling squared.
The calculation of the cross-section (or an observable in general) using only
contributions from the simplest diagram contains terms of coupling constant at
the lowest order and is characterised as leading-order(LO). The matrix elements
corresponding to diagrams of Fig. 4.5 contain more than two vertices and lead
to matrix elements that contain higher orders of the coupling constant. The
corresponding calculations, in this case, are characterised as next-to-leading or-
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der (NLO). Due to the small value of the QED coupling constant, higher-order
diagrams are suppressed, however, the large number of such diagrams, especially
when additional radiation or more loops are considered, leads to a significant
contribution to the cross-section. Including higher-order terms increases the pre-
cision of the theoretical predictions. Currently many processes are calculated at
next-to-next-to-leading order accuracy.

Cross-sections for QCD processes can be estimated in the same way as illustrated
above using the corresponding Feynman rules, only when the strong coupling
constant is sufficiently small, i.e. in the perturbative regime. For proton-proton
collisions, however, to estimate the cross-section we need the factorisation the-
orem [97], which allows to “separate” the perturbative and non-perturbative
terms. Τhe physical cross-section for two colliding partons, A and B, factorises
into the parton-level cross section σ̂ab→X and the parton density function of the
partons a and b via

σAB =

∫
dxadxbfa/A

(
xa, µ

2
f

)
fb/B

(
xb, µ

2
f

)
σ̂ab→X ,

where µf is the factorisation scale, which can be interpreted as the scale that
distinguishes the perturbative and soft processes. The parton cross section can
be written in orders of the strong coupling constant, as(µ

2
R), via

σ̂ab→X =
[
σ̂0 + as(µ

2
R)σ̂1 + . . .

]
ab→X

In the expression above, µR is the renormalisation scale of the strong coupling
constant. In principle, the cross-section should be independent of the scales
µR and µf , which applies when all the orders are included in the perturbation
series, and compensate the scale dependence of the PDFs. Since it is impossible
to consider all terms in the series, the dependence remains. Selecting reasonable
values for the scales depends on the characteristics process, while it is common
to set µR = µf . Different values for the scales result in different numerical
estimates for the cross-section, which means there should be one uncertainty in
the cross-section that reflects the effect from the neglect of higher orders in the
perturbation series.

The following section will outline the remaining processes in pp events introduced
in 4.1, which are characterised by softer momentum transfers than the hard
scatter.
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4.4 From partons to hadrons

As explained in Section 4.1, parton showers describe additional emissions of the
incoming and outgoing partons of the hard interaction. When a gluon of very
small energy is emitted, or when the splitting angle between the gluon and one
of the quarks is very small, the perturbation theory breaks down. These higher-
order effects, not covered by the matrix element calculations, are addressed by
the framework of parton showers.

The parton showers describe the evolution from the scale of the hard scatter
down to scales of roughly 1 GeV, at which the partons are confined in hadrons.
During this evolution process, the probability of transitioning to a lower state
without splitting or emitting a gluon is calculated. This probability determines
whether or not an additional parton is produced. Initial state showers, however,
are evolved backwards: the interacting partons are dressed with further radi-
ation iteratively, starting from a lower scale, until the non-perturbative regime
is reached. In this case, we are interested in the probability of the interact-
ing parton at a given momentum fraction and scale to originate from a higher
momentum fraction at a lower scale.

The matrix element calculations describe the hard interactions including dia-
grams up to a fixed order, and, therefore, a small number of external partons.
On the contrary, parton showers, which describe correctly soft-collinear emis-
sions, involve an arbitrary number of additional partons. The two approaches are
combined, consistently avoiding double-counting via a procedure called match-
ing. There are different matching schemes, such as the CKKW technique [98–
100], which usually involve a scale that separates the regimes in which the two
approaches are applicable.

Confinement forces particles that carry colour to form hadrons. However, the
hadron-production mechanism is a non-perturbative QCD process, which can-
not be predicted from first principles. Describing, therefore, the transition of a
coloured partonic system into colourless hadrons demands the use of phenomen-
ological models. Two of the most commonly used models are the Lund string
model, and the cluster model. The underlying idea of the Lund string model
is that when attempting to separate a pair of quarks the field lines are attrac-
ted, because of the gluon self-coupling, resulting in a tube-like structure called
string. As the quarks move apart, the string is stretched, increasing its potential
energy. Once the potential energy becomes higher than the mass of a quark-
antiquark pair, the string breaks into two new strings, each connecting a pair of
quarks. These new strings stretch further and break into new strings, creating
more pairs, and so on. This repetitive procedure stops when all the potential
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energy in the strings turns into quark pairs connected by gluon strings, that are
assumed to correspond to mesons. While the string model produces hadrons
directly from the quark pairs, the cluster model has an intermediate step. First,
a cluster is formed through the non-perturbative splitting of gluons produced
from the parton showers into quark-antiquark pairs. The cluster, then, decays
leading to additional light-flavour pairs.

When describing the final state of collisions, it is necessary to address the remain-
ing activity that occurs from partons that do not partake in the hard scatter,
also called spectators. Due to the high collision energy, these spectators can
lead to additional partonic interactions. These parton-parton interactions are
part of the underlying event and are assumed to be 2→ 2 QCD processes with
relatively small momentum transfer. The values of the parameters and scales
used in the modelling of the UE and the hadronization have to be adjusted to
describe the experimental data closely. This adjustment requires the comparison
of theoretical predictions to observations which is made possible using software
simulation tools known as event generators (or simply generators), discussed in
the following and final section of this chapter.

4.5 Event generators

The simulation of the final states of high energy proton-proton collisions is a
complex problem considering the large number of produced particles and the
vast range of their momenta which spans over many orders of magnitude. As
explained in the first section of this chapter, the events are divided into different
regimes, each simulated with different approaches. The simulations of processes
in all these regimes employ Monte Carlo techniques [101]. The matrix element
calculations, for example, are solved numerically via Monte Carlo integration,
while the parton shower evolution involves the use of Markov chains. When all
the simulation algorithms are consistently combined in a single framework they
form a general-purpose Monte Carlo event generator. In the following there is
an outline of the two general-purpose generators used in this work, as well as
matrix element generators that only produce and calculate the ME of specific
processes.

SHERPA SHERPA [100] is a general-purpose generator that can be used to
model all SM processes, as well as various BSM processes. It has two different
matrix element generators, which generate the code for the ME calculations, and
use some of the most advanced phase-space integration techniques. The software
has its own description of the parton shower. It also contains a hadronisation
model, which is based on cluster models, and a description of the underlying
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event based on multiple-parton scattering.

PYTHIA PYTHIA [102], is also a general purpose generator. It provides a
list of hard-coded subprocesses, from which the user selects. Just like SHERPA,
it has its own parton shower and hadronization models, using though different
approaches. It also comprises modelling of soft processes, providing an inclusive
description of the total pp cross section. Because of this, PYTHIA is quite often
used to generate events with multiple collisions, besides the hard scatter, known
as pile-up events- these will be discussed further in Chapter 5. As PYTHIA has
no automated code generation capabilities, it is designed to use external input
from ME generators.

MadGraph MadGraph is a matrix element generator. This means that the
software generates the Feynman diagrams and the code for the calculation of
the matrix element for a user-specified process, such as 2→ n scattering. This
code can, then, be used for the cross section calculation, or for event generation.
When used for the later, the simulation of parton showers, hadronization etc, is
performed by an external programme, for example PYTHIA.

MC@NLO MC@NLO [103] calculates the hard QCD process in NLO accuracy.
Its has the advantage of providing its own algorithm for parton showering, and
an additional package aMC@NLO that automates its matching procedure.

MadGraph5 aMC@NLO[104] As the name suggests, this software combines
in one framework all the features of MadGraph5 and aMC@NLO, supersed-
ing both of them. For event generation, the output is usually interfaced with
PYTHIA.

The output of the event generation is used for several distinct purposes in
particle physics experiments, such as designing the data analysis strategy, ex-
tracting a signal of new physics from the background of SM processes or per-
forming measurements of the SM parameters. Comparing the output of event
generators to data, however, requires the additional steps of simulating the de-
tector response, digitisation and reconstruction. Before discussing these topics,
Chapter 5 will provide an overview of the Large Hadron Collider, the accelerator
that produced the proton-proton collisions used in this thesis.
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Chapter 5

The Large Hadron Collider

The Large Hadron Collider (LHC)[105] is the largest accelerator build at present
with a circumference of approximately 27 km. It is located at CERN near
Geneva, Switzerland and was installed 100 m beneath the French-Swiss bor-
der in the existing tunnel of the Large Electron Positron (LEP) collider. Two
superconducting rings accelerate particle beams by rotating them in opposite
directions and collide them at designated points around the rings to extraordin-
ary high centre-of-mass-energies. The LHC was designed to accelerate proton
beams to centre-of-mass-energies up to 14 TeV and heavy ions up to 2.8 TeV
per nucleon and deliver luminosities of 1034 cm−2s−1 and 1027 cm−2s−1 respect-
ively. The designed luminosity and energies are necessary for the discovery of
new physics and higher precision measurements of the Standard Model para-
meters.

The proton beams, before being injected at the LHC, they are accelerated to
energies of 450 GeV. A sequence of accelerators is used for this purpose which
is briefly described in Section 5.1. Section 5.2 contains an overview of the
experiments located around the ring. Section 5.3 discusses the definition of
luminosity. Finally, Section 5.4 has a short performance overview of the LHC
operation mostly focusing on the years 2015-2018.

5.1 Accelerator complex

The protons are accelerated gradually at several steps before being injected into
the LHC rings. Figure 5.1 is a schematic representation of the acceleration se-
quence. Protons are produced by ionising hydrogen gas and then are inserted to
a linear accelerator, called Linac 2, which brings them to the energy of 50 MeV.
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Figure 5.1: The accelerator complex at CERN [107]. The acceleration chain is described in the
text

The next step in the sequence is the Booster followed by the Proton Synchro-
tron (PS) where the beam energy reaches 1.4 GeV and 25 GeV, respectively.
These two steps also prepare the LHC bunch structure. Protons are organised
in 72 bunches spaced at 25 ns(7.5 m) [106]. After that, beams pass through the
Super Proton Synchron (SPS), which accelerates them at energies of 450 GeV.
The next and final step is the LHC. In total 2808 bunches are injected into two
beam pipesm and are circulated in opposite directions for several minutes until
they reach the maximum energy of 6.5 GeV. The beams are bent by a magnetic
field of more than 8.3 T generated by superconducting NbTi dipole magnets.
Quadupole magnets are used to focus the beam and direct them to the four
collision points that are indicated in Figure 5.1, where collisions occur at a rate
of 40 MHz.

5.2 The LHC experiments

There are seven experiments in total situated around the LHC. The four larger
experiments, are located on each of the collision points. Two of them, the
ATLAS [108] (A Large Toroidal Lhc ApparatuS) and the CMS [109] (Compact
Muon Solenoid) are general-purpose experiments: their main goal is to cover a
wide range of physics searches and measurements. The other two experiments
are: ALICE [110] (A Large Ion Colliding Experiment), that focuses on studying
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QCD interactions at extreme energy densities and temperatures, and LHCb
[111] that specialises on heavy flavour physics (study of b and c quarks). The
three smaller experiments are TOTEM (TOTal Elastic and diffractive cross
section Measurement) [112], LHCf (LHC forward) [113], MoEDAL ( Monopole
and Exotics Detector At the LHC ) [114]. The main focus of TOTEM are studies
related to the products of inelastic collisions and it consists of four detector pairs
placed very close to the beam pipe at either side of the CMS detector. MoEDAL
is a detector primarily looking for (hypothetic) magnetic monopoles and is close
to LHCb. A similar design is adopted for LHCf: its detectors are placed on
both sides of the ATLAS detector at 140 meters distance from the collision
point. Finally, a new experiment, FASER [115] (ForwArd Search ExpeRiment),
will be installed 480 meters from the collision point of ATLAS, close to the beam
axis, aiming to search for elementary particles that couple weakly with matter
and study the interactions of high-energy neutrinos.

5.3 Luminosity

For all the experiments in the LHC luminosity is an important measure of the
performance of the accelerator as it connects the event rate, R at any time with
the cross-section σ for a specific process, R = σ · L. The luminosity depends on
several parameters related to the beam. Assuming the two incoming beams with
identical bunches (with Gaussian distributed protons in each beam) Luminosity
can be written as [105]

L = F
·N2

b · nb · fr · γ
ε · β , (5.1)

where Np is the number of protons in each (assuming they have the same number
of particles), nb the number of bunches in a beam, γ is the relativistic factor of
colliding particles and fr is the revolution frequency. The additional factor F is
a geometrical correction that takes into account the angle of the two bunches at
the crossing. The quantity ε that appear in the denominator is the transverse
normalised beam emitance at the collision point, which describes if the particles
are well confined to a small distance and if they have similar momenta. Finally,
in the denominator there is also the function β at the collision point. The term
integrated luminosity is used to describe a the luminosity over a period of time
: L =

∫
Ldt
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5.4 Performance overview

The beams injected to the LHC, after they are accelerated to the desired energy,
start to collide as soon as they are stable. The collisions last for several hours
and during all this time the experiments record the output of the collisions.
As time progresses the beams degrade and the luminosity drops. When the
luminosity falls bellow a certain level the beams are dumped, the magnets are
readjusted for new beams to be inserted. This scenario describes a so called
physics run.

Besides the physics runs there are several other types of runs for technical tests.
The collider operates almost continuously1 for few years - a time period known
as LHC Run - before it is shut down for maintenance and upgrades for few
years - these periods are called Long Shutdowns. The LHC so far had two
Runs, as illustrated in Figure 5.2a and and two Long Shutdowns. The second
Long Shutdown ended recently and we are now collecting data for Run-3. This
work uses data collected over the full Run-2 period which started at 2015 when
the beam energy reached 6.5 TeV and ended in 2018. Figure 5.2a also shows

(a) (b)

Figure 5.2: Integrated luminosity during Run 1 and Run-2 (left) Ref.[116] and the distribution of
the average number of interactions per crossing 〈µ〉 (right) [117].

a comparison of the integrated luminosity between Run-2 and Run-1. During
Run-2 LHC produced 160 fb−1 integrated luminosity for ATLAS and CMS. We
also see that the collider managed to exceed its designed luminosity in 2018,
when the highest peak luminosity reached 2.1 · 1034.

To increase the luminosity the space between bunches has to become smaller. In

1Occasionally, during Runs, the operation of the collider can be interrupted for few days
due to technical problems
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some cases, therefore when the detector is recording an event it might also read
contributions from other bunch crossings. This is known as out-of time pile-up.
At the same time due to the high number of protons in each beam, there are
going to be multiple p-p interactions in a single bunch crossing. Between these
interactions the most energetic is considered to be the hard scatter and the rest
are the so-called in-time pile-up or simply pile-up in the following. The pile-up
is quantified by the number of interactions per bunch crossing, which is shown
in Figure 5.2b for the Run-2. By looking at both plots in Figure 5.2 we can see
how the increase of luminosity is increase of the pile-up.

59





Chapter 6

The ATLAS Experiment

This chapter starts with a general overview of the ATLAS detector in section
6.1, then, sections 6.2-6.5 describe its main components. Section 6.6 contains a
brief description of the trigger system. A short description of the data taking
and processing procedures in the ATLAS experiment is given in section 6.7 and
Section Section 6.8 describes the reconstruction of physics objects. Finally,6.9
outlines the detector simulation chain.

6.1 Detector Overview

The ATLAS experiment has a detector that weighs 7000 tonnes and meas-
ures 44m in length and 25m in height. The cylindrical shape, with a forward-
backward symmetry, covers almost the full solid angle around the interaction
point 1. The ATLAS detector is designed with multiple layers of cylindrical,
coaxial sub-detector elements built with different materials, as shown in Fig.
6.1. Because different types of particles have different types of interactions with
the detector material, we are able to distinguish the particles based on the signal
they leave - if they leave any- in the different detector components. Neutrinos,
which do not interact at all with the detector, escape detection. The following
sections give an overview of the main sub-detector elements.

1Such detectors are also known as hermetic or 4π detectors
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Figure 6.1: Cutaway illustration of the ATLAS detector showing the layout [108].

6.1.1 Coordinate System and kinematic variables

The origin of the coordinate system is placed at the nominal interaction point
within ATLAS (geometric centre of the detector). The z-axis is aligned with the
beam line creating a right-handed coordinated system with the x-axis pointing
towards the centre of the LHC and the y-axis upwards. The positive and negat-
ive of the z-axis define the so-called ”A-side” and ”C-side” of the detector. The
azimuthal angle, φ, is measured in the transverse XY plane with respect to the
positive x-axis. The polar angle, θ, is measured relative to the positive z-axis.

The momentum of the partons participating in the collisions is not known ex-
actly along the z-axis. It is therefore necessary to use quantities that are Lorentz
invariant. The differences in polar angle do not satisfy that requirement. In-
stead, pseudorapidity is used for position measurements defined as

η = − ln [tan (θ/2)] .

Another kinematic quantity commonly used is the rapidity, which is defined
as y = E+pz

E−pz . Pseudorapidity results from the rapidity in the limit where the
particle mass can be neglected. A Lorentz invariant way to describe distances
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inside the detector is using ∆R which is defined by

∆R =
√

∆η2 + ∆φ2.

Finally, we need to define projection of the momentum on the XY transverse

plane, called transverse momentum, which is pT =
√
p2
x + p2

y. One can safely

assume that the transverse momentum of the partons is negligible compared to
the longitudinal one. Therefore, the sum of the transverse momenta of all the
collision products must also be zero, due to momentum conservation. However,
when invisible particles are produced the sum of the momenta of the visible
collision products will be non-zero. The negative vector sum of the momenta of
all visible particles inside the detector is called missing transverse momentum
and is denoted as ~pmiss

T . The magnitude of the the missing transverse momentum,
Emiss

T , is called missing transverse energy

6.2 Inner detector

The inner detector (ID) tracking system consists of three subsystems that ex-
ploit different particle detection techniques and are the pixel detector, the semi-
conductor tracker (SCT) and the transition radiation tracker (TRT). The ID
is divided into three regions, the central barrel region and two end-caps. The
main purposes of the ID are to reconstruct the trajectories of charged particles
(also referred to as tracks for brevity) and to determine the positions of in-
teraction vertices. Additionally, it is also used for electron identification. The
ID is embedded in a 2 T magnetic field created by a superconducting solenoid
magnet. The following paragraphs will review each sub-detector of the ID separ-
ately, starting with the innermost system, which is also the one with the highest
granularity and spacial resolution.

6.2.1 The Pixel detector

The pixel detector consists of four layers in the barrel region and three disks in
each of the end-caps. Figure 6.2 shows the position of the barrel pixel layers
with respect to the beam pipe along with the rest of the ID subsystems. The
innermost layer of the detector, the insertable B-layer (IBL) [118], is located at
a radial distance of 33.25 mm from the z-axis and its outermost layer is at a
distance of R = 122.5 mm. Out of all three sub-detectors of the ID, the pixel
detector has the highest granularity. Its pixels have a minimum size of 50 µm in
the transverse plane and 400 µm in the longitudinal z-direction, and the spatial
resolution achieved is 10µm in the transverse plane and 115µm in z. The pixel
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Figure 6.2: 3D drawing of the sensors and structural elements of the ID barrel region. A track of
10GeVpT , shown with a red line, traverses successively the beam-pipe, the IBL, pixel,
SCT and TRT layers at η = 0.3.

detector is vital for the reconstruction of the primary interaction and secondary
decay vertices and the high precision measurement of the impact parameter of
the track. The secondary vertices are needed to identify jets from heavy-flavour
quarks and τ -leptons.

6.2.2 The Semi-Conductor Tracker

The middle subsystem of the ID is the silicon microstrip Semi-Conductor Tracker
(SCT). The detector has four layers in the barrel region. Each layer has two
sets of strips, one aligned parallel to the beam axis and the second askew by 40
mrad stereo angle with respect to the first, to allow for two-dimensional position
measurement. The distance of each barrel layer from the beam axis is shown
in Figure 6.2. The spatial resolution achieved in the barrel region is 17µm in
(R−φ) and 580µm in z. The SCT has 9 disks in the end-cap region that provide
a spatial resolution of 17µm in (R− φ) and 580µm in z.

6.2.3 The Transition Radiation tracker

The outermost part of the ID is the Transition Radiation Tracker (TRT). The
subdetector consists of straw tubes filled with either a Xe-based or an Ar-based
gas mixture, which function as proportional drift chambers. The TRT provides
track measurement in (R − φ) up to |η| = 2.0. It was designed to achieve a
position resolution of 130µm per straw.
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Even though the TRT has a lower position resolution than the SCT and pixel, it
contributes significantly to the high precision track measurement by extending
the length of the tracks (for charged particles with |η| = 2 the track radius is
extended by approximately 1 m.) One of the advantages of using drift tubes
as detector technology in the outer layer is that they have a comparably lower
cost than silicon detectors. Chapter 7 contains a more detailed description of
the TRT detector.

Besides tracking, the detector contributes to the identification of electrons by
detecting transition radiation. The transition radiation is the electromagnetic
radiation a charged particle emits when it crosses the boundary between two
media with different dielectric constants. The intensity of the emitted radiation
depends on the mass of the traversing particle, with lower mass particles emit-
ting more transition radiation photons. As a result, the energy deposits from
electrons can be distinguished from other particles, such as pions, using two
different read-out thresholds.

6.3 Calorimeter System

The ATLAS calorimeter system covers a range of |η| < 4.9, its geometry is fully
symmetric in φ, and consists of the Electromagnetic Calorimeter (ECal), the
Hadronic Calorimeter (HCal), and the Forward Calorimeters, (FCal), as illus-
trated in figure 6.3. The system has a length of 12.2 m and an outer radius of
4.25 m. All the components are sampling calorimeters, i.e. they have alternating
layers of high-density passive material, which produces avalanches of particles,
and active material, which is used to detect the produced particles. The elec-
tromagnetic calorimeter has a fine granularity for central regions, that match
the coverage of the inner detector, to provide precision energy measurements for
electrons and photons. The rest of the calorimeter is mostly used for the recon-
struction of jets and the missing transverse momentum, and a lower granularity
is sufficient. An important feature of the calorimeters is their depth, which must
be sufficient to contain the showers reducing the particle flow that can reach the
muon system. For electromagnetic calorimeter, the depth is expressed in terms
of the radiation length, X0. X0 is the mean length at which the energy of an
electron travelling through the material is reduced, via bremsstrahlung, by a
factor of 1/e. The depth of the HCAL is typically expressed in terms of the
interaction length, λ, which is the mean distance a hadron travels in a material
before it interacts inelastically with a nucleus. The ECal has a total depth that
exceeds 22 X0 in the barrel and 24 X0 in the end-caps. The depth of the HCAL
is 9.7 λ in the barrel and 10 λ in the end-caps. The design features of the calor-
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Figure 6.3: Schematic view of the ATLAS Calorimeter system [108].

imeters provide high-resolution measurements for the highly energetic jets and
assure the precise measurement of missing transverse momentum, which is very
important for BSM searches, such as the one presented in this work.

6.3.1 Electromagnetic Calorimeter

The electromagnetic calorimeter is divided into two parts, the ElectroMagnetic
Barrel (EMB) which covers a region of |η| < 1.47 and the ElectroMagnetic
End-Caps (EMEC) covering a region of 1.37 < |η| < 3.2 . Figure 6.4 shows
the layers and the cell segmentation for a barrel module. The EMB consists
of two half-barrel calorimeters, while two coaxial wheel calorimeters are placed
on each side of the forward areas. The active material of the electromagnetic
calorimeter is liquid argon (LAr), while the passive is lead. This technology is
chosen because it combines high performance with resistance to radiation, and
to work the temperature must be kept low. For this reason, the calorimeter
is placed inside three independent cryostats. Kapton electrodes, interleaved
with lead absorber plates, collect the charge yielded in the calorimeter. These
electrodes are folded in an accordion geometry to avoid dead zones and minimise
electronic dead-time.

In the region |η| < 2.5, which is covered by the ID and is most important for
precision measurements, the ECal is divided into three longitudinal layers. The
first layer is finely segmented into strip cells to improve the measurement in the
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η-direction.

The second layer consists of square tower cells and collects the largest energy
fraction of an electromagnetic shower. The cells of the third layer have double
the size in η compared to the cells of the second layer, as it collects the tails of
the shower.

Figure 6.4: Sketch of the Liquid Argon Calorimeter [108]

The general structure of the EMEC is the same as the EMB, but it is rotated into
the radial direction (instead of the axial direction of the EMB). The transition
region between the EMB and EMEC (1.37 < |η| < 1.52) contains a large amount
of inactive material, which results in non-negligible energy losses and reduces
calorimeter performance. For this reason, it is usually recommended that physics
analyses that need high precision electrons and photons should exclude this
particular region. Between the ID and the electromagnetic calorimeter there is
a presampling calorimeter, in a region of |η| < 1.8, which is used to estimate the
energy loss of electrons and photons from their interactions with the preceding
material. The presampler has a 1.1 cm thick layer of LAr in the barrel and
0.5 cm in the end-cap region. The combined energy resolution in the ECAL is

σ

E
=

10%√
E
⊕ 0.7%, (6.1)

where ⊕ denotes quadrature sum.
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6.3.2 Hadronic Calorimeter

The hadronic calorimeter is located just outside the ECAL and comprises three
parts, the Tile Calorimeter (TileCal), the Hadronic End-Cap Calorimeter (HEC)
and the Forward Calorimeter (FCal). Depending on the detector region they
cover, each part is using different technologies. The TileCal is a sampling calor-
imeter that uses steel as the absorber and scintillating tiles as active material.
It consists of a central barrel that covers a region of |η| < 1.0 and two extended
barrels at 0.8 < |η| < 1.7. The TileCal has an inner radius of 2.28 m, and an
outer radius of 4.25 m, and, just like the EM calorimeter, is segmented into three
layers with different depths. The central barrel layers have respective thicknesses
of 1.5λ, 4.1λ and 1.8λ, while for the extended barrels the corresponding depths
are 1.5λ, 2.6λ, and 3.3λ. The HEC covers an |η|-range from 1.5 to 3.2 and
overlaps with both the tile and forward calorimeter. It consists of two wheels
at each detector side segmented into two longitudinal sections. The HEC uses
copper plates as absorber and LAr as the active medium. The resolution of the
barrel and end-cap calorimeters is

σE
E

=
50%√
E
⊕ 3%.

Finally, the FCal covers the region 3.1 < |η| < 4.9, and consists of three layers
per end-cap. The active medium is LAr. The first layer, closest to the inter-
action point, uses copper as the absorber and is designed for electromagnetic
measurements, while the other two use tungsten, to measure mainly hadronic
showers. Behind the FCal there is a brass layer used to absorb the remaining
of the hadronic showers. The FCal energy resolution is

σE
E

=
100%√
E
⊕ 10%.

6.4 Muon Spectrometer

The Muon Spectrometer (MS) is located in the outer part of the detector where
only muons can reach since all the other particles are stopped in the calorimeter
system. It consists of high-precision tracking chambers and is also equipped
with separate trigger chambers that provide fast signals.

Crucial to the function of the system are the superconducting toroid magnets
that provide the necessary magnetic field for the momentum measurement. The
magnet system consitsts of three magnets, the large barrel toroid (|η| < 1.4)
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and two end-cap toroids on each detector side (1.6 < |η| < 2.7). Each magnet
contains 8 coils. While the barrel coils have their own cryostat, a common
cryostat is used for the end-cap coils on each side. Figure 6.5 shows the layout
of the muon system. The symmetry of the muon system reflects the geometry

Figure 6.5: Scematic cut-away view of the ATLAS muon system [108].

of the magnets and is divided into octants. The tracking chambers in the barrel
are placed in three cylindric layers around the beam axis, while in the end-caps,
there are four wheels perpendicular to the beam axis. The MS consists of four
different chamber types, the Monitored Drift Tubes (MDTs), the Cathode Strip
Chambers (CSCs), the Resistive Plate Chambers (RPCs) and the Thin Gap
Chambers (TGCs). The first two, MDTs and CSCs, are used for tracking, while
the rest, RPCs and TGCs, are used for triggering.

The Monitored Drift Tube chambers provide the track coordinates in most of
the detector regions at |η| < 2.7 with high precision. They are, also, simple
to construct and have predictable mechanical deformations. A typical MDT
chamber consists of two multi-layers, each containing three or four layers of
drift tubes. The drift tubes are made of aluminium and the anode is a tungsten-
rhenium wire in the centre of the tube. The average resolution is about 35 µm
per chamber.

The Cathode Strip Chambers are used in the innermost layer of the forward
region at 2.0 < |η| < 2.7. These are multi-wire proportional chambers the
cathode planes of which are divided into strips in orthogonal directions. This
allows them to measure both coordinates simultaneously, with a resolution of
40 µm per chamber in the bending and of 5 µm in the transverse plane.

The Resistive Plate Chambers provide trigger information in the barrel region,
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while the Thin Gap Chambers in the forward region. Both triggering chambers
deliver signals within 15− 25 ns after a particle passes through. For this reason,
they can be used, also, to tag the beam-crossing. Additionally, they deliver well-
defined ~pmiss

T thresholds and provide coordinate measurements in the bending
η-plane and the non-bending φ-plane.

6.5 Forward Detectors

Several detectors and sensors are placed in the forward regions of the ATLAS
detector, which are used to measure particles at high absolute values of pseudo-
rapidity and to provide information about the beams.

The LUminosity Cherenkov Integrating Detector-2 (LUCID-2) [119], is the main
detector used for luminosity monitoring during Run 2 in the ATLAS experiment.
LUCID-2 consists of two detectors placed around the beam-pipe on both ends
of the ATLAS detector at approximately 17 m from the interaction point. It
measures luminosity by detecting Cherenkov light signals from charged particles
from the debris of inelastic proton-proton collisions. LUCID can provide online
monitoring of instantaneous luminosity.

The Zero-Degree Calorimeter (ZDC) [120] has two modules located at a distance
of ±140 m from the ATLAS IP. This location is where the two separate beam
pipes transition to a common straight section pipe. The ZDC can measure neut-
ral particles at |η| ≥ 8.2, which is very important for determining the centrality
of heavy-ion collisions. For pp collisions it can be used to tag minimum-bias
events. The ZDC is a sampling calorimeter made of alternating layers of quartz
rods (active medium) and tungsten plates (absorber).

The ATLAS Forward Proton (AFP) [121] consists of two parts placed in each
detector side at 204 m and 217 m with respect to the ATLAS IP. The project
extends the physics reach of ATLAS by measuring very forward protons, and
mostly focuses on the study of diffractive processes where one or both protons
remain intact after the collision.

The Absolute Luminosity For ATLAS (ALFA) detector [122] is situated at a
distance of ±240 m from the interaction point. It consists of scintillating fibre
trackers placed in four Roman pots stations, which can be moved very close
to the beam, up to 1 mm distance from it. The main purpose of the detector
is to determine the total proton-proton cross-section, and the luminosity, by
measuring the proton scattering at very small angles.

The Beam Conditions Monitor (BCM) diamond sensors were primarily designed
to protect the detector from damage that could be caused by a potential uncon-
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trolled beam but were also used to measure the instantaneous rate of collisions.

6.6 Triggering and Data Acquisition

The LHC is designed to operate at a bunch crossing rate of 40 MHz. Limited
resources to process and store events at this rate, lead to the implementation
of a triggering system that excludes any uninteresting events and reduces the
rate from 40 MHz down to approximately 1 kHz. The ATLAS triggering system
consists of a hardware-based Level 1 (L1) trigger and a software-based high-level
trigger system (HLT) [123].

The L1 triggering system consists of custom electronics and programmable hard-
ware that reduce the event rate down to approximately 100 kHz. The decision
to accept an event is made, in 2.5 µs, by the central trigger processor (CPT)
using signals from the L1 calorimeter trigger and the L1 muon trigger as well as
information from the forward detectors such as the LUCID and ZDC.When an
event is accepted from the L1 system, information is sent to the HLT in form of
Region-of-Interest (RoI): an area in η − φ where the activity occurred.

The full event information is available at the HLT level, where fast algorithms
are deployed to reconstruct tracks and physics objects such as electrons, muons,
jets or even missing transverse energy. The decision to accept an event is based
on the requirements imposed on the online reconstructed objects. The HLT
further reduces the output rate to O(1 kHz). Events are selected by trigger
chains (often called triggers), which are combinations of algorithms used to
obtain the L1 trigger item and to reconstruct and select physics objects at the
HLT level. Each trigger selects a specific physics signature, such as leptons,
photons, jets, missing transverse momentum or B-meson candidates. All the
chains used for data taking form a list called trigger menu.

Often it is necessary to control the rate of accepted events. In this case, a prescale
factor, n, is used so that each event has a 1/n probability to be accepted by
the trigger. The values of the prescale factors can be larger or equal to one.
Individual prescale factors can be given to each chain at the L1 or the HLT.
Trigger with prescale factor equal to one are called unprescaled triggers and
are used for physics analyses. On the other hand, prescaled triggers are used,
mostly in performance studies. For example, low transverse energy electron
performance studies use J/ψ → ee events recorded with prescaled triggers [124].
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6.7 Data taking and processing

Once all the subsystems are ready and the LHC has stable beams, the so-called
run starts. The term run for the ATLAS detector has a different meaning than
the LHC Run defined in 5.4. In this case, it is used to describe a period that
lasts for several hours, and during which the detector continuously records data.
Each run is tagged by a unique run number.

The data recorded during different runs with similar conditions are grouped into
a period which is marked by a capital letter, for example, D. Within each period
the runs are grouped into sub-periods of five to ten runs denoted by a number.
Each period contains five to ten sub-periods.

Furthermore, the events recorded in a single run are divided into groups of
approximately one minute of data-taking, called luminosity blocks, to prevent
data loss if problems occur during the run, such as sub-detector failures which
affect the collected data. Based on data quality requirements, a list is formed
for each run that contains only the “good” luminosity blocks and is known as
Good run list (GRLs) files [125] to use for physics analysis. To further avoid
data loss, some of the luminosity blocks in a GRL can still contain corrupted
data which are flagged to be removed before using the data set in a process
called event cleaning. Chapter 9 will describe the event cleaning process applied
to the data set used in this work.

The framework ATLAS uses for data processing as well as event simulation is
Athena [126], which is a C++ software based on the Gaudi framework [127] that
was developed originally for the LHCb experiment. The following paragraphs
will describe the main data processing steps and data formats.

When an event is recorded, the read-out from all the detector is delivered
in RAW data in byte-stream format. The size of an event in this format is
∼ 1.6 MB. To process the enormous amount of data recorded by the LHC ex-
periments, large-scale computing resources are necessary. The LHC Grid is a
worldwide network of computing resources, designed for processing, storing and
distributing LHC data. It is structured hierarchically in different tiers. The
Tier-0 is located at CERN and is used for the first step of data processing which
includes data calibration and reconstruction. All the event information is stored
in Event Summary data (ESD) in the form of reconstructed objects. The next
step is producing Analysis Object Data (xAOD) [128], which contains only the
information necessary for physics analysis, such as reconstructed physics objects
and their properties. This step is needed because the size of ESD is still too
large ∼ 1 MB per event. The size of an event in AOD format is 200 kB.
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Tier-0 is also responsible for copying RAW data to permanent storage and Tier-
1 for storage and reprocessing. In addition, Tier-1 receives the output of the
reconstruction. Data are further distributed to the over 160 computing centres
of Tier-2, that are used to run physics analysis tasks and simulations. These
centres keep AODs on the disk together with other file formats such as the
so-called Derived AOD format (DxAOD) [129]. DxAODs are produced from
physics analysis groups to reduce the event size and only contain physics objects
and information relevant to a specific analysis.

The data files used in the analysis presented in this work are produced from
DxAOD files after applying specific selection requirements discussed in detail in
10.2.1. The output is stored in ROOT [130] format. Finally, Tier-3 provides
access to grid resources and local storage to individual users.

6.8 Reconstruction of detector objects

This section contains an overview of the reconstruction process of the objects
that are used in the analysis presented in this work. The first subsection, 6.8.1,
reviews the track and vertex reconstruction process. Section 6.8.2 discusses the
topological clusters. Jets are discussed in section 6.8.4, electrons muons and τ -
leptons in sections 6.8.5,6.8.6 and 6.8.7 respectively. Finally, the reconstruction
of missing transverse energy is presented in section 6.8.8.

6.8.1 Tracks and vertices

The main goal of the ATLAS ID is the reconstruction of the trajectories of
charged particles. The track reconstruction starts by forming clusters from raw
measurement in the pixel and SCT detectors [131, 132]. The clusters are formed
by grouping together pixels and strips, with an energy deposit above a given
threshold, that share a corner or an edge. The clusters are used to create three-
dimensional space points. For the pixel detector, one cluster corresponds to
one space point, while for the SCT a combination from clusters from both sides
of the strip layer corresponds to one point. Three space points are used as a
seed for the combinatorial Kalman filter [133]. This algorithm creates the track
candidates by propagating the measurements through the detector layers while
incorporating additional space points that are compatible with the preliminary
trajectory. The algorithm creates multiple track candidates, from all the realistic
combinations of space points. Several of these candidates have overlapping or
wrongly assigned hits. For this reason, a stage follows where an ambiguity solver
assigns a tracking score to each candidate using several quality requirements.

73



For example, the algorithm penalizes tracks that do not have clusters in each
detector layer and tracks with poor fit quality (based on the χ2 of the track) or
large number of shared clusters, while promotes the energetic tracks2.

After the ambiguity solving step follows the reconstruction using measurements
from the TRT which completes the so-called inside-out track reconstruction
technique in ATLAS, which is mostly sensitive to primary charged particles
produced in the pp interaction.

The reverse approach is also used and is known as outside-in reconstruction
technique [132]. In this case, the reconstruction starts from seeds in the TRT
and propagates the track backwards. This method is more sensitive to tracks
with few or no hits in the silicon detectors, that could be created, for example,
from secondary vertices or photon conversion.

To describe the tracks a set of five parameters, the so-called perigee parameters,
is used (z0, d0, θ, φ, q/p) . The perigee is the point of the closest approach of the
track to the beam axis. The track parameters are illustrated in Figure 6.6. The
distance z0, along the z-axis (beam axis), to the origin is called longitudinal
impact parameter. The distance, d0, to the beam axis in the transverse plane
is called transverse impact parameter. θ is the polar angle and φ the azimuthal
angle. Finally, the parameter q/p is the charge over the particle momentum and
is related to the track curvature.

Figure 6.6: Track parametrization in ATLAS. Figure taken from Ref. [134].

2Tracks with incorrectly assigned clusters have typically a low pT.
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Vertex Reconstruction. The vertex reconstruction begins with a set of
tracks that fulfil specific requirements and a seed position. An iterative fit is
used to estimate the position of the vertex. In each iteration, any incompatible
track is down-weighted by the algorithm and the position of the vertex is recom-
puted. After finding the vertex position any incompatible track is removed and
then used for the reconstruction of another vertex. These steps are repeated
until there are no tracks left. [135–137]

6.8.2 Topological cell clusters

The first step to reconstruct objects such as jets, photons, electrons and tau
leptons, is creating clusters from energy deposits in the calorimeters cells. The
clustering algorithm [138] forms the so-called topoclusters from topologically
connected cells in the calorimeters in all three dimensions. The main observable
is the so-called cell significance which is the ratio of the cell energy, Ecell over
the expected noise, σcell. The expected cell noise includes the electronic noise,
as well as, a contribution from pile-up, estimated for specific run conditions. To
create the clusters the algorithm first locates all the cells with energy at least
four times higher than the expected noise. Next, it collects any neighbouring 3

cells with significance higher than two. This step is repeated until there are no
neighbouring cells with |Ecell| > 2σcell. Finally, the neighbouring cells are added,
independently of their significance. Figure 6.7 shows a schematic example of how
the clustering algorithm works.

Figure 6.7: Two dimensional example, in the η−φ plane, of the clustering algorithm. Figure from
Ref. [139]

3Two cells are neighbours if the share a side on the same layer or, if they are in adjacent
layers, the must (at least partially) overlap in the η − φ plane
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The cluster energy is reconstructed, by default, in the electromagnetic (EM)
scale. However, to account for the non-compensating nature of the ATLAS
calorimeter, the topoclusters can be further calibrated to match the expec-
ted energy deposition from hadronic showers, using the so-called local cluster
weighting (LCW or LC) method. With this method, the clusters are classified
as electromagnetic or hadronic and for each cell a correction factor is derived
from simulated, single charged and neutral pions.

An additional origin correction is applied to topoclusters that modifies their
momentum to point to the primary vertex instead of the detector centre [140].

6.8.3 Particle Flow objects

To reconstruct jets dedicated algorithms (discussed in the next subsection) read
inputs from a list and group them together in one object. The inputs for these
algorithms can be topoclusters, tracks of charged particles, or a combination
of both creating the so-called particle flow (PFlow) objects [131]. The PFlow
objects benefit from the properties of both the tracking and the calorimeter sys-
tems. The ID offers better momentum and angular resolution for low pT particles
and allows to distinguish tracks originating from the hard scatter vertex. On
the other hand, calorimeters offer better energy resolution at high pT and can
detect neutral particles. The algorithm that combines tracks and topoclusters
must not double-count the energy. For this reason, when the tracking inform-
ation is used for a particle, the corresponding shower from the calorimeter is
removed. This is a quite challenging task since subtracting the expected energy
from the calorimeter cells must not affect the deposits from other particles.

The first step is the track selection: the algorithm considers only tracks that
fulfil tight selection requirements (more hits are required in the first two layers
of the ID and no missing hits on the pixel detector) and must have pT < 40 GeV.
This limit is set because energetic particles are not well isolated from nearby
activity making the subtraction complicated. The next step is matching the
tracks to the clusters. There is a probability that a single particle deposits
energy in multiple clusters. This probability is calculated by the particle flow
algorithm and depending on the result more clusters might be added to the track-
topocluster system. For each track-topocluster system the algorithm subtracts
the expected energy deposit from the calorimeter cell-by-cell. Whole clusters can
be removed during this process if the energy after this subtraction is equivalent
to the fluctuation of a single particle deposit. The selected tracks and remaining
topoclusters are the particle flow objects that are used as inputs to jet finding
algorithms.
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6.8.4 Jet reconstruction

Tracks, topoclusters or PFlow objects can be used as inputs to reconstruct jets.
A jet finding algorithm takes these inputs and combines them to jets. In this
work jets are created using the anti-kT algorithm [141] which is a sequential
recombination algorithm. All sequential recombination algorithms are infrared
and collinear safe, i.e. emissions of soft gluons and collinear splitting of partons
do not change the outcome. The algorithms use two parameters,

dij = min(p2p
T i, p

2p
Tj)

∆R2
ij

R2
, (6.2)

diB = p2p
T i, (6.3)

where R is the distance parameter that determines the maximum allowed dis-
tance between the two objects, ∆R2

ij = ∆φ2
ij + ∆η2

ij , dij is the distance between
the input objects , diB is the distance between object and beam and the expo-
nent p can be −1, 0 or 1. The algorithms proceed via the following steps:

1. The distances dij and diB are calculated for all possible combinations of
the input objects.

2. If dij is smaller than diB the objects i and j are combined.

3. If diB is the smallest, then i is a jet and it is removed from the input list

These steps are repeated until there are no more objects in the list. The value
of the exponent determines the type of the algorithm: anti-kT corresponds to
p = −1. Setting p = −1 in Equations 6.2 and 6.3 the components with the
higher transverse momentum are combined first. Since the direction of the jet
axis is mostly determined by the highest pT object, the axis of high-pT jets
is determined from the beginning. For this reason, jets with high pT have a
circular shape, as shown in Figure 6.8, while jets with lower pT might have
more irregular shapes.

There are two more sequential recombination algorithms, the kT algorithm
[142, 143] with p = 1 and the Cambridge/Aachen [144] with p = 0. The kT

algorithm clusters the softer object first and the jet direction is changing as
higher pT objects are added, leading the random shapes of jet active area. The
Cambridge/Aachen is independent of the objects’ transverse momentum and
depends only on the angular separation between them. In this case pairs with
lower ∆Rij are combined first, resulting in irregular shapes as well. Figure
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Figure 6.8: Example of the jet active area for simulated parton-level event clustered using the
anti-kT algorithm. Figure from taken from [141].

Figure 6.9: Example of active areas of jet clustered with the kT algorithm (left) and Cam-
bridge/Aachen (right). Figure from taken from Ref. [141].

6.9 illustrates examples of jets created using the kT algorithm on the left, and
Cambridge/Aachen on the right.

Different types of jets can be defined, depending on the inputs, jet finding al-
gorithm and distance parameter R that is used. In this work, all the jets are
reconstructed using the anti-kT algorithm. They are classified as small-R jets
that are reconstructed from PFlow objects with a distance parameter of R = 0.4
or as large-R jets reconstructed from LCW weighted topoclusters with a distance
parameter of R = 1.0.

The energy of the reconstructed jets needs to be calibrated further to account for
the different responses across the calorimeters, the presence of inactive material,
cases where the showers extend beyond the calorimeter volume, pile-up effects,
noise and out-of-cone radiation. The calibration for the jet energy scale (JES)
consists of several steps, each compensating for different effects. In the following
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paragraphs there is a brief description of the calibration process for small-R and
large-R jets.

Calibration of small-R jets. The first step of the calibration procedure
[145, 140] addresses pile-up effects, and aims to remove excess energy from in-
time and out-of-time pile up. In this step,corrections are estimated and then
subtracted from the jet’s transverse momentum, without affecting η or φ [146].
The next step removes residual pile-up dependence, using a correction derived
from a Monte Carlo simulation. After that follows a correction of the four-
momentum of the reconstructed jet, to match the four-momentum of truth jets,
i.e jets created with the same clustering algorithm using as inputs stable particles
from simulated events. This is done by accounting for the non-compensating
nature of the calorimeter, energy losses in the dead material, out-of-cone effects,
and biases in the jet η reconstruction. The following step mitigates energy
leakage and flavour dependence of the jets, i.e. variations on the calorimeter
response and jet reconstruction that depend on which particle initiated the jet.
The corrections, in this step, are derived using the structure of the energy de-
posits in the calorimeters and information from both the tracking and muon
systems. Finally, the so-called in situ calibration is applied that accounts for
differences between the jet response in data and simulations, which occur due
to imperfect simulation of the detector and the physics processes involved. The
correction is obtained by calculating the response in data and simulation separ-
ately, using events with a jet recoiling against a well-measured reference object,
for example a photon, and then applying the ratio of these responses as an
additional correction in data.

In addition to the central value of the JES, another important quantity is the
jet energy resolution (JER), which depends on the stochastic nature of the
showers, the irreducible pile-up contributions and the electronic noise, and can
be parametrised as

σpT

pT
=
N

pT
⊕ S√

pT
⊕ C.

Here, N is the term for the noise, S is the stochastic term and C is a constant
term related to the design of the detector and the geometry.

Calibration of large-R jets. The jets, in this case, undergo a so-called
“grooming” procedure to reduce pile-up contributions. For the grooming the
trimming algorithm [147] is used, which re-clusters the jet constituents using
the kT algorithm with R = 0.2 and removes those that carry less than 5% of
the jet transverse momentum. The jet mass for large-R jets is derived from the
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weighted average of a calorimeter-based term and a track-assisted, one using
the tracks associated to the jet [148]. Large-R jets are also calibrated to match
the truth jets, which are reconstructed using the anti-kT algorithm and are also
trimmed, as described above. The calibration brings the jets to the particle-
level energy scale, mass scale and η. The last step is the in situ calibration that
accounts for differences between data and simulations. The uncertainties associ-
ated with the Jet Mass Scale (JMS) calibration are estimated by calculating the
ratio of the calorimeter-based mass term over the track assisted term and then
comparing the ratio estimated for data and simulated events [148]. The JES
related uncertainties are estimated from the in situ calibration, as described in
Ref. [149].

Variable-Radius track jets Another type of jets used in this work is the
so-called Variable radius track jets [150]. These jets are reconstructed using as
inputs tracks associated to the large-R jets described in the previous section,
and a variable distance parameter, Reff , that is Reff = ρ

pT
, where pT is the jet

transverse momentum.

b-tagging

In this work the ability to correctly identify jets from B-hadrons, also called
b-jets, is very important. The identification of such jets takes advantage of the
unique characteristics of the B-hadrons: they have an average life-time of ap-
proximately 1.5 ps [151, 152] which means that they travel a few millimetres
before they decay, creating a secondary vertex as illustrated in Figure 6.10.
There are two steps in the identification of b-jets. In the first, the algorithms
(known as low-level) use the tracks associated to a jet and their impact paramet-
ers to determine if they are coming from a secondary vertex. In the second step
multivariate classifiers are used to increase the efficiency, also called high-level
algorithms. There are several low-level algorithms, listed bellow.

• The impact parameter (IP) based algorithms IP2D and IP3D which use
the information of the impact parameter of the tracks associated to the
jets. [153].

• The SV1 algorithm which is based on the reconstruction of the secondary
vertex [154].

• The JetFitter algorithm [155] which reconstructs the full decay chain of b-
and c-hadrons.

80



Figure 6.10: Example of the production of two light jets and a b-jet in the transverse plane. Figure
from Ref. [156] .

The outputs of the low-level algorithms are used as input to the high-level. There
are two main high-level algorithms used in ATLAS called MV2 and DL1. The
first is using Boosted Decision Tree (BDT), while the DL1 uses Deep Neutral
Network (DNN) [157]. DL1 uses the same inputs as MV2 as well as input from
the JetFitter which improves the rejection of the c- and light jets with respect
to the MV2.

The performance of an algorithm is accessed in terms of the efficiency and
the ability to reject light-flavour and c-jets. The b-tagging efficiency is the
probability that the algorithm correctly identifies a b-jet. The probability of
mistakenly tagging a c-jet or light-flavour jet as a b-jet, is called the mistag
rate. The b-tagging efficiency is estimated from simulations and collision data
separately, and the ratio between data and simulation, called Scale Factor (SF),
is used to weight simulated events on a jet-by-jet basis. To estimate the b-
tagging efficiency and mistag rates in data, tt̄ events are used with two opposite
sign leptons and two jets in the final state. The efficiencies and mistag rates for
the MV2 algorithm are provided in Ref. [158, 159].

6.8.5 Electrons

The analysis presented in this thesis uses electrons in a central region of the
detector with |η| < 2.47. This subsection contains an overview of the electron
reconstruction, identification and isolation based on Reference [124]. An electron
signature is characterised by a track in the inner detector that is matched closely
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in η − φ with an energy deposit in the electromagnetic calorimeter. The first
step in the electron reconstruction, is forming topoclusters from energy deposits
in the electromagnetic calorimeter, as explained in 6.8.2. After the topoclusters
are selected, tracks that match loosely the cluster are refitted to account for
bremsstrahlung effects. This step distinguish electrons from photons: if there is
no matching track the topocluster is considered as a photon. However, photons
can produce electron pairs in the ID, and in this case, are called converted.
The electrons from a photon conversion will have tracks that point back to the
conversion vertex, instead of the primary vertex. Whether the track points to a
secondary or primary vertex determines if the cluster is considered as an electron
or a converted photon. The next step is to build the so-called super clusters.
Topoclusters with specific requirements on the transverse energy and on the
matched track, described in [124], are used as seeds. All clusters in windows of
3×5 towers (∆η×∆φ = 0.075×0.125) around the barycenter of the topocluster
are collected. The clusters inside the window are called satellite clusters. For
electrons, the window can be bigger, 5× 12 towers, if the satellite cluster in this
extended window shares the best-matched track with the topocluster. The seed
together with the satellite clusters are the super clusters. After this step the
super cluster energy and position are calibrated, and the cluster is matched to
tracks, for electrons and conversion vertices for converted photons.

The electron identification uses a likelihood-based multivariate analysis (MVA)
technique. This method uses the probability density functions (pdfs) of several
discriminating variables described in Ref. [124], to estimate the probability of a
given object to be signal or background. In this case, the signal is electrons from
the primary vertex or from decays of heavy resonances, while the background is
misidentified hadronic jets, electrons from photon conversion or from the decays
of heavy flavour hadrons. The identification depends on the value of a likelihood
based (LH) discriminant calculated for each electron which has a sharp peak at
one for signal and at zero for background. A set of four threshold values defines
four operating points, with specific identification efficiency and background re-
jection. The operating point are “VeryLoose”, “Loose”, “Medium”, “Tight”.
For the last three working points the identification efficiency for an electron of
40 GeV transverse energy is 93%, 88% and 80% respectively. For the analysis
described in this work, the working point is a variation of the Loose, called
LooseAndBLayer, which has the additional requirement that the tracks must
have a hit in the BLayer of the pixel detector.

Electrons produced in the initial collision or heavy resonance decays (for example
decays of W/Z bosons or τ -leptons) are called prompt. Usually, prompt electrons
are characterised by little activity in the nearby area in η−φ. The activity near
the tracks and clusters is quantified using two variables: pcone20

T and Econe20
T , for
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the track and calorimeter isolation respectively. The pcone20
T is defined as the

sum of the transverse momenta of tracks with pT > 1 GeV in a cone around
the electron track with variable distance: ∆R < 10 GeV

pT
with a maximum of

0.2. The Econe20
T is defined as the sum of transverse energy of all the clusters

in distance ∆R < 0.2 from the electron cluster barycenter. These variables are
used to distinguish prompt electrons from the background.

The calibration of electrons and photons consists of an optimization of the energy
resolution with a multivariate algorithm based on the EM shower properties,
corrections for differences between data and simulation, and estimation of energy
corrections using Z → e+e− and J/ψ → e+e− events [124].

6.8.6 Muons

This section contains an overview of the muon reconstruction, identification
and isolation based on Reference [160]. First tracks are reconstructed in the ID,
as described in 6.8.1, and in the MS independently. The first step of the track
reconstruction in MS is to search for hit patterns inside each muon chamber and
form track segments. Next, to build the track candidates hits from segments
in different layers are fitted. Since the same segment can be used to form
different track candidates an overlap removal algorithm is used to either allow a
segment to be shared between two tracks or assign the segment to a single track
candidate. Finally, the hits from each track candidate are fitted and candidates
are accepted based on the fit quality. The information from ID and MS are then
combined to reconstruct the muons. The following muon types are defined:

• Combined muons (CB). For this type, the tracks are reconstructed inde-
pendently in the ID and MS and then are combined.

• Segment-tagged (ST) muons. The track from the ID is first, extrapolated
to the MS. Then, if there is at least on track segment in the MDT or CSC
chambers it is determined as a muon track. This type is used either for
muons with low pT or muons that cross one layer of the MS.

• Calorimeter-tagged (CT) muons. In this case, the track from the ID must
match an energy deposit in the calorimeter compatible with a minimum-
ionizing particle. This type of muon can be used to recover acceptance
in regions where the MS is not well-instrumented, because no information
from the MS are used for the reconstruction.

• Extrapolated (ME) muons. For this muon type the reconstruction is based
on the MS tracks for which only a loose requirement is applied on their
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compatibility with the primary vertex. As no information from the ID is
required, this type of muons is used to recover acceptance in the forward
region that is outside of the ID coverage.

All the types mentioned above are reconstructed independently which results in
overlaps between muon candidates. To resolve the overlaps that occur when two
muon types share an ID track, preference is given first to CB muons, then to ST
and finally to CT muons. To resolve overlaps with ME muons, the algorithm
examines the properties of the tracks and the fit quality. Similar to electrons, the
analysis is interested in prompt muons. To distinguish them from non-prompt
muons several sets of criteria are defined. The criteria aim to reject mostly
muons from pion and Kaon decays and select prompt muons with high efficiency.
The tracks, in these cases have a characteristic “kink” making the quality of the
fitted track very poor. Therefore one of the most important variables for the
requirements definitions is the quality of the fit for the combined track. Two
more variables, equally important are the q/p significance and the compatibility
of the momentum of the muon pT measured in the ID and MS independently.
The q/p significance, where q is the charge and p the momentum, is defines as
|q/p|/σ(|q/p|), where σ(|q/p|) is the quadrature sum of all the corresponding
uncertainties. To ensure a robust momentum measurement there are specific
requirements on the number of hits in each layer of the ID and the number of
hits in MS tracks are used.

Each combination of requirements defines an identification working point. There
are five such WPs: Medium, Loose, Tight, Low-pT and High-pT [161]. The three
first are the most commonly used in physics analyses. Each of the Loose, Me-
dium, and Tight WPs selects muons in a subset of the previous category (for
example muons in Medium also pass Loose selection). Finally, isolation require-
ments are also defined for the muon candidates, based on quality requirements
of the tracks and the variables pcone30

T and Econe20
T , for the track and calori-

meter isolation respectively. The variables are defined similarly to electrons,
only changing the distance variable for the pcone30

T to ∆R < max(10 GeV
pT

, 0.3).

The calibration procedure, described in Ref. [161], uses Z → µ+µ− and J/ψ →
µ+µ− events to calculate and validate scale factors that correct differences in
the momentum of the reconstructed muons between data and simulation, and
to estimate the momentum scale and resolution.

6.8.7 Taus

When a tau lepton is produced in a collision, because of its really short life time
of 2.9×10−13 s, it decays before reaching the IBL of the pixel detector. Therefore
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taus are observed via their decay products. Taus decay either leptonically with a
BR of ∼ 35% or hadronically with a BR of ∼ 65%. The leptonic decays produce
well isolated electrons and muons that are reconstructed as it was explained
previously. In this work the focus will be on the hadronically decaying taus
because they can be a significant background contribution because of the jet-
like signature they create. This signature has several characteristics that can be
used to identify and veto them. Hadronic tau decays involve one or three pions
4, which are called 1-prong and 3-prong respectively [162] and the jet is usually
narrow.

To reconstruct the tau-candidates, the first step is to form jets using the anti-
kT algorithm (as described in 6.8.4) with a distance parameter of R = 0.4
using LCW topoclusters as inputs. The jets must have pT above 10 GeV and
|η| < 2.5. The vertex of the tau lepton is identified among the PV candidates
and is associated to the candidate. Next tracks from ID with pT > 1 GeV that
fulfil the requirements listed in Ref. [162], are matched to the jet if they are
within ∆R < 0.2 of the jet axis.

Once the tau-candidates are reconstructed several identification requirements
are applied to distinguish them from other jet-like signatures. For the identific-
ation a Recursive Neural Network (RNN) is used, described in Ref. [163], which
uses as inputs variables and observables calculated from the associated tracks
or the topoclusters. Four working points are defined: “VeryLoose”, “Loose”,
“Medium”, “Tight” with decreasing signal efficiency and increasing background
rejection. In this work the Very Loose working point is used which has an effi-
ciency of 95% for both 1- and 3-prong. Finally, an energy calibration is applied.

6.8.8 Missing Transverse Energy

In proton-proton collisions the partons that participate in the hard interaction
have momentum along the beam axis (z-axis) and almost zero momentum in
the transverse plane. Because of momentum conservation, it is expected that
the vector sum of the transverse momenta of all the collision products is negli-
gible. If there is an imbalance, the negative of the vector sum is called missing
transverse momentum and is denoted as ~EmissT . The reconstruction of the miss-
ing transverse momentum starts after the objects mentioned previously (jets,
photons and leptons) are reconstructed and calibrated. Because the objects are
reconstructed independently some energy deposits or associated tracks can be
used for multiple objects. Therefore, before proceeding with the estimation of
the ~EmissT there is a step to remove any overlaps.

4τ → π0π−ντ or τ → π+π−π−ντ
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The reconstructed electrons, muons, hadronic decaying visible taus, photons,
muons and jets, i.e the high ~pT physics objects, are the so-called hard -term of
~EmissT . On the other hand tracks from the primary vertex that are not associated
with any of the “hard” objects are the soft component. The expression for the
~EmissT reads:

~E miss
T = −

∑
~p e

T −
∑

~p γ
T −

∑
~p τ

T −
∑

~p µ
T −

∑
~p jets

T −
∑

~p soft
T (6.4)

The soft term is very important for estimating the Emiss
T scale and resolution,

especially in events that have low multiplicities of hard objects. It is recon-
structed using tracks from the ID associated to the PV. The magnitude of the

missing transverse momentum, Emiss
T , is defined as (| ~EmissT | =

√
Emissx + Emissy ).

The corresponding azimuth angle is : φmiss = arctan (Emissx , Emissy ). The total
transverse energy in the detector

∑
ET quantifies the total event activity and

is an important observable for understanding the resolution of the EmissT . Fi-
nally, the scalar sum of the transverse momenta of the reconstructed objects is
denoted as HT:

HT =
∑

p e
T −

∑
p γ

T −
∑

p τ
T −

∑
p µ

T −
∑

p jets
T (6.5)

6.9 Event simulation chain in ATLAS

The output of the event generators, described in Chapter 4, consists of final state
particles, i.e. particles that do not decay immediately after being produced, and
is stored in a form of HepMC files [164] readable by the Athena framework called
EVNT files. For some processes the generator output is “filtered” to increase
statistics in a particular region of phase space for the specific process. In such
cases, a so-called event filter or generator filter is applied at the event generation
step that keeps only events that fulfil specific requirements (such filters are used
in the analysis and are discussed in 9).

The EVNT files are the input to the detector simulation [165], which is per-
formed with the help of the GEANT4 particle simulation toolkit [166]. GEANT4
contains many models for the interaction processes inside the detector, as well
as cross sections for a large range of energies, which are collected in physics
lists. The geometrical description of the detector and the running conditions
are stored in databases. The detector geometry database contains informa-
tion on the volume and position of each detector component, its material and
maps of the magnetic fields. On the other hand, the condition database has
information on inactive/dead material, calibration constants or misalignments
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and distortions. The output of the detector simulation step is energy deposits
and is stored using the HITS file format. The next step is the digitization of
these energy deposits which converts them to what the detector would actually
record: pulses and currents in byte-stream format. The file format for this step
is the so-called Raw Digital Object (RDO). From that point on the file formats
used for the simulated events is the same as those used for data, as the same
reconstruction software is used.

In the experiment, there are two types of derived objects for simulated events.
One is the created from the xAOD files generated from the reconstruction of
simulated events. The other is produced directly from the output of the gen-
erators before the detector simulation step described above and is referred to
as truth DxAOD. There are four types (centrally produced) of truth DxAOD,
with different amounts of information retained. For example, Truth0 is a copy
of the full generator output, while Truth1, Truth2, and Truth3 contain reduced
versions of the output.

The truth-level information is a key ingredient for the study of the acceptance
of a physics analysis, as well as the estimation of the associated systematic un-
certainties related to the modelling of background and signal processes. Truth3
is recommended for these studies, however, in this work a modified version of
Truth3 is used because the centrally produced ones did not contain all the ne-
cessary information. Chapter 10 (Sec. 10.1) describes in detail the truth-level
definitions implemented in this case. Chapter 11 discusses how the system-
atic uncertainties related to the modelling are estimated from the results of the
work described in Ch. 10 and then implemented in the statistical data analysis
model.
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Chapter 7

Calibration of the Transition
Radiation Tracker

As described in Section 6.2, the Transition Radiation Tracker (TRT) contributes
significantly to the momentum measurement of charged particles and to particle
identification. The detecting elements of the TRT, the straw tubes, register time
information, which is corrected for several effects and then translated to distance
of the charged particle to the wire of a straw tube through the calibration
procedure. In fact, two parameters are estimated with the calibration, the
correction to the time measurement, called T0, and a relation between distance
from the wire and time, called r-t relation. The calibration is necessary to ensure
the best position resolution and hence momentum measurement in the TRT.

This chapter presents studies of the performance of the calibration procedure
using simulated event samples. The first section of this chapter, 7.1, contains an
overview of the detector design and layout, and Section 7.2 describes how the
time information is recorded by the TRT readout electronics. Section 7.3 intro-
duces quantities that are used in the TRT time calibration, and to evaluate the
performance of the calibration procedure. Section 7.4 describes the calibration
procedure used for data and simulated events. Section 7.5 presents the method
to validate the output of the calibration procedure, and estimate a time offset
µ̂, which is used to improve the position resolution in data.

Part of my work for the TRT software development and performance group was
to perform a calibration of simulated events, the results of which are reported
in section 7.6. The main part of my work was to re-estimate µ̂ after varying
the pT threshold of the reconstructed tracks used in the calibration. Section
7.7 presents the results of this study using simulated events without a pile-
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up contribution, while section 7.8 shows the results of the same study using
simulated events that contain a pile-up contribution.

7.1 Detector design

The TRT detector consists of approximately 300000 thin-layered straw tubes of
a 2 mm radius. The detector is divided into three parts, shown in Figure 7.1:
the barrel and two end-caps. The barrel covers a region of |η| < 1 and consists
of 52544 straw tubes aligned parallel to the z-axis, organised into three layers.
The two end-caps cover a region of 0.8 < |η| < 2. They consist of 122880 straws
oriented radially to the beam axis, and they are placed on 14 wheels. This
orientation was selected because it maximises the number of straws a particle
will cross as it passes through the detector.

Figure 7.1: Schematic representation of the ATLAS Inner Detector in the r-z plane [167]. Only
the A-side of the detector is shown

The straw tubes work as proportional gas chambers. Their walls are made of
two layers of polyamide film supported by carbon fibres, and each tube is filled
with gas. In the centre of each straw tube, there is a 30 µm thick tungsten wire
coated with a thin layer (0.6-0.7 µm) of gold . The walls are placed at a negative
voltage of −1.5 keV with respect to the wire, which is kept at ground voltage,
creating a radial electric field.

When a charged particle crosses a straw tube, it interacts with the atoms of the
gas and creates several ionisation clusters along its path. The electric field inside
the straw tubes forces the electrons from the ionisation clusters to drift towards
the wire (anode). Closer to the wire, the electric field is stronger, and the
electrons drifting toward it produce further ionisations that lead to a cascade
and a detectable signal - this is discussed in Section 7.2. This signal is then
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used to measure the time it takes these electrons to reach the anode, which is
called drift time, and to identify electrons. Particle identification is achieved, as
discussed in Sec. 6.2, by detecting the so-called transition radiation [168].

The transition radiation is emitted when a charged particle moves through a non-
uniform electric field, such as crossing the boundary between two media with
different dielectric constants. The probability of a particle emitting transition
radiation depends on the material properties and the Lorentz γ-factor, γ = E/m.

When a relativistic charged particle crosses a single boundary from vacuum to
a medium with some dielectric constant ε, the energy of the emitted transition
radiation is given by

E =
1

3
αZ2ωpγ, (7.1)

where α is the fine structure constant, Z is the atomic number, and ωp is the
so-called plasma frequency, which is given by

ωp =
√

4πNer3
eme/α. (7.2)

Here, Ne is the electron density of the medium and re is the classical radius of
the electron [169].

To increase the amount of transition radiation, the charged particle needs to
cross a large number of boundaries. For this reason, the spaces between the
straw tubes of the TRT are filled with polypropylene fibres in the barrel region
and polypropylene foils in the end-cap regions.

The number of transition radiation photons produced from an electron is con-
siderably larger than those created from a pion, due to the much higher Lorentz
factor. This allows us to distinguish electrons from pions.

Once the transition radiation photons are produced they enter the straw tubes
and interact with the gas producing electron-ion pairs. Since the photo-absorption
cross section, σphoto depends on the atomic number (σphoto ∝ Z5), the tubes
must be filled with a gas with high Z. The transition radiation photons typically
have energies between 5 keV to 15 keV [170], and the gas that efficiently detects
X-ray photons is xenon with Z = 54.

Instead of pure xenon, a gas mixture of 27% carbon dioxide, 3% oxygen and
70% xenon is used. The carbon dioxide works as a quench gas and absorbs
UV photons produced during the avalanche. Based on studies reported in Ref.
[171], not all the UV photons are absorbed from the carbon dioxide. For this
reason, oxygen is added to the mixture. Even though oxygen does not absorb
UV photons, the ozone created in the avalanches absorbs them.
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During Run 1, all straws were filled with the xenon-based (Xe-based) gas mixture
described above. Due to large leaks that appeared in the system that supplies the
gas to the detector elements [172, 173], the xenon-based mixture was replaced in
the straws that could not be repaired with a cheaper argon-based (Ar-based) gas
mixture for Run-2. The Ar-based gas mixture consists of 27% carbon dioxide,
3% oxygen and 70% argon. Figure 7.2 shows the gas used to fill the straw tubes
in the TRT barrel and end-cap regions during 2016. During 2017 there was a

Figure 7.2: Gas configuration of the TRT detector used during 2016 [174]. The barrel layers in
the middle. On each side of the barrel, the figure shows the 14 wheels of the end-caps.
The blue-coloured regions have straw tubes filled with the argon-based gas mixture,
while green-coloured have straws filled with the xenon-based mixture.

change in end-cap C: the straw tubes of the third wheel from the barrel were
filled with Ar-based gas and the fourth wheel with Xe-based gas.

The argon-based mixture is less efficient in absorbing UV photons, which de-
creases the particle identification capabilities of the TRT. On the contrary, the
tracking capability of the detector is generally unaffected by using the argon gas
mixture, with some differences in terms of performance with respect to the xenon
gas mixture [172]. One difference is that the drift velocity in the argon-based
mixture is higher than in the xenon-based, which leads to shorter measured
drift times for argon-filled straw tubes. Additionally, the Ar-based mixture has
a lower density than the Xe-based, and the average distance between ionisation
clusters is higher, leading to degradation of the drift-time measurement. Finally,
the signal shape is different between the two gas mixtures.
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7.2 Signal description

The front-end electronics record signals in a window of 75 ns, equivalent to 3
bunch crossings. The signal in a single wire consists of a sharp pulse created
by the electrons from the avalanche reaching the wire, and a falling tail created
by the much slower ions that drifted to the cathode. The recorded signal is
first amplified, then shaped to remove the ion tails, and finally discriminated
against two predefined thresholds, the low threshold (LT) and high threshold
(HT). Figure 7.3 shows an example pulse, after shaping, from a single straw in
a window of 75 ns. The two thresholds are indicated in the figure.

The LT is used to measure the electron drift time, while the HT is used to
detect signals from transition radiation photons for the electron-pion separation.
Typical values for the LT range from 100 eV to 300 eV. For an Ar-based mixture,
the TRT read-out electronics integrate more charge during the signal processing
than for a Xe-based mixture (about 15% instead of 5%) because of the different
signal shape. As a result, a lower value for the LT can be used for straw tubes
filled with Ar-based mixture compared to those filled with Xe-based gas, which
leads to an improvement of the drift-time measurement accuracy [172]. Typical
values for HT range between 5 keV and 7 keV.

Figure 7.3: Example of a pulse from a single TRT straw. Picture modified from [175]

The signal information is recorded in 27 bits, as illustrated on the top of Figure
7.3 covering 75 ns. For each bunch crossing, there are nine bits. Eight of these
bits hold the information for the LT and one for HT, as shown in Figure 7.3 (the
LT information is 24 bits in total, while HT is stored in 3 bits). The ninth bit is
set to 1 only when the pulse exceeds the HT indicating a possible electron and
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Figure 7.4: Signals for tracks close to the walls (top) and to the wire (bottom). The low threshold
is marked with a dashed line. Figure modified from Ref. [179]

hence, is used for particle identification. For Run-2 the last 4 bits of the third
bunch crossing are dropped [176] to achieve a 100 kHz rate in the level-1 trigger
without losing vital timing information. This is the so-called reduced readout,
shown in Figure 7.3.

The first time the signal rises above the LT is called leading-edge time. This
corresponds to the first transition from value 0 to 1, and the measured leading-
edge time is the time at the centre of this first 1 bin [177, 178]. On the other
hand, the first transition from 1 to 0 is called trailing edge (TE). The time
interval between the LE and TE is the so-called Time Over Threshold (TOT).
The width of the pulse, and hence the TOT, depends on the proximity of the
track to the wire. Tracks closer to the wire deposit on average more energy
inside the straw tube compared to tracks close to the walls, due to their larger
length, as illustrated on Figure 7.4. Therefore, for tracks closer to the wire the
corresponding signal, and the ToT, are larger.

Finally, a tunable gate, called validity gate, is applied to limit the data flow in
the readout drivers (ROD) and to reject hits from the out-of-time pile-up. The
drift time information from the straw is considered valid if there is at least one
low threshold bit set within this gate.
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7.3 Calibration figures of merit

As discussed in the previous section, TRT electronics measure LE time, which
is not equal to the electron drift time. Besides the drift time tD, the measured
LE time tLE includes several systematic effects: the time at which the collision
took place, tcollision, the time it takes for a charged particle to reach the straw,
known as time of flight, tToF, and the time the signal needs to propagate in both
directions of the wire1, denoted as tSP. The LE time is, therefore, given by:

tLE = tD + (tcollision + tToF + tSP) (7.3)

The time parameters tcollision, tToF, tSP do not change much over a small region
of the detector and can be replaced with a single parameter, denoted as T0. In
the work described here, the T0

From the relationship 7.3 we can find the measured drift time, for a given T0

and LE time. The drift time corresponds to a distance known as drift radius,
rD, which is obtained via a relation between the drift time and distance from
the wire, called the r-t relation. The r-t relation and T0 are calculated with
the calibration procedure, which is discussed in Sec. 7.4. The error on the
estimation of the drift circle2, δrhit, is a very important quantity because it is
used by the track fitting algorithm to calculate the χ2 of the track, as well as
to define different types of hits3. Two of those hit types, which are used in the
following, are the precision and tube hits illustrated in Figure 7.5.

To define these hit types we need, besides δrhit, the track to wire distance, rtrack,
which is the distance of the fitted track to the centre of the wire, and the position
residual, ∆r. The position residual, illustrated in Figure 7.6, is the difference
between the drift circle and track to wire distance,

∆r = rD − rtrack. (7.4)

Precision hits are those with position residuals within 2.5·δrhit. On the contrary,
hits with position residual larger than 2.5 · δrhit, or without a valid leading edge
are called tube hits [180].

Since the main aim of the calibration procedure is to improve the position res-
olution and, therefore, the momentum measurement of charged particles, the

1One part of the signal goes directly to the read out electronics, while the other reaches
the end of the wire and is reflected back, reaching the read-out later. The electronics cannot
distinguish these two signals.

2Circle around the wire with radius equal to rD
3The term hit refers to when a charged particle fires a straw
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Figure 7.5: Illustration of tube and precision hits. The red-shaded disk area in each straw tube
corresponds to the drift circle error.

Figure 7.6: Two TRT straws crossed by a single track (dashed straight line). The dashed circles
represent the drift circle, while the solid circles are used for the walls of the two straws.
The distance, rtrack, is marked on the right straw tube, as well as the residual. The
wire is shown by a dot in the centre of each straw. Figure from Reference [178]

position residual is very important for the evaluation of the performance of the
calibration.

Figure 7.7 shows the distributions of the position residuals for straw tubes filled
with Ar-based (7.7a) and Xe-based (7.7b) gas mixture in the barrel region of the
detector. The residuals are only estimated using tracks with pT above a user-
defined threshold (in this example pT > 2 GeV). The position residuals here
are calculated using a so-called unbiased method : the track is fitted without
considering the information of the hit we want to calculate the residual for. The
position residuals estimated this way are more robust against miss-alignment or
calibration issues, even though their width is larger than when not using this
method [178]. It should be noted that the distributions in fig. 7.7 are symmetric
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because the sign in Eq. 7.4 is reversed if the track is on the left of the wire.

(a) (b)

Figure 7.7: Position residual in the barrel region from simulated events. The final Gaussian fit is
displayed with blue colour. The mean and width estimated from this fit are displayed
in each plot.

To estimate the mean and width of the distributions we use a Gaussian fit.
However, as can be seen from the figures, the position residual distributions are
not perfect Gaussian, because tube hits are included in these distributions. For
this reason, the fit is performed iteratively and limited to a region ±1.5σ around
the mean of the distribution in each iteration. Increasing the range to include
the non-Gaussian tails of the distributions degrades the track quality according
to Ref. [181]

Another quantity we need to define the so-called time residual. To estimate it,
we first have to revert the r-t relation to translate the track to wire distance to
track drift time, ttrack. Then, we take the difference between ttrack and tD,

∆t = tD − ttrack. (7.5)

As was discussed earlier, the ToT depends on the distance of the track from the
wire, and it has been shown that hits with a smaller ToT have higher LE time,
while hits with longer ToT have lower LE. To account for this we correct the
time residual using the so-called ToT correction. To calculate this correction
the time residuals are accumulated for hits in a specific detector region, gas
configuration (Ar-based or Xe-based filled straw tubes) and ToT length. For
example, we estimate the time residuals of all the hits from argon-filled straw
tubes in the barrel region that have ToT between 0 and 3.125 ns. The hits for
each detector region and gas configuration are separated to eighteen ranges of
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ToT. The peak of each of these time residual distributions is fitted iteratively
with a Gaussian function to estimate its mean. This mean is the so-called ToT
correction. The corrections used in this work were derived in Ref. [182].

It has also been shown that hits above the HT threshold, known as HT hits,
have smaller values of LE time. Therefore, to account for this systematic effect
another correction, called HT correction, is applied. The HT corrections are
estimated in Ref. [182]. They are the mean of the time residual distribution of
HT hits only, estimated for different detector region and gas configuration.

With these corrections, Eq. 7.5 is modified to

∆t = tD − ttrack − ToT correction + HT correction. (7.6)

For Run 1 and Run 2, Eq. 7.5 was used to estimate the time residuals of straw
tubes filled with Ar-based gas, and Eq. 7.6, was used to for Xe-based straws.

Figure 7.8 shows examples of time residual for straws in the barrel region filled
with Ar-based (7.8a without including ToT and HT corrections) and Xe-based
(7.8b) gas mixtures. Contrary to the position residuals, the time residual dis-
tributions are asymmetric, due to the drift properties of the electrons in the
gas and the ionisation clusters. To estimate the mean and width of the time
residual we fit the peak of the distribution with Gaussian. The fit is performed
iteratively and in each step its range is limited to a region ±1σ around the mean
of the distribution estimated from the previous step.

(a) (b)

Figure 7.8: Time residual in barrel region from simulated events. The final Gaussian function,
estimated from the iterative fit is displayed with blue colour. The mean and width of
estimated from this fit are displayed on top of each plot.
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7.4 Calibration procedure

The main aim of the calibration procedure is to provide an estimate for the track-
to-wire distance based on the measured LE time. The calibration procedure is
performed separately for data and simulated events. The data calibration is
performed after every run, to account for small changes that might occur, such
as a small change in the gas pressure inside the straw. On the other hand,
the calibration of simulated events is performed once and the output is stored
in the database. The same calibration output is used for the reconstruction
of simulated events, unless some design feature of the detector is changed, for
example the value of the low threshold, or if there is some crucial update in the
detector simulation. The output of the calibration with simulated events is also
used as a seed in data calibration.

The calibration is an iterative procedure, which starts from an initial estimate
of the T0 and r-t relation to reconstruct the tracks in the full Inner Detector.
Each iteration uses as input the T0 and r-t relation estimated in the previous
step. In each step a new set of parameters is estimated, as well as the position
residuals. The steps are repeated, until the difference in the position residual
width between steps is lower than few microns.

T0 calibration

To estimate T0, we have to create time-residual histograms, as those of Fig. 7.8,
but for each barrel layer and end-cap wheel separately, and estimate the mean of
the distributions along with its associated error with the Gaussian fit described
in the previous section.

The T0 for each iteration i is shifted by the mean of the time residual:

T i0 = T i−1
0 + µi − µ̂ (7.7)

The additional shift µ̂ is an offset estimated in Ref. [177] using data collected
in 2011 and was found to be equal to 0.5 ns for tracks with pT > 2 GeV. The
method to estimate this time offset is discussed in Section 7.5. For the results
presented in Section 7.6 the offset value was re-evaluated. In Section 7.7 µ̂ was
estimated for tracks with pT above different thresholds using simulated events
without pile up contribution . Section 7.8 presents the results of the same study
as Sec. 7.7, this time using events that contain pile up contribution.
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r-t calibration

The first step to estimate the r-t relation is to plot the absolute value of the
track-to-wire distance for hits that have a drift time in a specific range, as as
shown in Figure 7.9 for straw tubes in the end-cap C region filled with Xe-based
gas. Figure 7.9 shows the distributions of rtrack in a few selected bins of the drift
time. For the calibrations presented in this chapter the drift time is separated
in bins of 3.125 ns width. This width is selected because it is equal to the bin
width of the readout system. Fig. 7.9 illustrates that higher drift time values
correspond to higher distances, and that the width of the distribution is smaller
for higher drift times. The width of of the distribution is expected to be higher
for shorter distances (smaller drift times) since it corresponds to particles that
cross the wire closer to the wire. In such cases, the uncertainty on the drift time
measurement is higher, because the electrons from the ionisation clusters drift
inside the tube for less time and the signal is not amplified properly inside the
detector. Figure 7.10 shows the track to wire distance as a function of drift time

(a) (b) (c)

Figure 7.9: Distributions of track-to-wire distance for specific bins selected bins of drift time. The
red line corresponds to the Gaussian fit used to extract the mean.

for straws filled with Xe-based (7.10a) in the end-cap A and Ar-based (7.10b )
mixture in the barrel. The black dots in the figure correspond to the means of
the track to wire distance for the specific drift time bin. These points are then
fitted with a third degree polynomial,

f(t) = a0 + a1 t+ a2 t
2 + a3 t

3. (7.8)

The third degree polynomial was selected because it was the simplest function
that accurately described the observed data [178]. The r-t relation is finally
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(a) (b)

Figure 7.10: Example of r-t relations estimated for straws filled with xenon (left) and straws filled
with argon (right) using simulated events and 2016 gas configuration

given by

r(t) =


0, f(t) < 0
f(t), 0 < f(t) < R0, R0 = 2 mm (straw radius)
R0 f(t) > R0

(7.9)

The distributions of xenon filled straws in Fig. 7.10a are shifted towards higher
values of measured drift time with respect to the argon-filled straws in Figure
7.10b. This is expected, since the slope of the r-t relation is in fact the electron
drift velocity in this gas, and the electron drift velocity for the Ar-based gas is
higher than for the Xe-based gas mixture.

Despite that the r-t relation and T0 are determined independently, shifting the
r-t relation along the time axis changes T0, and vise versa: changing T0 changes
the parameters of the r-t relation. For this reason one point of the r-t relation
is always fixed. The fixed point, in this work is f(t = 18 ns) = 1 mm, because
Ref. [178] showed that using this fixed point, the estimated r-t relation for drift
time of 0 ns was returning a drift radius of 0 mm for straws filled with Xe-based
gas (f(t = 0 ns) = 0 mm).

7.5 Validation of the calibration constants

After the calibration is complete, we obtain a set of T0 values and a set of para-
meters for the r-t relation, which should provide the best position resolution
when they are used for track reconstruction. The method described in this sec-
tion is used to determine whether or not the set of estimated T0 values produces
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the smallest possible position residuals. This method was first used in Ref [177],
using 2011 data. It is also used in the work described in this chapter.

The first step is to systematically shift the T0 values up to ±3 ns, in steps that
range from 0.1 ns to 0.5 ns. Next, we reconstruct tracks for each set of shifted
T0 values, plot the corresponding position and time residuals and estimate their
means and widths. The widths of the position resolution and the means of the
time residuals are drawn as a function of the T0 shifts for the barrel region, and
for straw tubes filled Xe-based gas. An example from such plots from the first
time this method was used in Ref. [177] is shown in Figure 7.11.

Figure 7.11: Dependence of the position residual width (left) and time residual mean (right) on
the T0 shift. Both plots show results obtained from 2011 data. The empty circles
correspond to 2 GeV lower thresholds applied on the track pT , while the filled dots
correspond to 1 GeV. [177]

If the set of the T0 constants estimated from the calibration is the best value then
the minimum of the left plot in Fig. 7.11 should be at δT0 = 0. To extract the
position of the minimum, in this case, we fit with a second-degree polynomial,

σr(δT0) = σminr + a(δT0 − δT0
min)2. (7.10)

If the minimum is not at δT0 = 0, but at some value of δT0 = δTmin
0 , then we

can use these shifted constants to derive a correction for the T0, which is the µ̂
offset in Eq. 7.7. This offset is found from the right plot of Fig. 7.11, by fitting
with a straight line ,

µt(δT0) = kδT0 + n, (7.11)

and evaluating the value of the function at the δTmin
0 . The value of µ̂ was found

to be 0.5 ns in Ref. [177] for a 2 GeV requirement on the track pT using 2011
data.
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7.6 Calibration using simulated events with LT =
100 eV for straw tubes filled with Ar-based mix-
ture

As explained in Sec. 6.9, the output of the detector simulation is processed by a
code, specific to each subsystem, which models not only the detector response,
but the signal processing in the electronics as well. The TRT detector simulation
and the digitisation package are described in Ref. [183, 184]. The signal shape
and the value of the low threshold used in the digitisation step can be adjusted
in simulations to obtain better agreement with data.

In previous studies reported in [185], it was found that a low threshold value of
150 eV for straws with Ar-based gas mixture, was providing the best calibration
results. The calibration presented in this section uses simulated events produced
with a re-optimised signal shape [186] from the previous study, and the low
threshold value for the Argon based-mixture set to 100 eV. In Ref. [186], the
agreement of the position residual distributions between data and simulated
events is better when the low threshold value is set to 100 eV, instead of 150 eV.

The simulated event sample used for this work has an average number of events
per bunch crossing 〈µ〉 < 1. Furthermore, at the step of detector simulation
the minimum bias trigger is used to record the events. Such simulations are
preferred for the calibration because they have fewer and cleaner tracks than
samples with pile-up, and hence the track reconstruction can be more accurate.

As it was explained in Sec. 7.5 for the calibration of simulated events the value
of the offset is re-estimated. In each iteration the r-t relations are updated as
described in Sec. 7.4, but the T0 parameters are updated via

T i0 = T i−1
0 + µi,

instead of using Eq. 7.7. After the iterations are complete, we use the method
presented in Sec. 7.5 to create the plots shown in Figure 7.12, using only pre-
cision hits, to find the δT0 shift that produces the minimum position residual.
As it can be seen from Fig. 7.12a the parabolic fit cannot fully describe all the
points in the graph. Since we are interested in finding the minimum, the range
of the fit was limited to a small region around the lowest position residual width
in the graph. The minimum δT0 is displayed on the figure. Figure 7.12b shows
the linear fit from which we evaluate the value of µ̂. The linear function used in
the fit is displayed on the plot of Fig. 7.12b. Once we have the minimum δT0,
we use it to shift the values estimated by the last iteration, and recalculate the
position and time residuals. Figure 7.13 shows the position residuals and Fig
7.14 the time residuals, after applying the T0 shift, for straw tubes filled with
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(a) (b)

Figure 7.12: Dependence of the position residual width (left) and time residual mean (right) on
the T0 shift, for straw tubes filled with Ar-based gas in the barrel region. Both plots
are created using simulated events with 〈µ〉 < 1 . The tracks used to estimate the
residuals have pT > 2 GeV.

Argon for barrel and end-cap regions. In both figures, the peaks have worse
agreement for end-cap regions than for the barrel. This is expected because in
the end-caps only few of the wheels have argon filled straw tubes. Additionally,
the values of the mean and the width are close since the end-caps are symmet-
rical, with the only difference being that end-cap C has one more layer filled
with argon (see Fig. 7.2).

(a) (b) (c)

Figure 7.13: Position residuals for argon-filled straws for simulated samples with 〈µ〉 < 1 and low
threshold value of 100 eV

The values of the position residuals are summarised in Table 7.1, and compared
to the values obtained from the previous calibration presented in [185]. The res-
ults presented in this work show an improvement with respect to the calibration
with LT 150 eV and the old argon shape: the position residual width is reduced

104



(a) (b) (c)

Figure 7.14: Time residuals for argon-filled straws for simulated samples with 〈µ〉 < 1 and low
threshold value of 100 eV

by approximately 10 µm in all detector regions.

LT σr barrel σr end-cap A σr end-cap C

100 eV (new shaping) 137 µm 125 µm 121 µm
150 eV (old shaping) 146 µm 134 µm 135 µm

Table 7.1: Comparison of the position residual width between the previous calibration [185] and
the new results with improved signal shaping and low threshold value.

7.7 Dependence on the pT of the reconstructed tracks

In this section we use the method of Section 7.5 and the simulated event sample
discussed in the previous section, to re-estimate the value of µ̂ in Eq. 7.7, for
straw tubes in the barrel and end-cap regions, separately for those filled with
Ar-based and Xe-based gas and using tracks that have pT above three distinct
thresholds: 1 GeV, 2 GeV and 5 GeV. The aim of this study is to test if there
is a dependence of the µ̂ on the pT of the reconstructed track.

Figure 7.15 shows the position residual width (left column) and the time residual
mean (right column) as a function of the shifted T0 constants for straw tubes
filled with Ar-based gas, in the barrel and end cap regions. The corresponding
plots for straw tubes filled with Xenon are shown in Figure 7.16. In this study
we use only precision hits so that the position residual distribution will be more
close to a Gaussian.

Figures 7.15 and 7.16 illustrated that the position resolution is overall improved
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when we use tracks with higher pT. Furthermore, in both figures it is evident
that the second degree polynomial fit does not describe well the distributions
for the full range of T0 shifts, ±3 ns. This behaviour is more pronounced for
the line produced using tracks with pT > 5 GeV. For this reason, the range is
limited in is a small range around the minimum.

(a) (b)

(c) (d)

(e) (f)

Figure 7.15: Position residual width (left column) and time residual mean (right) as a function of
the δT0 for straw tubes filled with Ar-based gas. The coloured points correspond to
different track pT thresholds, 1 GeV-black,2 GeV-blue and 5 GeV-red. The plots are
produced using simulated events with 〈µ〉 < 1.
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(a) (b)

(c) (d)

(e) (f)

Figure 7.16: Position residual width (left column) and time residual mean (right) as a function of
the δT0 for straw tubes filled with Xe-based gas. The coloured points correspond to
different track pT thresholds, 1 GeV-black,2 GeV-blue and 5 GeV-red. The plots are
produced using simulated events with 〈µ〉 < 1.

In Figures 7.15a,c,e , the points for pT > 5 GeV are flat around σr ∼ 0.135 µm
and δT0 ∈ (−1, 0.5) ns, for the barrel and around σr ∼ 0.120 µm and δT0 ∈
(−1, 0) ns, for the end-cap regions. This means that shifting the T0 constants
should not have much of an impact on the position resolution. Also, from Figures
7.15b,d,f we can see that the estimated time offset does not change much with the
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increase of the transverse momentum requirement on the reconstructed tracks.

The estimated position resolution minima and the corresponding time offsets
are presented for argon-filled straw tubes in Table 7.2. From the Table we

Ar-based gas mixture

σminr (mm) µmint (ns)

pT (GeV) Barrel EC A EC C Barrel EC A EC C

1 0.143 0.131 0.130 0.324 0.518 0.487
2 0.136 0.125 0.124 0.295 0.583 0.512
5 0.131 0.122 0.118 0.364 0.386 0.509

Table 7.2: Minimum of the position resolution and estimated offset for straw tubes filled with
Ar-based gas mixture, using simulated events with 〈µ〉 < 1.

see that the offset value does not change much with the increase of transverse
momentum, and the position resolution improves when using tracks with higher
pT.

The values of the position resolution minima and the corresponding time offsets
for the xenon-filled straw tubes are presented in Table 7.3. From Table 7.3

Xe-based gas mixture

σminr (mm) µmint (ns)

pT (GeV) Barrel EC A EC C Barrel EC A EC C

1 0.133 0.122 0.123 0.265 0.344 0.383
2 0.128 0.118 0.118 0.229 0.349 0.390
5 0.123 0.111 0.115 0.047 0.334 0.367

Table 7.3: Minimum of the position resolution and estimated offset for straw tubes filled with
Ar-based gas mixture, using simulated events with 〈µ〉 < 1.

we can see that for xenon filled straw tubes, the value of µmint , for tracks with
pT > 5 GeV is 0.2 ns for the barrel, and ∼ 0.4 ns for the end-cap regions, instead
of 0.5 ns that is used for data calibration.

7.8 Results for simulated events with 〈µ〉 ∈ (20, 30)

In this section we check whether or not the offset values remain the same when
pile-up is included. For this reason we use a different set of simulated events,
that was created with the average number of events per bunch crossing between
20 and 30.
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A new set of T0 parameters and r-t relations was estimated for this simulated
event sample. Then, the T0 parameters were systematically shifted, and for
each shifted set we estimated the position residual width and time residual
mean for tracks with pT above four distinct thresholds: 2 GeV, 5 GeV, 10 GeV
and 20 GeV. In this case we could use higher pT thresholds because the events
were Z → µµ decays, that produce tracks with much higher pT. Also the 1 GeV
threshold is not used.

Figure 7.17 shows the position residual width (7.17a, c, and e) and time residual
mean (7.17b, d, and f) as a function of δT0 for the straw tubes filled with Ar-
based gas, while Fig. 7.18 shows the corresponding plots for straw tubes filled
with Xe-based gas.

Similar to Fig. 7.15, the second degree polynomial fit does not describe well
the points in figures 7.17a, c, and e, for the full range of δT0 values. Thereby,
the range of the fit is limited to a small range around the minimum. From
Fig. 7.17a, c, e, it is clear that raising the track pT threshold above 5 GeV
does not lead to a large improvement of the position resolution, and the offset
value doesn’t seem to differ much. The values of the minimum position residual
width and the estimated time offset are presented in Table 7.4. From Table

Ar-based gas mixture

σminr (mm) µmint (ns)

pT (GeV) Barrel EC A EC C Barrel EC A EC C

2 0.155 0.141 0.144 0.188 0.452 0.366
5 0.140 0.124 0.129 0.095 0.332 0.435
10 0.135 0.117 0.123 0.116 0.330 0.465
20 0.134 0.117 0.123 0.234 0.305 0.446

Table 7.4: Minimum of the position resolution and estimated offset for straw tubes filled with
Ar-based gas mixture, using simulated events with 〈µ〉 ∈ (20, 30).

7.4 we can see that the offset value does not change much with the increase
of transverse momentum. Furthermore, comparing the position residual widths
for tracks with pT above 2 and 5 GeV between Tab. 7.2 and 7.4 shows that
the position resolution is worse for the simulated event sample which includes
pile-up contributions, as expected. Finally, the value of the time offset is overall
lower for the event sample that includes pile up. This indicates that with the
increase of pile-up the time offset correction µ̂ in Eq.7.7 should be smaller, if it
should be applied at all. However, to draw such a conclusion, one should use
simulated event samples with more pile-up, for example with 〈µ〉 of 40, 60 or
more, which was not checked for this gas configuration.
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A similar behaviour is also observed for the straw tubes filled with Xe-based gas
mixture. The values of the position resolution minima and the corresponding
time offsets for the xenon-filled straw tubes are presented in Table 7.5. From

Xe-based gas mixture

σminr (mm) µmint (ns)

pT (GeV) Barrel EC A EC C Barrel EC A EC C

2 0.142 0.132 0.132 0.152 0.206 0.214
5 0.128 0.118 0.119 0.107 0.196 0.237
10 0.122 0.115 0.116 0.054 0.205 0.239
20 0.121 0.115 0.116 0.079 0.203 0.248

Table 7.5: Minimum of the position resolution and estimated offset for straw tubes filled with
Xe-based gas mixture, using simulated events with 〈µ〉 ∈ (20, 30).

Table 7.5 we can see that for xenon filled straw tubes, the value of µmint , for
tracks with pT > 5 GeV is ∼ 0.1 ns for the barrel, and ∼ 0.2 ns for the end-cap
regions, which is different from the 0.5 ns value used during Run 2. Compar-
ing the time offset values from Tab. 7.3 and 7.5, that correspond to track pT

threshold of 2 GeV and 5 GeV, we see that when we include pile up the value of
the shift is lower.

Adding ToT and HT corrections for straw tubes filled with Ar-
based gas mixture

As it was explained in Sec. 7.3, for straw tubes filled with Ar-based gas no ToT
nor HT corrections are applied when we calculate the time residual mean. This
section presents a comparison of the position residual widths for argon filled
straws, for the following cases: without any corrections, after applying ToT
corrections, and after both ToT and HT corrections are applied.

The corrections used in this work are estimated in Ref. [182]. The simulated
event sample is the same as in the previous section, and the residuals are pro-
duced using only tracks with pT above 5 GeV, because according to Tab. 7.4,
there is no significant improvement in the expected position resolution for higher
thresholds.

Table 7.6 shows the estimated position residuals. The first line is retrieved from
Tab. 7.4. The position residuals with ToT only and both corrections applied
are estimated after dedicated calibrations. The position and time residuals after
these calibrations are included in Appendix A.

From table 7.6 it is clear that after adding the ToT corrections the position res-
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Barrel(mm) EC A(mm) EC C(mm)

no ToT nor HT correction 0.140 0.124 0.129
ToT correction only 0.130 0.116 0.119
ToT and HT correction 0.129 0.113 0.121

Table 7.6: Summary of the position residual widths after the calibration without TOT and HT
corrections, applying only TOT corrections and apply both TOT and HT, in the various
regions of the detector.

olution is improved by ∼ 10µm in all regions, but after adding the HT correction
there is almost no improvement of the position resolution.

7.9 Study of the pile-up dependence of the time off-
set values

The offset values estimated in the previous section indicated that the offset
values become smaller with the increase of pile-up. This section presents a study
that investigates further whether the time offset correction becomes smaller to
the point it is unnecessary above some value of 〈µ〉.
For this study we use simulated events for which all the straw tubes in the
detector are filled with Ar-based gas. This is called a full-Argon scenario, and
it was one of the scenarios studied for Run 3, however it was not used in the
end.

In this study we perform the full calibration, iteration and shift of T0 parameters
with a sample without pile-up. Then we use the final set of T0 parameters as
follows: we systematically shift them and use the shifted T0 sets to reconstruct
tracks for two new samples of simulated events, one with 〈µ〉 = 30 and one had
〈µ〉 = 60. The next step is to estimate the position residual widths and time
residual means as a function of δT0 for both of the aforementioned simulated
event samples, following the procedure described in Sec. 7.5 and used in Sec.
7.7 and 7.8. It should be noted that in this work both ToT and HT corrections
were used.

The estimated time offsets are presented in Table 7.7. The time offset values
reported in the table decrease as the pile-up increases. Especially for 〈µ〉 = 60,
the offsets are 0 for the barrel and end-cap C and 0.1 ns for end-cap A. Also the
corresponding shift of the T0 parameters is very close to 0.
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Detector Part δTmin0 (ns) σminr (mm) µmint (ns)

〈µ〉 < 1

Barrel - 0.128 0.26
End-cap A - 0.117 0.38
End-cap C - 0.117 0.38

µ = 30

Barrel 0.44 0.155 0.13
End-cap A 0.34 0.140 0.37
End-cap C 0.40 0.143 0.40

µ = 60

Barrel 0.187 0.190 0.04
End-cap A 0.002 0.174 0.14
End-cap C 0.187 0.178 0.000

Table 7.7: Minima of the position resolution and estimated offset for straw tubes filled with Ar-
based gas mixture, using simulated events with three different pile-up contributions.
The first column shows the position of the minimum.

Conclusions

This chapter presented studies of the performance of the calibration procedure
using simulated event samples. The first part of the work described in this
chapter was a calibration of simulated events, after the Argon signal shaping
was re-optimised and the LT value was changed to 100 eV. The new calibration
showed improved performance for the straw tubes filled with Ar-based gas, since
the position resolution width was reduced by roughly 10 µm in all detector
regions (barrel, end-cap A and C).

The next part of the work was to re-estimate µ̂ after varying the pT threshold of
the reconstructed tracks used in the calibration. Two simulated events samples
were used for these studies: one without a pile-up contribution, 〈µ〉 < 1, and one
with 〈µ〉 between 20 and 30. In both case the estimated offsets did not change
much with the pT threshold, since the largest difference was 0.1 ns. Additionally
for straw tubes filled with Xe-based gas the estimated values differed from the
one used for Run-2.

From these studies it was also concluded that increasing the track pT threshold
above 5 GeV did not improve much the calibration. As a consequence, for the
calibration during Run 3 the track pT requirement was raised from 2 GeV (used
during Run 2) to 5 GeV.

A comparison of the µ̂ values estimated using simulated events without and
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with pile-up contributions, indicates that the time offset value is smaller when
pile-up is included , hinting that the correction perhaps is not necessary for even
higher pile-up (〉µ〈> 30). This was confirmed by studying the offset values using
simulated events with three different pile-up contributions: 〈µ〉 < 1, 〈µ〉 = 30
and 〈µ〉 = 60. For this study we used the full Argon scenario. The results
showed that for high pile-up the offset value was almost 0. Based on these
studies it has been decided to no longer use the time offset µ̂ for the calibrations
during Run 3.
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(a) (b)

(c) (d)

(e) (f)

Figure 7.17: Position residual width (left column) and time residual mean (right) as a function
of the δT0 for straw tubes filled with Ar-based gas. The coloured points corres-
pond to different track pT thresholds, 2 GeV-red,5 GeV-blue, 10 GeV-light green, and
20 GeV-black. The plots are produced using simulated events with 〈µ〉 ∈ (20, 30).
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(a) (b)

(c) (d)

(e) (f)

Figure 7.18: Position residual width (left column) and time residual mean (right) as a function
of the δT0 for straw tubes filled with Ar-based gas. The coloured points corres-
pond to different track pT thresholds, 2 GeV-red,5 GeV-blue, 10 GeV-light green, and
20 GeV-black. The plots are produced using simulated events with 〈µ〉 ∈ (20, 30).
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Chapter 8

Analysis strategy

After the Higgs boson discovery, a new possible channel opened for the Emiss
T +X

searches, the Emiss
T + SM Higgs boson. The main difference between this channel

and the other Emiss
T + X signatures is that the Higgs boson is unlikely to be

produced from initial state radiation, as mentioned in Section 3.4.3, and can be
used as a “probe” for the interaction with the Dark Matter. Out of the possible
decay modes, this analysis uses the H → bb̄ because it is the channel with the
highest branching ratio, BR ∼ 57% [187].

Furthermore, the Emiss
T +H(bb̄) search is one of the two searches that dominate

the exclusion sensitivity of the 2HDMa models, as seen in Sec. 3.5.3, while
for the Z ′-2HDM model, it produces complementary results to Emiss

T + X and
resonance searches.

This chapter describes the data analysis strategy to search for Dark Matter
with the Emiss

T + H(bb̄) signature. The first step in this analysis is to define a
set of selection requirements that will distinguish the process of interest from all
the other events produced inside the ATLAS detector. These requirements are
defined using the main characteristics of the Emiss

T +H(bb̄) final state signature,
described in Section 8.1. This phase space region, referred to as the signal
region, is also populated by SM processes that produce similar or identical
final states as the signal process. Section 8.2 gives an overview of these SM
processes. After estimating the SM predictions in the signal region, we look
for deviations between them and the observed data. Section 8.3 describes the
statistical analysis model used to estimate the background, extract any possible
signal, and set limits when no deviation from the Standard Model expectations
is observed.
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8.1 Signal Characteristics

In this work, we search for events in which dark matter is produced together with
a Higgs boson that subsequently decays to a pair of b-quarks. Thereby, final state
signature is tagged by large missing transverse energy and the presence of b-jets.
The missing transverse momentum is correlated with the transverse momentum
of the Higgs boson: higher values of Emiss

T should lead to more energetic Higgs
bosons. However, as the boost of the Higgs with respect to the detector frame
increases, its decay products, the two b-jets, become less separated and after
some point they can no longer be individually reconstructed. Therefore, the
best practice is to reconstruct the Higgs boson candidate using different radius
b-tagged jets depending on the event topology: events with moderate boosts,
and relatively low Emiss

T , should use two small-radius b-jets, while in cases of
highly boosted Higgs, and high Emiss

T , a single large-radius b-jet should be used.
The event topology with two well-defined b-jets in the final state, illustrated in
Figure 8.1a, is called resolved, while the one with a single large-R b-tagged jet,
illustrated in Figure 8.1b, is called merged. A Emiss

T boundary of 500 GeV is
used to distinguish these two topologies.

(a) (b)

Figure 8.1: 8.1a Sketch of the resolved event topology. Here the Higgs decay products can be
reconstructed as two well-separate jets. 8.1b Sketch of the merged event topology.

Another distinguishing feature of the Emiss
T + H(bb̄) final state signature is the

absence of leptons. As are result, any event with one or more leptons in the
final state can be discarded (vetoed).

Section 3.5.1 presented the two main production mechanisms of the 2HDM+a
model relevant to the Emiss

T +H(bb̄) search for DM. The final state signature of
the bb̄-induced processes, as explained in 3.5.1, is expected to have more than
two b-jets. In order to increase the sensitivity of the analysis to this processes, an
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additional event topology is included, defined by the presence of three or more b-
tagged jets in the final state. This requirement for events with Emiss

T > 500 GeV
(merged topology), translates to two b-tagged VR-track jets inside the cone of
the large-R jet and at least more VR-track b-jet outside the cone of the large-R
jet.

Emiss
T distributions of the Z ′-2HDM and 2HDM + a benchmark

models

Since Emiss
T is a key feature of this signature it is necessary to examine its

distribution for several representative signal models. All the distributions in
this section are produced using simulated events before the detector simulation
step, to which only the following requirements are applied: Emiss

T > 150 GeV,
no leptons, and > 2 small-R jets or > 1 large-R jet in the event.

The Emiss
T distributions differ a lot between different signal points within the

Z ′-2HDM model, as illustrated in Figure 8.2, for three representative Z ′-2HDM
models. From this figure, we see that signal points with larger differences

Figure 8.2: Emiss
T distribution for representative signals of the Z′-2HDM model. The histograms

are normalised to unit area.

between mZ′ and mA, have harder Emiss
T spectra. In this model the Z-boson is

produce as a resonance and then decays to Ah. Therefore, for higher mZ′ there
is more energy available for the decay products, and lighter A will lead to more
boosted signature.

The corresponding distributions for the ggF-induced 2HDM + a models are
shown in Figure 8.3. In this figure we see three signal points with mass dif-
ferences between ma and mA, (∆(ma,mA)) of 200 GeV, 800 GeV, and 1.2 TeV.
We see that the average Emiss

T is very low (∼ 200 GeV) for the signal point with
the lower mass splitting, (ma,mA) = (400GeV, 600GeV). For the signal model
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Figure 8.3: Emiss
T distribution for representative signals for the ggF-induced 2HDM+a model. The

histograms are normalised to unit area.

with ∆(ma,mA), the peak of the Emiss
T spectrum moves towards higher values.

However, for ∆(ma,mA) = 1.2 TeV, the Emiss
T distribution moves again to lower

values. This behaviour is caused, because for large mA the dominant contri-
butions to the h + chiχ̄ final states do not come from the Feynman diagrams
shown in Fig 3.9, but from non-resonant production mechanisms [82], such as
the off-shell production of a that decays to Ah.

Finally, Figure 8.4, shows the Emiss
T distributions for the bb̄-induced 2HDM +a

model. In this case we see that all the signal models in the figure produce soft
Emiss

T spectra. Comparing the (ma,mA) = 400, 1200 point for the bb̄-induced
process to the corresponding point for ggF-induced processes clearly shows that
the Emiss

T spectra for bb̄-induced processes is much softer.

(a) (b)

Figure 8.4: Emiss
T distribution for representative signals for the bb̄F-induced 2HDM+a model. The

histograms are normalised to unit area.
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From the plots in this section, it is clear that the different models produce diffent
spectra, and for each signal model, the sensitivity can be enhanced if we restrict
the Emiss

T range to values around to the peak of its Emiss
T spectra. For this reason

as the merged and resolved region and further split into more Emiss
T ranges- will

be explained in Chapter 11

8.2 Background Contributions

Standard Model processes may create similar or identical signatures with the
signal events when neutrinos are involved in the final states. Neutrinos, just like
DM particles, escape without detection, leading to real Emiss

T . In addition, in
some events fake Emiss

T can arise from the mis-measurements of the momenta
of the reconstructed jets. Events with high jet multiplicities, also called Multi-
jet events, occur often in hadron collisions and contribute to the background
because of fake Emiss

T . Multi-jet background is suppressed in this analysis by
selection requirements that will be discussed in 10.2.2.

Processes that involve neutrinos, jets and leptons in the final state produce a
signal-like signature when the leptons fall out of the detector acceptance or are
miss-identified as jets. A further complication is introduced when the produced
lepton is a muon: if the missing energy in the event is reconstructed with calor-
imeter information only, then the muon will appear as invisible1. Any process
with muons in the final state will create a signal-like signature, in this case.
In the following paragraphs contain a brief description of the processes that
contribute to the background.

The three major background contributions come from the Z+jets, W+jets and
tt̄ processes. Figure 8.5 shows a representative Feynman diagram for each of
the aforementioned processes. Out of the Z+jets events, those with a Z-boson
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Figure 8.5: Examples of Feynman diagrams for Z+jets(a), W+jets(b) and tt̄(c) background pro-
cesses.

1Muons do not produce a significant signal in the calorimeters in contrast to electrons and
τ -leptons
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decaying to neutrinos contribute to the background the most. Other Z decay
channels have small contributions: Z → qq̄ decays create final states with low
(fake) Emiss

T , and Z → `−`+ events are efficiently suppressed by the lepton veto.
The largest contribution from W+jets events comes from the leptonic W -boson
decays, and the W → qq̄′ channel creates final state signatures with low fake
Emiss

T . From the tt̄ processes, the semi-leptonic decays2 of the top-quark pair
have the highest contribution to the total background compared with the other
decay channel. Fully-leptonic decays have small contributions because it is less
likely that both leptons will be “missed”, while hadronic decays of W-bosons
have lower missing transverse energy, and their contribution is smaller than the
semi-leptonic decay.

The other processes contributing to the total background are the production
of single t-quark, two vector bosons (diboson production), one vector together
with a Higgs boson, and a t-quark pair together with either a vector boson or a
Higgs. These processes are briefly presented in the following.

The production of a single t-quark is illustrated by the three Feynman diagrams
in Figure 8.6 showing the so-called s-channel(left), t-channel(middle) and Wt-
channel(right). The associated production of a W and a top-quark (Wt channel)
is the dominant process and contributes to the background with the final states
that contain one-muon.
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q
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�W
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q
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q

�
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q

W
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Figure 8.6: Single top-quark production Feynman diagrams. On the left is the s-channel, the
middle diagam correspond to the t-channel and the right to the Wt channel

The production of two vector bosons (diboson production), ZZ, ZW , and WW ,
can create a large variety of final states. The larger contributions come events
with one or both bosons decaying to neutrinos. Still, their contribution to the
total background is small. Likewise, a small contribution comes from the vector
boson associated production of a Standard Model Higgs boson (V H), shown
in Fig. 8.7. In this case, the dominant contribution comes from ZH events in

2The term semi-leptonic is used to describe events where each of the top-quarks decay to
Wb and subsequently one of the W bosons decays to ν` and the other to quarks. The terms
fully-hadronic (fully-leptonic) refer to cases where both of the produced W bosons decay to
quarks(leptons)
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which the Higgs decays to a bb̄ pair and the Z-boson to neutrinos. Finally, the
analysis also considers the associated production of a t-quark pair and a Higgs
(tt̄H), or a vector boson (tt̄V ). Figure 8.8 shows on the left a tree-level diagram
of the tt̄H process and on the right a tt̄W . process. However, tt̄H and tt̄V
contribute less than all the previously discussed processes, due to their small
cross-sections.

�
V ∗
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V

Figure 8.7: Vector boson associated production of a Standard Model Higgs
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Figure 8.8: Associated production of a top-quark pair and a SM Higgs (tt̄H)(left) a W+ boson
(tt̄V ).

8.3 Statistical Analysis

The invariant mass of the Higgs boson is reconstructed from its decay products.
To extract any possible signal the analysis compares the mass spectrum obtained
from data to the SM predictions. Any differences are quantified in terms of a
hypothesis test performed by evaluating a likelihood function. In the absence
of any significant deviations, a limit-setting procedure follows. This section
describes these statistical procedures, and discusses the tools used to validate
the fit results.

8.3.1 Likelihood function

There are many ways to extract the value of a parameter from the observed
data, and in this analysis we use the so-called maximum likelihood (ML) fit,
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which is based on the definition of a likelihood function. The observable that
we use in the maximum likelihood fit is the invariant mass spectrum of the two
small-R b-tagged jets (large-R jet) in the resolved (merged) region.

The distribution of any observable, x, is a histogram of N bins, and each bin can
be viewed as the result of an independent measurement that observes a number
of ni events when µSi + Bi, are expected. The content of each bin, therefore,
follows a Poisson distribution p(ni;µSi + Bi), where Si and Bi are the event
yields of the expected signal and background processes respectively, in bin i.
The parameter µ is the so-called signal strength, and is defined as the ratio of
the measured signal cross section over the theoretically predicted one.

With the ML fit the value of the so-called parameter of interest (POI) is de-
termined, which in this case is the signal strength, as well as the values of the
so-called nuisance parameters (NP). The nuisance parameters are added to the
fit to account for uncertainties on parameters such as calibration scales, scales
used in the event simulation, efficiency and resolution effects, that affect the
expected number of events Si and Bi.

The nuisance parameters are called constrained when there is prior knowledge
on their values from some auxiliary measurement, that provides the central value
of the NP and its uncertainties. When there is no prior knowledge for a NP and
its value is allowed to free float in the fit, it is called free-floating.

The likelihood function for this analysis is built with the HistFactory tool de-
scribed in Ref. [188]. The invariant mass spectrum, as will be explained in
Chapter 11, is produced for different ranges of Emiss

T and b-jet multiplicities,
creating several distinct signal regions which in HistFactory terminology are
called channels. The HistFactory tool uses interpolation algorithms to take into
account correlations between any combination of nuisance parameters across
the different channels. The combined likelihood HistFactory produces for all
the channels will be of the form:

L(x;µ, α, η) =

channels∏
j

N∏
i

(p(ni;µSi(α, η) +Bi(α, η)))
∏
k

G(ηk). (8.1)

Here, α and η are used for the NPs, α for the background normalisation and η is
used for the theory-related and the experimental uncertainties that affect both
the signal and background processes. Finally, for each of the η uncertainties the
likelihood is multiplied by a term G(ηk) (Gaussian) that constrains the value
of ηk around its estimated value (obtained from the control regions) within the
uncertainty of this the estimation.

The NPs α that correspond to the normalisation factors for the background dis-
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tributions are free-floating parameters. For the main background contributions
they are estimated from the ML fit using dedicated phase-space regions, the con-
trol regions, that are orthogonal to the signal regions and are also included in
Eq. 8.1. The control regions are designed to be populated by background-only
events with similar kinematic distributions and event observables to the signal
region.

Two such regions are defined in this analysis. The first targets events with one
muon in the final state and is called one-muon control region (CR1). The pro-
cesses mainly contributing events in this region are W+jets and tt̄ production.
The second targets final states with two same flavor but opposite sign leptons.
This region is populated, mostly by Z → `` events that are used to provide an
estimate for Z → νν normalisation. In this so-called two-lepton control region
(CR2), decays to tau-leptons are not used since their reconstruction is more
complicated.

8.3.2 Hypothesis testing

The constructed likelihood offers an estimation for the signal strength value µ̂.
The agreement between the estimated and the observed value will be quantified
by a hypothesis test with the use of a test statistic. To avoid dependence on
nuisance parameters the profile likelihood ratio [189],[190] is used:

λ(µ) =
L(x;µ, ˆ̂η)

L(x; µ̂, η̂)
(8.2)

In 8.2 L(x;µ, ˆ̂η) is the profiled likelihood: the nuisance parameters ˆ̂η are estim-
ated by maximising the likelihood L(x;µ, η) for a specific µ and L(x; µ̂, η̂) is the
likelihood maximised for both η and µ simultaneously (global maximum likeli-
hood). From its definition λ(µ) takes values in the range (0, 1) with values closer
to one indicating better agreement between the observed and the hypothesised
µ.

Background-only hypothesis test

In searches like the one described in this thesis, the signal manifests as a signi-
ficant excess over the SM prediction. To test for a potential discovery, we set
as the null hypothesis the background-only hypothesis, according to which the
observed data are described only by background processes (µ = 0). The test
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statistic, in this case, is defined as

q0 =

{
−2 lnλ(0) if µ̂ ≥ 0

0 if µ̂ < 0.
(8.3)

The expression of q0 is fixed to 0 in the definition above to ensure that cases with
fewer events observed than predicted from background-only processes (down-
ward fluctuations of data with respect to the background-only predictions) would
not lead to the rejection of the background-only hypothesis.

Higher q0 values mean that the observed number of events in data is higher
than what the background-only hypothesis can explain, and therefore suggest
the presence of signal. The incompatibility between data and the hypothesis
under test is quantified by the so-called p-value. The p-value is the probability
to measure a value for the test statistic equal or higher than the observed, when
the null hypothesis is true. For the background-only hypothesis (µ = 0) the
p-value is defined as

p0 =

∫ ∞
q0,obs

f (q0 | 0) dq0, (8.4)

where f (q0 | 0) is the probability density function of the test q0 statistic under
the assumption µ = 0.

8.3.3 Limit setting procedure

For the limit setting procedure, the hypothesis under test is that the data are
described only when a signal contribution is added to the background expect-
ation (signal+background hypothesis). In this case, the test statistic is defined
as:

qµ =

{
−2 lnλ(µ) if µ̂ ≤ µ
0 if µ̂ > µ.

(8.5)

Similarly to the q0 defined by Eq. 8.3, downward fluctuations of data with
respect to the signal+background predictions should not lead to the rejection
of the null hypothesis, therefore qµ is set to 0 for µ̂ > µ. In Reference [189] the
distribution of this test statistic is derived analytically in the asymptotic limit.
The corresponding p-value, of this hypothesis test is defined as

pµ =

∫ ∞
qµ,obs

f (qµ | µ) dqµ (8.6)
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The significance is defined with the help of p-value (Eq. 8.4 and 8.6) as the
quantile of the Gaussian evaluated at (1− p):

Z = Φ−1(1− p)

Using the significance any discrepancy can be quantified in units of the standard
deviation σ of the Gaussian distribution. This way p-value of 0.32 corresponds
to a significance of 1 σ. Typically, to claim a discovery, the background-only
hypothesis has to be rejected with a significance of at least 5 σ (p0 ≤ 2.7×10−7).
On the other hand to exclude a specific signal model, the threshold of pµ = 0.5
is usually used (z = 1.64 σ), which correspond to 95% confidence level (CL).

However, if the exclusion is based only of rejecting the signal+background hy-
pothesis, which is also called CLs + b method, can be problematic when the
signal process produces very small event yields. In such cases the predictions
from signal+background and background-only hypothesis are almost identical.
The analysis, should not be sensitive to such events. However, downward fluctu-
ations of data with respect to the signal+ background predictions could lead to
a small values pµ that lead to the false exclusion of the signal. In the following,
the CLs method is discussed, which is used in this work and avoids the issues
that can occur with the CLs + b method.

CLs upper limits

The CLs method [191] is used to set limits in the upper values of µ. In this
method the first step is to calculate the p-value by testing the background+signal
hypothesis, which here is denoted as ps+b. The next step is to calculate the p-
value for the background-only hypothesis pb. The CLs is given by

CLs =
ps+b

1− pb

Any hypothesis for the value of µ with CLs ≤ 0.05 is rejected at 95% confidence
level.

Expected limits

Lastly, we need to create an estimate of the expected limit for a given hypothesis.
For this purpose the so-called “Asimov data set” [189] is defined so that when
it is used in the maximum likelihood estimator the result is the true parameter
values. When this data set is used for a statistical test, for example for the
background-only hypothesis the result will be the p-value expected when there
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is no signal. Likewise, the expected p-value for a specific signal+background
hypothesis is given by the fit to the Asimov data set with µ = 1.

Validation of fit results: Nuisance Parameter Pull

The pull of a nuisance parameter θ, is a comparison between the central value
of the parameter and its uncertainty before and after the fit, and it is defined
as

pull (θ) =
θ̂ − θ0

σθ
, (8.7)

where θ̂ is the NP obtained from the fit, θ0 is the expectation value of the
NP, and σθ is the standard deviation. The pull expresses how far is from the
expected value is the one estimated from the fit in units of σθ.

The nuisance parameters with a gaussian constraint, are expected to have an
error interval of [−1,+1]. When a nuisance parameter has error smaller than
the expected one, the fit measurement is more accurate than the auxiliary meas-
uresment and the corresponding systematic uncertainty is called constrained.

To check whether the value of the pulls are suspicious or not, and therefore
validate the fit result, a fit is performed using the Asimov dataset. In this case
the values of the pulls should be 0, due to the definition of the Asimov data-set,
however the systematic uncertainties can still be constrained. The pulls from the
Asimov dataset are then compared to those obtained from the background-only
fit, to spot any suspicious behaviours.
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Chapter 9

Data and simulated events

This chapter provides information on the data set analysed in this thesis in
Section 9.1 and the configuration used to produce simulated events for the signal
and background processes in Section 9.2.

9.1 Data

The data set used for this analysis was recorded with the ATLAS detector from
2015 to 2018 (LHC Run2), for proton-proton collisions at 13 TeV centre-of-
mass energy. For each year, specific Good Run Lists (GRLs) are compiled from
the ATLAS Data Quality group, containing runs and luminosity blocks that
fulfil quality and other requirements related to the operation of the detector
components. The corresponding integrated luminosity for the full data set is
139 fb−1.

The rest of this sections describes the different sets triggers used to record events
in the signal and control regions.

9.1.1 Trigger naming convention

The triggers discussed in this section follow the general naming convention

[Trigger level] [object type][ET or pT threshold in GeV].

In the string above the trigger level is either HLT or L1. The object type,
for the triggers discussed in 9.1.2 and 9.1.3, can be an either an electron, a
muon or Emiss

T that are denoted as e, mu and xe respectively. The triggers
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will select only the events for which the reconstructed object, specified in the
[object type], exceeds the threshold indicated in the name string. In some cases,
an extra label is added at the end of the name string above to provide additional
information, such as which algorithm was used for the object reconstruction or
specific identifications and isolation requirements.

9.1.2 Single lepton triggers

The analysis uses single electron and single muon triggers to record the events in
the two lepton control region. Single muon triggers are also used to record the
events used to estimate the efficiency of the Emiss

T triggers, as will be discussed
in 9.1.3.

Changes in the beam condition lead to modification in the trigger algorithms,
lepton isolation requirements or threshold requirements in each data taking year.
Table 9.1 summarises the single electron triggers [192]. The electron selection
and identification in the trigger algorithm are similar to the one described in Sec-
tion 6.8.5. A likelihood-based multivariate technique is used to select electrons
with four working points: very loose (lhvloose), loose (lhloose), medium
(lhmedium) and tight(lhtight).

Some of the triggers listed in Tab. 9.1, have additional labels that will be
explained in the following. The label nod0 indicates that the electron iden-
tification process uses no information on the impact parameter d0. The label
ivarloose indicates an additional isolation requirement which is based on the
ET inside a cone of variable radius around the electron candidate (similar to the
offline reconstruction).

Time period Trigger name

2015
HLT e24 lhmedium L1EM20VH
HLT e60 lhmedium
HLT e120 lhloose

2016 (A-D3)
HLT e60 lhmedium nod0
HLT e140 lhloose nod0

2016(D4-end),2017,2018
HLT e26 lhtight nod0 ivarloose
HLT e60 lhmedium
HLT e140 lhloose

Table 9.1: Summary of the single electron triggers used to record events in the two lepton control
region. For each data-taking period, the events are recorded from at least one of the
listed triggers.

Table 9.2 summarises the single muon triggers [193]. There are two procedures
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followed to identify a muon. The first is to form candidates from L1 inputs from
the Muon Spectrometer and combine them with tracks in the Inner Detector.
The first entry of Tab. 9.2 uses this method and for this reason has the additional
string L1MU15. The second method, used for the all the other triggers listed
in Tab. 9.2, is to extrapolate high precision tracks from the ID to the Muon
Spectrometer. An isolation requirement is applied to tracks from the ID in
a cone of variable radius around the muon candidate. This is indicated by
the strings ivarmedium and iloose in the trigger name. The ivarmedium
was designed to replace the older iloose isolation criterion in the single muon
triggers to cope with the high pile-up conditions.

Period Trigger name

2015
HLT mu20 iloose L1MU15
HLT mu50

2016 (A)
HLT mu40
HLT mu50

2016 (B-D3)
HLT mu24 ivarmedium
HLT mu50

2016 (D4-end), 2017, 2018
HLT mu26 ivarmedium
HLT mu50

Table 9.2: Summary of the single muon triggers used to record events in the two lepton control re-
gion. For each data-taking period the events are recorded from any of the corresponding
trigger.

9.1.3 Emiss
T triggers

The analysis uses Emiss
T triggers to record events in the signal region, as the key

feature of the mono-H signature is the high missing transverse energy. These
triggers reconstruct Emiss

T using calorimetric information only [194].

Since muons do not produce a significant signal in the calorimeters, the events
that contain them will be also recorded by Emiss

T triggers. For this reason the
analysis uses Emiss

T triggers to also record events in the one-muon control region.

Table 9.3 summarises the Emiss
T triggers. The luminosity increase translates to

higher pile-up conditions that affect the trigger efficiency. To mitigate such
effects, similar to the single lepton triggers, Emiss

T reconstruction algorithms and
thresholds are modified as shown in Tab. 9.3.

There are two different algorithms used for Emiss
T reconstruction, denoted as

mht and pufit [194] in Tab. 9.3. The mht stands for “missing HT ”, and HT is
the scalar sum of the jet transverse momenta. The algorithm uses calibrated jets
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Time Period Trigger name

2015 HLT xe70 mht
2016 (A-D3) HLT xe90 mht L1XE50
2016 (D4-end) HLT xe100 mht L1XE50
2017 (B-D5) HLT xe110 pufit L1XE55
2017 (D6-end) HLT xe110 pufit L1XE50
2018 HLT xe110 pufit L1XE55

Table 9.3: Summary of the Emiss
T triggers used to record events in the signal and one-muon regions

for the data-taking time period.

reconstructed from topoclusters with the anti-kt algorithm and a radius para-
meter of R = 0.4 including deposits from photons, electrons and tau-leptons.
The missing transverse energy is calculated as the negative vector sum of all
the calibrated jets. The “pufit” algorithm calculates missing energy using to-
poclusters combined into η − φ patches with a size roughly equal to a jet of
R = 0.4. The algorithm assumes that hard scatter produces higher transverse
energy deposits than pile-up interactions. For each patch, a fit is used to de-
termine the energy deposits from pile-up and subtracts them. These corrected
patches are used to estimate the missing transverse energy.

The analysis considers only events with Emiss
T higher than 150 GeV, as will be

discussed in the next chapter. As can be seen from 9.3 all listed triggers have
lower threshold values than 150 GeV, however they are not fully efficient. In this
case a trigger might not record events that actually exceed its defined threshold.

The trigger efficiencies, for this analysis, were measured using events recorded
with single muon triggers that lie in a phase space region close to the signal re-
gion. Since the detector response changes based on the event selection require-
ments, any differences in the event topology affect the estimated efficiencies.
Once this reference set of events (also called reference sample, here) is defined,
the trigger efficiency, ε, is estimated via the ratio

ε =
NReff,Emiss

T trig.

NReff
,

where NReff,Emiss
T trig. is the number of events in the reference sample that fire a

specific Emiss
T trigger and NReff is the number of events in the reference sample.

The efficiency is calculated twice, once using data and once using simulated
events. The ratio εdata/εMC is fitted to obtain a smooth function which is used
to correct signal and background predictions.
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9.2 Simulated events

This section includes analysis-specific information on the simulations of signal
processes in Section 9.2.1, and background processes in Section 9.2.2.

9.2.1 Signal Processes

The results of this analysis are interpreted in terms of the Z ′-2HDM model for
a scan over the (mZ′ ,mA) plane, and for fixed choices of the other model para-
meters, which are presented in Table 9.4 (see 3.5.1 for parameter definitions).
The configuration shown in Tab. 9.4 follows the recommendations of the AT-
LAS/CMS Dark Matter forum [195], and the following paragraph explains the
main motivation for these choices. The scan extends in mZ′ from 600GeV to

Ζ’2HDM

mH = mH± = mA

mχ = 100 GeV
gZ′ = 0.8
tanβ = 1

Table 9.4: Signal theory parameter configuration to generate events for the Z′-2HDM model

3600GeV, and in mA from 300GeV to 1300GeV as shown in Figure 9.1.

Figure 9.1: Grid of signal simulations with different choices of mZ′ , and mA. All the other
parameters are fixed to the values of Tab. 9.4.

The masses of the charged states were set mH = mH± = mA so that the
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analysis results can be easily comparable with the corresponding CMS searches
[68]. However, based on the constrains placed by Ref. [196] masses up to
295 GeV are excluded. According to the diagram 3.8 of Section 3.5.1, for the
mediator A to be produced on-shell, it is necessary that mχ < mA/2. Further
the mass of the DM should also be mχ > mh/2, due to constraints from invisible
Higgs decays searches [197]. The value of mχ = 100GeV is chosen to be able to
scan the lower range of mA. According to Ref. [195] variations of the coupling
or tanβ do not affect the signal kinematics, even though they can affect the
production cross-section. For this reason gZ′ is set to an arbitrary value of 0.8
and tanβ to 1.

For the case of the 2HDMa model, the scan is performed over the (ma,mA)
plane for the fixed choices of the other model parameters presented in Table 9.5.
The scan extends in ma from 100 GeV to 600 GeV, and in mA from 250 GeV to
2000 GeV, as shown in Figure 9.2. The configuration shown in Tab. 9.5 fol-

Figure 9.2: Grid of signal simulations with different choices of mA, and ma. All the other para-
meters are fixed to the values of Tab. 9.5.

lows the recommendations of the LHC DM Working Group [198]. The following
paragraph explains the main motivation for these choices. The production rate
of ggF and b-initiated processes depends on the coupling gAah which is a func-
tion of mH . The coupling decreases when mH < mA reducing the corresponding
production rate [86]. For this reason mH = mH± = mA ensures a large produc-
tion rate for both processes. Constraints from invisible Higgs decays searches
[197] allow ma > 100 GeV. The coupling gχ is set to 1 because it is assumed
that the mediator a decays only to DM. To allow for on-shell production of a,
it must hold that ma > 2mχ. To keep the possibility of studying a down to
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2HDM+a

ggF b-initiated

mA = mH = mH±

λP1 = λP2 = λ3 = 3
mχ = 10 GeV

gχ = 1
sin(β − α) = 1

sin θ = 0.35
tanβ = 1 tanβ = 10

Table 9.5: Signal theory parameter configuration to generate events for the 2HDMa model via the
two production modes considered for this analysis: the gluon-gluon fusion (left) and
the b-initiated (right)

low masses, mχ = 10GeV is chosen. The possible values of λ3 depend on the
choice of the Higgs boson masses and sin θ. The benchmark values of λ3 = 3
and sin θ = 0.35, are chosen to allow the mH ,mH±and mA to reach up to order
of few TeV.

The production cross section of the ggF and bb̄-induced processes, presented
in Ch. 3.5.1 Fig. 3.9, depends on tanβ. While the cross section for the ggF
processes decreases with increasing tanβ, for bb̄-induced increases. The reason
for this is the t-quark loop involved in the ggF production mechanism: A has a
coupling to t-quarks that is inversely proportional to tanβ, while its couplings
to b-quarks is proportional to tanβ [86]. According to Ref. [82] the ggF and
bb̄ cross sections are roughly the same for tanβ ≈ 5, while the bb̄-induced pro-
duction mode becomes dominant for tanβ = 10. On the contrary the dominant
production mode for tanβ = 1 is the gluon-gluon fusion.

The rest of this section contains information on the event generators, pdf sets,
tunes, etc. used for the simulation of the processes described in Chapter 4.

Events are generated for signal Z’2HDM processes with MadGraph5 aMC@NLO
2.6.5 [104] at leading-order (LO) using the NNPDF3.0 NLO PDF set [95] and
αs = 0.118 . The output was interfaced with Pythia 8.240 [102] for the simu-
lation of the parton shower and the hadronization. Parton shower and hadron-
ization is simulated with using NNPDF2.3 LO PDF set [199] and the A14 set of
tuned parameters (“tune”) [200].

For the simulation of 2HDMa events, matrix elements are calculated with Mad-
Graph5 aMC@NLO 2.6.7 with NNPDF3.0 NLO PDF set and {αs = 0.118}. The
cross-sections were calculated at leading-order (LO) accuracy. The output was
interfaced with Pythia 8.244 [201] for the simulation of the parton shower and
the hadronization. The parton shower model is using the NNPDF2.3 LO PDF set
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and the A14 tune. The SM Higgs boson decays into bb̄ pairs were also simulated
with Pythia 8.240 with a branching fraction fixed to the SM prediction.

Finally, at the event generation an filter is applied that keeps events with Emiss
T

higher than 100 GeV.

9.2.2 Background Processes

Table 9.6 summarises the MC generators used for the matrix elements calcu-
lations, the order at which cross sections are calculated, the PDF sets, the
generators used for the parton showering and hadronisation simulation and the
PDF sets used for the parton shower modelling. Events generated with Sherpa
[202], in tab 9.6 are not interfaced with other generators, becaused Sherpa
has its own model for parton showering, hadronization and underlying event
[203]. The matching of parton showers to matrix elements, for these simulated
event samples is done using the MEPS@NLO prescription [204–206]. It should
be noted that the decays bottom and charm hadrons for single-t events were
simulated with the EvtGen v1.6.0 program [207] and the tt̄H events with the
EvtGen v1.2.0. For the processes tt̄,single-t, tt̄V and tt̄H the A14 set of tuned
parameters [200], while for V H(bb̄) the AZNLO tune [208] is used.

V+jets Two types event filters are used for these simulated event samples:
one filters events based on the quark flavor of the jets and the other based on
the the maximum of the boson pVT and HT , the MaxHTpTV (here HT is the
scalar sum of the jets momenta). There are three different flavour filters. The
BFilter which allows only b-hadrons in the final state with pT > 5 GeV and
|η| < 2.9, the CFilterBVeto allowing only c-hadrons with pT > 54 GeV and
|η| < 3 and vetoes b-hadrons, and the CVetoBVeto that vetoes events with
b- and c-hadrons. The MaxHTpTV requirement is applied so that the final
states contain events with max(pVT , HT ) whithn a specific range. The ranges
used in this work are :(0, 70), (70, 140), (140, 280), (280, 500), (500, 1000), and
above 1000 GeV. Z(νν)+jets simulated events are produced, also, in ranges of
vector boson pT and dijet invariant mass. There are four pT ranges, (70, 100),
(100, 140), (140, 280), (280, 500) GeV and three mjj ranges, (0, 500), (500, 100),
above 1000 GeV. The slices are defined by creating all the possible combinations
of these ranges and the heavy flavour filters.

tt̄+jets For these simulated event samples a Emiss
T filter is used that accepts

events with Emiss
T in the ranges: (200, 300), (300, 400), and above 400 GeV
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Chapter 10

Object Definition and event
selection

This chapter provides the analysis-specific requirements for the reconstruction
of the physics objects in Section 10.1 as well as the truth-level (also referred to
as particle-level) definitions of physics objects. It also discusses in Section 10.2
the event selection requirements used for the definitions of the signal and control
regions. Finally, Section 10.3 presents comparisons of event variables obtained
at particle and reconstructed levels to validate the particle-level definitions in
signal and control regions.

10.1 Physics Objects definition

This section provides information on the requirements the reconstructed objects
have to satisfy to be considered in the analysis. The first section, 10.1.1, dis-
cusses the primary vertex, Section 10.1.2 the jet, and Section 10.1.3 the leptons
definitions. Section 10.1.4 describes the procedure used to resolve cases in which
a signal from the detector is reconstructed as two separate objects, known as
overlap removal. Finally, Section 10.1.5 discusses the Emiss

T reconstruction in
the analysis and the way we quantify how “genuine” it is.

10.1.1 Primary Vertex

In each event, more than one interaction can be observed. Only the one with the
most energetic tracks is considered, and is called Primary Vertex. To determine
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it, for each vertex we calculate the sum Σp2
T for all the associated tracks with

pT > 0.5 GeV. The vertex with the highest sum is the primary vertex.

10.1.2 Jets

Small-R jets are built using the Particle-Flow algorithm, described in Sec-
tion 6.8.4. In each event, jets are separated into central with |η| < 2.5 and
pT > 20 GeV, and forward with 2.5 < |η| < 4.5 and pT > 30 GeV. The Higgs bo-
son decay products have high transverse momentum and populate a central area
in the detector. Thereby, only central jets are used to reconstruct the invariant
mass of the Higgs candidate and they must not originate from pile-up interac-
tions. To reject pile-up central jets, the analysis uses a multivariate algorithm,
the Jet-Vertex-Tagger [210] (JVT). This algorithm provides a likelihood-based
discriminant relying on the tracks associated with the jet. The discriminant
values range from zero, for pile-up jets, to one for hard-scatter jets. The JVT
is used only for central jests with 20 GeV < pT < 120 GeV. Additionally the
application of the algorithm is limited to jets with η < 2.4, due to the use of
tracking information. In the analysis, central jets with JVT < 0.5 is rejected as
a pile-up jet.

Large-R jets are reconstructed, as explained in Section 6.8.4, from LCW
calibrated topological clusters. Only jets with pT > 200 GeV and |η| < 2 are
considered. For the variable radius jets associated to the large-R jet the radius
parameter was set to R = 30 GeV

pT
with a minimum of 0.02 and a maximum of

0.4.

Muon-in-Jet Correction When the b-hadron inside a jet decays through
channels such as b → Wc → µν̄µc, which contain muons in the final state,
the muon energy and momentum are not included in the jet reconstruction.
For small-R jets, this is because the PFlow algorithm does not consider tracks
linked to electrons or muons (more details in Sec.6.8.4), while large-R jets are
reconstructed from LCW topoclusters using calorimeter-only information.

Not considering the muon contribution affects the measured value of the Higgs
boson candidate mass. It can be added, however, after the reconstruction step
with the so-called muon-in-jet correction. This additional energy correction is
applied to the b-jets that form the Higgs candidate to improve the reconstruc-
ted mass resolution [211]. The muons considered in these corrections must pass
much looser identification requirements (Loose WP), and since they are pro-
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duced inside a jet, no isolation requirement is applied. Muons with pT > 5 GeV
in a region of η < 2.7 are considered for this correction.

In the resolved region, if there is a muon within ∆R < 0.4 of the jet axis of the
b-jet, the correction first subtracts the energy the muon is expected to lose in
the calorimeter from the muon four-momentum, and the result is added to the
respective jet. If there are more than one muon close to the jet axis, then only
the closest is considered. Figure 10.1 shows the distributions of the invariant
mass in the resolved signal region with and without muon-in-jet correction for
a signal simulation. In the merged region the muon-in-jet correction is applied
to the leading b-tagged large-R jet. In this case we consider the two (or one)
muons closest to the large-R jet axis.

Figure 10.1: Distributions of the invariant mass of the Higgs-boson candidate mass, with (blue)
and without (red) muon-in-jet correction, in the resolved signal region with exactly
2 b-jets in the final state. The distribution is produced using Z′-2HDM model with
mZ′ = 800 GeV and mA = 600 GeV

Truth jets At particle-level, jets are formed by clustering stable particles
using the anti-kt algorithm and are called truth jets. From the inputs, muons
are excluded since the corresponding physics object deposits very little energy
in the calorimeter. In the same way, neutrinos that completely escape detection
are excluded as well. A radius parameter of 0.4 is used for small-R jets and 1.0
for large-R jets.
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Identification of b-jets

To identify if a central small-R jet or a variable-R track jet contains a b-quark the
DL1r tagger is used. The working point selected for this multivariate algorithm
tags jets containing b-hadrons with 77% efficiency in tt̄ simulations.

Particle-level flavour labelling All truth jets are labelled based on the
particle that initiated them (quark or gluon). The flavour of each jet is also
stored, and it is determined by the presence of a b-, c-hadron or a τ -lepton at
distance ∆R < 0.3 from the jet. Using, however, these labels to determine the
number of b-jets in the event does not take into account the efficiency and mistag
rates of the b-tagging algorithm.

Instead of relying only on truth information in this work, a “hybrid” approach
is used. For each event, the probability that two or more jets are b-tagged is
calculated using the so-called efficiency maps1. These maps give the probability
for a specific jet to be b-tagged based on its pT, η and truth flavour label. There
are efficiency maps, derived from dedicated measurements, for various tagging
algorithms, working points and all flavour hypotheses. The map used here
corresponds to the DL1r tagger and 77% working point.

To calculate the probability for an event to contain exactly two b-tag jets, the
first step is to retrieved from the efficiency maps for each jet in the event the
probability to be b-tagged, εi. The next step is to form pairs of jets i, j, with
i 6= j. The probability of both jets in each pair to be tagged is εiεj , while the
probability that any of the k remaining jets in the event is not a b-jet is 1− εk.
Finally, the probability for an event to contain exactly two b-tag jets is given by

w =

Njets∑
i=1

Njets∏
i,j=1
i 6=j

εiεj

Njets∏
k=1
k 6=i,j

(1− εk)

 , (10.1)

where Njets is the number of jets in the event. This is applied as an additional
weight in each event. The formula is also generalised to events that contain
three or more jets.

1The maps are provided by the ATLAS flavour tagging group
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10.1.3 Leptons

Electrons

Electrons in this analysis are used for two purposes: to veto any events in
the signal and one-lepton regions, and select events with two electrons in the
two-lepton region. For the veto definitions in the signal region loose electron
requirements are used to increase the reconstruction efficiency. On the contrary,
tighter definitions are needed to have a high purity when selecting electrons for
the two-lepton control region.

Electrons are reconstructed from a track which is consistent with a cluster built
from energy deposits in the calorimeter. The tracks must have σ(d0) < 5 and
|z0sinθ| < 0.5 mm to be compatible with the primary vertex. As explained in
6.8.5 the LooseAndBLayer identification working point is used. This provides
an efficiency of 86% for electrons with ET = 20 GeV which gradually increases
up to 95% for electrons with ET > 100 GeV [124].

Electrons with pT < 200 GeV must pass the FCLoose isolation WP, which re-
quires that the energy deposit in a cone of ∆R < 0.2 (Econe20

T ) around the
electron cluster must not be more than 20% of the electron pT. Electrons
with pT > 200 GeV must pass the FCHighPtCaloOnly, instead, which requires
Econe20
T < 3.5 GeV [124].

Electrons are classified as baseline, used for the veto definitions and signal used
in the event selection of the two-lepton region. Baseline electrons must have a
minimum pT of 7 GeV to be in a well-understood kinematic regime. For signal
electrons the pT threshold is increased to 27 GeV. This value is above the higher
pT threshold of the electron triggers used in this analysis (see Tab. 9.1), and
is used to reduce the contributions of fakes electrons and mis-measurements.
Both baseline and signal electrons are required to have |η| < 2.47. Table 10.1
summarises the selection requirements for electrons used in the analysis.

Baseline electrons Signal electrons

Identification LooseAndBLayer

Isolation FCLoose for pT < 200 GeV
FCHighPtCaloOnly for pT > 200 GeV

|η| < 2.47

pT > 7 GeV > 27 GeV

Track to vertex association d0/σ(d0) < 5 and |z0sinθ| < 0.5 mm

Table 10.1: Summary of electron selection requirements.
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Truth electrons are selected using the so-called PDGID, a unique code as-
signed to electrons2 (and all the other particles) during the event generation
step [212]. The truth electrons must also be final-state particles which is de-
termined by the so-called status code, also assigned at the event generation step.
Because we are using truth information to distinguish the electrons no isolation
or identification requirements are necessary. Truth electrons are also categor-
ised to baseline and signal with pT above 7 GeV and 27 GeV respectively and
are required to have |η| < 2.47.

Muons

Similar to the electrons, two muon definitions are used: baseline muons with
looser definitions for vetoing events, and signal muons with tight definitions to
ensure a high-purity muon selection in the control regions. All baseline muons
must have a minimum pT of 7 GeV. Signal muons must pass the baseline pT

threshold and the most energetic muon must have pT > 25 GeV. Baseline muons
need to pass the Loose identification WP, which uses all types of muons described
in 6.8.6, while signal muons are required to pass the Medium WP, that has a
lower efficiency than the Loose WP and uses only CB and ME muon types. In
terms of isolation, baseline muons are selected with the FCLoose isolation WP
which requires Econe20

T to be less than 30% of the pT of the muon. Signal muons
must pass the FCTightTrackOnly isolation WP which requires pcone30

T to be less
than 6% of the muon pT. Both baseline and signal muons are required to satisfy
|η| < 2.5, d0/σ(d0) < 3 and |z0sinθ| < 0.5 mm. Table 10.2 summarises all the
selection requirements applied to muons.

Baseline muons Signal muons

Identification Loose Medium

Isolation FCLoose FCTightTrackOnly

|η| < 2.5

pT > 7 GeV > 7 GeV for the sub-leading
and > 25 GeV for the leading

Track to vertex association d0/σ(d0) < 3 and |z0sinθ| < 0.5 mm

Table 10.2: Summary of muon selection requirements.

Truth muons are selected, just like the truth electrons, using their PDGID3,
and the appropriate status code. No isolation or identification requirements are

2The number 11 is assigned to e− and −11 to e+.
313 for µ− and −13 for µ+
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necessary in this case. Truth muons follow the same categorisation as recon-
structed muons and are required to satisfy the same pT and |η| requirements.

Truth τ-leptons

τ -leptons that decay to hadrons are used to veto events in the signal region.
They are reconstructed from LCW topoclusters using the anti-kt algorithm with
a radius parameter of 0.4. τ -lepton candidates are required to have one or three
tracks within ∆R < 0.2 of the jet axis since their hadronic decays can yield
either one or three charged pions. A RNN classifier is used to identify the τ -
leptons and candidates are required to pass VeryLoose WP [163]. Finally, all
τ -lepton candidates are required to have |η| < 2.5 and pT > 20 GeV.

τ-leptons are selected, similar to the other truth leptons, by using their
PDGID (15 for τ− and −15 for τ+ [212]), and the appropriate status code.
They are required to satisfy the same pT and |η| requirements as the recon-
structed τ -leptons.

10.1.4 Overlap removal

After the objects are reconstructed possible “overlaps” (cases where the same
signal is reconstructed as multiple objects) are resolved. This procedure removes
close-by objects based on different criteria. The distance between objects is
measured by ∆R =

√
∆φ2 + ∆y2. The procedure is applied in the following

order:

1. If two electrons share the same track, the one with the lower pT is rejected

2. If the ∆R between a τ -lepton and an electron or a muon is less than 0.2,
the τ -lepton is rejected.

3. When an electron and a muon share an ID track, the electron is rejected
if the muon is calorimeter-tagged, otherwise the muon is rejected.

4. If there is a small-R jet at distance ∆R < 0.2 from an electron, the jet is
rejected.

5. If the ∆R between an electron and a small-R jet is less than 0.04 +
10 GeV/pT(e), with a maximum of 0.4, the electron is rejected.
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6. If a small-R jet with less than three associated tracks is at a distance
∆R < 0.2 from a muon, or is ghost-associated to the muon, the jet is
rejected.

7. If the ∆R between a muon and a small-R jet is less than 0.04+10 GeV/pT(µ),
with a maximum of 0.4, then the muon is rejected.

8. If the ∆R between a small-R jet and a τ -lepton is less than 0.2, the small-R
jet is rejected.

9. If the ∆R between a large-R jet and an electron is less than 0.1 then, the
large-R jet is rejected.

Only the objects that pass through the full sequence described above are used
in the analysis.

Overlap removal for truth particles. An overlap removal is applied for
truth particles as well. The need for such a procedure comes from the way
truth-jets are formed: all stable particles in the event are used as inputs to the
jet clustering algorithm except muons and neutrinos. As a result, a jet can be
formed around a stable electron. For the overlap removal procedure we need
to define an isolation requirement for electrons. Here, an electron is considered
isolated when the pT of the charged particles within a cone of radius 0.2 around
it is less than 20% of the electron pT. The procedure is applied in the following
order:

1. Any small-R truth jet within ∆R < 0.4 of an isolated electron is rejected.

2. Any muon within ∆R < 0.4 of the remaining small-R jets is rejected.

3. Any electron within ∆R < 0.4 of the small-R jets is also rejected.

4. If there is a large-R jet within ∆R < 1.2 of the remaining electrons, the
large-R jet is rejected.

10.1.5 Missing Transverse Energy

For this analysis, ~E miss
T is reconstructed from baseline electrons and muons and

all small-R jets (central and forward as defined in Sec. 10.1.2). The τ -leptons
are treated as jets in the calculation of ~E miss

T and they are not included as a
separate term. Also, large-R jets are not used in the reconstruction. The Tight
WP is used, which does not include forward jets with 20 GeV < pT < 30 GeV
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to suppress pile-up contributions. Finally, Emiss
T reconstruction uses a separate

overlap removal procedure [213].

Particle-level missing transverse momentum Emiss
T The most straight-

forward way to calculate Emiss
T at particle-level is to take the vector sum of all

the stable non-interacting particles like neutrinos and DM particles. However,
this is not the best approximation of the detector-level Emiss

T definition. In this
work, Emiss

T is defined by calculating an equivalent to the calorimeter-based only
Emiss

T and then adding the contribution from muons separately. The first term
includes all the stable interacting particles within detector acceptance (η < 5)
except muons. The second term uses all final state muons with pT > 6 GeV.

Missing Transverse Energy Significance

As it was discussed in Section 8.2, several effects such as the inaccurate recon-
struction of physics objects, or measurement inefficiencies and resolution effects,
can give rise to fake Emiss

T . There is a way to quantify how “genuine” the re-
constructed Emiss

T is by using the so-called Emiss
T Significance, S. This event

variable was initially defined as

S =
Emiss

T√
HT

,

where HT is defined by Eq. 6.5 as the scalar some of the momenta of the all
hard objects entering the Emiss

T reconstruction. This is called event-based Emiss
T

significance. In events with neutrinos or other non-interacting particles, Emiss
T

is expected to be larger than the HT. As a result, real Emiss
T leads to higher

values of event-based Emiss
T significance compared to fake Emiss

T .

A more sophisticated definition of Emiss
T significance is used in this work, which

takes into account the resolutions of all the objects entering the Emiss
T recon-

struction as well as the correlations between them, and is called object-based
Emiss

T significance.

In a coordinate system rotated parallel (longitudinal L) and perpendicular (trans-
verse T) to the direction of the ~Emiss

T , the definition of S can be written as

S =
(
Emiss

T , 0
)( σ2

L ρLTσLσT
ρLTσLσT σ2

T

)−1(
Emiss

T

0

)
=

∣∣Emiss
T

∣∣2
σ2
L

(
1− ρ2

LT

) , (10.2)
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where σ2
L and σ2

T are the total variances in the longitudinal and transverse

directions relative to ~Emiss
T , respectively, while ρLT is the correlation factor of

the longitudinal (L) and transverse (T ) measurements [214].

High values of S indicate that resolution effects are not enough to account for
the observed Emiss

T , instead, they suggest the presence of an undetected object,
such as a neutrino.

Particle-level Emiss
T significance It is possible to implement a definition

for object-based Emiss
T significance using truth particles. In this case, we use

the particle-level estimated Emiss
T , and the resolution of the corresponding re-

constructed objects, which is known as a function of pT and η. For example, for
a truth electron with pT = 100 GeV and η = 0 the relative parallel resolution,
in the Emiss

T significance definition, is set to 1.7% and the perpendicular to 0.4%
[214]. No kinematic requirements are applied to the truth particles used for
the calculation of the Emiss

T significance, except to truth small-R jets, which are
required to have pT higher than 20 GeV and must not be formed around a stable
electron.

10.2 Event Selection

Only events from the good run list (GRL) that do not have any of the flags ex-
plained in Section 6.7 are used in the definition of the signal and control regions.
Section 10.2.1 contains a set of baseline event requirements. Section 10.2.2 de-
scribes the additional requirements that define the resolved signal region, while
Section 10.2.3 contains the event selection requirement for the merged signal
region. Section 10.2.4 presents the event selection for the one and two lepton
control regions.

10.2.1 Baseline event selection

Event Cleaning. As explained in Section 6.7 problematic events that are af-
fected by some detector problem are flagged in order to be removed before using
the data-set for physics analysis. The flags are placed in any of the following
cases :

• When there are noisy cells in the liquid argon calorimeter system, or cor-
rupted cells in the tile calorimeter.

• If the event is corrupted by problems in the SCT.
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• When information is missing and the event is incomplete.

• When one or more muons from cosmic rays are recorded, i.e. muons with
d0 > 0.2 mm and |z0sinθ| > 1 mm.

• When the muons in the event are poorly measured : σ(|q/p|)
|q/p| > 0.4

Once the corrupted events are removed the rest of the event selection require-
ments are applied.

Emiss
T > 150 GeV. The analysis uses the Emiss

T triggers listed in Table 9.3 to
record events, and the higher threshold is 110 GeV. Requiring Emiss

T higher than
150 GeV ensures that the events are in a Emiss

T region where the triggers are fully
efficient.

Lepton veto. In the signal region any events that contain baseline electrons,
muons or tau candidates are rejected.

Extended tau veto. The extended tau veto rejects any events with a small-
R jet that has less than four associated tracks, and its angular separation from
Emiss

T is less than 22.5◦ ( ∆φ(Emiss
T , jet) ≤ 22.5◦). This additional requirement

is applied to catch tau-leptons misidentified as jets, mostly from W decays.
Since leptons produced in W boson decays are almost aligned, any misidentified
τ -lepton should be relatively close in φ to the Emiss

T .

∆φ(Emiss
T , jeti) > 20◦. The definition of this selection requirement uses the

three most energetic forward and central jets in the event and calculates their
angular separation with the Emiss

T , ∆φ(Emiss
T , jeti). Events were selected only

when the minimum between the three calculated values was higher than 20◦. As
it was discussed in Section 8.2, mis-measurements in jets can give rise to fake
Emiss

T . If one jet is mis-measured in a multijet event, the Emiss
T points to the

direction of this jet. Therefore signal events should have a minimum angular
separation between jets and the reconstructed Emiss

T .

10.2.2 Resolved region

The following requirements are applied in addition to the baseline selection:
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• Emiss
T < 500 GeV. Events in the resolved region must have missing trans-

verse energy lower than 500 GeV.

• pT(Hreco) > 100 GeV, when Emiss
T < 350 GeV. From the signal event

topology discussed in Section 8.1 is evident that the Higgs momentum is
correlated with the momentum of the Dark Matter particles. As a result,
the Higgs candidate pT, pT(Hreco), is also highly correlated with Emiss

T for
signal events, while the same requirement is not necessarily valid for SM
background events. Requiring the pT(Hreco) to be higher than 100 GeV
for the resolved region enhances the signal sensitivity.

• pT(Hreco) > 300 GeV, when Emiss
T > 350 GeV. For Emiss

T values higher
than 350 GeV the threshold on pT (Hreco) is raised to 300 GeV.

• mb,min
T > 170 GeV and mb,max

T > 200 GeV . This cut is used to remove
background contributions from the semi-leptonic decays of pair produced
top-quarks (discussed in 8.2). The reconstructed transverse mass of the
b-tagged jet and Emiss

T is given by:

mb
T =

√
2p
b,Emiss

T
T (1− cos ∆φ(~pmiss

T , ~Emiss
T )) (10.3)

mb,min
T and mb,max

T is the transverse mass calculated from 10.3 using the b-

jet with the minimum or maximum ∆φ(~pb,,T
~Emiss

T ) respectively. For events

from semi-leptonic tt̄ decays, mb,min
T and mb,max

T should be approximately
equal to the mass of the top-quark (≈ 170 GeV).

• S > 12. Multi-jet processes are expected to have low values for Emiss
T

significance, and therefore, signal events are required to have S > 12.

• A requirement is applied on the number of central small-R jet. A max-
imum of four jets is allowed when the event has exactly two b-tagged jets
and a maximum of five when the event has three or more b-tagged jets.

• 50 GeV < mjj < 280 GeV. Finally, the invariant mass of the Higgs can-
didate must be within the range 50 GeV < mjj < 280 GeV. Even though
the signal events are expected to be centered around mjj = 125 GeV, the
range is larger so that we can use the side band of the mass spectrum,
50 GeV < mjj < 70 GeV, and 140 GeV < mjj < 280 GeV, for the back-
ground estimation. The lower threshold of 50 GeV is chosen because this
the lowest mass for calibrated large-R jets.

Figure 10.2 shows the relative background contributions of all the background
processes that create a considerable yield of events in the resolved SR. Figure
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10.2a shows the yield break down when exactly 2 b-jets are required in the
final state. In this case, the dominant process is Z+jets (40.4%), followed by tt̄
(33.6%) and W+jets (14.9%). Figure 10.2b shows the background contributions
when 3 or more b-jets are required in the final state. Here, tt̄ (58.6%) is the
dominant background followed by Z+jets(22.6%).

Figure 10.2: Relative contributions of the SM background processes in the resolved SR. In these
charts, the label “other” describes the relative contributions from tt̄V ,tt̄H and
V H(bb̄) processes.

10.2.3 Merged region

In addition to the baseline requirements the events in the merged region must
fulfil the following criteria:

• Emiss
T > 500 GeV.

• There must be at least one central large-R jets.

• The invariant mass of the most energetic central large-R jets must be
within the range 50 GeV < mJ < 280 GeV. The different upper bound
from the resolved reason was selected because of the different binning
adopted in the mass spectrum. The binning in the mass spectrum is
coarser in this region due the smaller number of events.

Figure 10.3 shows the relative background contributions of all the background
processes with considerable yields in the merged SR when exactly 2 b-jets(10.3a),
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and at least 3 b-jets (10.3a) are required in the final state. Similar to the resolved
SR, the dominant background contributions in the first case comes from Z+jets
processes, while in the later from tt̄.

Figure 10.3: Relative contributions of the SM background processes in the merged SR. In these
charts, the label “other” describes the relative contributions from tt̄V ,tt̄H and
V H(bb̄) processes.

10.2.4 Control region definitions

One-muon control region

All events in the one-muon control region are required to have exactly one signal
muon, no baseline electrons and no τ -leptons. The rest of the event selection
requirements discussed in Sec. 10.2.2 and Sec. 10.2.3 are also applied to define
the resolved and merged CR1, respectively. The only difference is that the
offline reconstructed Emiss

T definition is modified to treat the muon as invisible
by removing the contribution of the signal muon from the Emiss

T calculation in
Eq. 6.4. The result is denoted as Emiss

T, lep. invis. and is used instead of Emiss
T in

the selection requirements. Additionally, Emiss
T significance is calculated with

Emiss
T, lep. invis. and is denoted as Slep.invis. Modifying these definitions is done

to maintain the same kinematic properties between the signal and one-muon
control region. To illustrate this we are going to compare the distributions of
Emiss

T in SR and Emiss
T, lep. invis. in CR1, as well as the distributions of the invariant

mass of the two leading b-jets, which form the Higgs-boson candidate.

For these comparisons, we will use tt̄ and W + jets. These processes are two
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of the dominant in both SR and CR, as can be seen from Fig. 10.2, 10.3 and
Figure 10.4. Figure 10.4 shows the relative contributions of the SM processes in
the resolved (10.4a and 10.4b) and merged (10.4c and 10.4b) one-muon control
regions. The dominant SM processes are the tt̄ and W+jets, for both merged
and resolved regions with exactly 2 b-tag jets in the final state. When at least 3
b-jets are required, single top processes have larger relative contributions than
W+jets processes.

Figure 10.4: Relative contributions of the SM background processes in the resolved (top) and
merged (bottom) CR1 . In these charts, the label “other” describes the relative
contributions from V V (diboson), tt̄V ,tt̄H and V H(bb̄) processes.

Figure 10.5 shows comparisons between the Emiss
T definition in the resolved

signal region and Emiss
T, lep. invis. in the resolved one-muon control region, for tt̄
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and W + jet simulated events with exactly 2b-tagged jets (10.5a) and at least
3b-tagged (10.5b) jets in the final state. The corresponding comparisons for the
merged region are shown in Fig. 10.5c and 10.5d. From Fig. 10.5a and 10.5b,

(a) (b)

(c) (d)

Figure 10.5: Comparison of the Emiss
T and Emiss

T, lep. invis. distributions as they are defined in the
resolved SR (red) and one-muon CR (blue), for tt̄ and W+jets simulated events with
exactly 2 b-tagged jets (left) and at least 3 b-tagged jets (right) in the final state.
The lower panels show the ratio between Emiss

T and Emiss
T, lep. invis.. The drop observed in

values of Emiss
T = Emiss

T, lep. invis. = 350 GeV is due to the raise of the threshold on pT(jj)
from 100 GeVto 300 GeV for Emiss

T (Emiss
T, lep. invis.) > 350 GeV. The error bands show

only the statistical uncertainty.
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we see that Emiss
T, lep. invis. has a harder spectrum than Emiss

T . The ratio between
these quantities shows a trend, which can be explained by considering which tt̄
and W+jets decay modes are relevant in the resolved and merged signal and
one-muon control region.

The decay channels for tt̄ events are

tt̄→W+bW−b̄→ qq̄′ b q′′q̄′′′ b̄,

tt̄→W+bW−b̄→ qq̄′ b `−ν̄` b̄,

tt̄→W+bW−b̄→ `+ν` b q
′′q̄′′′ b̄,

tt̄→W+bW−b̄→ `+ν` b `
′−ν̄`′ b̄.

For the signal region, a dedicated study in Ref. [215] showed that the largest
contribution for tt̄ events comes from semi-leptonic decays and the largest frac-
tion of them involves a τ -lepton. On the contrary, the decay modes that involve
either two leptons or hadrons-only had minor contributions in the SR, as shown
in Fig. 10.6. This is expected because fully leptonic channels are less likely to
pass the lepton veto while fully hadronic events are less likely to pass the Emiss

T

selection requirements for the SR. It should be noted that this study did not
include W+jets events. However, since the t-quarks decay almost always to Wb,
the W -boson decay modes that contribute the most to the SR are expected to
be the same as for tt̄ events.

According to Fig. 10.6, from the semi-leptonic decays that involve a tau-lepton,
those with the τ -lepton decaying to hadrons contribute the most in the resolved
SR, while in the merged SR τ → lepton has a larger contribution than τ → had-
rons. In the one-muon CR, the majority of tt̄ events originate mostly from semi-
leptonic decays that involve muons. Additionally, events where a tau-lepton is
involved that subsequently decays to µνµ, also are expected to contribute a lot.
In these cases, treating muon as invisible leads harder Emiss

T, lep. invis. spectrum

than the corresponding Emiss
T spectrum in the SR, from hadronically decaying

τ -leptons (τhad − had contribution in Fig. 10.6), explaining the trend observed
in the bottom panels of Fig. 10.5.

The corresponding comparisons between Emiss
T in merged SR and Emiss

T, lep. invis.

in merged CR1 are shown in Fig.10.5c and 10.5d. In this case, the shapes of the
distributions are roughly the same, as is illustrate from the flat ratio centred
around one on the bottom panels. In the merged SR most of tt̄ events involve τ -
leptons decaying to leptons, which are reconstructed as missing energy (leptons
that fall out of the detectors acceptance), making the Emiss

T, lep. invis. distribution

in CR1 merged and the Emiss
T distribution in SR merged region more close.

Despite the difference between the shapes of Emiss
T and Emiss

T, lep. invis. in the re-
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Figure 10.6: Fractional contribution of the tt̄ decay modes in the resolved and merged SR, for
events that contain 2 or more b-tagged jets in the final state. The labels indicate the
decay modes of each of the W -boson. The label “lep” is used when either e or µ is
produced from the W -boson decay, while “had” is used for decays into quarks. The
label τlep (τhad ) describes the W decays via a leptonically (hadronically) decaying
τ -lepton. Figure reproduced from Ref. [215].

solved SR and CR1 we can conclude that the two regions have similar kinematic
properties. Figure 10.7 shows the distribution of the invariant mass of the two
leading b-jets, mjj in the event in the resolved (merged) signal and one-muon
control region on top (bottom). From the plots in these figures it is clear that
the shape of the mass spectra are similar, since the ratio in all cases is flat
around one.

Two lepton control region

For the two lepton control region, single lepton triggers are used. The first step,
in this case, is the trigger matching : the offline reconstructed lepton is required
to geometrically match a lepton as reconstructed by the single lepton trigger
algorithms. For the electron triggers, the offline electron selected for the process
should have ET at least 5% higher than the threshold of the lowest trigger. The
offline muon, on the other hand, must have pT at least 1 GeV higher than the
threshold of the lowest trigger. Only leptons that are matched to a trigger are
considered in the two lepton control region.

The events are required to have exactly one pair of signal electrons or signal
muons with opposite sign, i.e. e+e− or µ+µ−. The further event selections
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(a) (b)

(c) (d)

Figure 10.7: Comparison of the invariant mass distributions of the two leading b-jets for tt̄ simu-
lated events in the resolved (top) SR (red) and one-muon CR(blue) for tt̄ and W+jets
simulated events with 2 b-tagged jets(left) and at least 3 b-tagged jets (right) in the
final state. The bottom column shows the corresponding distributions in the merged
SR and CR1 regions. The lower panel shows the ratio between the mjj distributions
in the SR and CR1. The histograms are normalised to unit area.

described in Sec. 10.2.2 and Sec. 10.2.3 are applied. Here a modified Emiss
T

definition is used, as well, which treats the pair of leptons as invisible by remov-
ing the contributions of two signal electrons or muons from the Emiss

T calculation
in Eq. 6.4. This quantity is denoted as Emiss

T, lep. invis.. For this control region two
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definitions of Emiss
T significance are used: one estimated with the “regular” Emiss

T

definition, denoted as S and one with the modified version which is denoted as
Slep.Invis.. Events in the CR2 are required to have S > 5 and SlepInvis > 12.

Finally, the invariant mass of the lepton pair (m``) must be less than 10 GeV
different from the invariant mass of the Z boson: |mZ −m``| < 10 GeV.

Figure 10.8 shows the relative contributions of the SM processes in the resolved
(10.8a and 10.8b) and merged (10.8c and 10.8b) two-lepton control regions.
From this figure, it is clear that the selection requirements ensure high-purity
in Z+jets events.

Figure 10.8: Relative contributions of the SM background processes in the resolved (top) and
merged (bottom) CR2 . In these charts, the label “other” describes the relative
contributions from tt̄V ,tt̄H and V H(bb̄) processes.
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Using Emiss
T, lep. invis. for the CR2 requirements, leads to selecting Z+jets events

with similar kinematic properties as in the signal region. Figure 10.9a (10.9b),
shows on the top panel, the shape of the Emiss

T distribution in the resolved
(merged) signal region and the Emiss

T, lep. invis. distribution in the resolved (merged)
two-lepton control region, for events with exactly 2 b-tagged jets in the final
state. The corresponding plots for events with more than 3b tagged jets have
very low statistics for a meaningfull comparison and they are not shown here.
Their ratio, shown on the bottom panel, is centred around one, with small
fluctuations, indicating good agreement between the two distributions. Figure
10.9c (10.9d) shows the invariant mass of the two leading b-jets, calculated for
Z(νν)+jets simulated events in the signal resolved (merged) region, and the mjj

for Z(``)+jets events in the two-lepton control region.
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(a) (b)

(c) (d)

Figure 10.9: Top Column: Emiss
T and Emiss

T, lep. invis. distributions for Z(νν) events (red) in the sig-
nal region and for Z(``) events (blue) in the two-lepton control region, respect-
ively. Bottom Column: corresponding plots for the invariant mass distributions of
the two leading b-jets. The lower panels show the ratios Emiss

T, lep. invis./ Emiss
T and

m
SR,Z(νν)
jj /m

CR2,Z(``)
jj . The histograms are normalised to unit area.
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10.3 Validation of the particle-level definitions of the
event selection requirements

The choices for the PDF sets, scales, parton shower and hadronization modelling,
described in Sec. 9.1, for the event simulation have an impact on the final
state kinematics. Therefore, alternative choices, for example using a different
PDF set, could alter the final states, leading to migrations of events between
regions or event loss in the resolved regions (events failing to pass requirements).
These differences in the event yields are considered as systematic uncertainties,
commonly referred to as modelling or theoretical uncertainties.

To estimate the theoretical uncertainties on the shape and normalization of the
distributions of the event variables we use in the statistical analysis, we need
two ingredients: the distributions produced by the nominal parametrisation,
described in Sec. 9.2.2, and those produced by alternative choices, also referred
to as variations.

The event yields after the detector simulation and reconstruction are affected
not only by the kinematic acceptance, but also by the detector resolution and
the reconstruction efficiency. Therefore, to study the effect of the theoretical
uncertainties on the kinematic acceptance, we have to use the distributions
before the detector simulation step.

For this reason, we use the truth-level objects discussed in Sec. 10.1 to define
the signal and control region selections. After these selections are applied to
the output of event generators, we use the truth-level event variables to estim-
ate the theoretical uncertainties on their shape and normalisation. The inputs,
however, to the statistical analysis are distributions of reconstructed event vari-
ables. To use the modelling uncertainties (estimated at truth-level) directly on
the statistical analysis model, we need to verify that the kinematic properties
in all analysis regions in both levels (truth and reconstructed) are similar.

This section compares particle- and reconstructed-level event variables in the
signal and control regions. All the plots in this section follow the same format.
They consist of a top panel, where the distributions of a specific event vari-
able (e.g. Emiss

T ) are shown at particle- and reconstructed-level in a specific
phase-space region, and a bottom panel which shows the bin-by-bin ratio of the
reconstructed-level over the truth-level variable. In the bottom panel, dashed
lines indicate 1, +1.3, and −0.7 for better readability. The simulated processes
used for these comparisons are labelled in the top right corner of each plot.
Finally, the error bars include only statistical uncertainties.
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10.3.1 Signal Region

In this section we compare kinematic variables in the resolved and merged sig-
nal region to verify that truth- and particle- level definitions select events in the
same phase-space. Any simulation could be used for the comparisons, even back-
ground simulations, such as Z(νν). However, when the reconstructed DxAOD
files are produced for background processes, a set of selection requirements is
used to remove some of the events. Since the same treatment is not applied
in truth-level events, there are difference between the truth- and particle-level
event variables at this stage already. Such requirements are not applied to sig-
nal events when DxAOD files are produced, and therefore for comparisons in
SR we use signal simulations. For the comparisons we use the following signal
simulations:

• 2HDMa with tanβ = 10 and mA = 1200 GeV,ma = 100 GeV. We select
this sample for comparisons in the resolved and merged signal region with
at least 3b-tag jets in the event.

• Z ′-2HDM with mZ′ = 2000 GeV and mZ′ = 900 GeV. This model is
selected for the comparisons at the merged signal region for events with
exactly 2b-tagged VR track jets inside the cone of the large-R jet.

Figure 10.10, shows the truth-level Emiss
T distributions of the signal points used

for the comparisons, after applying only the following preselection requirements:
Emiss

T > 150 GeV, lepton veto, and at least two b-jets in the final state.

In the following we are going to compare event variables in the four analysis
region: resolved with exactly 2b-jets, resolved with 3b-jets, merged with 2b-
jets (VRtrack-jets) inside the cone of the large-R jet and merged with 2b-jets
(VRtrack-jets) inside the cone of the large-R and at least one b-jet outside. The
distributions are produced after applying the full event selection of the respective
region. These regions, for brevity, will be referred to as resolved 2b, resolved
≥ 3b, merged 2b and merged ≥ 3b, in the following.

Figure 10.11 shows comparison plots for the Emiss
T distribution in the four signal

regions. The truth and reconstructed distributions agree relatively well in the
resolved 2b region, since the ratio in the bottom panel is flat around one with
only small fluctuations. In the resolved and merged ≥ 3b regions there are no
major differences between the distributions, however, the comparison can not
be conclusive due to the large statistical uncertainties. In the merged 2b region,
the shape of the reconstructed distribution is shifted towards lower Emiss

T values.
However, this is not considered an issue, given the difference in the way Emiss

T

is defined in the two levels, and the overall similar shapes of the distributions.
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Figure 10.10: Emiss
T distribution for the signal simulations used for the comparisons. These are

obtained after applying the preselection criteria discussed in the text.

Figure 10.12 shows comparisons between the distribution of the invariant mass
of the Higgs-boson candidate in truth- and reconstructed-level. From the figure
we see that the shape of the truth-level Higgs candidate mass, in the resolved
2b and merged 2b cases, has a more steep peak at 125 GeV in the resolved and
merged 2b regions. On the contrary, due to resolution effects on the jet mass
reconstruction both the mjj and mJ distributions at reconstructed-level are
smeared.

Finally, figure 10.13 shows comparison plots for the pT of the Higgs boson can-
didate in all regions. From the ratio in all picture we can see a relatively good
agreement between truth and reconstructed distributions, in all regions.

A similar validation to the one presented in this section for the signal region is
performed for the one- and two-lepton control regions in the following sections.

10.3.2 One-muon control region

The one-muon control region is designed to constrain the normalisation of the
tt̄+jets and W (µν)+jets processes. To validate the truth-level implementation
of the one-muon control region, simulated W (µν)+jets evens are used.

Figure 10.14 shows the shape of the Emiss
T, lep. invis. in all the regions. The ratios,

in all cases, are relatively flat with only small fluctuations, indicating that the
particle- and reconstructed-level definitions are close. In the resolved 2b region,
there is drop in the Emiss

T, lep. invis. shape at 350 GeV. At this point we require the
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Figure 10.11: Comparison plots for the Emiss
T distributions in the resolved (top) and merged (bot-

tom) signal region for events with 2b-jets (left) and at least 3b-jets (right).

pT of the Higgs-boson candidate to be above 300 GeV instead of 100 GeV which
is the threshold for Emiss

T, lep. invis. < 350 GeV. Figure 10.15 shows the distributions
of the invariant mass of the Higgs-boson candidate. In the resolved 2b region,
the small differences are due to the mass resolution of the reconstructed small
R-jets. A good agreement is observed in the merged 2b regions. In the resolved
≥ 3b region the shapes look similar, since the ratio is compatible with one within
the (statistical) uncertainties, with the exception of few bins. In the merged ≥ 3b
region, we see large fluctuations in the ratio, but for most of the bins the ratio is
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Figure 10.12: Comparison plots for the invariant mass of the Higgs-boson candidate mass in the
resolved (top) and merged (bottom) signal region for events with 2b-jets (left) and
at least 3b-jets (right).

compatible with one, within the uncertainties. Finally, figure 10.16 shows the pT

of the combined two leading b-jet in the event and the leading large-R jet. In all
cases there is a good agreement between truth and reconstructed distributions.
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Figure 10.13: Comparison plots for the pT of Higgs-boson candidate in the resolved (top) and
merged (bottom) signal region for events with 2b-jets (left) and at least 3b-jets
(right).

10.3.3 Two-lepton control region

The two-lepton control region is designed to constrain the normalisation of the
Z+jets processes. To validate the truth-level implementation of this control
region, we use simulated Z(µµ)+jets events.

Figure 10.17 shows the shape of the Emiss
T, lep. invis. in all the regions. In the re-

solved 2b region, the distributions agree well up to ∼ 220 GeV. For Emiss
T, lep. invis.
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Figure 10.14: Comparison plots for the Emiss
T, lep. invis. distributions in the resolved (top) and merged

(bottom) one-muon region for events with 2b-jets (left) and at least 3b-jets (right).

values above this threshold, however, the ratio drops bellow one, and the shape of
the truth-level Emiss

T, lep. invis. distribution is interrupted for values above 350 GeV
where the pT of the Higgs-boson candidate is set to 300 GeV. This can be ex-
plained by looking at the corresponding comparison for the pT of the two leading
b-jets in Figure 10.18. In the resolved 2b region we see that for values above
300 GeV, there is a steep drop in the truth level distribution. Additionally
there is no correlation between the Emiss

T, lep. invis. and the pT of the two b-jets.

The reconstructed distribution of Emiss
T, lep. invis. in both cases is has very low (but
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Figure 10.15: Comparison plots for the Higgs-boson candidate invariant mass distributions in the
resolved (top) and merged (bottom) one-muon region for events with 2b-jets (left)
and at least 3b-jets (right).

still non-zero) values due to the resolution of the objects used in its calculation,
and the smearing of the reconstructed pjjT distribution. Figure 10.19 shows the
distributions for the invariant mass of the Higgs-boson candidate. In all regions
there is a relatively good agreement between the truth and reconstructed distri-
butions, as indicated by the ratios, which fluctuate around one. In Appendix B
there are comparison plots for more event variables, used in the event selection.
From the plots presented in this section, we can conclude that the truth-level
implementation of the analysis selects events with similar kinematic properties
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Figure 10.16: Comparison plots for the Higgs-boson candidate pT distributions in the resolved
(top) and merged (bottom) one-muon region for events with 2b-jets (left) and at
least 3b-jets (right).

as the definitions discussed in sections 10.2.1-10.2.4.
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Figure 10.17: Comparison plots for the Emiss
T, lep. invis. distributions in the resolved (top) and merged

(bottom) two-lepton region for events with 2b-jets (left) and at least 3b-jets (right).
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Figure 10.18: Comparison plots for the Higgs-boson candidate pT distributions in the resolved
(top) and merged (bottom) two-lepton region for events with 2b-jets (left) and at
least 3b-jets (right).
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Figure 10.19: Comparison plots for the Higgs-boson candidate invariant mass distributions in the
resolved (top) and merged (bottom) two-lepton region for events with 2b-jets (left)
and at least 3b-jets (right).
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Chapter 11

Systematic uncertainties, fit
setup, and pre-fit data to MC
comparisons

This chapter discusses in Section 11.1 the sources of systematic uncertainties
considered in the search and the setup of the statistical analysis model, com-
monly referred to as fit setup, in Section 11.2. Section 11.3 presents a comparison
between data and MC predictions before performing the profile likelihood fit.

11.1 Systematic uncertainties

The main goal is to find any discrepancies between the SM background predic-
tions and the observed data. To assess the significance of any discrepancies, we
have to assign uncertainties to all sources that limit the precision and accur-
acy of the SM predictions. Besides the statistical uncertainty, which limits the
precision of the predictions, all the other systematic uncertainties are classified
based on their origin into two groups, the experimental and the theoretical, both
discussed in this section.

Experimental and theoretical systematic uncertainties on the shape and nor-
malisation of the fit variables are evaluated in all analysis regions for the SM
background processes. For the signal processes, uncertainties on the shape of
the invariant mass of the Higgs boson candidate, are estimated only in the signal
region because almost no signal yields are expected in the control regions.
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11.1.1 Experimental Uncertainties

While statistical uncertainties are the result of stochastic fluctuations in the data
sample, experimental uncertainties are associated with the calibration and res-
olution of the measurement apparatus. The sources of experimental systematic
uncertainties are listed bellow.

Luminosity. As it was discussed in Section 6.5, the luminosity uncertainties
for the individual years are between 2.0% and 2.4%. However, these values are
correlated leading to 1.7% uncertainty for the integrated luminosity of the full
Run-2 data [216].

Pile-up. Simulated pile-up interactions are corrected to match the conditions
found in the collected data, by the so-called pile-up re-weighting procedure. This
procedure corrects the average number of interactions per bunch crossing in the
simulated event samples. In this analysis, the uncertainties due to the pile-up
re-weighting are estimated by varying the corresponding re-weighting factors by
4%.

Emiss
T Triggers. Trigger-related uncertainties arise from the estimation method

of the scale factors, described in Section 9.1.3. Two different sources of un-
certainties are considered in the calibration: the statistical uncertainty, and a
systematic uncertainty associated with the differences between the topology of
the signal region and the phase space region used in the calibration.

Small-R jets. There are 29 sources of systematic uncertainty related to the
JES considered in this analysis. Most of these uncertainties are related to the
in-situ calibration. Other sources are related to pile-up effects and the flavour
dependence. Figure 11.1 shows some typical values of the JES uncertainty, as a
function of pT for central jets at fixed |η| = 0, on the left, and as a function of
η for jets with pT = 60 GeV [140] on the right. From the left hand side of Fig.
11.1a, it is clear that the dominant contribution to the total JES uncertainty
for jets with pT lower than ∼ 30 GeV comes from pile-up effects. Above this
point and up to ∼ 400 GeV the dominant source is the flavor response, while
for pT > 400GeV are the uncertainties in the jet in-situ calibration. The spikes
observed in Fig. 11.1b of the figure are caused by the so called non-closure
uncertainty, which is assigned to account for the fact that not the full ATLAS
simulation was used, but the ATLAS fast simulation [165].

The dominant contribution to the JER uncertainties comes from propagating
JES uncertainties to the estimation of the JER. Another significant contribution
is the uncertainty associated with the difference between the JER in data and
simulations. Finally, a source of uncertainty, is the measurement of the efficiency
of the Jet-Vertex-Tagger.
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(a) (b)

Figure 11.1: Fractional jet energy scale uncertainty as a function of pT (|η| = 0) (a), and as a
function of η (b) (pT = 60 GeV). The total uncertainty is the quadrature sum of all
components. Figures from Ref. [140]

Large-R jet. There are several source of uncertainties related to the JES,
JER, jet mass scale (JMS), and resolution (JMR). The JES uncertainties are
described by four components that account for: the difference between data
and MC simulation, differences between different simulated event samples used
in the calibration, uncertainties related to the tracking information, and the
total statistical uncertainty. These are calculated from the jet in situ calibra-
tion [149]. The JMS uncertainties are estimated by comparing the calorimeter
measurements of the jet pT with the ID measurements [148]. The JER and
JMR uncertainties are described by one component each. The JER component
accounts for uncertainties in the jet in situ techniques. The JMR uncertainties
are obtained by comparing for different simulated processes, the reconstructed
jet properties to the corresponding truth-level. In this analysis we use only the
uncertainties obtained from H → bb̄ [217].

Leptons. There are two main sources of lepton uncertainties: those related to
the energy scale and resolution and those related to the efficiency measurements,
i.e the identification, isolation and reconstruction efficiency. The estimation of
the uncertainties is explained in detail in Ref. [124] for electrons, and Ref. [161]
for muons. Other sources considered in the analysis are the efficiency of the
electron and muon triggers and, for muons, the track-to-vertex association.

Flavor tagging. Differences in the b-tagging efficiencies between data and
simulations, simulated events are corrected by scale factors. These factors also
includes an extrapolation procedure to high-pT jets. Therefore two sources
of systematic uncertainties are related to the efficiency measurements and the
extrapolation procedure. Additionally, uncertainties associated with the meas-
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urement of the rejection efficiency of c− and light-flavour jets are considered.

Emiss
T . The uncertainties, in this case are associated with the measurement of

the energy scale and resolution of the soft term, which are estimated by cal-
culating the difference between data and simulation in Z → µµ events. The
uncertainties of the calibrated objects, used in the Emiss

T reconstruction are
propagated to the Emiss

T uncertainty. Another source of uncertainty is the un-
certainty on the Emiss

T trigger scale factor.

Table 11.1 summarises all the sources of experimental systematic uncertainties,
considered in the analysis.

Systematic Uncertainties

Electrons
Reconstruction, identification and isolation efficiency
Energy scale and resolution
Trigger efficiency

Muons

Reconstruction, identification and isolation efficiency
Trigger efficiency
Energy scale and resolution
Track-to-vertex association

τ -leptons Energy scale

Emiss
T

soft-term scale and resolution
Emiss

T trigger SF

jets

Jet energy scale (JES) and resolution (JER)
Quark flavour composition
Pile-up
Jet Mass Resolution (JMR)

b-tagging
b-tagging efficiency
mistag efficiency

Table 11.1: Summary of the sources of experimental systematic uncertainties considered in this
analysis.

Estimation of the experimental systematic uncertainties

The uncertainties associated with the sources listed above have to be propagated
to the uncertainty of the predicted event yield for each simulated process. The
following procedure is used to estimate the uncertainty associated with one
source, on the predicted event yields of each simulated process.

• First, the parameter, for example the jet energy scale, is shifted twice by
±1 standard deviation, σ.

176



• The full analysis event selection is applied to the updated simulations.

• The uncertainty is the difference between the event variable distributions
corresponding to the shifted values, also called variations and the nominal.
The term up (down) variation is used to describe the distributions that
correspond to a parameter shifted by +1σ ( −1σ).

These systematic uncertainties are estimated with the help of software tools
provided by the ATLAS combined performance groups.

11.1.2 Theoretical systematic uncertainties

Our limited knowledge of the values of various parameters used in the simulation
of p-p collisions, creates inaccuracies which can systematically shift predicted
production rates and kinematic properties of the simulated processes. The main
sources of systematic uncertainties considered in the analysis are listed bellow.

Re-normalisation and factorization Scale. In section 4.3 the renormalisa-
tion and factorisation scales were introduced. For the event simulation, these
scales are set to µR = µF = µnom, where µnom is the nominal value, which de-
pends on the specific process. To estimate the uncertainties we vary the scales
independently by a factor of two around their nominal values. In total, six
variations are considered:

µR/µ
nom 0.5 0.5 1 2 1 2

µF /µ
nom 0.5 1 0.5 1 2 2

Table 11.2: Variations of normalisation and factorisation scales with respect to their nominal value.

To estimate the associated uncertainty on the shape of the event yields in each
bin, we estimate the distributions of the variable using the values listed in 11.2.
The uncertainties are obtained by taking an envelope, i.e. estimating, in each
bin we take the highest and lowest variations. The uncertainty is ± the average
of the highest and lowest variation in each bin.

PDF and αs To calculate uncertainties related to the choice of the PDF and αs
we use the PDF4LHC prescription [218]: The generator weights are re-evaluated
for 100 replicas of the nominal PDF. The predicted event yield in each region
and bin is re-evaluated with each replica set and the uncertainty of the yield in
each bin is estimated by

δPDF =

√
Npdf

Npdf − 1
(〈X2〉 − 〈X〉2)
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where Npdf is the number of the PDF replicas, and X is used to represent
the variations. The uncertainty associated with the αs is obtained by shifting
the nominal value (0.1180) by its uncertainty, ±0.0015 [218]. In each bin the
uncertainty is the difference between up and down variation divided by two.
The combined uncertainty is the square root of the quadrature sum of δPDF and
δαs . Finally, the combined uncertainty is symmetrised by taking in each bin of
the average of up and down variation.

Strong coupling, αs, in the Initial State Radiation modelling For the tt̄
and single-top simulated process, we need to evaluate the effect of varying the
value of αs used to model initial state radiation(ISR) from 0.1 to 0.15, by using
the up and down Var3c A14 tune variation [219]. The associated uncertainty
on the expected event yield, in each bin, is equal to half the difference between
the two variations.

Choice of Matrix Element generator. For the processes that Powheg Box
is used to calculate the matrix element and Pythia8 to model the parton shower,
we need to evaluate the uncertainty associated with the choice of Powheg as the
ME generator. The uncertainty is obtained by taking the difference between
the nominal yield predictions, and those evaluated using an alternative ME
calculator.

Parton shower and hadronization modelling.

• To calculate uncertainties related to the modelling of parton shower and
hadronization we compare event variables or the normalisation estimated
with the nominal samples shown in Ch.9 with those estimated with events
simulated using different generators. The associated uncertainties are es-
timated for all BG processes

• Merging scale. The matrix elements are calculated to a fixed order for
different jet multiplicities. The merging scale is used to combine these
elements into an inclusive sample and to avoid double counting jets from
matrix elements and from parton showers. For Sherpa V+jets processes
the associated uncertainty on the expected event yields in each bin is
estimated by changing the scale value from 20 GeV to 30 GeV for the up
variation, and to 15 GeV for the down variation. These uncertainties are
only estimated for V+jets and diboson processes.

• Re-summation scale. To calculate the uncertainties, associated with the
scale used for the re-summation of the soft gluon emission, the up variation
is calculated by doubling the nominal value of the scale while, the down
variation the scale is set to half of the nominal value. Similar to the
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previous source, these uncertainties are estimated only for V+jets and
diboson.

For the signal processes only uncertainties associated with the choice of PDF
and µR, µR, scale are estimated.

The sources of the theoretical uncertainties discussed above can also alter the
shape of the observables that are used to define the analysis region. For example,
changes in the shape of the Emiss

T distribution can cause migrations between
adjacent Emiss

T bins- will be discussed in the next section. For this reason, for
each source described above, besides the uncertainty on the shape of the mjj

distribution and the overall normalisation, additional uncertainties are assigned
to account for the differences in the Emiss

T shape, the number of leptons in the
event and the number of b-jets.

11.2 Fit Setup

Different variables are fitted in the signal and control regions. For the signal
signal region we chose the mass of the Higgs boson candidate, because for signal
events it should have a peak around ∼ 125 GeV, while for background events
should be more broad, and has good discriminating power.

For the one-muon control region the muon charge is used to allow separation
between W+jets and tt̄ processes for events with 2b-jets. In hadron colliders
the production of W boson is dominated from qq̄ where at least one has to be
a valence quark. For proton-proton collisions this will be predominately the
ud̄ channel leading to more W+ bosons, and therefore more µ+. On the other
hand, tt̄ processes produce the same amount of µ+ and µ−, since the top quark
decays to W+b and the anti-top to W−b̄. Due to the low contributions of the
W+jets processes when 3b-jets are required, the fit variable in these cases is the
event yields.

For the two-lepton control region the event yields is fitted. This control region
contains very few events, especially in the merged topology, so that a binned
distribution can not be used.

The parameter of interest (POI), in the fit is the signal strength. Besides the
POI, the following NP are allowed to float in the fit (their prior value is set to
1).

• The background normalisation of Z+heavy-flavor jets. Due to the event
selection requirements, the V+jets background final states that contribute
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the most in the signal region will be those with at least one b or two c-
quarks 1 These states (V+bb, bl, bc ) will be referred to as heavy-flavor and
will be denoted as HF in the following. Possible miss-modellings of the
heavy flavor composition in V+jets simulations can affect the constraining
power of the control regions. For this reason, V+jets simulated samples
are treated separately: the background normalisation factor of the V+HF
is allowed to float in the fit, while the normalisation of V+light flavor
composition (c-,u-,d-quark decays) is constrained to theory predictions.
Two normalisation factors are used one for events with exactly two b-jets
and one for those with at least 3b-tagged jets.

• The background normalisation of W+HF. In this case one normalisation
region is used for all regions, because the contribution of W+jets is small
in the signal regions with at least 3-b jets in the final state.

• The background normalisation factor of the top-quark pair production. A
single normalisation factor is used for all the analysis regions and bins,
because tt̄ processes because the production mechanism mechanism of tt̄
events is the same in both cases. In most events with three b-tagged jets,
the third is a misidentified c-initiated jet, rather than from initial state
radiation.

In the fit there are NPs that parameterise experimental and theoretical uncer-
tainties that affect the normalisation and the shape of the fit discriminant. The
normalisation factors of the remaining background contributions are constrained
to the theory predictions.

Finally, there are NP that parameterise the statistical uncertainties.

11.2.1 Pruning and smoothing

For most of the NP, the histograms of variations are smoothed before performing
the fit. These procedure has two steps: first, the bins are merged until the
distribution of the variation has only one maximum with respect to the nominal,
and then they are merged again until the statistical uncertainty in each variation
bin is below 5%.

Before performing the fit, the fit-framework compares for each source of system-
atic uncertainty the relative shift of the up and down variations with respect to
the nominal within each analysis region. If the relative shift of both variations is

1Final states with one c-quark and one light flavour, or only light flavour quarks consist
less than 4% of the total background
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lower than 0.5%, then the NP is not included in the fit. This procedure, is called
pruning and helps to reduce computational time and minimise instabilities in
the fit.

11.2.2 Binning strategy

An illustration of the full binning applied to the signal region is shown in Figure
11.2, and to the one-muon and two lepton control regions in Figure 11.3. As was
explained so far, events in the signal and control regions are classified, based on
the Emiss

T and Emiss
T, lep. invis. respectively into resolved (Emiss

T proxy ∈ (150− 500)

GeV) and merged ( Emiss
T proxy ≥ 500 GeV). These regions are further divided

as explained in the following.

Figure 11.2: Illustration of the full binning applied to the signal region.

b-tag categories

Events in the resolved and merged region are divided into two categories based
on the number of b-tagged jets in the final state. There are two such b-tag
categories defined: the 2b-tag and the ≥ 3b-tag.

2b-tagged The resolved 2b-tag region includes events with 2 small-R b-jets.
The merged 2b-tag region, on the other hand includes events with 2b-tagged
VR-track jets inside the cone of the large-Rjet and no other b-tagged track jet
outside the cone.
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Figure 11.3: Illustration of the full binning applied to the one-muon and two-lepton control region.

≥ 3b-tag To increase sensitivity for the case of the 2HDMa signal produced
from b-quarks one additional category is defined, in the resolved region, which in-
cludes events with three or more small-R b-tagged jets. Even though 2HDM+a
signal models produce softer Emiss

T and jet-pT spectrum than the Z ′-2HDM,
a ≥ 3b-tag category is defined for the merged region,as well. The ≥ 3b-tag
category, in this case, includes events with two b-tagged track jets inside the
larger-R jet cone, and one b-tagged track jet outside of the jet cone.

Emiss
T bins

Z’2HDM signal models with larger mZ′ − mA mass splitting produce a more
boosted signature than the 2HDMa signals. Even within the same model, dif-
ferent parameter choices can lead to significantly different momentum being
carried by the dark matter.

To achieve good sensitivity in different regions of phase space, the events that
fall in the resolved region in both b-tag categories, are further divided into three
bins based on the Emiss

T . The first bin contains events with Emiss
T (or Emiss

T, lep. invis.

for the control regions) in the range (150, 200) GeV, the second in (200, 350) GeV
and the third in (350, 500) GeV.

The merged 2b-tag signal region comprises two bins, the first with events that
have Emiss

T in the range (500, 750) GeV, and the second above 750 GeV. The
merged 2b-tag one-muon and two lepton control regions are not divided any
further. Finally the ≥ 3b-tag merged signal region comprises one bin, as well.
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11.3 Data and MC comparison

Since the fit is going to use the control regions to constrain the normalisation
of the three major backgrounds, it is useful to know before hand how well
the SM predictions describe the observed data. This way, we can gain a better
understanding of the fit results and the constraining power of the control regions.

The next sections, will discuss the pre-fit distributions of event variables in the
signal, and control regions. The format is similar to the one adopted in Sec.
10.3: the distributions of the event variables are shown on the top panel of
each plot for data and simulations in a specific phase-space region (e.g resolved
CR1), while the bottom panel shows the ratio of data over SM predictions. The
hatched bands indicate for each bin the statistical and experimental systematic
uncertainties on the predicted background event yields. For their estimation
correlations between individual contributions were not considered.

11.3.1 Data and MC comparison in SR

Besides the control regions, to determine the background normalisation factors,
parts of the invariant mass of the Higgs-boson candidate distribution where no
signal is expected are also used. For the signal samples the invariant mass of the
Higgs-boson candidate is expected to be ∼ 125 GeV. Therefore, the so-called
side-band regions that correspond to mjj (mJ) < 70 GeV and mjj (mJ) >
140 GeV, are used in the fit.

The distribution of the invariant mass is not be shown here, but they are included
for completeness in Appendix C. The main focus of this section is to examine the
distributions of other event variables, such as the Emiss

T distribution shown in
Figure 11.4, which is used in to define the analysis regions and event selection
requirements. From the ratio in the bottom panel of figure 11.4a, it is clear
that there is a normalisation difference between data and MC in the resolved
2b-tag region. In the resolved ≥ 3b region the larger differences between the
distributions are located between Emiss

T ∼ 200 GeV and ∼ 350 GeV. In the
merged 2b region, most of the differences are covered by the large statistical
uncertainties on the observed data. Finally, the ratio in the merged ≥ 3b region
shows large fluctuations especially up to Emiss

T ∼ 600 GeV.

A similar behaviour is observed, also, for the pT distribution of the Higgs-boson
candidate, which is shown in Figure 11.5. A clear normalisation difference is
observed in the pT spectrum in the resolved 2b-tag category (Fig. 11.5a), while
the differences in the merged 2b-tag and both ≥ 3b-tag categories are covered
by the statistical uncertainties on the observed data.
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(a) (b)

(c) (d)

Figure 11.4: Emiss
T spectrum for data and MC backgrounds in the resolved (top) and merged (bot-

tom) signal region for events with exactly 2(left) and at least 3 b-tagged jets(right).

The last distribution presented here, is the ∆φ difference, between the three
leading jets in the event and Emiss

T , ∆φ(Emiss
T , jeti) which is used to select events

both in resolved and merged region. The distributions of ∆φ(Emiss
T , jeti) are

shown in Figure 11.6, in the merged and resolved region for both resolved and
merged regions and b-tag categories

The distributions of the event variables presented in this section hint at nor-
malisation difference between data and the background predictions. To better
understand where these differences come we examine in the following sections
the distributions of event variables in the control regions.
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(a) (b)

(c) (d)

Figure 11.5: Higgs-boson candidate pT spectrum for data and MC backgrounds in the resolved
(top) and merged (bottom) signal region for events with exactly 2(left) and at least
3 b-tagged jets(right).

11.3.2 Data and MC comparison in one-muon CR

The fit variable, in this case, as explained in 11.2, is the charge of the observed
muons. The muon charge distributions for data and simulated events are shown
in Appendix C.

An important variable is the Emiss
T, lep. invis., which is used to define the Emiss

T

bins discussed in 11.2. The Emiss
T, lep. invis. distributions for data and simulations

in the resolved and merged control regions, for both b-tag categories is shown
in Figure 11.7. The ratio in Fig. 11.7a is slightly lower than one, for Emiss

T

values up to roughly 300 GeV, and it becomes even smaller for higher Emiss
T

valued. In the merged 2b-tag region in Fig. 11.7c, most differences are covered
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(a) (b)

(c) (d)

Figure 11.6: Distributions of ∆φ(Emiss
T , jeti) for data and MC backgrounds in the resolved (top)

and merged (bottom) signal region for events with exactly 2(left) and at least 3
b-tagged jets(right).

by the large statistical uncertainties on the observed data. In the 3b-tag resolved
region the ratio fluctuates around one, while in the corresponding merged region
differecneces in the Emiss

T, lep. invis. distributions are covered by uncertainties with
the exception of two bins.

Figures 11.7c and 11.7c clearly show that the use of a single met bin in the
resolved region is necessary, because there are very few events in the one-lepton
control region with Emiss

T, lep. invis. above 750 GeV. Figure 11.8shows the distribu-
tions of the invariant mass of the Higgs-boson candidate, in the resolved and
merged regions and both categories. In this case, we see that the simulated
events describe relatively well the observed data since in most of the bins the
ratio is very close to one. The only exception is the merged 2b-tag categoriy for
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(a) (b)

(c) (d)

Figure 11.7: Emiss
T, lep. invis. spectra in the resolved (top) and merged (bottom) CR1 for events with

exactly 2 (left) and at least 3 b-tagged jets (right).

mJ > 180 GeV, shown in Fig. 11.8c. However, since the theoretical systematic
uncertainties are not included in this plots, which does not allow to draw safe
conclusions.

Despite that the background in some regions to slightly overestimates the data,
the background predictions describe relatively the corresponding data distribu-
tions.

The distributions of the event variables discussed in this section show that the
control region will have a reasonable constraining power for the relevant back-
grounds. Appendix C includes the pre-fit distributions of more event variables.
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(a) (b)

(c) (d)

Figure 11.8: Distributions of the invariant mass of the Higgs-boson candidate in the resolved (top)
and merged (bottom) CR1 for events with exactly 2(left) and at least 3 b-tagged
jets(right).

11.3.3 Comparison between data and MC predictions in two-
lepton CR

The fit discriminant for the two-lepton control region, are the event yields, in
each analysis region. Figure 11.9 shows, on the top panels, the invariant mass
distributions of the Higgs-boson candidate in both resolved and merged region
and for both b-tag categories. All the distributions in the 3b-tag category, shown
in Fig. 11.9, as well as the 2b-tag merged region, are characterised by a very
limited number of events in both resolved and merged region, which leads to
a drastic increase of the statistical uncertainty on the observed data, covering
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(a) (b)

(c) (d)

Figure 11.9: Distributions of mjj in the resolved (top) and merged(bottom) two-lepton control
region, for events in the 2b-tag (left) and ≥ 3b− tag (right) categories.

any potential differences. Even though, the 2b-tag resolved region appears to
have more events than the other regions, we need to keep in mind that the fit is
performed in three distinct ranges, in the resolved region, therefore, the events
will also be limited there. These plots clearly illustrate why the event yields are
used as the fit discriminant in all regions. In the following the event variables are
only presented for the 2b-tag category, due to limited statistics in the ≥ 3b-tag
category.

Figure11.10 shows the distributions of Emiss
T, lep. invis. (top) and the invariant mass

of the two signal leptons in the event(bottom) in the resolved (left) and merged
(right) two-lepton control region and for events with exactly 2b jets in the event.
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(a) (b)

(c) (d)

Figure 11.10: Distributions of m`` in the resolved (top) and merged(bottom) two-lepton control
region, for events in the 2b-tag category.

From all the figures shown in this section we see that in the resolved region, the
expected event yields underestimate the observed data, indicating that the fit is
necessary. A similar conclusion can not be made for the merged 2b region and
the 3b, due to the large statistical uncertainties.
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Chapter 12

Results and interpretation

This chapter shows the results obtained with the Emiss
T +H(bb̄) analysis using

the full Run 2 dataset. The first section, 12.1, contains the results from the
background-only fit, performed to extract the background normalisation factors
and to look for deviations from the Standard Model predictions. Section 12.2
presents the results from signal+background fit and the effect of different sources
of experimental and theoretical uncertainties on the upper limits of the signal
models. Finally, Section 12.3 presents the exclusion limits on the parameter
space of the Z ′-2HDM and 2HDMa simplified models for dark matter production
and the model independent limits on the production cross section of a Higgs
boson and Emiss

T .

12.1 Background-only fit

This section contains the results from the background-only fit, for which the
signal strength, µ, is set to 0. All the regions introduced in the previous section
are fit simultaneously with a profile Likelihood fit, described in Section 8.3.

12.1.1 Nuisance parameters and constraints

In this section, the pulls and constraints of NPs are examined to reveal any
issues or features that must be further investigated. The pulls (sec. 8.3, Eq.
8.7) and uncertainties of all the NPs, are estimated once from the background-
only fit to data, and then compared to those estimated from the fit to the Asimov
dataset with µ = 0, in a single plot called pull-plot. In this section, only a few
interesting cases are shown that either have large pulls or are constrained by
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the fit. A pull-plot that contains all NPs, except those that parametrise the
statistical uncertainties, is included in Appendix D.

Figure 12.1 shows a pull-plot for some of the NPs associated with theoretical
uncertainties of the Z+ light-flavour jets (labelled “Z”) simulation. The NP
“Z MUR MUF” describes the uncertainty due to the choice of normalisation
and factorisation scale. The NPs “Z ckkw” and “Z qsf” describe the uncertainty
related to the choice of merging and matching scale respectively. The parameter
“Z MG describes the uncertainty associated with the difference between Sherpa
and an alternative simulation produced using MC@NLO for ME and Pythia
for the simulation of the parton shower and hadronisation respectively, and it
is constrained to 23% of its size by the fit. The uncertainty on Sec. 11.1.2,
This constraint is explained by Figure 12.2, which shows the relative shift of
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Figure 12.1: Z+jets modelling modelling-related nuisance parameter pulls and constraints, ob-
tained from the unconditional fit to the Asimov dataset (red) and the data (black),
in the CR and SR regions.

the variations with respect to the nominal distributions, before the fit. The left
y-axis shows the relative shift of the variations. The nominal mjj distribution
is also shown with blue points with the error bars that show the statistical
uncertainty on the event yields in each bin. The right y-axis corresponds to
the values of the nominal distribution. The variations in Fig. 12.2, range from
∼ 20% to ∼ 50% before the fit while the statistical uncertainty is only ∼ 5%,
which explains the strong constraint seen in Fig. 12.1. In Figure 12.2, we can
also see the effect of the smoothing procedure: before the smoothing, the shape
of the variation is affected by the limited statistics of the simulated event sample.

12.1.2 Background normalisation factors

The values of the normalisation factors are summarised in Table 12.1. The
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(a)

(b)

Figure 12.2: Pre-fit mjj uncertainty from the comparison between Sherpa and Mad-
Graph5 aMC@NLO+Pythia comparison in the first Emiss

T bin of the resolved
(left) and merged (right) signal region. The yellow hatched band shows the relative
statistical uncertainty on the event yields in each bin of the nominal distribution.
The error bars on each point of the nominal distribution show the statistical uncer-
tainty. The dashed red line shows the systematic variation associated with difference
between using MC@NLO +Pythia and Sherpa. This variation is smoothed and
then symmetrised, leading to the up and down variations shown with solid red and
solid blue lines respectively.

tt̄ (norm ttbar) and W+HF (norm Whf) jets normalisation factors, are very
close to one, 0.98. This was already hinted by examining the distributions of
the event variables before the fit in the one-muon control region (see 11.3). The
comparisons indicated that the SM predicted event yields were in some bins
higher than the observed data. This small difference between the predicted
event yields and data, is also illustrated in Figures 12.4 and 12.5. These figures
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Figure 12.3: Post-fit normalisation factors for the free-floating parameters, obtained from the
unconditional fit to the Asimov dataset (red) and the actual dataset (black) in the
SR and CR regions

Sample Normalisation factor
W+HF jets 0.98± 0.12

Z+HF jets, 2b-jets 1.42± 0.08
Z+HF jets, ≥ 3b-jets 1.88± 0.25

tt̄ 0.88± 0.08

Table 12.1: Normalisation factors for major backgrounds estimated from the background-only fit.

show the distributions of the muon charge (event yield) in the one-muon CR,
for events with 2b-tagged (at-least 3 b-tagged) jets after the fit, in the four Emiss

T

bins used in the analysis. The background expectations before the fit are shown,
as well, with a blue dashed line. The pre-fit predictions, in all the plots in Fig.
12.4 and 12.5, are higher than the data especially for events with 2b-tagged jets.
For events with at least 3b-jets, the differences between the distributions before
and after the fit are covered by the uncertainties in the resolved region, but are
noticable in the merged ≤ 3b region.

On the contrary, the normalisation factors for the Z+HF background are pulled
up. The normalisation for the 2b-jets category is 1.42, while for the ≤ 3b-jets
(norm Zhf 3ptag) is 1.88. As it was explained in Sec. 11.2, two normalisation
factors are used for Z+HF background normalisation because Sherpa was found
to underestimate g → bb̄ splitting, and this is the mechanism that produces a
third b-tagged jet in Z+jets processes.

The observed pulls on the normalisation factors, are compatible with what was
observed in the pre-fit distributions of various event variables in the two-lepton
CR (Sec. 11.3), in which the normalisation difference between the data and MC
predictions was higher than one. This is also illustrated in Figures 12.6 and 12.7
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Figure 12.4: Distributions of the muon charge in the one-muon CR, for events with 2b-tagged
jets after the fit. The distributions are shown in the four Emiss

T bins used in the
analysis. The prefit yields are shown with a dashed blue line. The error bands
show the statistical and systematic uncertainties, considering correlations between
the individual contributions.

which show the event yields, in the two-lepton control region in the four Emiss
T

ranges used in the analysis, for events with 2b-jets and at least three, respectively.
In all the plots shown in Fig.12.6, the predictions before the fit underestimate
the observed data. In the first three Emiss

T bins, the normalisation difference
before the fit ranges, roughly, between 1.1, and 1.4., while in the merged region
the statistical uncertainty on the observed data hides any potential difference.
For events with at least 3 b-jets, the plots in Fig. 12.7 show a considerable
difference between the pre-fit expected event yields and the observed data, only

195



Figure 12.5: Event yields (single bin µ charge distribution) in the four Emiss
T bins of the one-muon

CR used in the analysis, for events with at least 3b-tagged jets in the final state,
after the fit. The prefit yields are shown with a dashed blue line. The error bands
show the statistical and systematic uncertainties, considering correlations between
the individual contributions

in the second Emiss
T bin. The high statistical uncertainties on the observed data,

in the first and last bin hide any potential differences.

Summaries of the background event yields and observed data events in all Emiss
T

bins and b-tag categories are show in Figures 12.8 and 12.9 for the one muon
and two-lepton control region, respectively. The ratio of the observed data over
the expected event yields from simulations displayed in the lower panels of both
figures shows good agreement in all Emiss

T bins.
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Figure 12.6: Comparison of the predicted event yields to the observed data in two-lepton control
region, for events with exactly 2b-tagged jets in the final state, in all four Emiss

T bins
used in the analysis. The prefit yields are shown with a dashed blue line.

12.1.3 Post-fit distributions in the signal region

Besides determining the background normalisation factors, the background-only
fit is used to find whether there are any significant deviations in the signal region
from the standard model predictions.

The invariant mass distributions of the of the Higgs candidate (mjj ,mJ) after
the background-only fit, are shown in Figure 12.10 in the five different Emiss

T

bins used in the fit for events with excactly 2b-tagged jets in the final state.
Figure 12.11 shows the corresponding plots for the 3b-tag category, in the four
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Figure 12.7: Comparison of the predicted event yields to the observed data in two-lepton control
region, for events with exactly 2b-tagged jets in the final state, in all four Emiss

T bins
used in the analysis. The error bands (hatched lines) show the statistical and sys-
tematic uncertainties, considering correlations between the individual contributions.

Emiss
T bins used in this case. The expected mass distributions for a Z ′-2HDM

selected signal are overlaid in each Emiss
T range, scaled by different factors (100,

20, 5, 10, 50 respectively) for visibility. The prefit distributions are displayed,
as well, with a blue dash line.

Overall, there is good post-fit agreement between the expected event yields
from SM background and the observed data , without any significant difference
between the observed data and the SM expectations.

Table 12.2 summarises the expected event yields for each of the background
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Figure 12.8: Comparison of the event yields from all background processes and the observed data
as a function of the Emiss

T for the one-muon control region in both b-tag categories
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Figure 12.9: Comparison of the event yields from all background processes and the observed data
as a function of the Emiss

T for the one-muon control region in both b-tag categories
[220]

processes after the fit and the number of observed data in each Emiss
T bin for the

2b-tagged jets category. The dominant background contribution is the Z+jets
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process followed by the tt̄ and W+jets.

Emiss
T range

2b signal region [150, 200] GeV [200, 350] GeV [350, 500] GeV

Z+HF 6470 ± 310 7200 ± 310 507 ± 26
Z+light jets 72 ± 15 137 ± 29 18 ± 4
W+HF 1590 ± 210 1760 ± 230 106 ± 14
W+light jets 86 ± 35 92 ± 35 14 ± 5
Single top-quark 570 ± 260 570 ± 260 21 ± 10
tt̄ 4680 ± 290 3280 ± 240 76 ± 9
Diboson 450 ± 50 600 ± 60 56 ± 7
V h 151 ± 10 202 ± 12 26.6 ± 1.8
tt̄ +V/h 7.6 ± 0.4 11.8 ± 0.5 0.45 ± 0.06

Total background 14070 ± 110 13860 ± 100 825 ± 19
Data 14259 13724 799

Table 12.2: Background yields in comparison with data in the 2b signal regions for different Emiss
T

ranges after a background-only fit to data. Statistical and systematic uncertainties
are reported together.

Table 12.3 presents the background contributions for the two Emiss
T bins in the

merged topology for the 2b-tagged case. For these two bins a significant back-
ground contribution comes from the diboson production.

Emiss
T range

2b signal regions [500, 750] GeV [750,∞)GeV

Z+HF 94 ± 7 9.2 ± 1.8
Z+light jets 4.5 ± 1.0 1.17 ± 0.30
W+HF 25 ± 4 3.1 ± 0.6
W+light jets 1.6 ± 0.6 0.21 ± 0.09
Single top-quark 2.6 ± 1.9 0.10 ± 0.16
tt̄ 11.4 ± 1.6 0.38 ± 0.08
Diboson 15.2 ± 1.9 1.61 ± 0.29
V h 5.6 ± 0.5 0.68 ± 0.12
tt̄ +V/h 0.286 ± 0.029 0.035 ± 0.006

Total background 160 ± 8 16.7 ± 1.9
Data 168 19

Table 12.3: Background yields in comparison with data in the 2b signal region for the two Emiss
T

ranges in the merged topology after a background-only fit to data. Statistical and
systematic uncertainties are reported together [220].

Table 12.4 contains all Emiss
T bins for the 3b-tagged category. In the first and

third Emiss
T range the tt̄ productions is the dominant contribution followed by

Z+jets, while the second and third are dominated by Z+jets.
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Emiss
T range

3b signal regions [150, 200] GeV [200, 350] GeV [350, 500] GeV [500,∞) GeV

Z+HF 102 ± 15 278 ± 28 26.4 ± 3.5 15.6 ± 1.9
Z+light jets 0.6 ± 0.4 2.9 ± 0.8 0.34 ± 0.12 0.46 ± 0.12
W+HF 21 ± 4 47 ± 9 4.2 ± 0.9 2.4 ± 0.4
W+light jets 0.01 ± 0.04 1.7 ± 0.9 0.8 ± 0.4 0.031 ± 0.026
tt̄ 276 ± 19 252 ± 22 5.1 ± 0.7 17.9 ± 1.8
Single top-quark 23 ± 11 55 ± 25 2.9 ± 1.4 3.4 ± 1.7
Diboson 4.8 ± 1.4 12.9 ± 2.2 1.8 ± 0.4 1.26 ± 0.31
V h 0.65 ± 0.28 2.9 ± 0.5 0.40 ± 0.08 0.230 ± 0.025
tt̄ +V/h 1.78 ± 0.17 3.89 ± 0.26 0.371 ± 0.035 0.78 ± 0.08
Total background 430 ± 15 656 ± 21 42 ± 4 42.0 ± 2.8
Data 408 658 42 46

Table 12.4: Background yields in comparison with data in the 3b signal regions for different Emiss
T

ranges after a background-only fit to data. Statistical and systematic uncertainties
are reported together [220].
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Figure 12.10: Distributions of the Higgs candidate mass in the 2b-tag signal region in the five
Emiss

T ranges used in the analysis. The pre-fit SM expectations are shown with a
blue dashed line. The expected signal from one representative Z′-2HDM model is
shown scaled up by a different factor for each range.
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Figure 12.11: Distributions of the Higgs candidate mass in the ≥ 3b-tag signal region for the four
Emiss

T ranges used as input to the fit. The pre-fit SM expectations are shown with a
blue dashed line. The expected signal from one representative Z′-2HDM model is
shown scaled up by a different factor for each range.

203



12.2 Nuisance parameter impact

To quantify the impact of the systematic uncertainties to the signal strength,
a simultaneous signal+background fit is performed for three representative Z ′-
2HDM models with (mZ′ ,mA) = (800, 500) , (1400, 1000), (2800, 300). These
points correspond to a low, medium and high Emiss

T range and they are at the
edge of the area excluded by the search (exclusion limit plots are shown in Sec.
12.3.1).

The procedure to estimate the impact, using one model, is as follows:

• The observed upper limit on the signal strength for this model is determ-
ined.

• A signal+background fit is performed with µ set to the observed upper
limit for the particular model. From this fit the total uncertainty σtot is
estimated.

• For each source of systematic uncertainty, a new fit is performed, in which
the NP associated to the specific source is not included. From this fit the
σi is estimated.

The fractional impact associated of a specific source of systematic uncertainty
on the signal strength is given by: (σ2

tot − σ2
i )/σ

2
tot.

Table 12.5 presents the impact on the signal strength of the dominant sources
of uncertainty, estimated for the three points signal points. Several sources of
uncertainty are grouped together, for example all experimental uncertainties
related to jet energy scale and resolution are grouped together in the “Jets”
source in the table.

The bottom of the table shows the total systematic uncertainty and the stat-
istical uncertainty. The total systematic uncertainty is smaller than the quad-
rature sum of the individual sources, due to correlations between the nuisance
parameters.

In Table 12.5, the largest impact from the experimental uncertainties comes
from the jet related uncertainties for the low Emiss

T (low mediator mass) Z ′-
2HDM point. The systematic uncertainties associated with the normalisation
of the three main background also have a large impact on the signal strength
for the low Emiss

T point. From the same table it is also apparent that for higher
Emiss

T values the statistical uncertainty becomes dominant.
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Source of uncertainty
Fractional squared uncertainty in µ
Z′-2HDM signals, (m′Z ,mA) [GeV]

(800, 500) (1400, 1000) (2800, 300)

Z+HF normalisation 0.11 0.03 <0.01
W+HF normalisation 0.02 0.01 <0.01
tt̄ normalisation 0.16 0.04 <0.01
Z modelling uncertainties 0.02 0.07 <0.01
W modelling uncertainties <0.01 0.01 <0.01
tt̄ modelling uncertainties 0.13 0.05 <0.01
Single-t modelling uncertainties 0.18 0.02 <0.01
Other modelling uncertainties 0.05 0.01 <0.01
Jets 0.20 0.06 0.01
b-tagging 0.01 0.01 0.04
Emiss

T soft term and pile-up <0.01 <0.01 <0.01
Other experimental systematic uncertainties 0.01 <0.01 <0.01
Signal systematic uncertainties <0.01 <0.01 <0.01
MC sample size 0.08 0.07 0.11

Statistical uncertainty 0.27 0.61 0.79
Total systematic uncertainties 0.73 0.39 0.21

Table 12.5: Impact of the different sources of uncertainty groups for three different Z′-2HDM
points. The masses (m′Z ,mA) are shown in the second row. The sum of the different
impacts of systematic uncertainties differs from the total impact of all systematic
uncertainties due to correlations [220].

12.3 Interpretations

Since no deviation from the Standard Model expectations was observed, the
results are interpreted using the two benchmark models, described in Section.
3.5.1. The exclusion limits for these two models, also known as model-dependent
limits are discussed in section 12.3.1.

In addition to the model-dependent limits, we can interpret the results assuming,
only that a bb̄ is produced with invariant mass close to the SM Higgs-boson
mass together with large amount of Emiss

T . These type of limits, known as
model-independent limits is presented in section 12.3.2.

12.3.1 Model-dependent exclusion limits

The upper limits presented in this section, are derived using the CLs method
described in Section 8.3.3. The procedure to calculate the model independent
limits is the following.

The first step is to perform several signal+background hypothesis tests, for a
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a particular signal point, assuming different values for µ and to estimate the
corresponding the CLs values. The goal is to find the signal strength for which
the corresponding CLs value is equal to 0.05. This will be the upper limit on
the signal strength. If the estimated upper limit on the signal strength is bellow
one, then the specific signal point is excluded.

The expected and observed exclusion limits for the 2HDM+a bb̄-induced, ggF-
induced, and Z ′-2HDM are shown in Figures 12.12, 12.13, and 12.14, respect-
ively.

Figure 12.12 shows the exclusion limits for ggF induced 2HDM+a scenario. The
x-axis corresponds to the mass of the pseudo-scalar mediator a and the y-axis
to the mass of mediator A. The grey dashed line shows the kinematic limit: any
(mA,ma) combination bellow this line is excluded. The expected limit is shown
with a dashed black line together with the ±1σ and ±2σ bands. The observed
limit is shown with a black solid line. Overall, the observed limit agrees well
with the expected, and reaches up to 520GeV in ma for mA = 1.25TeV. The
figure also shows, for comparison, the area excluded by reinterpretation of the
36 fb−1 Emiss

T +Higgs(bb) analysis reported in Reference [83]. With respect
to the old result, this analysis extends the exclusion limits in ma, by roughly
200 GeV.
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Figure 12.12: Observed and expected exclusion limits for the ggF-induced 2HDM+a signal grid.

For ma lower than roughly 250 GeV and mA higher than roughly 1700 GeV the
exclusion limit becomes stronger again, due to the increase of the cross-section
of the a → ah process. Given the parameter choice this analysis, the coupling
gaah becomes higher than 4π, for mA & 1750GeV. Also, according to Ref. [82],
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for the potential of Eq. 3.15 to be bounded from bellow, given the parameter
choices in this work (see Tab. 9.5), the values of mA have to be . 1250 GeV
for tanβ = 1, and . 2150 GeV for tanβ = 10 [86, 82].This constraint, however,
can be relaxed by changing the values of the quadratic couplings to be closer
to the perturbative limit, and as a result it does not affect the validity of the
predictions.

The exclusion limits for high mA masses, are not shown here, because the width
of the additional Higgs-bosons, and the uncertainties associated with the treat-
ment of the width on the theoretical predictions, grow substantially. Therefore,
regions of very large widths (mA > 2200GeV), are not shown.

The exclusion contours for bb̄-induced 2HDM+a scenario are presented in Figure
12.13. The limits extend up to (mA,ma) = (900, 240)GeV. In this case, there is
a difference between the observed and expected limit, reaching almost the edge of
the 2σ band. This difference is caused by a deficit in data in the Higgs candidate
mass distribution, around 125 GeV, for the 3b-tag category (see Fig. 12.11).
Since the 3b-tag category is only sensitive to the bb̄- induced 2HDM+a model,
the deficit does not affect the exclusion limits of the other models. The exclusion
contours for the bb̄-induced 2HDM+a model cover a smaller space in (mA,ma),
compared to the ggF-induced. This model has more contributions from a non-
resonant production modes and therefore, a softer Emiss

T spectrum. This means
that there are cases where the Emiss

T in the event will be lower than the trigger
threshold, leading to an overall smaller signal acceptance. The 2HDM+a bb-
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Figure 12.13: Observed and expected exclusion limits for the bb̄-induced 2HDM+a signal grid
[220].
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induced scenario with tanβ = 10 is considered for the first time for the Despite
the smaller exclusion area, the limits shown in Fig 12.13, demonstrate that this
search is sensitive to the bb̄-induced 2HDM + a signals, and this is only due to
including the 3b-tag category.

Finally, the exclusion limits for the Z ′-2HDM model are presented in Figure
12.14. The limit extends up to mZ′ of approximately 3 TeV, for mA up to
300 GeV). The limit on mA reaches and up to approximately 1 TeV for mZ′ up
to 2 TeV.
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Figure 12.14: Observed upper limits on cross-sections for the Z′-2HDM with the new setup (mH =
mH± = mA) [220].

12.3.2 Model-independent limit

The last step is to interpret the results as exclusion limits on the production
cross-section of events with a Higgs boson and Dark Matter particles. In this
case, only a minimal assumption is necessary for the signal: a bb̄ resonance with
mass close to mH = 125 GeV and is produced together with Emiss

T . For such an
event to be observed the final state objects must end up inside the active volume
of the detector and also be recorded, reconstructed, and pass all the kinematic
and quality requirements set in the analysis. The visible cross section, which is
a fraction of the total cross-section, is given by:

σvis,h(bb̄)+DM ≡ σh+DM ×B(h→ bb̄)×A × ε, (12.1)
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where A is the kinematic acceptance and ε the experimental efficiency. There-
fore, the term A × ε represents the probability an event to be reconstructed in
a given signal region.

In order to extract the upper limit on the visible cross-section in each signal
region, a fit is performed simultaneously to the signal and control regions. In
this case, however, the mbb bins within 90 GeVand 150 GeV are merged into a
single bin. Furthermore, a ”dummy” signal is injected with cross-section equal
to 1 fb in the mass range [90, 150]GeV in each Emiss

T range and b-tag category.
The signal strength is a floating parameter. Even though, all signal analysis
bins and categories are included in the fit, the upper limits are determined for
each one separately.

Figure 12.15 shows the upper limit on the visible production cross-section at
95% confidence level (CL) as a function of the Emiss

T for both b-tag categories
considered in the fit. For the first Emiss

T met bin in the 2b-tag category, the
observed limit is very close to the edge of the +2σ band, due two small excesses
in data at mjj = 100 and 125 GeV (Fig. 12.10). In the rest of the 2b-tag category
Emiss

T bins, there is good agreement between the expected and observed limit.
For the ≥ 3 b-tag category the observed limit is different from the expected (at
the edge of the 2σ band), due to the data deficit in this region around the peak
of the Higgs boson mass (Figure 12.11).
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Chapter 13

Reinterpretation of the
MonoH(bb) analysis with
RECAST

Even though searches for new physics, such as the one presented in this work,
are designed and optimised around specific models, they are often sensitive to
alternative theory models. At the same time, there is a plethora of BSM models,
and it is difficult to test them all with dedicated searches due to the significant
investment of time, human and computational resources needed. In addition to
extending the impact of existing searches, reinterpretations provide insight into
the design and development of new analyses for dedicated searches. Therefore,
it is preferable to reinterpret, when possible, existing analyses before designing
a new one.

The work presented in this section is the reinterpretation of the Emiss
T +H(bb̄)

analysis in the context of the Dark Higgs model introduced in Sec. 3.5.2. The re-
interpretation is performed with the RECAST framework [221], which is briefly
introduced in Section 13.1. The RECAST framework uses the data, background
and systematic uncertainties estimated from preserved searches to test altern-
ative signal hypotheses. Section 13.2 discusses the manner in which the Emiss

T

+H(bb̄) analysis software, and workflow are preserved. Section 13.3.1 contains
the parameter configuration used to produce the dark Higgs simulations and
Section 13.3.2 presents the results of the reinterpretation.
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13.1 RECAST

The purpose of RECAST [221], is to organise the systematic interpretation of
searches in High Energy Physics in the context of alternative models. The goal
is to allow people, even outside the original experiment collaboration, to request
a reinterpretation study for a new model. It should be noted here that one of
the framework’s goals is to allow a faithful reinterpretation of the analysis, i.e. a
reinterpretation that will use the original code developed within the experiment.

The idea, described in Ref. [221] and roughly illustrated in Figure 13.1, is to
create a front-end to collect requests, present a list of existing analyses and col-
lect any ready results from accepted and finished requests. Then an application
programming interface (A.P.I) connects the front-end to the back-end of the
framework that performs the “actual work”. The back-end executes a series of

Figure 13.1: Illustration of the Recast framework. The diagram outlines the main framework
components, the front-end, API and back-end and the interactions between them,
time ordered from top to bottom.

processing steps. The first steps prepare the new signal inputs to be run by
the analysis code. These steps include running the event generation, detector
simulation and reconstruction. The remaining steps run the preserved analysis
software to produce limits on the signal strength. These processing steps ex-
ecuted in a specific order comprise the so-called analysis workflow. The way
that the analysis software and workflow are preserved is explained in the next
section.

13.2 Analysis Preservation using containerised work-
flows

The software is preserved in the form of Linux Container images [222] using
Docker [223]. The images package the software and any component necessary
to run it, such as system tools, environment variables, libraries, dependencies
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or files, creating a ”snapshot” of the system. This preservation method allows
running applications from one operating system to another quickly and safely,
since the hosting system limits the physical resources a single container can use.

The Emiss
T + H(bb̄) analysis uses two different software frameworks. The first

takes as input DxAOD files and applies the full analysis event selection. This
software creates the inputs for the second, which performs the statistical evalu-
ation. Both frameworks were developed using GitLab [224], a manager for Git
repositories, and the Continuous Integration (CI) feature, which automatically
creates (builds) the Docker images.

The analysis processing steps, i.e the commands to run the software and the or-
der they should be executed are captured in parameterised scripts. This means
that the command cannot be altered, but the script can be executed by provid-
ing input through a designated interface. A workflow description language is
used to describe the processing steps and execute them in the correct order
which is called workflow structure. Out of the many available languages, in this
case, yadage [225] was used. Within yadage the workflow structure and the
parametrised scripts are captured in YAML documents [226].

An example of such a parametrised script, using YAML documents is shown
in Figure 13.2. In this example the input parameters are the DxAOD file (“in-

Figure 13.2: Example of step definition. This step is running the framework that applies the event
selection. Inside the curly brackets are the parameters the user has to define for this
script.

put mc”), a unique code assigned to each simulated process by the collaboration
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(“DSID”), and the number of events that should be included (“nEvents”). The
later is used to limit the number of events in case quick cross-checks are needed.
The output is the file called “recast signal ntuple.root”, and contains the event
that pass the selection requirements.

Three such step are defined in total. Besides the one shown in Figure 13.2, there
is one step to produce the inputs for the statistical analysis, and one to run the
statistical analysis framework. There is one difference with the statistical ana-
lysis explained in Sec. 8.3: there are no nuisance parameters in the likelihood for
the uncertainties associated with the signal modelling. However, these uncer-
tainties, usually have a small impact on the estimated signal strength. For the
Emiss

T +H(bb̄) analysis, Table 12.5, shows that for the three representative sig-
nal simulations the impact on the signal strength of the theoretical uncertainties
associated with the signal modelling is less than 1%.

The processing steps have to be executed in the correct order. Additionally,
some of them have to be executed more than once, while the step that runs the
statistical analysis framework depends on the successful execution of previous
steps. To schedule their executions we need to define the order in which the
steps are processed and their dependencies using a so-called ”directed acrylic
graph”. In such graphs the nodes represent single tasks and the edges denote
the dependencies between them. A generic example is shown in Figure 13.3.
Here, processing steps B.1 and B.2 depend on the output of step Am and step
C depends on the successful execution of B.1 and B.2 and A.

Figure 13.3: Example of an abstract acrylic graph. The nodes represent single tasks and the edges
denote the dependencies between them.

The corresponding graph for the workflow of the Emiss
T +H(bb̄) analysis is shown
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13.4. The three first steps are a repetition of the step shown in Figure 13.2,
each is using as input DxAOD files from each campaign (MC16 a,d,e) and run
independently from each other and simultaneously. The next step collects the
output of the first three steps and creates the inputs for the statistical analysis.
The last step is the one running the statistical analysis.

Figure 13.4: Wokflow DAG for the Emiss
T + H(bb̄) analysis, created with yadage. The red oval-

shaped nodes represent the input/output for each step. The blue rectangular nodes
show the processing task and the arrows show the dependencies.

13.3 Analysis reinterpretation

In this section the preserved workflow and the archived data from the main
analysis are used to reinterpret the results. The first step is to generate simulated
events using the parameter configuration described in 13.3.1. These sets of
simulated events are the inputs to the workflow, which is executed in a dedicated
platform for reusable analysis, called REANA [227]. The workflow performes a
profile likelihood fit simultaneously in all signal and control regions using the
alternative dark Higgs hypothesis. In 13.3.2 the results are presented in the
form of exclusion limits for the parameter space of the model.
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13.3.1 Signal simulation

The parameters used to generate the signal samples are shown in Table 13.1.
The dark matter mass is set to 200 GeV. The parameter values for θ, gq and
gχ, follow the choices made in Ref. [228] and the coupling choices for vector
mediator simplified model searches at the LHC [198, 229] respectively.

gq 0.25
gχ 1
θ 0.01
mχ 200 GeV

Table 13.1: Parameter configuration for the simulated samples.

Samples are generated for a grid of mZ′ and ms values. The range for mZ′

extends from 500 GeV to 3500 GeV in steps of 500 GeV and for the dark Higgs
boson ms from 50 GeV to 150 GeV in 20 GeV steps.

The matrix element calculation was performed at leading order with Mad-
Graph5 aMC@NLO 2.6.2 (ATLAS, LCG) [104]. For the modelling of the par-
ton shower and the hadronization, the events are interfaced with Pythia 8.230
[201]. The matrix element and parton shower matching and merging is done
with the CKKW-L procedure [98, 230] with the matching scale set to 40 GeV.
NNPDF3.0 PDF set is used with αS = 0.13 [95] and the A14 set of tuned
parameters. The renormalisation and factorisation scales are set to the Mad-
Graph5 aMC@NLO default values. The EvtGenv1.2.0 program [207] is used
to simulate the decays of the bottom and charm hadron. The effect of pile-
up interactions is taken into account with overlaying additional inelastic pp
collision events are simulated using Pythia 8, with the A3 tune [231] and the
NNPDF2.3LO PDF set [199]. The simulated events are weighted to match the
pile-up observed in data. For the simulation of the ATLAS detector Geant 4
[166, 232] is used.

13.3.2 Reinterpretation results

The analysis workflow was re-executed in the Reusable Analysis Platform (REANA)
[227], which is part of a developing CERN infrastructure. The results of the
Emiss

T + H(bb̄) search, presented in Sec. 12.1 showed that the observed data is
compatible with the SM expectations, and no significant excess has been ob-
served. Selected histograms of the invariant mass of the Higgs-boson boson
candidate, reproduced using the RECAST implementation of the analysis are
shown in Figure 13.5. One signal point with ms = 90 GeV and mZ′ = 1000 TeV
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is displayed on the plots. The distributions, as expected, they are identical to
those shown in 12.1.3, which illustrates that this is a faithful interpretation of
the original analysis.

Figures 13.6a and 13.6b show the expected and observed upper limits on the
signal strength of the dark Higgs model. The mass of the Z ′ mediator is placed
on the x-axis and the mass of the dark Higgs boson ms is on the y-axis. Any
parameter combination with signal strength higher than one is excluded at 95%
CL.

In Figure 13.7 the limits are presented as a contour instead. The black solid
line shows the observed limit, the dashed line shows the observed limit and the
green and yellow bands the ±1σ and ±2σ uncertainty on the expected limit,
respectively. The region to the left of the observed line is is excluded at 95 %
CL. The expected exclusion limit shows that the sensitivity for ms < 70 GeV is
reduced, especially for ms values close to 50 GeV.

This is caused by the requirement in the original analysis on the invariant mass
of the Higgs candidate, which must be higher 50 GeV. In this case a large
fraction of the events from the singal points with ms = 50 will not pass this
requirement, and therefore the sensitivity of the analysis is reduced for this
model. Additionally, the sensitivity decreases for ms > 130 GeV, because the
branching ratio for the s → bb̄ decreases. The observed exclusion extends up
to 3.2 TeV in mediator mass. Finally, the purple dotted line, shows the region
of the dark Higgs models parameter space which is compatible with the dark
matter relic density measurements performed by the PLANCK collaboration
[34]. All the signal points to the right of this line correspond to predicted relic
densities higher than these measurements.

Conclusions

This study demonstrated the sensitivity of the Emiss
T + H(bb̄) analysis to an

alternative signal hypothesis, in which a dark Higgs boson is produced and
decays to a pair of b-quarks. Compared to the time and resources necessary for
a dedicated analysis the reinterpretation is significantly faster: the estimation
of the exclusion limits, once the analysis workflow and software were preserved,
took few weeks. However, the exclusion limits of the reinterpretation cannot
“compete” with the results of the dedicated analysis, as we saw in Figure 12.12,
where the result of reinterpreting an older Emiss

T +H(bb̄) analysis performed with
36 fb−1 [233] was included. Even though the reinterpretation cannot provide
exclusion limits as those of a dedicated analysis, it is still able to exclude a
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substantial parameter-space.

At the time the reinterpretations study presented in this section was performed
the only available simulated samples, were those described in Section 13.3.1,
which as it is later explained in the discussion of the limits correspond to relic
densities higher than the measurements performed by the PLANCK collabora-
tion. With the analysis fully implemented in the RECAST framework, the next
step would be to produce inputs for the workflow that extend the parameter
scan for this model.

These initial studies provided insight to a dedicated search for s → bb̄. The
analysis for this search is currently under development, within the ATLAS col-
laboration. Additionally, this was the first workflow fully implemented and
tested in the REANA platform, and influenced other groups to implement their
analysis workflow in the same platform.
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(a) (b)

(c) (d)

Figure 13.5: Distributions of the invariant mass of the Dark Higgs candidate for events in the
signal region with two b-jets(top) and ≥ 3b-jets (bottom) in the two first Emiss

T

bins of the resolved SR. The invariant mass from a representative signal point with
mZ′ = 1400 GeV and ms = 90 GeV with cross-section σ = 356 fb, is overlayed (red
dashed line). The signal in the ≥ 3b-jets category is multiplied by 10 for visualisation.
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Figure 13.6: Upper limits on the signal strength µ at 95% signal strength. The plot on the left
shows the expected exclusion limits, while the right the observed.

Figure 13.7: Exclusion limit contour for the dark Higgs Model with gq=0.2 gχ=1 θ = 0.01 mχ

=200 GeV.The black solid line shows the observed limit, the dashed line shows the
observed limit and the green and yellow bands the ±σ and ±2σ uncertainty on the
expected limit respectively. The pink curve indicates the points in (m′Z ,mz) for which
the relic density is consistent to the one predicted by the PLANCK [34] measurement.
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Chapter 14

Conclusion

The Standard Model of particle physics describes the fundamental constituents
of nature and their interactions. Its predictions have been tested for decades
and were found to describe the data from collider experiments with remarkable
precision. The theory, however, has several limitations. Among others, it does
not describe gravity, predict masses for the neutrinos nor explain several other
phenomena, like the existence of Dark Matter. Several observations, mostly of
gravitational phenomena in a wide range of scales, cannot be explained without
assuming the existence of a non-luminous non-baryonic form of matter, which
interacts very weakly with ordinary matter. These observations and the study of
structure formation of the Universe put constraints on the nature of a possible
DM particle candidate: the new particle has to be neutral, stable, and yield
the observed DM relic density. Many BSM theories predict Weakly interactive
massive particles (WIMPs) as candidates for Dark Matter. Searches for WIMP
DM inside collider experiments became increasingly popular in the past decade.
A very common signature for Dark matter search at colliders is events with large
deficits in the transverse momentum, known as Emiss

T +X signature.

This thesis presented a search for Dark matter produced together with a Higgs
boson that decays into a pair of b-quarks. The analysis used data from proton-
proton collisions recorded with the ATLAS detector from 2015 to 2018, that
corresponded to an integrated luminosity of 139 fb−1.

The event selection was based on the key features of the signature, which are:
large Emiss

T , due to DM escaping detection, the presence of two b-jets, from the
Higgs decay, and the absence of leptons.

For signal events the missing transverse momentum in the event is correlated
with the transverse momentum of the Higgs boson candidate, which means that
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the Higgs boson will be highly boosted in events with high Emiss
T . At the same

time, as the boost of the Higgs boson increases, its decay products, the two
b-jets, will become collimated. As a result, the analysis considered two dis-
tinct topologies, separated by a Emiss

T threshold. The analysis used events that
contained leptons to define dedicated control regions to constrain the dominant
Standard Model backgrounds, which are tt̄,W+ jets and Z+ jets processes.

To interpret the results two benchmark models were considered in this ana-
lysis: the Z ′-2HDM model and the 2HDM+a model. The Z ′-2HDM predicts a
highly boosted Higgs signature, while the 2HDM + a events present in general
a much softer Emiss

T spectrum. Two production mechanisms were relevant for
this analysis for the 2HDMa model. In one A was produced via gluon-gluon
fusion (ggF-induced) and the other from the annihilation of a bb̄ pair. To gain
sensitivity to the later the analysis considered also signal events with three or
more b-jets in the final state.

A profile likelihood fit was performed simultaneously in all analysis regions to
extract possible signals and estimate the background normalization factors. The
main fit discriminant in the signal regions was the mass of the Higgs boson can-
didate, mh. Since the benchmark models produce very different Emiss

T spectra,
the mh distribution was fitted in multiple ranges of Emiss

T , to ensure a good
sensitivity to all signals.

Since no deviation from the Standard Model expectations was observed, the
analysis produced exclusion limits for the two benchmark models. The analysis
also interprets the results as exclusion limits on the visible production cross-
section of events with a Higgs boson and Dark Matter particles.

This thesis presented the preservation of the Emiss
T +H(bb̄) analysis in the RE-

CAST framework and a reinterpretation study performed in the REANA plat-
form. This study provided insights to a dedicated Emiss

T + dark Higgs analysis,
and influence other groups within ATLAS collaboration to use this platform for
reinterpretations, since it was the first implemented workflow.

In addition to the search for Dark Matter, this thesis presented studies related to
the performance of the drift time calibration of the ATLAS Transition Radiation
Tracker. Part of the work was to perform a calibration, using simulations with
updated signal shaping and lower threshold value for the straw tubes filled with
Ar-based gas. Finally, the dependence of the calibration parameters on the pT

of the reconstructed tracks and pile-up was studied.
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Markevitch, Scott W. Randall, Christine Jones, and Dennis Zaritsky. A
direct empirical proof of the existence of dark matter. The Astrophysical
Journal, 648(2):L109–L113, Aug 2006.

[32] P. A. R. Ade et al. Planck2013 results. i. overview of products and scientific
results. Astronomy & Astrophysics, 571:A1, Oct 2014.

[33] N. Aghanim et al. Planck 2018 results. I. Overview and the cosmological
legacy of Planck. Astron. Astrophys., 641:A1, 2020.

[34] N. Aghanim et al. Planck 2018 results. VI. Cosmological parameters.
Astron. Astrophys., 641:A6, 2020. [Erratum: Astron.Astrophys. 652, C4
(2021)].

[35] Arthur Loureiro et al. On The Upper Bound of Neutrino Masses from
Combined Cosmological Observations and Particle Physics Experiments.
Phys. Rev. Lett., 123(8):081301, 2019.

[36] Scott Dodelson and Lawrence M. Widrow. Sterile-neutrinos as dark mat-
ter. Phys. Rev. Lett., 72:17–20, 1994.

[37] A. Boyarsky, M. Drewes, T. Lasserre, S. Mertens, and O. Ruchayskiy.
Sterile neutrino Dark Matter. Prog. Part. Nucl. Phys., 104:1–45, 2019.

[38] R. D. Peccei and Helen R. Quinn. CP Conservation in the Presence of
Instantons. Phys. Rev. Lett., 38:1440–1443, 1977.

225



[39] Steven Weinberg. A new light boson? Phys. Rev. Lett., 40:223–226, Jan
1978.

[40] F. Wilczek. Problem of strong p and t invariance in the presence of in-
stantons. Phys. Rev. Lett., 40:279–282, Jan 1978.

[41] Kim Griest and Marc Kamionkowski. Unitarity Limits on the Mass and
Radius of Dark Matter Particles. Phys. Rev. Lett., 64:615, 1990.

[42] Oliver Buchmueller, Caterina Doglioni, and Lian Tao Wang. Search for
dark matter at colliders. Nature Phys., 13(3):217–223, 2017.

[43] Marc Schumann. Direct Detection of WIMP Dark Matter: Concepts and
Status. J. Phys. G, 46(10):103003, 2019.

[44] Elena Aprile. The XENON1T Dark Matter Search Experiment. Springer
Proc. Phys., 148:93–96, 2013.

[45] D. S. Akerib et al. The Large Underground Xenon (LUX) Experiment.
Nucl. Instrum. Meth. A, 704:111–126, 2013.

[46] Andi Tan et al. Dark Matter Results from First 98.7 Days of Data from
the PandaX-II Experiment. Phys. Rev. Lett., 117(12):121303, 2016.

[47] P. A. Amaudruz et al. First results from the DEAP-3600 dark matter
search with argon at SNOLAB. Phys. Rev. Lett., 121(7):071801, 2018.

[48] P. Agnes et al. DarkSide-50 532-day Dark Matter Search with Low-
Radioactivity Argon. Phys. Rev. D, 98(10):102006, 2018.

[49] A. H. Abdelhameed et al. First results from the CRESST-III low-mass
dark matter program. Phys. Rev. D, 100(10):102002, 2019.

[50] R. Agnese et al. Results from the Super Cryogenic Dark Matter Search
Experiment at Soudan. Phys. Rev. Lett., 120(6):061802, 2018.

[51] R. Agnese et al. Search for Low-Mass Dark Matter with CDMSlite Using
a Profile Likelihood Fit. Phys. Rev. D, 99(6):062001, 2019.

[52] R. Bernabei et al. First model independent results from DAMA/LIBRA-
phase2. Nucl. Phys. Atom. Energy, 19(4):307–325, 2018.

[53] Jianglai Liu, Xun Chen, and Xiangdong Ji. Current status of direct dark
matter detection experiments. Nature Phys., 13(3):212–216, 2017.

[54] M. G. Aartsen et al. Search for dark matter annihilations in the Sun with
the 79-string IceCube detector. Phys. Rev. Lett., 110(13):131302, 2013.

226



[55] W. B. Atwood et al. The large area telescope on the fermi gamma-ray
space telescope mission. The Astrophysical Journal, 697(2):1071–1102,
may 2009.

[56] F. Aharonian et al. H.E.S.S. observations of the Galactic Center region
and their possible dark matter interpretation. Phys. Rev. Lett., 97:221102,
2006. [Erratum: Phys.Rev.Lett. 97, 249901 (2006)].
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[62] Wim de Boer, Léo Bosse, Iris Gebauer, Alexander Neumann, and Peter L.
Biermann. Molecular clouds as origin of the Fermi gamma-ray GeV excess.
Phys. Rev. D, 96(4):043012, 2017.

[63] Andrei Kounine. The Latest Results from the Alpha Magnetic Spectro-
meter. PoS, EPS-HEP2019:028, 2020.
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Appendix A

TRT auxiliary material

This appendix contains auxiliary material from the TRT calibration studies
presented in chapter 7.

A.1 r-t relations for the calibration with LT=100 eV
and new signal shaping

This section presents the r-t relations obtained from the calibration of simulated
events with 〈µ〉 < 1 , presented in Sec. 7.6. Figure A.1 shows the r-t relation
for argon-filled and Figure A.2 for xenon-filled straw tubes.

(a) (b) (c)

Figure A.1: rt relations for argon-filled straws for simulated samples with 〈µ〉 < 1 and low threshold
value of 100 eV
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(a) (b) (c)

Figure A.2: rt relations for xenon-filled straws for simulated samples with 〈µ〉 < 1 and low threshold
value of 100 eV

A.2 Position and time residuals for Xe-based straw
tubes using simulated samples without pile-up

This section contains the position and time residuals or Xe-based straw tubes
using simulated samples with 〈µ〉 < 1, after the complete calibration, i.e after 5
iterations and shifting the T0 parameters. The residuals are estimated for tracks
with pT above 2 GeV

(a) (b) (c)

Figure A.3: Position residuals for xenon-filled straws for simulated samples with 〈µ〉 < 1 and low
threshold value of 100 eV
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(a) (b) (c)

Figure A.4: Time residuals for xenon-filled straws for simulated samples with 〈µ〉 < 1 and low
threshold value of 100 eV

A.3 Position and time residuals for Ar-based straw
tubes with ToT correction only

This section contains the position and time residuals estimated using Z → µµ
simulated events with 〈µ ∈ (20, 30), for tracks with pT above 5 GeV. Figure A.5
shows the residuals for straw tubes filled with Ar-based gas mixture and Fig.
A.6 for Xe-based gas mixture.

A.4 Position and time residuals for Ar-based straw
tubes with ToT and HT corrections

This section contains the position and time residuals estimated using Z → µµ
simulated events with 〈µ ∈ (20, 30), for tracks with pT above 5 GeV. Figure A.7
shows the residuals for straw tubes filled with Ar-based gas mixture and Fig.
A.8 for Xe-based gas mixture.
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Figure A.5: Position and time residuals for straw tubes filled with Ar-based mixture after applying
ToT correction only.

Figure A.6: Position and time residuals for straw tubes filled with Xe-based mixture after applying
ToT correction only.
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(a) (b) (c)

(d) (e) (f)

Figure A.7: Position (top) and time (bottom) residuals for xenon-filled straws for simulated
samples with 〈µ〉 < 1 and low threshold value of 100 eV
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(a) (b) (c)

(d) (e) (f)

Figure A.8: Position (top) and time (bottom) for xenon-filled straws for simulated samples with
〈µ〉 < 1 and low threshold value of 100 eV
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Appendix B

Comparison plots between
reconstructed and truth
variables

This chapter contains comparisons between the truth and reconstructed event
variables that were not included in the main body of this thesis.

B.1 Signal region

This section contains comparisons in the signal regions

B.2 One-muon CR

B.3 Two-lepton CR
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(b) (c)

(d)

Figure B.1: Comparison of event variable distributions in the resolved 2b signal region.
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Figure B.2: Comparison plots for distributions in the resolved 3b− tag signal region.
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Figure B.3: Comparison plots for distributions in the merged signal region.
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Figure B.4: Comparison plots in the resolved 2b one-muon control region.
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Figure B.5: Comparison plots in the resolved 3b one-muon control region.
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Figure B.6: Comparison plots in the Merged 2b and 3b one-muon control region.
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Figure B.7: Comparison plots in the resolved 2b two-lepton control region.
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Figure B.8: Comparison plots in the resolved 3b two-lepton control region.
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Figure B.9: Comparison plots in the Merged 2b and 3b two-lepton control region.
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Appendix C

Comparison of Standard
Model predictions to data

C.1 Signal region pre-fit distributions

Figure C.1 shows the pre-fit distributions for the invariant mass of the Higgs-
boson candidate in the resolved and merged regions for events in both b-tag
categories. The same distributions for the three Emiss

T bins of the resolved 2b
and ≥ 3b-tag region are shown in Figure C.3.

(a) (b) (c)

Figure C.1: Distributions of the invariant mass of the Higgs-boson candidate in different Emiss
T bins

in the signal region for events in the 2-b tag category
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Figure C.2: The upper panel of each plot shows of mjj in the signal region for events in the 2b-tag
(top) and three b-tag category in the three Emiss

T ranges of the resolved region. The
bottom panel displays the ratio of data to the SM predictions. The experimental and
statistical uncertainties for the SM expectations are indicated by the hatched band
and do not consider any correlations between individual contributions.

(a) (b) (c)

Figure C.3: The upper panel of each plot shows of mjj in the signal region for events in the 2b-tag
(top) and three b-tag category in the three Emiss

T ranges of the resolved region. The
bottom panel displays the ratio of data to the SM predictions. The experimental and
statistical uncertainties for the SM expectations are indicated by the hatched band
and do not consider any correlations between individual contributions.
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C.2 Selected pre-fit distributions in the one-muon
control region

The muon charge distribution is shown in Figure C.4 in the resolved (top) and
merged (bottom) CR1 before the fit for events with exactly two (left) and at least
3b-tagged jets (right). In fig. C.4a, the ratio is a little lower than one, indicating
that the predicted event yields in both bins of the distribution overestimate the
observed data. In fig. C.4b and C.4c the ratio is one, while in C.4d the second bin
the ratio in the second bin is lower than one. Figure C.5 shows the distributions

(a) (b)

(c) (d)

Figure C.4: Muon charge plots in the resolved (top) and merged (bottom) CR1 for events with
exactly 2 (left) and at least 3 b-tagged jets (right).

of the Emiss
T significance at the two lowest Emiss

T bins of the resolved region for
both b-tag categories.
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(a) (b)

(c) (d)

Figure C.5: Distributions of the in the resolved CR1 for events with exactly 2 (left) and at least 3
b-tagged jets (right).

C.3 Selected prefit distributions in the two-lepton
signal region
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(a) (b)

(c)

Figure C.6: Distributions of thepT of the Higgs-boson candidate in the resolved (top) and merged
(bottom) CR1 for events with exactly 2(left) and at least 3 b-tagged jets(right).
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(a) (b)

(c) (d) (e)

(f) (g) (h)

(i)

Figure C.7: Distributions of the φ, η, and pT of the signal muon in the resolved and merged CR1.
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(a) (b)

(c) (d)

Figure C.8: Emiss
T, lep. invis. spectra in the resolved (top) and merged(bottom) two-lepton control re-

gion, for events in the 2b-tag (left) and ≥ 3b− tag (right) categories.
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(a) (b) (c)

(d) (e)

Figure C.9: Distribution of the invariant of the leading signal electron in resolved and merged
regions for the 2b-tag categories.

(a) (b) (c)

Figure C.10: Distribution of the invariant of the leading signal electron in resolved and merged
regions for the 2b-tag categories.
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Appendix D

Mono-H analysis
results-auxiliary material
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