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A B S T R A C T

Recent advancements in natural language processing (NLP) have been achieved by the use of increasingly
complex neural networks. In clinical context, NLP is a key technique to access highly relevant information from
unstructured texts such as clinical notes. We evaluate the feasibility of training our neural model GERNERMED
on annotated German training data generated by automated translation from a public English dataset. The
work guides other researchers about the use of machine-translation methods for dataset acquisition. Due to
the public origin of the dataset, our trained software can be used by fellow researchers without any legal
access restrictions.
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1. Introduction

Recent advancements in natural language processing (NLP) have
been achieved by the extensive use of increasingly complex neural
networks. For example, large general purpose language models from
the kind of BERT [1]- or GPT [2,3]-inspired architectures are commonly
trained on large corpora such as Common Crawl [4] or The Pile [5] that
are composed of 320 TiB (Common Crawl) or 825 GiB (The Pile) raw
text data. Since any kind of such large-scale data is infeasible to anno-
tate, these datasets are mainly purposed for unsupervised methods such
as pretraining [6]. However, when facing case-specific downstream
tasks, well-suited datasets are used for fine-tuning in a supervised
fashion [6]. In this context the dataset is required to be annotated for a
certain task accordingly. The dataset plays a key role since the quality
of such NLP models highly correlates with the quantity and qualitye of
the training dataset that governs the model’s learned parameters.

The code (and data) in this article has been certified as Reproducible by Code Ocean: (https://codeocean.com/). More information on the Reproducibility
adge Initiative is available at https://www.elsevier.com/physical-sciences-and-engineering/computer-science/journals.
∗ Corresponding author.
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While public datasets have been used for training NLP models for
specific tasks, the availability of these datasets falls short when it
comes to non-English text data. For instance, in the case of NLP for
clinical application, several public English datasets are accessible to
the research community [7,8]. However, for clinical NLP in German,
only limited data is available [9] to open research due to GDPR and
other privacy protection concerns as well as the frequent lack of gold
standard annotations.

Processing of unstructured German clinical data remains an ongoing
area of research. Common tasks in NLP, such as named entity recog-
nition (NER), are used for determining key elements from texts like
medication information and various related information like dosage
and duration [6].

In this work we present the GERNERMED software component,
which was trained on a custom dataset of clinical notes for German
https://doi.org/10.1016/j.simpa.2021.100212
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Fig. 1. Pipeline illustration: workflow for data synthesis, NER training and inference.

texts and can be easily deployed as independent part or used as a part
of a larger NLP pipeline. As foundational work, the underlying dataset
was automatically synthesized from publicly available English-based
clinical data. The work also aims to guide other researchers about the
use of machine-translation methods for similar silver-labeled dataset
acquisition without manual quality control.

2. Materials and methods

The n2c2 2018 [8] challenge often provides the basis for English
NLP work. The dataset consists of 303 annotated training documents
and 202 gold standard-annotated test documents. We extracted and
parsed the text and annotation labels from the dataset in order to
translate the text from English into German using a pretrained neural
machine translation model from Fairseq [10].

It cannot be assumed that the translated text does not differ from
the structure of the original text due to inherent differences in syntax

for English and German. For instance, it is not guaranteed that a
translation-wise correspondence between exactly the fourth word in
English and the fourth word in German exists.

In order to establish a word-to-word correspondence, we build
upon the FastAlign [11] software that estimates a word-to-word align-
ments based on an expectation maximization-based algorithm given
the pairs of input and output sentences. Because of the simplification
of the statistical model for sentence alignment we expect the align-
ment estimation results to exhibit flaws in outlier samples that do not
follow ordinary sentence structures in the original dataset. In order
to filter these misalignment artifacts, we encode the assumption that
successful alignment estimation approximately follows the word order
of an English and German sentence pair. We discard samples from the
dataset if average distance from the entries of the alignment matrix to
its diagonal axis is exceeded by a certain threshold value. Given the
alignment for each sentence pair, the annotation information for the
2
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Fig. 2. NER tagging: successful processing of a German demo sentence.

English sentence can be propagated to the corresponding tokens in the
German sentence.

Using our synthesized dataset, we can train a custom named entity
recognizer component for the clinical application use case. For the
implementation of the neural component and sentence parsing, we use
the SpaCy [12] software for training and inference. The workflow is
illustrated in Fig. 1.

3. Results

Here, we present a named entity recognizer component, which
enables fellow researchers to directly integrate an annotation compo-
nent into their research software systems. It was trained given the
default SpaCy parameters for named entity recognition components.
Our obtained dataset consists of 8599 sentences with a total number
of 172695 tokens. The dataset was conventionally split into training
(80%), validation (10%) and test set (10%) in order to measure the
learning behavior as well as the final model performance.

The trained NER component is capable of detecting the medical-
related entity tags Drug, Strength, Route, Form, Dosage, Frequency and
Duration on an average F1-score of 81.54%. An example of the text
annotation result is provided in Fig. 2.

Since our NER component is based on the component code of the
SpaCy NLP pipeline, the component can be easily installed by a single
command and included into related clinical text processing research
pipelines in two lines of code.

4. Impact overview

Extracting relevant information such as drugs and medications from
unstructured text data is a highly relevant use case because it enables
other researchers with access to hospital-internal clinical notes to pro-
cess large amounts of German text data in order to study and track
health-related information for further research. In general, unstructured
text processing does not only concern current data collection but in-
cludes processing of historic and legacy text data. Thus, it features
relevance for retrospective study designs and secondary use of health
data.

GERNERMED can provide benefits to the mining of patient records
for the DIFUTURE ProVal-MS study [13] on Multiple Sclerosis in or-
er to extract medication and drug-related information from German
linical notes at the local university hospital. Understanding the drug-
isease interactions in multiple sclerosis can contribute to advance-
ents in treatment decision and outcome. The DIFUTURE research
roject (‘‘use case’’) on Parkinson’s Disease [13] faces similar chal-
enges, yet detection and extraction of medication data through our
ER model can improve the quality of existing study data for statistical
nalysis.

Similarly, our model can be used by fellow researchers for other NLP
ipelines in clinical research. The main impact in this research field is
n automated annotation of non-English clinical documents.

Because the NER model was trained on data derived from pub-
icly available sources instead of highly sensitive internal data from
ospitals, we bypass the legal regulations and restrictions on privacy-
elated health data and are allowed to provide the trained NER model
o the public audience. Due to the open nature of our component, the

software can be further used for a broad variety of situations including
commercial applications within the domain of German clinical NLP,
but also be used for potential statistical model analysis since the model
weights are publicly accessible.

Due to the novelty of our software component, we aim to receive
feedback from upcoming internal as well as external projects and users
to provide an updated iteration of the component as part of future
work.

5. Discussion

The dataset was automatically generated through translation and
alignment, error-inducing translation and alignment estimation are
expected to degrade the quality of the dataset in comparison to man-
ually curated datasets. However, the NER performance scores point
out the capabilities and limits of such automated data synthetization
and therefore, can be also relevant for other researchers from different
domains.

We regard the deep analysis of the dataset and the software compo-
nent as future work. The software can be considered as a baseline for
competing open NLP components that will potentially be published in
upcoming research work.

6. Conclusion

We presented the GERNERMED software component, an open named
entity recognition system for German clinical texts. As a prerequisite for
training such component, we described means to fast and effectively
obtain a language-specific dataset from datasets of foreign languages
for clinical domains.

Applying the method of public datasets allows us to provide the
trained components for public use and make it easily accessible for
interested users without relying on access restrictions. Furthermore,
we supply example code and the performance evaluation script for our
software in order to increase reproducibility in this research area.

Our results also provide other researchers general information on
the effectiveness of building NLP components through machine
translation-based dataset generation as an alternative to time- and
cost-intensive manual dataset acquisition.
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