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Abstract: In this article, we establish a Gaffney type inequality, in ℓW p, -Sobolev spaces, for differential
forms on sub-Riemannian contact manifolds without boundary, having bounded geometry (hence, in
particular, we have in mind noncompact manifolds). Here, ] [∈ ∞p 1, and ℓ = 1, 2 depending on the order
of the differential form we are considering. The proof relies on the structure of the Rumin’s complex of
differential forms in contact manifolds, on a Sobolev-Gaffney inequality proved by Baldi-Franchi in the
setting of the Heisenberg groups and on some geometric properties that can be proved for sub-Riemannian
contact manifolds with bounded geometry.
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1 Introduction

A well-known formulation of Gaffney’s inequality in �3 is the following div-curl type estimate: There exists

a geometric constant >C 0 such that for any vector field
→
F in � �( )W ,1,2 3 3

‖
→

‖ ≤ ‖
→

‖ + ‖
→

‖ + ‖
→

‖F C F F Fcurl div .W L L L1,2 2 2 2

Such an estimate plays a fundamental role in mathematics, for example, in classical continuum and
electromagnetic field theories. In the context of differential forms (by identifying 1-forms with vector fields),
the previous inequality generalizes in �n to the following. If � �( )⋀W ,n h n1,2 is the Sobolev space of differ-
ential forms on �n of degree h and � �( )∈ ⋀α W ,n h n1,2 , then

‖ ‖ ≤ ‖ ‖ + ‖ ‖ + ‖ ‖α C α δα αd ,W L L L1,2 2 2 2 (1)

where d and δ denote, respectively, the differential and codifferential of the de Rham complex in �n.
Gaffney’s inequality is the key estimate for the Hodge decomposition theorem for differential forms and
makes sense also in the more general framework of manifolds. Roughly speaking, the Hodge decomposition
for a ∞C differential form α of degree h says that ( )= + +α β dδ δd γ, where = =dβ δβ 0 (for this problem on
Riemannian manifolds M we refer, e.g., to [37], see also [13]).
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The proof of Gaffney’s inequality for differential forms goes back to Gaffney [20] for manifolds without
boundary, and to Friedrichs [19] and Morrey [33] for manifolds with boundary, where the differential forms
satisfy additional conditions on the boundary (see also [37] and the references therein). The proof of the
above inequality in a compact Riemannian manifold without boundary, replacing the Sobolev space W 1,2

with a more general Sobolev space W p1, , is due to Scott [38] where, as a corollary, a L p-Hodge decomposi-
tion result was obtained. Its counterpart, for compact Riemannian manifolds with boundary, is due to
Iwaniec et al. [26]. The study of the L p-Hodge theory for noncompact Riemannian manifolds was considered
also in [2]. Further contributions presenting various generalizations of Gaffney’s inequality can be found in
the literature. For an exhaustive overview of such Gaffney-type inequalities in the Riemannian setting,
we refer for example to [11].

In this article, we deal with sub-Riemannian contact manifolds, and since by the classical Darboux’
theorem any contact manifold is locally diffeomorphic to the Heisenberg group of corresponding dimension
via a contact map, it is worth mentioning the specific generalization of the Gaffney-Friedrichs inequality
recently proved in Heisenberg groups [17].

By replacing the exterior differential d by a suitable differential dc
M, which acts on differential forms

“adapted” to the contact geometry (the so called Rumin complex, see subsection 1.1), we shall prove a
ℓW p, -Gaffney-type inequality for a complete, noncompact sub-Riemannian contact manifold M without

boundary (here, ℓ = 1 or ℓ = 2 depending on the degree of the differential form we are dealing with). We
shall also assume that M has bounded geometry, which means that, roughly speaking, there exist uniform
bounds on the geometric invariants of the manifold (in the article, we adopt the definition of sub-
Riemannian contact manifold with bounded geometry given in [6]). Manifolds with bounded geometry
generalize the concept of compact manifolds and covering of compact manifolds. Examples of manifolds
with bounded geometry are Lie groups or, more generally, homogeneous spaces. Examples of noncompact
sub-Riemannian contact manifolds with bounded geometry are given in [6] (see, in particular, Remark 4.10
and Section 7 therein).

1.1 Sub-Riemannian contact manifolds

A contact manifold is given by the couple ( )M H, , where M is a smooth odd-dimensional (connected)
manifold of dimension +n2 1 and H is the so-called contact structure on M , that is, H is a smooth
distribution of hyperplanes which is maximally nonintegrable: given θM a smooth 1-form defined on M
such that ( )=H θker M , then θd M restricts to a nondegenerate 2-form on H . Roughly speaking, to be
maximally nonintegrable means that the contact subbundle H is as far as possible from being integrable.
Indeed, in general, for a subbundle defined by a 1-form η to be integrable, it is necessary and sufficient that

( )∧ ≡η ηd 0n (see [31], Section 3.4). Therefore, a measure on a contact manifold ( )M H, can be defined
through the nondegenerate top degree form ( )∧θ θdM M n. There exists, in addition, a unique vector field ξ M

transverse to θker M (the so-called Reeb vector field) such that ( ) =θ ξ 1M M and � = 0ξ M .
Among stratified nilpotent Lie groups, the Heisenberg groups are the simplest example of a group

endowed with a contact structure. We recall that the Heisenberg group �n is the Lie group with stratified
nilpotent Lie algebra h of step 2

h h h{ } { }= … … ⊕ ≔ ⊕X X Y Y Tspan , , , , , span ,n n1 1 1 2

where the only nontrivial commutation rules are [ ] =X Y T,j j , = …j n1, , . We denote by �θ the 1-form on �n

such that h� ( )=θker exp 1 and �( ) =θ T 1. We recall also that �n can be identified with � +n2 1 through the
exponential map. The stratification of the algebra induces a family of dilations δλ in the group via the
exponential map,

h h= =δ λ δ λon , on ,λ λ1
2

2 (2)

which are analogous to the Euclidean homotheties.
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As already stressed earlier, the Heisenberg groups are the local model of all contact manifolds (see [31],
p. 112).

Following Rumin (see [34], p. 288), we can assume that there is a metric gM, which is globally
adapted to the symplectic form θd M . Indeed, there exists an endomorphism J of H such that = −J Id2 ,

( ) ( )= −θ X JY θ JX Yd , d ,M M for all ∈X Y H, , and ( ) >θ X JXd , 0M for all { }∈ ⧹X H 0 . Then, if ∈X Y H, , we
define ( ) ( )≔g X Y θ X JY, d ,H

M . Finally, we extend J to TM by setting =Jξ ξM M and setting ( ) =g X Y,M

( ) ( ) ( )+θ X θ Y θ X JYd ,M M M for all ∈X Y TM, .
The couple ( )M H, equipped with the Riemannian metric gH is called a sub-Riemannian contact mani-

fold, and in the sequel, it will be denoted by ( )M H g, , M , where gM is obtained as mentioned earlier. In any
sub-Riemannian contact manifold ( )M H g, , M , we can define a sub-Riemannian distance dM (see, e.g., [43])
inducing on M the same topology of M as a manifold. In particular, Heisenberg groups�n can be viewed as
sub-Riemannian contact manifolds. If we choose on the contact sub-bundle of �n a left-invariant metric, it
turns out that the associated sub-Riemannian metric is also left-invariant. It is customary to call this
distance in �n a Carnot-Carathéodory distance (note that all left-invariant sub-Riemannian metrics on
Heisenberg groups are bi-Lipschitz equivalent).

A natural setting when dealing with differential forms in Heisenberg groups is provided by Rumin’s
complex �( )E d, c0

• of differential forms in �n (see, e.g., [34]), since de Rham’s complex ( )dΩ ,• in � +n2 1,
endowed with the usual exterior differential d, does not fit the very structure of the group �n. Indeed,
differential forms onh split into two eigenspaces under δλ (see (2)); therefore, de Rham’s complex lacks scale
invariance under the anisotropic dilations δλ, basically since it mixes derivatives along all the layers of the
stratification. Rumin’s substitute for de Rham’s exterior differential is a linear differential operator �dc from

sections of E h
0 to sections of +E h

0
1 ( ≤ ≤ +h n0 2 1) such that �( ) =d 0c

2 .

We note explicitly that Rumin’s differential �dc may be a left-invariant differential operator of order
higher than 1.

Rumin’s construction of the intrinsic complex makes sense for arbitrary contact manifolds ( )M H, (see
[34]). The main features of Rumin’s complex defined on M are the same as those already stated in �n.

Assuming = ⊕
=

+E Eh
n h

0
•

0
2 1

0 endowed with the exterior differential dc
M, we have:

(i) ( ) =d 0c
M 2 ;

(ii) the complex ( )E d, c
M

0
• is homotopically equivalent to de Rham’s complex ( )dΩ ,• ;

(iii) →
+d E E:c

M h h
0 0

1 is a homogeneous differential operator in the horizontal derivatives of order 1 if ≠h n,
whereas →

+d E E:c
M n n

0 0
1 is a homogeneous differential operator in the horizontal derivatives of order 2.

Given ( )M H g, , M , the scalar product on H determines a norm on the line bundle /TM H . Therefore, for

any h, the vector spaces E h
0 are endowed with a scalar product. By using ∧θ θdM M as a volume form, one

obtains L p-norms on spaces of smooth Rumin’s differential forms on M (see Remark 3.4).
We denote by∗ the Hodge duality associated with the inner product in E0

• and the volume form (see also
Section 4), and by δc

M, the formal adjoint in ( )L M E,2
0
• of the operator dc

M; we have ( )= − ∗ ∗δ d1c
M h

c
M on E h

0
(see [34]).

1.2 Bounded geometry

In the sequel, we will assume that M is a noncompact manifold with bounded geometry, without boundary.
But, of course, our approach covers also the case of a compact manifold without boundary.

Definition 1.1. Let �∈k . Let ( )B e, 1 denote the sub-Riemannian unit ball in �n. We say that a complete
smooth sub-Riemannian contact manifold ( )M H g, , M has Ck-bounded geometry if there exist two constants

>r 0 and ( )= >C C M 0M such that, for every ∈x M , if we denote by ( )B x r, the sub-Riemannian ball for
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( )M H g, , M centered at x and of radius r, there exists a contactomorphism (i.e., a diffeomorphism preserving
the contact forms) ( ) →ϕ B e M: , 1x that satisfies
(1) ( ) ( ( ))⊂B x r ϕ B e, , 1x .

(2) ϕx is CM-bi-Lipschitz.
(3) Coordinate changes ∘

−ϕ ϕy x
1 and their derivatives up to order k with respect to unit left-invariant

horizontal vector fields are bounded by CM .

Examples of noncompact sub-Riemannian contact manifolds with bounded geometry are given in [6]
(see, in particular, Remark 4.10 therein and Section 7).

The formulation of a Gaffney-type inequality in this setting requires different statements, depending on

the degree of the differential forms we are considering. Indeed, the fact that the operator dc
M has order 1 or 2,

depending on the degree of the form on which it acts, will be a major issue in the proofs of our results and
will change the class of Sobolev spaces in our inequalities.

To introduce the notion of Sobolev space in M , we will make use of the analogous notion in Heisenberg
groups �n. This notion is associated with the stratification of their algebra and nowadays is quite classical:
we refer, e.g., to Section 4 of [14] and Section 2.1.1 of this article Roughly speaking, if �ℓ ∈ and ≥p 1, the
Sobolev space �( )ℓW p n, (the so-called Folland-Stein Sobolev space) can be defined as follows. Fix an
orthonormal basis { }= … +W i n, 1, ,2 1i of h such that h∈Wi 1 for = …i n1, , 2 and h∈+W n2 1 2. We call homo-
geneous order of a monomial in { }Wi its degree of homogeneity with respect to the group dilations δλ, >λ 0.
We say that a differential form on�n belongs to �( )ℓW p n, if all its derivatives of homogeneous order≤ℓ along
{ }Wi belong to �( )L p n . Using Ck-bounded charts, this notion extends to Ck-bounded geometry sub-Rieman-
nian contact manifolds M (we refer to Section 3 for precise definitions).

Our main result reads as follows.

Theorem 1.2. Let ( )M H g, , M be a complete, smooth contact manifold with Ck-bounded geometry ( ≥k 3),
without boundary. We have:

(i) if ≤ ≤h n1 2 , and < < ∞p1 , then there exists >C 0 such that for all ( )∈α W M E,p h1,
0 with ≠ +h n n, 1

( )( ) ( ) ( ) ( )‖ ‖ ≤ ‖ ‖ + ‖ ‖ + ‖ ‖+ −α C d α δ α α .W M E c
M

L M E c
M

L M E L M E, , , ,p h p h p h p h1,
0 0

1
0

1
0

Moreover,

(ii) if =h n, and < < ∞p1 , then there exists >C 0 such that for all ( )∈α W M E,p n2,
0

( )( ) ( ) ( ) ( )‖ ‖ ≤ ‖ ‖ + ‖ ‖ + ‖ ‖+α C d α d δ α α .W M E c
M

L M E c
M

c
M

L M E L M E, , , ,p n p n p n p n2,
0 0

1
0 0

On the other hand,

(iii) if = +h n 1, and < < ∞p1 , then there exists >C 0 such that for all ( )∈α W M E,p n2,
0

( )( ) ( ) ( ) ( )‖ ‖ ≤ ‖ ‖ + ‖ ‖ + ‖ ‖+ + +α C δ d α δ α α .W M E c
M

c
M

L M E c
M

L M E L M E, , , ,p n p n p n p n2,
0

1
0

1
0 0

1

This article is organized as follows. Section 2 contains some definitions and properties of Heisenberg
groups and a very short review of Rumin’s complex. Section 3 contains a precise definition of manifold with
bounded geometry and the definition of its associated Sobolev spaces. Section 3 also contains a fine result
concerning the existence of a map that associates an orthonormal symplectic basis of θker M with the
canonical orthonormal symplectic basis of �θKer e , where �θe denotes the form �θ evaluated at the point

�∈e n. It should be noted that throughout the article, we will use both symbols αp and ( )α p to indicate
when the form α is evaluated at the point p. In our setting, if � →ψ M: n is a contact diffeomorphism, we

have �
=

♯ ♯ψ d d ψc
M

c , where ♯ψ is the pullback of the map ψ. This is not the case when we replace the
differential with the codifferential; in Section 4, we show that if M has bounded geometry we can locally

control the difference �
−

♯ ♯ψ δ δ ψc
M

c with constants depending only on the geometry of M . In Section 5, we
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prove at first a local Gaffney inequality, and then we pass from the local case to the global one using an ad
hoc covering for M with balls of suitably small radius obtained in Section 3.

We now list a few difficulties we have to deal with in this note. To prove the Gaffney inequality on M , we
pass from the corresponding result for the “flat”model �n proved in [4]. A delicate point is to show that we
can replace the contactomorphism ϕx appearing in Definition 1.1 with another contactomorphism ψx, which

“sends” an orthonormal symplectic basis of θker x
M into the canonical orthonormal symplectic basis of

�θker e and that still depends only on the bounded geometric constants and not on the point x. This is

accomplished in Theorem 3.10, and it is a convenient step if we want to write the difference �
−

♯ ♯ψ δ δ ψc
M

c in

local coordinates. Another subtle issue comes from the fact that the order of the differentials dc
M and �dc can

be one or two depending on the degree of the form, and this problem is reflected in several proofs (e.g., in
Section 4, when we estimate �

−
♯ ♯ψ δ δ ψc

M
c , or in Theorem 5.4 when we have to estimate the commutators

between differentials and functions).

2 Basic properties of Rumin’s complex E d, c0
•( ) on Heisenberg

groups and on general contact manifolds

2.1 Heisenberg groups

We denote by �n the ( +n2 1)-dimensional Heisenberg group, identified with � +n2 1 through exponential
coordinates. A point �∈p n is denoted by ( )=p x y t, , , with both �∈x y, n and �∈t . If we consider two
points in �n, ( )=p x y t, , and ( )=q x y t˜, ˜, ˜ , the (noncommutative) group operation is denoted by

( ( ))⋅ ≔ + + + + ∑ −
=

p q x x y y t t x y yx˜, ˜, ˜ ˜ ˜j
n

j j j j
1
2 1 . In this system of coordinates, the unit element of �n, which

will be denote by e, is the zero of the vector space � +n2 1, and = −
−p p1 .

For any �∈q n, the (left) translation � �→τ :q
n n is defined as follows:

↦ ≔ ⋅p τ p q p.q

The Lebesgue measure in � +n2 1 is a Haar measure in �n.
For a general review on Heisenberg groups and their properties, we refer to [24,39,42]. We limit

ourselves to fix some notation, following [6].
First, we notice that Heisenberg groups are smooth manifolds (and therefore are Lie groups). In

particular, the pullback of differential forms is well defined as follows (see, e.g., [21], Proposition 1.106).

Definition 2.1. If � and � are open subsets of �n, and � �→f : is a diffeomorphism, then for any
differential form α of degree h, we denote by ♯f α the pullback form in � defined by

( )( )( ) ( ( ))( ( ) ( ) )… ≔ …
♯f α p v v α f p df p v df p v, , , ,h h1 1

for any h-tuple ( )…v v, , h1 of tangent vectors at p.

The Heisenberg group �n can be endowed with the homogeneous norm (known as Korányi norm)

( ) ((∣ ∣ ∣ ∣ ) )= + +
/p x y tϱ 16 ,2 2 2 2 1 4

and we define the gauge distance (a true distance, see [39], p. 638) as follows:

( ) ( )≔ ⋅
−d p q p q, ϱ .1 (3)

The metric d behaves well with respect to left-translations, that is,

( ) ( )′ = ′d τ p τ p d p p, , ,q q

for all �′ ∈q p p, , n. Finally, the balls for the metric d are the so-called Korányi balls
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�( ) { ( ) }≔ ∈ <B p r q d p q r, ; , .n (4)

We denote by h the Lie algebra of the left-invariant vector fields of �n. The standard basis of h is given,
for = …i n1, , , by

≔ ∂ − ∂ ≔ ∂ + ∂ ≔ ∂X y Y x T1
2

, 1
2

, .i x i t i y i t ti i

The only nontrivial bracket relations are [ ] =X Y T,j j , for = …j n1, , . The horizontal subspace h1 is the sub-
space of h spanned by …X X, , n1 and …Y Y, , n1 . Coherently, from now on, we refer to … …X X Y Y, , , , ,n n1 1

(identified with first-order differential operators) as the horizontal derivatives. Denoting by h2 the linear
span of T , the two-step stratification of h is expressed by

h h h= ⊕ .1 2

The stratification of the Lie algebrah induces a family of nonisotropic dilations { }δλ , >λ 0, in �n so that
for any �( )= ∈p x y t, , n,

( ) ( )=δ p λx λy λ t, , .λ
2 (5)

Notice that the gauge norm is positively δλ-homogenous (i.e., ( ( ) ( )) ( )′ = ′d δ p λ p λd p p, ,λ for all
�′ ∈q p p, , n and >λ 0) so that the Lebesgue measure of the ball ( )B x r, is +r n2 2 up to a geometric constant

(the Lebesgue measure of ( )B e, 1 ). Thus, the homogeneous dimension of �n with respect to δλ, >λ 0, equals

≔ +Q n2 2.

It is well known that the topological dimension of�n is +n2 1, since as a smooth manifold it coincides with
� +n2 1, whereas the Hausdorff dimension of �( )d,n is Q.

The vector spaceh can be endowed with an inner product, indicated by⟨⋅ ⋅⟩, , making …X X, , n1 , …Y Y, , n1
and T orthonormal.

Throughout this article, we write also

� � �
≔ ≔ ≔ = …+ +W X W Y W T i n, , , for 1, , .i i i n i n2 1 (6)

As in [15], we also adopt the following multi-index notation for higher-order derivatives. If ( )= … +I i i, , n1 2 1

is a multi-index, we set

� � � �( ) ( ) ( )= ⋯ +
+W W W W .I i

n
i

n
i,

1 2 2 1n n1 2 2 1 (7)

By the Poincaré-Birkhoff-Witt theorem, the differential operators �W I, form a basis for the algebra of left
invariant differential operators in �n. Furthermore, we set

∣ ∣ ≔ + ⋯+ + +I i i in n1 2 2 1

to denote the order of the differential operator �W I, , and

( ) ≔ + ⋯+ + +d I i i i2n n1 2 2 1

to denote its degree of homogeneity with respect to group dilations.

2.1.1 Sobolev spaces in n�

Let �⊂U n be an open set. We shall use the following classical notation: �( )U is the space of all smooth
function onU , and �( )U is the space of all compactly supported smooth functions onU , endowed with the
standard topologies (see, e.g., [40]).

We recall the notion of (integer order) Folland-Stein Sobolev space (for a general presentation, see, e.g.,
[14] and [15]).
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Definition 2.2. If �⊂U n is an open set, ≤ ≤ ∞p1 and �∈k , then the space ( )W Uk p, is the space of all
( )∈u L Up such that, with the notation (7),

� ( ) ( )∈ - ≤W u L U I d I kfor all multi indices with ,I p,

endowed with the natural norm

�
( )

( )

( )∑‖ ‖ ≔ ‖ ‖

≤

u W u .W U
d I k

I
L U

,k p p,

Folland-Stein Sobolev spaces enjoy the following properties akin to those of the usual Euclidean
Sobolev spaces (see [14], and e.g., [18]).

Theorem 2.3. If �⊂U n, ≤ ≤ ∞p1 , and �∈k , then we have:
(i) ( )W Uk p, is a Banach space.

In addition, if < ∞p , we have:

(ii) �( ) ( )∩W U Uk p, is dense in ( )W Uk p, ;

(iii) if �=U n, then ��( )n is dense in �( )Wk p n, ;

(iv) if < < ∞p1 , then ( )W Uk p, is reflexive.

Definition 2.4. If �⊂U n is open and if ≤ < ∞p1 , we denote by W̊ k p,
the completion of �( )U in ( )W Uk p, .

Remark 2.5. If �⊂U n is bounded, by (iterated) Poincaré inequality (see, e.g., [27]), it follows that the
norms

�
( )

( )

( )∑‖ ‖ ‖ ‖

=

u W uandW U
d I k

I
L U

,k p p,

are equivalent on W̊ k p,
when ≤ < ∞p1 .

We recall the following inequality (see, e.g., [37], Lemma 1.5.3 for a proof):

Lemma 2.6. (Ehrling’s inequality). Let� � �, ,1 2 3 be Banach spaces. Let � �→A : 1 2 be a compact map and
� �↪1 3 be a continuous embedding. Then for any >ε 0, there exists a constant ( )=c c ε such that

�� � �‖ ‖ ≤ ‖ ‖ + ‖ ‖ ∀ ∈Ax ε x c x x .12 1 3

Remark 2.7. Let ( )B e, 1 be the Korányi ball in �n. We want to show that taking � ( ( ))= W B e, 1p
1

2, ,
� ( ( ))= W B e, 1p

2
1, and � ( ( ))= L B e, 1p

3 , we can apply the previous lemma in our content. We stress that
imbedding theorems in Heisenberg groups (or in more general Carnot groups) are not trivial at all. Indeed,
they require suitable condition on the domain and involve Poincaré inequalities and extensions results. In
our setting, the crucial step we need to prove is that the inclusion ( ( )) ( ( ))↪W B e W B e, 1 , 1p p2, 1, is compact.
Indeed, it is shown in [32] that ( )B e, 1 is a ( )ε δ, domain, and hence, we have the compact embedding

( ( )) ( ( ))↪W B e L B e, 1 , 1p p1, by Theorem 1.27 in [22] (see also [16,25,28–30]). By Poincaré inequality, we have
also that the imbedding ( ( )) ( ( ))↪W B e W B e, 2 , 2p p

0
2, 1, is compact. The delicate part, in order to pass from

spaces of order one to spaces of order two, that we show below, is to obtain the extension from ( ( ))W B e, 1p2,

to ( ( ))W B e, 2p
0
2, and hence to have that ( ( )) ( ( ))↪W B e W B e, 1 , 1p p2, 1, is compact.
To this aim let { }uk be a bounded sequence in ( ( ))W B e, 1p2, . By [30], Theorem B, there exists an exten-

sion operator Λ so that uΛ k is bounded in �( )W p n2, . Let ψ be a smooth cut-off function such that ≡ψ 1 in

( )B e, 1 and with support ( )⊆ψ B esupp , 2 . Hence, the sequence { }ψ uΛ k is bounded in ( ( ))W B e, 2p
0
2, . There-

fore, up a subsequence, →ψ u uΛ k in ( ( ))W B e, 2p1, , as → ∞k . Hence,

( ) ( )
= →∣ ∣ψ u u uΛ k kB e B e,1 ,1
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in ( ( ))W B e, 1p1, . In conclusion, ( ( )) ( ( )) ( ( ))↪ ↪W B e W B e L B e, 1 , 1 , 1p p p2, 1, , and all the inclusions are com-
pact. Hence, by Ehrling’s inequality, if ( ( ))∈v W B e, 1p2, for any >ε 0, there exists a constant ( )c ε such that

( )( ( )) ( ( )) ( ( ))‖ ‖ ≤ ‖ ‖ + ‖ ‖v ε v c ε v .W B e W B e L B e,1 ,1 ,1p p p1, 2,

2.2 Multilinear algebra and Rumin’s complex in Heisenberg groups

The dual space of h is denoted by h⋀
1 . The basis of h⋀

1 , dual to the basis { }…X Y T, , ,n1 , is the family of
covectors �{ }… …x x y y θd , ,d , d , ,d ,n n1 1 , where

� ( )∑≔ − −

=

θ t x y y xd 1
2

d d
j

n

j j j j
1

is called the contact form in �n.
We indicate again by ⟨⋅ ⋅⟩, the inner product in h⋀

1 that makes �( )…x y θd , ,d ,n1 an orthonormal basis.
Coherently with the previous notation (6), we set

� � � �
≔ ≔ ≔ = …+ +ω x ω y ω θ i nd , d , , for 1, , .i i i n i n2 1

The volume ( )+n2 1 -form � �
∧ ⋯ ∧ +ω ω n1 2 1 will be also written as Vd .

We denote by h h �⋀ ≔ ⋀ =0
0 and, for ≤ ≤ +h n1 2 1, we can define

h

h

� �

� �

{ }

{ }

⋀ ≔ ∧ ⋯ ∧ ≤ < ⋯< ≤ +

⋀ ≔ ∧ ⋯ ∧ ≤ < ⋯< ≤ +

W W i i n

ω ω i i n

span : 1 2 1 ,

span : 1 2 1 .

h i i h

h
i i h

1

1

h

h

1

1

In the sequel, we shall denote by Θh the basis of h⋀
h defined by

� �
{ }≔ ∧ ⋯ ∧ ≤ < ⋯< ≤ +ω ω i i nΘ : 1 2 1 .h

i i h1h1

The inner product⟨⋅ ⋅⟩, on h⋀
1 yields naturally an inner product⟨⋅ ⋅⟩, on h⋀

h makingΘh an orthonormal basis.
If ≤ ≤ +h n1 2 1, the Hodge isomorphisms

h h h h∗ ⋀ ↔ ⋀ ∗ ⋀ ↔ ⋀+ −
+ −: and : ,h n h

h n h
2 1

2 1

are defined by setting

h

h

� �

� �

∧ ∗ = ⟨ ⟩ ∧ ⋯ ∧ ∀ ∈ ⋀

∧ ∗ = ⟨ ⟩ ∧ ⋯ ∧ ∀ ∈ ⋀

+

+

v w v w W W v w
φ ψ φ ψ ω ω v w

, , ,
, , .

n h

n
h

1 2 1

1 2 1

If h∈ ⋀v h , we define its dual h∈ ⋀
♮v h by the identity ∣⟨ ⟩ ≔ ⟨ ⟩

♮v w v w, , and analogously we define

h∈ ⋀
♮φ h for h∈ ⋀φ h .

Throughout this article, the elements of h⋀
h are identified with left invariant differential forms of degree

h on �n.

Definition 2.8. A h-form α on �n is said left invariant if

�= ∈
♯τ α α qfor any .q

n

Here, ♯τ αq denotes the pull-back of α through the left translation τq.

The same construction given earlier can be performed starting from the vector subspace h h⊂1 ,
obtaining horizontal h-covectors and horizontal h-vectors

h

h

� �

� �

{ }

{ }

⋀ ≔ ∧ ⋯ ∧ ≤ < ⋯< ≤

⋀ ≔ ∧ ⋯ ∧ ≤ < ⋯< ≤

W W i i n

ω ω i i n

span : 1 2 ,

span : 1 2 .

h i i h

h
i i h

1 1

1 1

h

h

1

1
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Moreover,

h≔ ∩ ⋀Θ Θh h h
0 1

provides an orthonormal basis of h⋀
h

1.
The symplectic 2-form h�

∈ ⋀θd 2
1 is defined by

� � �
∑= − ∧

=

+θ ω ωd .
i

n

i i n
1

Keeping in mind that the Lie algebra h can be identified with the tangent space to �n at =x e (see, e.g.,
[21], Proposition 1.72), starting from h⋀

h we can define by left translation a fiber bundle over �n, which is

still denoted by h⋀
h . We can think of h-forms as sections of h⋀

h . We denote by Ωh the vector space of all
smooth h-forms. In addition, the symplectic 2-form �

− θd induces on h1 a symplectic structure. Notice that
� �{ }…W W, , n1 2 is a symplectic basis of �θker .

2.2.1 Rumin’s complex

Unfortunately, when dealing with differential forms in �n, the de Rham complex lacks scale invariance
under anisotropic dilations (see (2)). Thus, a substitute for de Rham’s complex, which recovers scale
invariance under δλ, has been defined by Rumin, [34].

Here, we give only a short introduction to Rumin’s complex. For a more detailed presentation, we refer
to Rumin’s papers [36] or to the presentation in [7].

Let h h⋀ → ⋀
+L : h h 2 be the Lefschetz operator defined by

�
= ∧Lξ θ ξd . (8)

Then the spaces h⊂ ⋀E0
• • can be defined explicitly as follows.

Theorem 2.9. (See [34,35]). We have:
(i) h= ⋀E0

1 1
1;

(ii) if ≤ ≤h n2 , then h h �( )= ⋀ ∩ ⋀ ∧
− ⊥E θdh h h

0 1
2

1 (i.e., E h
0 is the space of the so-called primitive covectors

of h⋀
h

1);
(iii) if < ≤ +n h n2 1, then

h� � �{ }= = ∧ ∈ ⋀ ∧ = = ∧
−E α β θ β β θ θ L, , d 0 ker ;h h

0
1

1

(iv) if < ≤h n1 , then ( ) ( )= −
−

Edim h n
h

n
h0

2 2
2 ;

(v) if ∗ denotes the Hodge duality associated with the inner product in h⋀
• and the volume form,

then ∗ =
+ −E Eh n h

0 0
2 1 .

For = … +h n0, , 2 1, the space of Rumin h-forms is the space of smooth sections of a left-invariant
subbundle of h⋀

h , which we still denote by E h
0 . Hence, it inherits the inner product and the norm of h⋀

h .

The core of Rumin’s theory consists in the construction of a suitable “exterior differential” �
→

+d E E:c
h h
0 0

1

making �
� ( )≔ E d, c0 0

• a complex homotopic to the de Rham complex (i.e., � �
∘ =d d 0c c ).

More precisely, the exterior differential �
→

+d E E:c
h h
0 0

1 is a left-invariant, homogeneous operator with
respect to group dilations. It is a first-order homogeneous operator in the horizontal derivatives in degree
≠n, whereas it is a second-order homogeneous horizontal operator in degree n. There exists a left invariant

orthonormal basis of E h
0 . This basis is explicitly constructed by induction in [3]. Explicit computations of the

classes E h
0 and of the differential �

→
+d E E:c

h h
0 0

1 in �1 and � 2 are given in [4] (see Examples 3.11 and 3.12
therein).
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The next remarkable property of Rumin’s complex is its invariance under contact transformations.

Proposition 2.10. If we write a form �
= ∑α α ξI I I in coordinates with respect to a left invariant basis �{ }ξI I of

E h
0 , we have

�( )∑= ∘
♯τ α α τ ξq

I
I q I (9)

for all �∈q n. In addition, for >t 0,
�( )∑= ∘ ≤ ≤

♯δ α t α δ ξ if h n, 1t
h

I
I t I (10)

and

�( )∑= ∘ + ≤ ≤ +
♯ +δ α t α δ ξ if n h n, 1 2 1.t

h

I
I t I

1 (11)

We fix the notation for vector-valued function spaces (for the scalar case, we refer to Section 2.1.1).

Definition 2.11. If �⊂U n is an open set, ≤ ≤ +h n0 2 1, ≤ ≤ ∞p1 and ≥m 0, we denote by h( )⋀L U,p h ,

h�( )⋀U, h , h�( )⋀U, h , h( )⋀W U,m p h, and by h( )⋀W U˚ ,m p h,
the space of all sections of h⋀

h such that their
components with respect to a given left invariant frame belong to the corresponding scalar spaces.

The spaces ( )L U E,p h
0 , �( )U E, h

0 , �( )U E, h
0 , ( )W U E,m p h,

0 and ( )W U E˚ ,m p h,
0 are defined in the same way.

Clearly, all these definitions are independent of the choice of frame.

In addition, Sobolev spaces of differential forms are invariant with respect to the pullback operator
associated with contact diffeomorphisms (see [6], Lemma 4.8).

Proposition 2.12. Denote by �δc the formal adjoint of �dc in �( )L E,n h2
0 . Then � �( )= − ∗ ∗δ d1c

h
c on E h

0 .

We remind the reader that �δc can be written in coordinates as a left-invariant homogeneous differential
operator in the horizontal variables, of order 1 if ≠ +h n 1 and of order 2 if = +h n 1 (see Examples 3.11 and
3.12 [4] for explicit expressions of the codifferential).

When �dc is second-order (i.e., when �dc acts on forms of degree n), the complex �( )E d, c0
• stops behaving

like a differential module. This is the source of many complications. In particular, the classical Leibniz
formula for the de Rham complex ( )∧ = ∧ ± ∧d α β α β α dβd in general fails to hold (see [8], Proposition
A.7). This causes several technical difficulties when we want to localize our estimates by means of cut-off
functions.

If ζ is a smooth real function and �( )∈α L E,n h
loc
1

0 we write � � �( ) [ ]= +d ζα ζd α d ζ α,c c c . The proof of the
following Leibniz-type formula can be found in [5] (see Lemma 4.1) and basically is due to the fact that the

exterior differential �dc on E h
0 can be written in coordinates as a left-invariant homogeneous differential

operator in the horizontal variables, of order 1 if ≠h n and of order 2 if =h n (analogously, the codifferential
�δc can be written in coordinates as a left-invariant homogeneous differential operator in the horizontal

variables, of order 1 if ≠ +h n 1 and of order 2 if = +h n 1).

Lemma 2.13. If ζ is a smooth real function, then the following formulae hold:

(i) if ≠h n, then on E h
0 we have

�[ ] ( )=d ζ P Wζ, ,c
h
0

where ( ) →
+P Wζ E E:h h h

0 0 0
1 is a linear homogeneous differential operator of order 0 with coefficients

depending only on the horizontal derivatives of ζ . If ≠ +h n 1, an analogous statement holds if we replace
�dc in degree h with �δc in degree +h 1;
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(ii) if =h n, then on E n
0 we have

�[ ] ( ) ( )= +d ζ P Wζ P W ζ, ,c
n n
1 0

2

where ( ) →
+P Wζ E E:n n n

1 0 0
1 is a linear homogeneous differential operator of order 1 (and therefore

horizontal) with coefficients depending only on the horizontal derivatives of ζ , and where

( ) →
+P W ζ E E:h n n

0
2

0 0
1 is a linear homogeneous differential operator in the horizontal derivatives of order

0 with coefficients depending only on the second-order horizontal derivatives of ζ . If = +h n 1, an

analogous statement holds if we replace �dc in degree n with �δc in degree +n 1.
(iii) if ≠ +h n 1, then

� �[ ] ( ) ( )= +d δ ζ P Wζ P W ζ, ,c c
h h
1 0

2

where ( ) →P Wζ E E:h h h
1 0 0 is a linear homogeneous differential operator of order 1 (and therefore hori-

zontal) with coefficients depending only on the horizontal derivatives of ζ , and where ( ) →P W ζ E E:h h h
0

2
0 0

is a linear homogeneous differential operator in the horizontal derivatives of order 0 with coefficients
depending only on the second-order horizontal derivatives of ζ .

(iv) if ≠h n, then
� �[ ] ( ) ( )= +δ d ζ P Wζ P W ζ, ,c c

h h
1 0

2

where ( ) →P Wζ E E:h h h
1 0 0 is a linear homogeneous differential operator of order 1 (and therefore hori-

zontal) with coefficients depending only on the horizontal derivatives of ζ , and where ( ) →P W ζ E E:h h h
0

2
0 0

is a linear homogeneous differential operator in the horizontal derivatives of order 0 with coefficients
depending only on the second-order horizontal derivatives of ζ .

Remark 2.14. On forms of degree >h n, Lemma 2.13 (i) takes the following simpler form. If �( )∈α L E,n h
loc
1

0
with >h n and ��( )∈ψ n , then

� � �( ) ( )= = ∧ + = ∧ +d ψα d ψα ψ α ψ α d ψ α ψd αd dc c c

(in the sense of distributions). This follows from (iii) of Theorem 2.9, since α is a multiple of θ.

2.2.2 Rumin’s complex in contact manifolds

The notion of Rumin’s complex makes sense for arbitrary contact manifolds.
Let us start with the following definition (see [31], Section I-3).

Definition 2.15. If ( )M H,1 1 and ( )M H,2 2 are contact manifolds with =H θkeri
Mi (i.e., θMi are contact forms for

=i 1, 2), � ⊂ M1 1 and � ⊂ M2 2 are open sets and f is a diffeomorphism from �1 onto �2, then f is said a
contact diffeomorphism if there exists a nonvanishing real function τ defined in �1 such that

=
♯f θ τθ .M M2 1

As already pointed out, by the classical Darboux theorem, any contact manifold ( )M H, of dimension
+n2 1 is locally contact diffeomorphic to the Heisenberg group �n. It turns out that Rumin’s intrinsic

complex is invariant under contactomorphisms; hence, it is invariantly defined for general contact mani-
folds ( )M H, . A detailed construction of this complex can be found in [34] (see also [6] Section 3.3 for
details). Alternative contact invariant definitions of Rumin’s complex can be found in [9] and [10].

In this article, we do not enter into the details of Rumin’s construction. Instead, we just recall the basic
properties enjoyed by the complex, exactly analogous to the ones in �n:

(i) ∘ =d d 0c
M

c
M ;

(ii) the complex � ( )≔ E d, c
M

0 0
• is homotopically equivalent to the de Rham complex ( )dΩ ,• ;
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(iii) →
+d E E:c

M h h
0 0

1 is a differential operator of order 1 if ≠h n, whereas →
+d E E:c

M n n
0 0

1 is a differential
operator of order 2.

For later purposes, we recall the following statement, proved in [6] (see Proposition 2.14), which
expresses the fact that Rumin’s complex is invariant under contactomorphisms.

Proposition 2.16. If ϕ is a contactomorphism from an open set �� ⊂
n to M , and we denote by � the open

set � �( )≔ ϕ , the pullback operator ♯ϕ satisfies:
(i) � �( ) ( )=

♯ϕ E E0
•

0
• ;

(ii) �
=

♯ ♯d ϕ ϕ dc c
M .

3 Sobolev spaces on contact sub-Riemannian manifolds with
bounded geometry

There are several possibilities for defining and investigating Sobolev spaces over complete Riemannian
manifolds. Here, we define Sobolev spaces (involving a positive number of derivatives) on contact sub-
Riemannianmanifolds with bounded geometry, following the approach already used in [6] (see [41] or [12]).

We make more precise the definition of contact manifold of bounded geometry already given in
Definition 1.1.

Definition 3.1. Let k be a positive integer and let ( )B e, 1 denote the unit sub-Riemannian ball in �n. We say
that a sub-Riemannian contact manifold ( )M H g, , M has bounded Ck-geometry if there exist constants

>r C, 0M such that, for every ∈x M , there exists a contactomorphism (i.e., a diffeomorphism preserving
the contact forms) ( ) →ϕ B e M: , 1x that satisfies,
(1) ( ) ( ( ))⊂B x r ϕ B e, , 1x ;

(2) ϕx is CM-bi-Lipschitz, i.e.,

( ) ( ( ) ( )) ( ) ( )≤ ≤ ∈
C

d p q d ϕ p ϕ q C d p q p q B e1 , , , for all , , 1 ;
M

M x x M (12)

(3) coordinate changes ∘
−ϕ ϕy x

1 and their first k derivatives with respect to unit left-invariant horizontal
vector fields are bounded by CM .

We recall the following covering lemma and definition from [6].

Lemma 3.2. (See [6], Lemma 4.11). Let ( )M H g, , M be a Ck-bounded geometry sub-Riemannian contact
manifold, where k is a positive integer. Then there exists >ρ 0 (depending only on the radius r of
Definition 3.1) and an at most countable covering { ( )}B x ρ,j of M such that:
(i) each ball ( )B x ρ,j is contained in the image of one of the contact charts of Definition 3.1;

(ii) ( ) ( )∩ = ∅B x ρ B x ρ, ,j i
1
5

1
5 if ≠i j;

(iii) the covering is uniformly locally finite. Even more, there exists �( )= ∈N N M such that for each ball
( )B x ρ,

�{ ( ) ( ) }# ∈ ∩ ≠ ∅ ≤k such that B x ρ B x ρ N, , .k

In addition, if ( ) ( )∩ ≠ ∅B x ρ B x ρ, ,k , then ( ) ( )⊂B x ρ B x r, ,k ; see Definition 3.1.

We are in position to define Sobolev spaces on M on bounded geometry contact sub-Riemannian
manifolds.
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Definition 3.3. Let ( )M H g, , M be a smooth sub-Riemannian contact manifold with Ck-bounded geometry
( �∈k ), and let { }χj be a partition of the unity subordinated to the atlas � ( ){ }≔ B x ρ ϕ, ,j xj

of Lemma 3.2. We

stress explicitly that ( ) ( )⊂
−ϕ χ B esupp , 1x j

1
j

. If α is a Rumin’s differential form on M , we say that

�
( )∈

ℓα W M E,p,
0
• for ℓ = … −k0, 1, , 1, and ≥p 1, if

� �( ) ( )∈ ∈
♯ ℓϕ χ α W E j, forx j

p n,
0
•

j

(notice that ( )♯ϕ χ αx jj
is compactly supported in ( )B e, 1 and therefore can be continued by zero on the whole

�n). Then, we set

��

⎛

⎝
⎜

( )
⎞

⎠
⎟( ) ( )

∑‖ ‖ ≔ ‖ ‖
♯

/

ℓ
ℓα ϕ χ α .W M E

j
x j W E

p
p

, ,

1

p
j

p n,
0
• ,

0
• (13)

A different uniform covering and other choices of controlled charts lead to an equivalent norm. The
definition of the Sobolev spaces

�
( )ℓW M E,p,

0
• , indeed, does not depend on the atlas � , as shown in [6],

Proposition 4.13. Therefore, from now on, we drop the index � from the notation of Sobolev norms and we
shall write simply ( )ℓW M E, .p,

0
•

Remark 3.4. Setting ℓ = 0 in (13), we found that the norm in ( )W M E,p0,
0
• is equivalent to the norm ( )L M E,p

0
•

associated with the volume form ( )≔ ∧μ θ θdM M n defined in the introduction.

Proof. Let us denote the norm in ( )W M E,p0,
0
• by

�
∣∣∣ ∣∣∣

⎛

⎝
⎜

( )
⎞

⎠
⎟( ) ( ) ( )∑≔ ‖ ‖ = ‖ ‖

♯

/

α α ϕ χ α ,L M E W M E
j

x j L E
p

p

, , ,

1

p p
j

p n0
• 0,

0
•

0
•

and by

( )‖ ‖α L M E,μ
p

0
•

the L p-norm associated with μ.
First, since χ αj is compactly supported and

� �( ( ) ) ( ) (( ) ) ( )∧ = ∧ = ∧
♯ ♯ ♯ϕ θ θ ϕ θ ϕ θ θ θd d d ,x

M M n
x

M
x

M n n
j j j

we have
�

( )
( ) ( )

‖ ‖ ≈ ‖ ‖
♯ϕ χ α χ αx j L E

p
j L M E

p
, ,j

p n
μ
p

0
•

0
• . Hence,

�
∣∣∣ ∣∣∣

⎛

⎝
⎜

( )
⎞

⎠
⎟

⎛

⎝
⎜

⎞

⎠
⎟( ) ( ) ( )∑ ∑= ‖ ‖ ≈ ‖ ‖

♯

/ /

α ϕ χ α χ α .L M E
j

x j L E
p

p

j
j L M E

p
p

, ,

1

,

1

p
j

p n
μ
p0

•
0
•

0
•

We are left to show that

⎛

⎝
⎜

⎞

⎠
⎟( ) ( )∑‖ ‖ ≈ ‖ ‖

/

χ α α .
j

j L M E
p

p

L M E,

1

,
μ
p μ

p
0
• 0

•

To this aim, note that since { }χj is a partition of unity ∣ ∣ ≤χ 1j , ∣ ∣ ∣ ∣∑ ≤ ∑ ≤χ χ 1j j
p

j j and therefore

∣ ∣ ∣ ∣ ∣ ∣ ∣ ∣
( )∫ ∫ ∫∑ ∑ ∑= = ≤ ‖ ‖χ α μ χ α μ χ α αd d .

j M

j
p

M j
j

p

M j
j

p p
L M E
p

,μ
p

0
•

On the other hand, since = ∑α χ αj j ,

∣ ∣ ∣ ∣
( ) ( ) ∫∑ ∑‖ ‖ ≤ ‖ ‖ =α χ α χ α μd .L M E

p

j
j L M E

p

M j
j

p p
, ,μ

p
μ
p

0
•

0
•
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Now, for any ∈x M , ( )∑ χ xj j is a finite sum with a number of terms less than or equal to N (see (iii) in Lemma
3.2), and hence, there exists a constant cN so that ∣ ∣ ∣ ∣∑ ≤ ∑χ c χj j

p
N j j

p, and in the inequality given earlier, we
obtain

∣ ∣ ∣ ∣
( ) ( )∫∑ ∑‖ ‖ ≤ = ‖ ‖α c χ α μ c χ αd . □L M E

p
N

j M

j
p p

N
j

j L M E
p

, ,μ
p

μ
p

0
•

0
•

Thanks to the previous remark, from now on, we shall denote with the same symbol ( )‖ ⋅ ‖L M E,p
0
• the two

equivalent norms ( )‖ ⋅ ‖L M E,μ
p

0
• and ∣∣∣ ∣∣∣ ( )⋅ L M E,p

0
• .

In the sequel of the article, we will need a covering of M with balls of suitable, fixed radius, which has
the same properties as the covering of the Lemma 3.2. In analogy with what happens in the Riemannian
setting (see, e.g., [41], 7.2.1) we have:

Remark 3.5. If >η 0 is small, then there exists an at most countable covering of M with balls { ( )}ℓB a η, ,
which satisfy the same properties as the covering given in Lemma 3.2. In particular, the covering is uni-
formly locally finite, i.e., there exists �( )= ∈N N η such that any point of M has an open neighborhood of
radius η that is covered by at most ( )N η balls of the covering. Moreover, the functions of the atlas
{ ( ) }ℓ ℓ
B a η ϕ, , , with ( )/ →

ℓ
ϕ B e η C M: , M , satisfy conditions (2) and (3) of Definition 3.1 with constants

depending only on CM but independent of ℓa . In particular, we notice that, if α is supported in
( ( ))/

ℓ
ϕ B e η C, M , then by Definition 3.1, the norms

�( ) ( )‖ ‖ ‖ ‖
ℓ

♯α ϕ αandW M E W E, ,m p m p n,
0
• ,

0
•

are equivalent, with equivalence constants independent of ℓ.

Proof. For any ∈x M , let �( ) ⊂ →ϕ B e M: , 1x
n be a map satisfying the conditions contained in

Theorem 3.10.
Let { ( )}B x ρ,j be a countable locally finite subcovering of { ( ( )) }∈ϕ B e x M, 1 ,x as in Lemma 3.2, and let ϕxj

be the corresponding bounded contact charts from the unit Heisenberg ball, i.e., ( ) ( )→ϕ B e B x ρ: , 1 ,x jj
. We

show now that any ball ( )B x ρ,j has a finite subcover of balls of radii η.
Without loss of generality, we can assume that the ϕxj

are defined on a larger ball ( )B e λ, , where >λ 1 is
fixed and they still satisfy conditions (2) and (3) of Definition 3.1.

Let >η 0. We can cover the ball ( )B e, 1 by a finite number ( )=k k η of balls of radii η
CM
, that is,

⎜ ⎟( ) ⎛

⎝

⎞

⎠
( )⊂ ⋃ ⊂

=

B e B z η
C

B e λ, 1 , , .
i

k
i

M1
(14)

For any zi as in (14), we define the map ( ) →ϕ B e M: ,x
i η

Cj M
as follows:

( ) ( ) ( )≔ ∘ = ⋅ϕ z ϕ τ z ϕ z z .x
i

x z x ij j i j

Notice that ( ) ( ) ( ( ))= ⋅ ≕ ∈ϕ e ϕ z e a ϕ B e, 1x
i

x i x
i

xj j j j
.

Since the map ϕxj
is a contact map, and we have composed with a translation, the map ϕx

i
j
is a smooth

contact map. Indeed, since ϕxj
is a contact map, we have �

( ) =
♯ϕ θ θx

M
j

, and hence,

� �( ) ( ) ( )= ∘ = ∘ = =
♯ ♯ ♯ ♯ ♯ϕ θ ϕ τ θ τ ϕ θ τ θ θ .x

i M
x z

M
z x

M
zj j i i j i

Moreover, the maps ϕx
i
j
satisfy conditions (2) and (3) of Definition 3.1 with constants depending only on

CM but independent of xj. We can see that (2) still holds for ϕx
i
j
, as a consequence of the left-invariance of the

Korány distance (3). Indeed, for all ( )∈p q B e, , 1 , we have

( ) ( ) ( ) ( ) ( ) ( )( ) ( )= ⋅ ⋅ ≈ ⋅ ⋅ =d ϕ p ϕ q d ϕ z p ϕ z q d z p z q d p q, , , , ,M x
i

x
i

M x i x i i ij j j j (15)
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where the symbol ≈ means that we have used the same constant CM given in (12).
Now, reasoning as in (15), for any ( )= … =i k k η1, , , we have ( )( )( ) ⊃B a η ϕ B e, ,x

i
x
i η

Cj j M
. Hence,

( )

( )⋃

=

B a η,
i

k η
x
i

1
j

is a finite cover of the set ( )B x ρ,j .
Therefore, any ball ( )B x ρ,j of the countable covering { ( )}B x ρ,j of M has a finite subcover of balls of radii

η, and eventually { }( )B a η,x
i
j is an at most countable covering of M uniformly locally finite.

From now on, we shall denote the covering { }( )B a η ϕ, ,x
i

x
i

j j
simply by { ( ) }ℓ ℓ

B a η ϕ, , . By construction, any

point of M has an open neighborhood of radius η that is covered by at most ( )N η balls of the covering. The
number ( )N η satisfies the relation ( ) ( ) ( )≈N η k η N M , where the symbol ≈ means that there are constants
depending only on the geometry of M (i.e., on the CM and r that were introduced in Definition 3.1), and
where ( )N M is the number appearing in Lemma 3.2. Indeed, the constants appearing in (15) are onlyCM and
/C1 M, just like in (12). Moreover, in the proof of Lemma 3.2 (see Lemma 4.11 in [6]), it is explicitly shown that
the constant ( )N M depends on the geometry of the underlying manifold, as ( ) ( )=N M N C r,M . □

Remark 3.6.We notice that, if we use a covering of M with balls of radius η small as mentioned earlier, the
constant cN , which gives the equivalence between the two norms in Remark 3.4, will depend also on η.

3.1 Symplectic basis and orthogonal linear transformations

In the sequel of the article, we need to cover M with atlases that enjoy further properties besides those
contained in Definition 3.1. First, in the next theorem, we observe that we can replace the contacto-
morphism ϕx appearing in Definition 3.1 with another contactomorphism, which “sends” an orthonormal

symplectic basis of θker x
M into the canonical orthonormal symplectic basis of �θker e (see (6)) and still

depending only on the bounded geometric constants and not on the point x. We begin with the following
remark.

Remark 3.7. Given a contact manifold M , for any ∈x M , there exists an orthonormal basis of θker x
M .

Proof. This can be shown by simply considering the endomorphism →J θ θ: ker kerM M, with = −J Id2 . The
metric gM on M was already defined in Subsection 1.1, and it is globally adapted to the symplectic form θd M .
If we follow the steps of the proof of Theorem 2.1.3 in [31], and choose ∈Z θker M

1 to be a unit vector field,
i.e.,

( ) ( )= =g Z Z θ Z JZ1 , d , ,M M
1 1 1 1

then also JZ1 is a unit vector field, as follows:

( ) ( ) ( ) ( ) ( )= = − = − − = =g JZ JZ θ JZ J Z θ J Z JZ θ Z JZ g Z Z, d , d , d , , 1.M M M M M
1 1 1

2
1

2
1 1 1 1 1 1

Notice also that ( ) ( ) ( )= = − =g Z JZ θ Z J Z θ Z Z, d , d , 0M M M
1 1 1

2
1 1 1 , so Z1 and JZ1 are orthonormal.

To extend { }Z JZ,1 1 to an orthonormal basis of θker M, let us consider a unitary vector field
{ }∈ ∩

⊥Z Z JZ θspan , ker M
2 1 1 . Arguing as earlier, ( ) =g Z JZ, 0M

2 2 . To prove that the vectors fields
Z JZ Z JZ, , ,1 1 2 2 are all orthonormal, we are left to show that ( ) =g Z JZ, 0M

1 2 and ( ) =g JZ JZ, 0M
1 2 . Indeed,

( ) ( ) ( ) ( )= = − = − =g Z JZ θ Z J Z θ JZ JZ g JZ Z, d , d , , 0M M M M
1 2 1

2
2 1 2 1 2

by construction, and analogously

( ) ( ) ( ) ( )= = = =g JZ JZ θ JZ J Z θ Z JZ g Z Z, d , d , , 0M M M M
1 2 1

2
2 1 2 1 2
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by construction.
Likewise, one can repeat the same reasoning n times and construct an orthonormal symplectic basis for

θker M. □

From now on, the basis { }… …Z Z JZ JZ, , , , ,n n1 1 will be denoted by

{ }…W W, , ,M
n

M
1 2

and we will refer to it as an orthonormal symplectic basis of θker M.
We recall now the following definition.

Definition 3.8. LetV andW be real vector spaces of dimension N , both endowed with scalar products⟨⋅ ⋅⟩, V

and ⟨⋅ ⋅⟩, W , respectively. We say that the linear map

→T V W:

is an orthogonal linear transformation if, given { }…e e, , N1 an orthonormal basis ofV , then { } { }… = …Te Te ε ε, , , ,N N1 1

is an orthonormal basis ofW .

The following proposition follows easily from a result of [1].

Proposition 3.9. Let ∈a M be a fixed point, and let { }…W W, ,M
n

M
1 2 be an orthonormal symplectic basis of

θker M in a neighbourhood of a. Then there exist ( )= >ε ε a 0, and a smooth family of horizontal curves
[ ] →

ℓγ ε M: 0, , for ℓ = … n1, , 2 , such that
(i) ( ) =

ℓγ a0 ;

(ii) ( ) ( ) ( )′ =
ℓ

ℓγ W a0 M ;

(iii) ( ( ) ) (( ) ( ) ( ) ( ))
( )

∫= ′ ′
ℓ ℓ ℓ /

ℓd γ t a g γ s γ s s, , d ,M
t M

γ s0
1 2 where gM is the metric defined in Subsection 1.1.

Proof. Fix { }ℓ ∈ … n1, ,2 . Following [1], Section 4.3.1, denote by �→
∗H T M: the sub-Riemannian Hamil-

tonian associated with ( )M θ g, ker ,M M , and let [ ] →
∗λ T M: 0, 1 be the normal extremal, i.e., the solution of

( ) ( ( ))′ =
→

λ t H λ t ,

with ( ) ( ( ))= ℓ
♮λ W a0 M (recall that the Hamiltonian vector field

→
H is defined by ( )

→
⋅ = −θ H Hd , dM ) , so that

( ) ( )⟨ ⟩ = ℓλ W a δ0 , .j
M

j

Then the assertion follows from Remark 4.28 and Theorem 4.65 in [1]. □

The main result of this section is the following theorem.

Theorem 3.10. There exist < ′ <r r0 , and < ≤μ0 1 (all depending only on the bounded geometry constants)
such that for any ∈a M, if we denote by { }…W W, ,a

M
n a

M
1, 2 , the orthonormal symplectic basis of θker a

M (and, as in
(6), � �{ }…W W, ,e n e1, 2 , is the orthonormal symplectic basis of �θker e ), and there exists a contact map ψa (that is

�( ) =
♯ψ θ θa

M ),

�( ) ⊂ →ψ B e μ M: ,a
n

satisfying ( ) ( ( ))′ ⊂B a r ψ B e μ, ,a and conditions (2) and (3) given in Definition 3.1 and such that:
(i) ( ) =ψ e aa ;

(ii) �( ) =ψ W Wd a e j e j a
M

, , for = …j n1, , 2 , and �( ) =ψ ξ ξd a e e a
M . In particular, the map

�( ) ( ) ( )→ ↦ψ T T M v ψ vd : , d ,a e e
n

a a e

is an orthogonal linear map.
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Proof. Let ∈a M and let ( ) →ϕ B e M: , 1a be a contactomorphism as in Definition 3.1 satisfying
(1) ( ) ( ( ))⊂B a r ϕ B e, , 1a ;
(2)

( ) ( ( ) ( )) ( ) ( )≤ ≤ ∈
C

d p q d ϕ p ϕ q C d p q p q B e1 , , , for all , , 1 ;
M

M a a M (16)

(3) coordinate changes ∘
−ϕ ϕb a

1 and their first k derivatives with respect to unit left-invariant horizontal
vector fields are bounded by CM .

We can also assume that ( ) =ϕ e aa .
We consider the map

�( ) →ϕ T T Md : .a e e
n

a

The map ( ( )) ( )→
−ϕ ϕ B e B e: , 1 , 1a a

1 defines, by pushforward, the vector fields

{ } { ( ) ( )}… ≔ …
− −W W ϕ W ϕ Wˆ , , ˆ d , d ,n a

M
a n

M
1 2

1
1

1
2

which are a symplectic basis of �θker . Indeed, since ϕa is a contact map, i.e.,

�( ) =
♯ϕ θ θ .a

M

For example, if = +j i n, we have

� �( ) ( ( ) ( ))

( )( ( ) ( ))

( )( ( ) ( ))

∣ ( ) ( ) ( )

=

=

=

= ⟨ ⟩ = =

− −

♯ − −

♯ − −

− −

θ W W θ ϕ W ϕ W

d ϕ θ ϕ W ϕ W

ϕ θ ϕ W ϕ W

θ ϕ ϕ W ϕ ϕ W θ W W δ

d ˆ , ˆ d d , d

d , d

d d , d

d d d , d d d , .

i j a i
M

a j
M

a
M

a i
M

a j
M

a
M

a i
M

a j
M

M
a a i

M
a a j

M M
i
M

j
M

ij

1 1

1 1

1 1

1 1

In particular, ( ( ) ( ))…W e W eˆ , , ˆ n1 2 can be identified with a symplectic basis of � n2 . Hence, if we denote by

{ }…e e, , n1 2 the canonical basis of � n2 , there exists a matrix ( )= ∈A A Sp n˜ ˜ 2ϕa such that

� ( )= = = …AW Ae W e i n˜ ˜ ˆ 1, , 2i e i i,

(we stress that the matrix Ã depends on −ϕd a
1). It is well defined the (Euclidean) linear contact map

� �→L : n n associated with the matrix

⎜ ⎟
⎛

⎝

⎞

⎠
≔

×

×

A Ã 0
0 1

,n

n

2 1

1 2

with � �( )∈
+ +A GL ,n n2 1 2 1 . In particular, A induces an automorphism of the group.

We are now ready to show that there exist < ′ <r r0 and < ≤μ0 1 (depending only on the constant CM

appearing in (16)) and a contact map ψa that satisfies the property of Definition 3.1, with constants
depending only on the bounded geometry, but independent of a.

Claim:We claim that the norm of ( )W eˆi can be bounded from above and below by constants depending

only on the constant CM appearing in Definition 3.1 and not on the point a. We can then write ( )‖ ‖ ≈W eˆ 1i

(independently of the point ∈a M), where the symbol ≈ means that the constants appearing above depend
only on CM .

Let us assume for a while that the claim is true. It follows that also the norm of the matrix Ã is controlled
from below and above by a constants depending only on the constant CM appearing in Definition 3.1,

i.e., / ≤ ‖ ‖ ≤C A C1 ˜M M.

First, we notice that if �( ) ( )= … ≕ ′ ∈+ +p p p p p p, , , ,n n n
n

1 2 2 1 2 1 and ( ) ( ) ( )= ′ = ′+ +L p A p p Ap p, ˜ ,n n2 1 2 1 ,
then ( >C 1M )

( ) (∣ ∣ ) (∣ ∣ ) ( ( ) ) ( )≤ ′ + ≤ ′ + = ≤
− − −

+ +C d p e C A Ap p Ap p d L p e C d p e, ˜ ˜ 16 ˜ 16 , , .M M n n M
4 4 4 1 4

2 1
2 4

2 1
2 4 4 4 (17)
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Therefore, if < ≤μ0 1, we have

( ( )) ( )⊂L B e μ B e, , 1 (18)

if we take ≤ /μ C1 M .
Hence, we can define

( )( )≔ ∘ →∣ψ ϕ L B e μ M: , .a a B e μ,

The map ψa is a contactomorphism and by construction satisfies

�( )=W ψ Wd .j a
M

a e j e, ,

We show now that if ′ <r μ
CM

we have

( ) ( ( ))′ ⊂B a r ψ B e μ, , .a (19)

Indeed, let ( )∈ ′b B a r, . There exists ( )∈p B e, 1 such that ( )=b ϕ pa (if ′ <r r). By (16), if we take ′ <r μ
CM

2 , we
have

( ) ( ( ) ) ( )≤ = <d p e C d ϕ p a C d b a μ
C

, , , ,M M a M M
M

that is, ( )∈p B e, μ
CM

. Since L is a linear isomorphism there exists �∈q n such that ( )=p L q . We show that
( )∈q B e μ, . Indeed, by (17),

( ) ( ( ) ) ( )≤ = < =d q e C d L q e C d p e C μ
C

μ, , , .M M M
M

Hence, ( ) ( )( ) ( ) ( ( ))= = ∘ = ∈b ϕ p ϕ L q ψ q ψ B e μ,a a a a and (19) holds.
We need to show now that if ( )∈p q B e μ, , , then the condition (12) in Definition 3.1 is satisfied, that is,

( ( ) ( )) ( )≈d ψ p ψ q d p q, , ,M a a

where, here, the symbol ≈ means that the constants appearing above depend only on CM . Notice that if
( )∈p q B e μ, , , then ( ) ( ) ( )∈L p L q B e, , 1 , by (18), and

( ( ) ( )) ( ( ( )) ( ( ))) ( ( ) ( ))

( ( ) ( )) ( ( )) ( ( ) )

( )

= ≈

= ⋅ = ⋅ = ⋅
− − −

⏞

d ψ p ψ q d ϕ L p ϕ L q d L p L q
ρ L p L q ρ L p q d L p q e

, , ,
, .

M a a M a a

by 16

1 1 1

As in (17),

( ( ) ) ( )⋅ ≈
−d L p q e d p q, , ,1

hence,

( ( ) ( )) ( )≈d ψ p ψ q d p q, , ,M a a

where, again, the equivalence constants depend only on the constant CM appearing in Definition 3.1 and
hence independent of ∈a M .

We have now to check that the mapψa satisfies also the third requirement of Definition 3.1. Let ∈a b M, ,

and consider the maps = ∘ψ ϕ La a and = ∘ψ ϕ L̂b b constructed as earlier. We recall that the maps L and L̂,
being linear contact maps, preserve horizontal derivatives. Since, by (3) in Definition 3.1, coordinate
changes ∘

−ϕ ϕb a
1 and all their first k derivatives with respect to unit left-invariant horizontal vector fields

are bounded by CM, and it follows that ∘ = ∘ ∘ ∘
− − −ψ ψ L ϕ ϕ Lˆ
b a b a

1 1 1 enjoy the same property.
We are left with the proof of the Claim.

Let …W W, ,M
n

M
1 2 be an orthonormal symplectic basis of θker M in a neighborhood of a. By Proposition

3.9, for any = …j n1, , 2 , there exists a curve ( )γ tj for t small, such that
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( ( ) ) (( ) ( ) ( ) ( ))
( )

∫= ′ ′
/d γ t a g γ s γ s s, , d .M

j

t

M j j
γ s

0

1 2
j

Notice that the basis is orthonormal, hence for any j, (( ) ( ) ( ) ( )) ( )′ ′ = =
/ /g γ γ g W W0 , 0 , 1M j j

a
M

j a
M

j a
M

a
1 2

, ,
1 2 .

Let us take the map ϕa considered at the very beginning of the proof. Hence, again by condition (16), for
≠t 0 small, we have

(( ) ( ) ( ) ( ))
( ( ) ) ( ( ) )

( )
∫ ′ ′ = ≈

/

−

t
g γ s γ s s d γ t a

t
d ϕ γ t e

t
1 , d , ,

,
t

M j j
γ s

M
j

a
j

0

1 2
1

j (20)

where the symbol ≈ means that the constants appearing depend only on CM .

If we set ( ) ( )≔
−σ t ϕ γ tj
a

j1 , then ( ) ( )= =
−σ ϕ γ e0 0j
a

j1 . Since ( )=
−W ϕ Wˆ dj a j

M1 , we have

( ) ( ) ( ) ( ) ( ) ( ) ( )′ = ′ = =
− −σ ϕ γ ϕ W W e0 d 0 d ˆj
a e

j
a e j a

M
j

1 1
, .

The map ϕa is a contact map, then the vector fields Ŵj are horizontal vector fields.

From now on, we argue with a fixed vector field Ŵj. Hence, for the sake of simplicity, we shall drop the

index j writing Ŵ instead of Ŵj and ( )σ t instead of ( )σ tj . Hence, we have

�( ) ( )∑=

=

W p λ p Wˆ
k

n

k k p
1

2

, (21)

and ( ) ( ( ) ( ) ( ))= … +σ t σ t σ t σ t, , ,n n1 2 2 1 satisfies:
• ( ) ( ( ))′ =σ t λ σ tk k if ≤ ≤k n1 2 , and

• ( ) ( ( ) ( ) ( ) ( ))′ = ∑ ′ − ′
+ = + +σ t σ t σ t σ t σ tn k

n
k k n k n k2 1

1
2 1 .

By Taylor’s formula we have, for →t 0:
( ) ( ( )) ( ) ( ) ( )= + = +σ t tλ σ O t tλ e O t0k k k

2 2 if ≤ ≤k n1 2 , and hence also ( ) ( ) ( )′ = +σ t λ e O tk k if ≤ ≤k n1 2 .
Replacing these expressions in ( )′

+σ tn2 1 , we obtain

( ) (( ( ) ( ))( ( ) ( )) ( ( ) ( ))( ( ) ( ))) ( ) ( )∑′ = + + − + + = =+

=

+ +σ t λ e O t tλ e O t λ e O t tλ e O t O t o t1
2

.n
k

n

k k n k n k2 1
1

2 2 2 3

Therefore, for →t 0,

( ) ( ( ( ) ( )) ( ( ) ( )) ( )) ( ( ) ( ) ( ) ( ) ( ))= + … + ⋅ = + … +σ t t λ e o t λ e o t o δ λ e o λ e o o1 , , 1 , 1 1 , , 1 , 1 ,n t n1 2
2

1 2

where δt is the dilation defined in (5). If we take =p e in (21), ( ) ( ( ) ( ) )= …W e λ e λ eˆ , , , 0n1 2 , hence

( ) ( ( ) ( ))= +σ t δ W e oˆ 1 .t

Thus,

( ( ) ) ( ( ))
( ) ( )= = ‖ + ‖ →

d σ t e
t

ρ σ t
t

W e o t, ˆ 1 as 0.j

Therefore, by (20), it holds

( ) ( ) (( ) ( ) ( ) ( )) ( ) ( )
( )

∫‖ + ‖ ≤ ′ ′ ≤ ‖ + ‖
/

C
W e o

t
g γ s γ s C W e o1 ˆ 1 1 , ˆ 1 ,

M
j

t

M j j
γ s M j

0

1 2
j

as →t 0. Passing now to the limit for →t 0, and keeping in mind that ( ( ) ( ))′ ′ =
/g γ γ0 , 0 1M

a
1 2 , we obtain

( ) ( )‖ ‖ ≤ ≤ ‖ ‖
C

W e C W e1 ˆ 1 ˆ ,
M

j M j

and the claim is proved. □
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4 Some results about the lack of commutation between the pull-
back and the co-differential

In this section, we take the map ( ) →ψ B e M: , 1 as in Theorem 3.10.
Let α be a smooth differential form on M and set ≔

♯β ψ α the pullback of α. As already pointed out in

Proposition 2.16, pulling back d αc
M gives �d βc . On the contrary, since δ αc

M involves the Hodge∗-operator, it
turns out that its pullback is not �δ βc , i.e., �

≠
♯ ♯ψ δ δ ψc

M
c . In this section, we shall examine the relation

between ♯ψ δc
M and � ♯δ ψc . Remember that both �δc and δc

M are equal to �
± ∗ ∗dc and ± ∗ ∗dc

M , respectively. In
the sequel, we shall always drop the sign since we are only interested in estimates of norms.

In Definition 4.1 and Proposition 4.2, we recall some preliminary notations and results (see [23],
Section 2.1).

LetV andW be real vector spaces of dimension N , both endowed with scalar products⟨⋅ ⋅⟩, V and⟨⋅ ⋅⟩, W ,
respectively.

If we denote by ∗ the Hodge ∗-operator in V , the following equality holds

∧ ∗ ≔ ⟨ ⟩ ∧ ⋯ ∧u v u v e e, ,V N1

where { }…e e, , N1 is an orthonormal basis of V . The Hodge ∗-operator on W is defined analogously.
To fix our notations, we recall the following definition (see [23], Section 2.1).

Definition 4.1. IfV W, are finite dimensional linear vector spaces and →L V W: is a linear map, we define

⋀ →⋀L V WΛ :h h h

as the linear map given by

( )( ) ( ) ( )∧ ⋯ ∧ = ∧ ⋯ ∧L v v L v L vΛh h h1 1

for any simple h-vector ∧ ⋯ ∧ ∈⋀v v Vh h1 , and

⋀ →⋀L W VΛ :h h h

as the linear map defined by

( )( )∣ ∣( )( )⟨ ∧ ⋯ ∧ ⟩ = ⟨ ∧ ⋯ ∧ ⟩L α v v α L v vΛ Λh
h h h1 1

for any ∈⋀α Wh and any simple h-vector ∧ ⋯ ∧ ∈⋀v v Vh h1 .

Proposition 4.2. If V and W are N-dimensional vector spaces and →L V W: is an orthogonal linear
transformation, we have

( ) ( )∗ = ∗−L LΛ Λ .h N h

Let { }…W W, ,M
n

M
1 2 be an orthonormal symplectic basis of θker M. If we denote by ξ M the Reeb vector field

on M , then the metric can be extended to a Riemannian metric on TM (still denoted by gM), so that

{ }…W W ξ, , ,M
n

M M
1 2 is an orthonormal frame ofTM . Let � �{ }…W W, , n1 2 be the standard orthonormal symplectic

basis of �θker (see (6)).
If ∈m M , we denote by

�→
+k T M:m m

n2 1

the map which associates with a vector ∈v T Mm its coordinates with respect to the basis { }…W W ξ, , ,m
M

n m
M

m
M

1, 2 , ,
and by

� �→
+f T:x x

n n2 1

the analogous map which associates with a vector �∈v Tx
n its coordinates with respect to the basis

� � �{ }… +W W W, , ,x n x n x1, 2 , 2 1, .
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We have the following property.

Lemma 4.3. If ( ) →ψ B e M: , 1 is a map as in Theorem 3.10 and f and k are defined as earlier, we set

� �( )( )≔ ∘ ∘ →
− + +k ψ fΨ d : ,x ψ x x x

n n1 2 1 2 1

and we set

[ ]( ) ( )≔ ∘ ∘ ≔ ∘ − ∘
− −L k f and R k fΨ Ψ Ψ .x ψ x e x x ψ x x e x

1 1

Then

( ) = +ψ L Rd ,x x x

where the map Lx is an orthogonal transformation for any �∈x n, and the linear map Rx is a smooth map
vanishing at =x e. Moreover,

( ) ( )∗ = ∗ − ∗ + ∗+ − + −ψ ψ R RΛ d Λ d Λ Λ .h x n h x n h x h x2 1 2 1 (22)

Proof. By Theorem 3.10 ( )ψd e is an orthogonal linear map, thus

� �( )( ) ∘ ∘ →
− + +k ψ fd :ψ e e e

n n1 2 1 2 1

is an orthonormal map, since by construction both fx and km are orthonormal maps for any �∈x n and for
any ∈m M , respectively, that is, Ψe is an orthogonal linear transformation.

Moreover, if we express

= + −Ψ Ψ Ψ Ψ ,x e x e

we have

( ) [ ]( ) ( ) ( )= ∘ ∘ = ∘ ∘ + ∘ − ∘
− − −ψ k f k f k fd Ψ Ψ Ψ Ψ .x ψ x x x ψ x e x ψ x x e x

1 1 1

Thus, if we set

[ ]( ) ( )≔ ∘ ∘ ≔ ∘ − ∘
− −L k f R k fΨ and Ψ Ψ ,x ψ x e x x ψ x x e x

1 1

we obtain

( ) ( )= + = +ψ L R ψ L Rd and Λ d Λ Λ .x x x h x h x h x

In particular, we notice that ( ) ( )= − ∘ ∘
−R ψ k fd Ψ ,x x ψ x e x

1 which can be seen as a matrix-valued smooth
map vanishing at =x e.

Moreover, the map ( ) ∘ ∘
−k fΨψ x e x

1 is an orthogonal transformation for any �∈x n, and by
Proposition 4.2,

∗ = ∗+ −L LΛ Λ .h x n h x2 1

Therefore, we can then write

( )

( )

∗ = ∗ + ∗ = ∗ + ∗

= ∗ − ∗ + ∗

+ −

+ − + −

ψ L R L R
ψ R R

Λ d Λ Λ Λ Λ
Λ d Λ Λ . □

h x h x h x n h x h x

n h x n h x h x

2 1

2 1 2 1

In the following lemma, we discuss the interplay between the Hodge ∗-operator and the pullback.

Lemma 4.4. Let α be a smooth form on M of degree h, and let ( ) →ψ B e M: , 1 be as in Theorem 3.10, then

�( ) ∑∗ − ∗ =
♯ ♯ψ α ψ α b ξ ,

I
I I (23)

where �{ }ξI I is a left-invariant basis of the space of forms in �n of degree + −n h2 1 , and �( )∈
∞b CI

n are
smooth coefficients that vanish when evaluated at the point =x e.
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Proof. Let α be a form on M of degree h, and take h∧ ⋯ ∧ ∈+ − + −v v Λn h n h1 2 1 2 1 an arbitrary simple
( )+ −n h2 1 -vector of norm ≤1. If ( )∈x B e, 1 , using (22), we can write

( ( )) ∣ ∣ ( ) ( )

∣ [ ( ) ( )]

∣ ( ) ( )

∣ ( ) ∣ ( )

( ) ∣( ) ∣ ( )

∣ ( )

( )

( )

( )

( ) ( )

( )

( )

⟨ ∗ ∧ ⋯ ∧ ⟩ = ⟨∗ ∧ ⋯ ∧ ⟩

= ⟨ ∗ ∧ ⋯ ∧ ⟩

= ⟨ ∗ ∧ ⋯ ∧ ⟩

− ⟨ ∗ ∧ ⋯ ∧ ⟩ + ⟨ ∗ ∧ ⋯ ∧ ⟩

= ⟨ ∗ ∧ ⋯ ∧ ⟩ − ⟨ ∗ ∧ ⋯ ∧ ⟩

+ ⟨ ∗ ∧ ⋯ ∧ ⟩

♯
+ − + − + −

+ − + −

+ −

+ − + − + −

♯
+ − + −

+ − + −

ψ α v v α ψ v v
α ψ v v
α ψ v v

α R v v α R v v
ψ α v v α R v v
α R v v

Λ d
Λ d

Λ d
Λ Λ

Λ
Λ .

x n h ψ x n h x n h

ψ x n h x n h

ψ x h x n h

ψ x h x n h ψ x n h x n h

x n h ψ x h x n h

ψ x n h x n h

1 2 1 2 1 1 2 1

2 1 1 2 1

1 2 1

1 2 1 2 1 1 2 1

1 2 1 1 2 1

2 1 1 2 1

Hence,

�( ) ∑∗ − ∗ ≕
♯ ♯ψ α ψ α b ξ ,

I
I I

where the �ξI belong to a basis of the space of the forms of degree + −n h2 1 in �n.
Let �WI be the dual of the ( )+ −n h2 1 -covector �ξI . Then

� � �( ) ( ( )) ( ) ∣ ∣ ( )( ) ∣ ( )( ) ( )= ⟨ ∗ − ∗ ⟩ = ⟨ ∗ ⟩ − ⟨ ∗ ⟩
♯ ♯

+ −b x ψ α ψ α W α R W α R WΛ Λ .I x x I ψ x h x I ψ x n h x I2 1 (24)

Since R vanishes at =x e (see Lemma 4.3), then ( ) =b e 0I . □

By using δ αc
M instead of α in (23), we obtain:

Corollary 4.5. With the same hypotheses of Lemma 4.4, we have

�( ) ( ) ∑∗ − ∗ ≕
♯ ♯ψ δ α ψ δ α B ξ ,c

M
c
M

J
J J (25)

where �{ }ξJ J is a left-invariant basis of the space of forms in �n of degree + −n h2 2 , and �( )∈
∞B CI

n are

smooth coefficients defined by

�

� �

( ) ( ( )) ( ( )) ∣

( ) ∣ ( )( ) ( ) ∣ ( )( ) ( )

= ⟨ ∗ − ∗ ⟩

= ⟨ ∗ ⟩ − ⟨ ∗ ⟩

♯ ♯

− + −

B x ψ δ α ψ δ α W
δ α R W δ α R WΛ Λ

J c
M

x c
M

x J

c
M

ψ x h x J c
M

ψ x n h x J1 2 2
(26)

and that vanish when evaluated at the point =x e.

Remark 4.6. Let us denote by rj x, the coefficients of �( )R WΛh x I . The rj x, are smooth maps that vanish at =x e.
Let us notice that, even though the coefficients bI are functions on �n, by the second equality of (24) in the
proof mentioned earlier, they can be expressed as a linear combination of terms of the form

( )( ) ( )( ) = ∘α r α ψ x r x ,i ψ x j x i j, , (27)

where we used the subscript ψ to highlight the dependence of bI on the map ψ.

Remark 4.7. Let us assume α to be a form on M of degree h, then by Lemma 4.4, we know that

� � � �( ) ( ) ∑∗ − ∗ =
♯ ♯d ψ α d ψ α d b ξ .c c c

I
I I (28)

Applying the Hodge ∗-operator, then we obtain

� � � �( ) ( ) ∑∗ ∗ − ∗ ∗ = ∗
♯ ♯d ψ α d ψ α d b ξ .c c c

I
I I

Keeping in mind that �
=

♯ ♯d ψ ψ dc c
M, the expression mentioned earlier becomes �( ) ( )∗ ∗ − =

♯ ♯ψ d α δ ψ αc
M

c
� �

∗ ∑d b ξc I I I . Therefore, writing, up to a sign, = ∗ ∗1 , from the last equality, we have ( )∗ ∗ ∗ ∗ −
♯ψ d αc

M

� � �( ) = ∗ ∑
♯δ ψ α d b ξc c I I I , and, again up to a sign, we eventually obtain
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� � �( ) ( ) ∑= ∗ ∗ + ∗
♯ ♯δ ψ α ψ δ α d b ξ .c c

M
c

I
I I (29)

If + − ≠n h n2 1 (i.e., ≠ +h n 1), the differential �dc has order 1, then by left-invariance, we have

� � � �( ) ( )∑ ∑∗ = ∗ ∧

ℓ

ℓ ℓd b ξ W b ω ξ .c
I

I I
I

I I
,

Then, � �
∗ ∑d b ξc I I I is a form of degree −h 1 whose coefficients are of the type

� �( ) ( )( ) ( )⋅ ⋅ℓ ℓW α r α W ror .i ψ x j x i ψ x j x, , , ,

When = +h n 1 the differential �dc has order two. Then � �
∗ ∑d b ξc I I I is a form of degree n whose coefficients

are of type

� � � � � �( ) ( ) ( )( ) ( ) ( )⋅ ⋅ ⋅ℓ ℓ ℓW W α r W α W r α W W r, or .λ i ψ x j x i ψ x λ j x i ψ x λ j x, , , , , ,

Moreover, by (26), the coefficients BJ are of the type

� � �( ) ( )( ) ( )⋅ ≠ + ⋅ = +ℓ ℓW α r h n W W α r h nif 1, or if 1.i ψ x j x λ i ψ x j x, , , ,

We are now in position to examine the interplay between ♯ψ δc
M and � ♯δ ψc .

Proposition 4.8. With the same hypotheses of Lemma 4.4, we have

� � � �( ) ( ) ∑ ∑= + ∗ + ∗
♯ ♯δ ψ α ψ δ α d b ξ B ξ ,c c

M
c

I
I I

J
J J (30)

where the coefficient bI and BJ are defined in (24) and (26), respectively.

Proof. We start from (29) and combine with (25) to obtain, up to a sign,

� � � �( ) ( ) ∑ ∑= ∗ ∗ + ∗ + ∗
♯ ♯δ ψ α ψ δ α d b ξ B ξ . □c c

M
c

I
I I

J
J J

Given a smooth h-form α on M , we show below that the L p-norm of

�
−

♯ ♯δ ψ α ψ δ αc c
M

is small if α is supported in a suitably chosen small ball. To show this, we have to handle terms of the form
�( )( ) ⋅ℓW α ri ψ x j x, , and terms of the form �( )( ) ⋅ ℓα W ri ψ x j x, , (and with a little difference in the case = +h n 1). The

proof relies on two different approaches: for terms like �( )( ) ⋅ ℓα W ri ψ x j x, , , we use a Sobolev inequality and the
fact that the support of α is small; on the contrary, when we want to handle terms of the form

�( )( ) ⋅ℓW α ri ψ x j x, , , we use the fact that the rj x, tend to zero as →x e. Remember that the rj x, are the coefficients
of �( )R WΛh x I , which depend only on the map ψ (see Lemma 4.3), and the map ψ can be controlled with
constants depending only on the geometry of M , i.e., on r andCM (by Theorem 3.10). In conclusion, we find
that the radius of the support can be chosen independently of α and depends only on the geometry of M .

Proposition 4.9. For any ∈a M, we consider the map =ψ ψa as in Theorem 3.10. With the notation of
Proposition 4.8, we define the operator

� � � � �
�( ) ( ) ( ) ∑ ∑≔ − = ∗ + ∗

♯ ♯ ♯x W ψ α δ ψ α ψ δ α d b ξ B ξ, .c c
M

c
I

I I
J

J J (31)

The operator � is a linear differential operator on �n, which is of second-order if = +h n 1 and of first-order
otherwise.

Let < < ∞p1 and let >ε 0. Then there exists ( )= >η η C r ε, , 0M such that if ( )<η η C ε,M and α is a
smooth h-form on M supported in ( )B a η, , we have
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�( ) ( ( ( )) ) ( ( ( )) )‖ ‖ ≤ ‖ ‖
♯ ♯

− − −ψ α ε ψ α ,L ψ B a η E W ψ B a η E, , , ,p h p h1
0

1 1, 1
0 (32)

if ≠ +h n 1, or

�( ) ( ( ( )) ) ( ( ( )) )‖ ‖ ≤ ‖ ‖
♯ ♯

− − +ψ α ε ψ α .L ψ B a η E W ψ B a η E, , , ,p n p n1
0

2, 1
0

1 (33)

Proof. By Proposition 4.8, the operator � acts on ♯ψ α, since we can write

� �
�( ) ( ) ( ) ( )= −

♯ ♯ ♯ ♯ − ♯x W ψ α δ ψ α ψ δ ψ ψ α, .c c
M 1

As pointed out in Lemma 4.4, the smooth maps rj x, vanish at =x e, and since they are the coefficients of
�( )+ − R WΛ n h x I2 1 , they do not depend on α but only on ψ.

Keeping into account (27), which expresses bI , we obtain estimates of the type

∣ ( )∣ ∣ ∣ ( )( )≤b x α xΩ ,I i ψ x,

where ( ) ( ( ))=x O ρ xΩ for →x e (with a slight abuse of notation here and in the sequel we avoid to take the
sum over the index i).

Moreover, if ≠ +h n 1, from (29), by the triangular inequality, we also obtain estimates of the type

� � �∣ ( ) ( )∣ ∣ ∣ ( ) ∣ ∣( ) ( )∑ ∑− ≤ + ⋅
♯ ♯

ℓ

ℓ

ℓ

ℓδ ψ α ψ δ α W α x α W rΩ ,c c
M

i ψ x i ψ x j x, , , (34)

where ( ) ( ( ))=x O ρ xΩ for →x e.
Similarly, if = +h n 1, remembering also that dc

M is a second-order differential operator, we have
estimates of the type

� � � � � � �∣ ( ) ( )∣ ∣ ∣ ( ) ∣ ∣ ∣ ( ) ∣( ) ( ) ( )∑ ∑ ∑ ∑− ≤ + ⋅ + ⋅
♯ ♯

ℓ

ℓ

ℓ

ℓ

ℓ

ℓδ ψ α ψ δ α W W α x W α W r α W W rΩ ,c c
M

λ
λ i ψ x i ψ x

λ
λ j x i ψ x

λ
λ j x

,
, , , ,

,
, (35)

where ( ) ( ( ))=x O ρ xΩ for →x e.
• Case ≠ +h n 1.

Let us estimate the L p-norm of the first term in the right-hand side of (34). If →x e then ( ) →xΩ 0, then the

L p-norm of term �∣ ∣ ( )( )∑
ℓ ℓW α xΩi ψ x, is controlled by �

∑ ‖ ‖
ℓ ℓ

♯ε W ψ α Lp provided x is sufficiently close to e. Thus,
now we need to estimate the second term of the right-hand side of (34).

Hence, we need only to handle carefully the terms that can be expressed as a linear combination of
terms of the form:

� �( ) ( ) ( )( ) ⋅ = ∘ ⋅ℓ ℓα W r α ψ x W r .i ψ x j x i j x, , ,

The functions �
ℓW rj x, are bounded in ( ( ))−ψ B a η,1 . But ( ( )) ( )( ) ⊆ ⊆

−B e ψ B a η B e C η, , ,η
C M

1
M

, and by the
Sobolev inequality,

�
⎛

⎝

⎜
⎜

( ( ))
⎞

⎠

⎟
⎟

⎛

⎝

⎜
⎜

∣ ( )( )∣
⎞

⎠

⎟
⎟

( ) ( )

∫ ∫ ∑∘ ≤ ∘

/

ℓ

ℓ

/

α ψ x x c C η W α ψ x xd d ,
B e C η

i
p

p

p M

B e C η

i
p

p

,

1

,

1

M M

where cp denotes the Sobolev constant (depending only on p and n).
If we chose η so that <c C η εp M , i.e., <η η , where

=η ε
c C

,
p M

(36)

and finally, we obtain,

� �( )( ) ( ( ( ))) ( ( ( )))∑‖ ⋅ ‖ ≤ ‖ ‖ℓ

ℓ

ℓ
− −α W r ε W α .i ψ x j x L ψ B a η i ψ L ψ B a η, , , , ,p p1 1

Therefore, reasoning on the differential form α, and possibly relabeling ε, we obtain (32).
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• Case = +h n 1. Arguing again as mentioned earlier, we notice that the first term on the right-hand side of
(35) is of the form � �( ( ))( ) ⋅ℓW W α rλ i ψ x j x, , and can be estimated by � �( )∑ ‖ ‖

ℓ ℓ
♯ε W W ψ αλ λ L,

p since →r 0j x,

if →x e.

Hence, we need only to handle carefully the terms that can be expressed as a linear combination of terms of
the form

� � � �( ) ( )( ) ( )⋅ ⋅ℓ ℓW α W r α W W rand .i ψ x λ j x i ψ x λ j x, , , ,

They can be handled again by using the Sobolev inequality, since both first and second derivatives of rj x, are
bounded in ( )B e C η, M . Indeed, when we apply Sobolev inequality to terms of the form �

( )ℓW αi ψ x, , we obtain
an estimate with terms of the form � �( ) ( ( ( )))∑ ‖ ‖

ℓ ℓ
♯

−c C η W W ψ αp M λ λ L ψ B a η, ,p 1 . Similarly, the terms of the type
� �( )( ) ⋅ ℓα W W ri ψ x λ j x, , can be estimated by �( ) ( ( ( )))∑ ‖ ‖

ℓ ℓ
♯

−c C η W ψ αp M L ψ B a η,p 1 .
Therefore, again choosing ≤c C η εp M , eventually we obtain (33). □

Notice that η depends also on p n, , but this dependence is not explicit in the statement given earlier
since it is well known and what is relevant to us is to show the dependence on the geometry of M .

Remark 4.10. If the differential form α is of degree n, to prove Theorem 5.4, we shall also need to know the

interplay between ( )♯ψ d δc
M

c
M and � � ♯d δ ψc c .

We set

� � �
�( )( ) ( ) ( )≔ −

♯ ♯ ♯x W ψ α d δ ψ α ψ d δ α, .c c c
M

c
M (37)

Now, � � � � �
�( ) ( ) ( ) ( ) ( )≔ − = −

♯ ♯ ♯ ♯ ♯ψ α d δ ψ α ψ d δ α d δ ψ α d ψ δ αc c c
M

c
M

c c c c
M . Hence, keeping in mind (31), we easily

see that

� � �� �( ) ( )=x W d x W, ,c

is a second-order differential operator (since � ♯ψ α is a form of degree −n 1 and hence �d is a differential
operator of degree 1). To estimate the L p norm of ��( )( )♯x W ψ α, , we have to estimate terms of type

� � � � � �( ( )) ( ) ( )( ) ( ) ( )⋅ ⋅ ⋅ℓ ℓ ℓW W α r W α W r α W W r, or .λ i ψ x j x i ψ x λ j x i ψ x λ j x, , , , , ,

Hence, with the notation of Proposition 4.9, given >ε 0 if ( )<η η C ε,M and α is supported in ( )B a η, , then

�( )‖ ‖ ≤ ‖ ‖
♯ ♯ψ α ε ψ α .L Wp p2, (38)

Likewise, if the differential form α is of degree +n 1, in proving Theorem 5.4, we shall need also to

evaluate the difference � �( ) ( )−
♯ ♯δ d ψ α ψ δ d α .c c c

M
c
M Let us set

� � �
	( )( ) ( ) ( )≔ −

♯ ♯ ♯x W ψ α δ d ψ α ψ δ d α, .c c c
M

c
M

Hence,
� � �

	 �( ) ( )=x W x W d, , c

is again a second-order differential operator (since � ♯d ψ αc is a form of degree +n 2 and hence � is a
differential operator of degree 1). As for the operator (38), we have

	( )‖ ‖ ≤ ‖ ‖
♯ ♯ψ α ε ψ α .L Wp p2, (39)

The estimates (38) and (39) obtained in Proposition 4.9 will be used in the proof of Theorem 5.2.

In the sequel, to prove a Gaffney estimate on M , once we have chosen an atlas on M and a partition of
the unity subordinated to the chosen covering of M , we will need also some L p estimates of the commutator

between the operator dc
M (or δc

M) with a smooth function. A key step to obtain such L p estimates is given by
the following lemma (since we are only interested in estimates of norms, the following inequalities are true
up to signs).
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Lemma 4.11. Let ψ be a contactomorphism from an open set �� ⊂
n to M , and denote by � the open set

� �( )= ϕ . If χ is a smooth function in M and �( )∈α E h
0 , we have

�([ ] ) [ ]= ∘
♯ ♯ψ d χ α d χ ψ ψ α for any h, , ,c

M
c (40)

�
�([ ] ) [ ] [ ] ( )= ∘ + ∘ ∗ ≠ +

♯ ♯ ♯ψ δ χ α δ χ ψ ψ α χ ψ ψ α if h n, , , 1,c
M

c (41)
� � �

�([ ] ) [ ] [ ]= ∘ + ∘ =
♯ ♯ ♯ψ d δ χ α d δ χ ψ ψ α d χ ψ ψ α if h n, , ,c

M
c
M

c c c (42)
� � �

�([ ] ) [ ] [ ]= ∘ + ∘ = +
♯ ♯ ♯ ♯ψ δ d χ α δ d χ ψ ψ α d χ ψ ψ α if h n, , , 1.c

M
c
M

c c c (43)

Proof. The first equality follows directly from the fact that the Rumin differential and the pullback of a
contact map commute (see also Proposition 2.16):

� � �

�

([ ] ) ( ) ( ) ( ) ( ) ( )

[ ]

= − = − ∘ ⋅ = ∘ ⋅ − ∘ ⋅

= ∘

♯ ♯ ♯ ♯ ♯ ♯ ♯

♯

ψ d χ α ψ d χα ψ χd α d ψ χα χ ψ ψ d α d χ ψ ψ α χ ψ d ψ α

d χ ψ ψ α

,

, .
c
M

c
M

c
M

c c
M

c c

c

For the second formula, the codifferential and the pullback map do not commute; however, we can use (31):

�

� �

�

�

� �

�

([ ] ) ( ) ( )

( ) ( ) ( )

( ) ( ) ( )

[ ] [ ]

= −

= + − ∘

= ∘ ⋅ + ∘ ⋅ − ∘ +

= ∘ + ∘

♯ ♯ ♯

♯ ♯ ♯

♯ ♯ ♯ ♯

♯ ♯

ψ δ χ α ψ δ χα ψ χδ α
δ ψ χα ψ χα χ ψ ψ δ α
δ χ ψ ψ α χ ψ ψ α χ ψ δ ψ α ψ α
δ χ ψ ψ α χ ψ ψ α

,

, , .

c
M

c
M

c
M

c c
M

c c

c j j j

The third and fourth formulae will follow by using a similar reasoning as earlier:

� �

� � � �

� � � �

� � �

� �

� �

�

([ ] ) ( ( )) ( )

( ( )) ( )

( ( ) ( )) ( )

( ( ) ( )) ( )

[ ] [ ]

= −

= − ∘

= + − ∘ +

= ∘ ⋅ + ∘ ⋅ − ∘ +

= ∘ + ∘

♯ ♯ ♯

♯ ♯

♯ ♯ ♯ ♯

♯ ♯ ♯ ♯

♯ ♯

ψ d δ χ α ψ d δ χα ψ χd δ α
d ψ δ χα χ ψd ψ δ α
d δ ψ χα ψ χα χ ψd δ ψ α ψ α
d δ χ ψ ψ α χ ψ ψ α χ ψd δ ψ α ψ α
d δ χ ψ ψ α d χ ψ ψ α

,

, ,

c
M

c
M

c
M

c
M

c
M

c
M

c c
M

c c
M

c c c c

c c c c

c c c

and as for (43), using again (31), we obtain

� �

� � � � � �

� � �

� �

� �

�

([ ] ) ( ( )) ( )

( ) ( ) ( )

( ) ( ) ( )

[ ] [ ]

= −

= + − ∘ +

= + − ∘ +

= ∘ + ∘

♯ ♯ ♯

♯ ♯ ♯ ♯

♯ ♯ ♯ ♯

♯ ♯

ψ δ d χ α ψ δ d χα ψ χδ d α
δ ψ d χα ψ d χα χ ψ δ ψ d α ψ d α
δ d ψ χα d ψ χα χ ψ δ d ψ α d ψ α
δ d χ ψ ψ α d χ ψ ψ α

,

, , . □

c
M

c
M

c
M

c
M

c
M

c
M

c c
M

c
M

c c
M

c
M

c c c c c c

c c c

5 Sobolev-Gaffney type inequalities on contact manifolds

We recall the following Sobolev-Gaffney type inequalities proved in the setting of Heisenberg groups for

differential forms in ��( )E,n h
0 (see [4], Remark 5.3, (i), (iii), (vi) therein). By density of ��( )E,n h

0 in

�( )W E,k p n h,
0 (see Theorem 2.3), this result can be rephrased as follows.

Lemma 5.1. Let ≤ ≤h n1 2 , and < < ∞p1 . Then there exists a constant ( )= >C C p n h, , 0G G such that for all

�( )∈u W E,p n h1,
0 , we have:

(i) if ≠ +h n n, 1,

�
�

�
�

� �( )( ) ( ) ( ) ( )‖ ‖ ≤ ‖ ‖ + ‖ ‖ + ‖ ‖+ −u C d u δ u u ,W E G c L E c L E L E, , , ,p n h p n h p n h p n h1,
0 0

1
0

1
0

(44)

(ii) if =h n,
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�
�

�
� �

� �( )( ) ( ) ( ) ( )‖ ‖ ≤ ‖ ‖ + ‖ ‖ + ‖ ‖+u C d u d δ u u ,W E G c L E c c L E L E, , , ,p n n p n n p n n p n n2,
0 0

1
0 0 (45)

and
(iii) if = +h n 1,

�
� �

�
�

� �( )( ) ( ) ( ) ( )‖ ‖ ≤ ‖ ‖ + ‖ ‖ + ‖ ‖+ + +u C δ d u δ u u .W E G c c L E c L E L E, , , ,p n n p n n p n n p n n2,
0

1
0

1
0 0

1 (46)

Before stating the global result, we prove the following local one where we can use the groundwork just
developed, together with the Gaffney-Sobolev inequality stated in the previous result.

Theorem 5.2. If < < ∞p1 , there exists a positive constant ( )=η η C C˜ ˜ ,M G such that, if <η η̃, ( )( )ℓ
ℓ

B a η ψ, , a is
a chart of the atlas given in Remark 3.5, and α is a smooth form in M with support contained in ( )ℓB a η, , then
there exists a constant ( )=C C C C,M G such that, if ≠ +h n n, 1, then

( ( )

( ) )

( ( )) ( ( )) ( ( ))

( ( ))

( ) ( ) ( )

( )

‖ ‖ ≤ ‖ ‖ + ‖ ‖

+ ‖ ‖

♯ ♯ ♯

♯

ℓ ℓ

−
ℓ ℓ ℓ

−
ℓ ℓ ℓ

−
ℓ

+

ℓ ℓ

−
ℓ

−

ψ α C ψ α ψ d α

ψ δ α .

a W ψ B a η E a L ψ B a η E a c
M

L ψ B a η E

a c
M

L ψ B a η E

, , , , , ,

, ,

p
a

h p
a

h p
a

h

p
a

h

1, 1
0

1
0

1
0

1

1
0

1

(47)

Whereas, if =h n, we obtain

( ( )

( ) )

( ( )) ( ( )) ( ( ))

( ( ))

( ) ( ) ( )

( )

‖ ‖ ≤ ‖ ‖ + ‖ ‖

+ ‖ ‖

♯ ♯ ♯

♯

ℓ ℓ

−
ℓ ℓ ℓ

−
ℓ ℓ ℓ

−
ℓ

+

ℓ ℓ

−
ℓ

ψ α C ψ α ψ d α

ψ d δ α .

a W ψ B a η E a L ψ B a η E a c
M

L ψ B a η E

a c
M

c
M

L ψ B a η E

, , , , , ,

, ,

p
a

n p
a

n p
a

n

p
a

n

2, 1
0

1
0

1
0

1

1
0

(48)

and if = +h n 1, we obtain

( ( )

( ) )

( ( )) ( ( )) ( ( ))

( ( ))

( ) ( ) ( )

( )

‖ ‖ ≤ ‖ ‖ + ‖ ‖

+ ‖ ‖

♯ ♯ ♯

♯

ℓ ℓ

−
ℓ

+

ℓ ℓ

−
ℓ

+

ℓ ℓ

−
ℓ

+

ℓ ℓ

−
ℓ

ψ α C ψ α ψ δ d α

ψ δ α .

a W ψ B a η E a L ψ B a η E a c
M

c
M

L ψ B a η E

a c
M

L ψ B a η E

, , , , , ,

, ,

p
a

n p
a

n p
a

n

p
a

n

2, 1
0

1 1
0

1 1
0

1

1
0

(49)

Proof. We consider a chart ( )( )ℓ
ℓ

B a η ψ, , a and assume that
ℓ

ψa is taken as in Theorem 3.10.
To avoid cumbersome notation, in the sequel, we omit the subscripts, and we write ( )B a η, and ψ.

Moreover, we set

( ( ))≔
−B ψ B a η˜ ,η

1

and write ( )L B̃p
η instead of ( ( ( )) )−L ψ B a η E, ,p h1

0 and similarly for the notation on Sobolev spaces. If α is
supported in ( )B a η, then, without loss of generality, we may assume that ♯ψ α is compactly supported in

( )/B e η C, M , since ( ( )) ( )( ) ⊆ ⊆
−B e ψ B a η B e C η, , ,η

C M
1

M
.

To prove (47), we use first (44) with (31) and then (32): given >ε 0, by Proposition 4.9, there exists η
(see (36)) so that, if <η η , we obtain

�
�

�
�

�

�

( ( ) ( ) )

( ( ) ( ) ( ) )

( ( ) ( ) )

( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

‖ ‖ ≤ ‖ ‖ + ‖ ‖ + ‖ ‖

≤ ‖ ‖ + ‖ ‖ + ‖ ‖ + ‖ ‖

≤ ‖ ‖ + ‖ ‖ + ‖ ‖ + ‖ ‖

♯ ♯ ♯ ♯

♯ ♯ ♯ ♯

♯ ♯ ♯ ♯

ψ α C ψ α d ψ α δ ψ α

C ψ α ψ d α ψ δ α ψ α

C ψ α ψ d α ψ δ α ε ψ α .

W B G L c L c L

G L B c
M

L B c
M

L B L B

G L B c
M

L B c
M

L B W B

˜

˜ ˜ ˜ ˜

˜ ˜ ˜ ˜

p
η

p n p n p n

p
η

p
η

p
η

p
η

p
η

p
η

p
η

p
η

1,

1,

Choosing ( )≤ /ε C1 2 G , we have proved (47) for < ≔η η̃ c C C
1

2 p M G
(notice that in the statement, again, the

dependence on cp was omitted).
Let now =h n. The argument mentioned earlier needs to be only slightly modified. Indeed, we will

apply the Gaffney inequality (45), where both �dc and � �d δc c appearing on the right-hand side are differential
operators of order 2. Therefore, keeping also in mind (38), we obtain
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�
�

�
� �

�

�

{ ( ) ( ) }

{ ( ) ( ) ( ) }

{ ( ) ( ) }

( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

‖ ‖ ≤ ‖ ‖ + ‖ ‖ + ‖ ‖

≤ ‖ ‖ + ‖ ‖ + ‖ ‖ + ‖ ‖

≤ ‖ ‖ + ‖ ‖ + ‖ ‖ + ‖ ‖

♯ ♯ ♯ ♯

♯ ♯ ♯ ♯

♯ ♯ ♯ ♯

ψ α C ψ α d ψ α d δ ψ α

C ψ α ψ d α ψ d δ α ψ α

C ψ α ψ d α ψ d δ α ε ψ α .

W B G L c L c c L

G L B c
M

L B c
M

c
M

L B L B

G L B c
M

L B c
M

c
M

L B W B

˜

˜ ˜ ˜ ˜

˜ ˜ ˜ ˜

p
η

p n p n p n

p
η

p
η

p
η

p
η

p
η

p
η

p
η

p
η

2,

2,

Choosing ( )< /ε C1 2 G , we can absorb the term ( )‖ ‖
♯ε ψ α W B̃p

η
2, in the left-hand side and eventually obtain (48).

The case = +h n 1 can be handled similarly, taking into account (39) and proving therefore (49). □

As noticed in Remark 3.5, if α is supported in ( )B a η, , then the norms

�( ) ( )‖ ‖ ‖ ‖
♯

ℓ ℓα ψ αandW M E W E, ,p p n,
0
• ,

0
•

are equivalent, with equivalence constants independent of ψ. From the previous theorem, we immediately
obtain the following local result in M .

Remark 5.3.Under the notation of Theorem 5.2, let ( )B a η, be a ball satisfying Remark 3.5. Let α be a smooth
form supported in ( )B a η, . If ( )<η η C C˜ ,M G , then there exists a constant >C 0 depending only onCM andCG,
so that, if ≠ +h n n, 1, we have

( )( ( ) ) ( ( ) ) ( ( ) ) ( ( ) )‖ ‖ ≤ ‖ ‖ + ‖ ‖ + ‖ ‖+ −α C α d α δ α .W B a η E L B a η E c
M

L B a η E c
M

L B a η E, , , , , , , ,p h p h p h p h1,
0 0 0

1
0

1 (50)

Whereas, if =h n, we obtain

( )( ( ) ) ( ( ) ) ( ( ) ) ( ( ) )‖ ‖ ≤ ‖ ‖ + ‖ ‖ + ‖ ‖+α C α d α d δ α ,W B a η E L B a η E c
M

L B a η E c
M

c
M

L B a η E, , , , , , , ,p n p n p n p n2,
0 0 0

1
0 (51)

and if = +h n 1, we obtain

( )( ( ) ) ( ( ) ) ( ( ) ) ( ( ) )‖ ‖ ≤ ‖ ‖ + ‖ ‖ + ‖ ‖+ + +α C α δ d α δ α .W B a η E L B a η E c
M

c
M

L B a η E c
M

L B a η E, , , , , , , ,p n p n p n p n2,
0

1
0

1
0

1
0 (52)

We are now in position to prove the following Sobolev-Gaffney type inequalities on M if we assume M
to be a smooth sub-Riemannian contact manifold without boundary with bounded geometry.

Theorem 5.4. Let ( )M H g, , be a smooth contact manifold with bounded geometry, without boundary. Let

≤ ≤h n1 2 , and < < ∞p1 . There exists a positive constant ( )=C C C C,M G such that for all ( )∈α W M E,p h1,
0 ,

we have:
(i) for ≠ +h n n, 1,

( )( ) ( ) ( ) ( )‖ ‖ ≤ ‖ ‖ + ‖ ‖ + ‖ ‖+ −α C d α δ α α ;W M E c
M

L M E c
M

L M E L M E, , , ,p h p h p h p h1,
0 0

1
0

1
0

(53)

(ii) for =h n,

( )( ) ( ) ( ) ( )‖ ‖ ≤ ‖ ‖ + ‖ ‖ + ‖ ‖+α C d α d δ α α ;W M E c
M

L M E c
M

c
M

L M E L M E, , , ,p n p n p n p n2,
0 0

1
0 0 (54)

(iii) for = +h n 1,

( )( ) ( ) ( ) ( )‖ ‖ ≤ ‖ ‖ + ‖ ‖ + ‖ ‖+ + +α C δ d α δ α α .W M E c
M

c
M

L M E c
M

L M E L M E, , , ,p n p n p n p n2,
0

1
0

1
0 0

1 (55)

Proof. Let ( ) ( )< <η C C η η C C˜ , ˜ ,M G M G
1
2 (where η̃ is taken as in Theorem 5.2) and consider the countable,

locally finite, atlas � { ( ) }≔ B a η ψ, ,j j of Remark 3.5, where ( )/ →ψ B e η C M: ,j M . As in Definition 3.3, let

now { }χj be a partition of unity subordinate to the atlas. Without loss of generality, we can assume

( ) ( )⊂ /
−ψ χ B e η Csupp ,j j M

1 .

We have

∑=α χ α.
j

j
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Notice that χ αj is supported in ( ( ))/ψ B e η C,j M . By definition, if ℓ = 1, 2, we have

�

⎛

⎝
⎜

( )
⎞

⎠
⎟( ) ( )

∑‖ ‖ ≔ ‖ ‖
♯

∕

ℓ
ℓα ψ χ α .W M E

j
j j W E

p
p

, ,

1

p p n,
0
• ,

0
•

In the sequel c will denote a geometric constant that may vary from line to line, depending in principle

on CM, CG, η (and on p h n, , ). Once we have chosen η such that ( ) ( )< <η C C η η C C˜ , ˜ ,M G M G
1
2 , the dependence

of c is only on CM, CG (and on p h n, , ).
• Suppose first ≠ +h n n, 1. We divide the proof in three steps.
Step 1. Let �∈j be fixed, and let ( ( )B a η,j , ψj) be a chart of � . We apply Theorem 5.2 to ( )♯ψ χ αj j (see

(47)), and hence,

( )
⎧

⎨
⎩

( ) ( ) ( )
⎫

⎬
⎭

( ) ( )( ) ( )( ) ( ) ( ) ( )
‖ ‖ ≤ ‖ ‖ + ‖ ‖ + ‖ ‖

♯ ♯ ♯ ♯
+ −ψ χ α c ψ d χ α ψ δ χ α ψ χ α .j j W B e E j c

M
j L B e E j c

M
j L B e E j j L B e E, , , , , , , ,p η

CM
h p η

CM
h p η

CM
h p η

CM
h1,

0 0
1

0
1

0

Now, since

( ) [ ] ( ) [ ]= + = +d χ α χ d α d χ α δ χ α χ δ α δ χ α, , , ,c
M

j j c
M

c
M

j c
M

j j c
M

c
M

j

from the previous inequality, we obtain

( )

⎧

⎨
⎩

( ) ( )

( ) ([ ] ) ([ ] )
⎫

⎬
⎭

⎛

⎝
⎛
⎝

⎞
⎠

⎞

⎠

( ⎛
⎝

⎞
⎠

) ⎛

⎝
⎛
⎝

⎞
⎠

⎞

⎠

( ⎛
⎝

⎞
⎠

) ( ⎛
⎝

⎞
⎠

) ⎛

⎝
⎛
⎝

⎞
⎠

⎞

⎠

‖ ‖

≤ ‖ ‖ + ‖ ‖

+ ‖ ‖ + ‖ ‖ + ‖ ‖

♯

♯ ♯

♯ ♯ ♯

+ −

+ −

ψ χ α

c ψ χ d α ψ χ δ α

ψ χ α ψ d χ α ψ δ χ α, , .

j j
W B e η

C E

p

j j c
M

L B e η
C E

p
j j c

M

L B e η
C E

p

j j L B e η
C E

p
j c

M
j L B e η

C E
p

j c
M

j
L B e η

C E

p

, ,

, , , ,

, , , , , ,

p
M

h

p
M

h p
M

h

p
M

h p
M

h p
M

h

1,
0

0
1

0
1

0 0
1

0
1

(56)

Step 2. We show now that we can control the sumwith respect to j, of the last two terms in (56), with the
norm

( )
‖ ‖α

L M E
p

,p h
0
.

First, by Lemma 4.11, (40) and (41),
�[ ] [ ]= ∘

♯ ♯ψ d χ α d χ ψ ψ α, ,j c
M

j c j j j

and

� �[ ] [ ] [ ]= ∘ + ∗ ∘ ∗
♯ ♯ ♯ψ δ χ α δ χ ψ ψ α d χ ψ ψ α, , , .j c

M
j c j j j c j j j

On the other hand, by Lemma 2.13, the differential operators �[ ]∘d χ ψ,c j j and �[ ]∘δ χ ψ,c j j in �n have

order 0 if ≠ +h n n, 1. Keeping in mind this fact, we start from the estimate of the L p-norm of [ ]♯ψ d χ α,j c
M

j .

We have:

� �[ ] [ ] ( )

( )

( ) ( )

( )

( ) ( )

( )

( )

( )

( ) ( )

( )

( )

( )

∑

∑

∑

∑

‖ ∘ ‖ ≤ ‖ ∘ ‖

≤ ‖ ‖

≤ ‖ ‖

≤ ‖ ‖

♯

∈

♯

∈

♯

∈

♯ ♯ − ♯

∈

♯

+ +d χ ψ ψ α c d χ ψ ψ χ α

c ψ χ α

c ψ ψ ψ χ α

c ψ χ α

, ,

,

c j j j L B e E
k I

c j j j k L B e E

k I
j k L B e E

k I
j k k k L B e E

k I
k k L B e E

, , , ,

, ,

1
, ,

, ,

p η
CM

h

j

p η
CM

h

j

p η
CM

h

j

p η
CM

h

j

p η
CM

h

0
1

0
1

0

0

0

(57)

where ( )# ≤I N ηj since, by Remark 3.5, ( )B a η,j intersect at most ( )N η other balls of the covering (and where
the constant also depends on the uniform bound by CM, of the horizontal derivatives of ∘

−ψ ψk j
1 ). However,
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since η is bounded above and below by a quantity that depends only on CM and CG, also the #Ij can be
controlled only by a geometric constant. Hence, also

�[ ] ( )
( ⎛

⎝
⎞
⎠

) ( ⎛
⎝

⎞
⎠

)
∑‖ ∘ ‖ ≤ ‖ ‖

♯

∈

♯

+

d χ ψ ψ α c ψ χ α, .c j j j L B e η
C E

p

k I
k k L B e η

C E
p

, , , ,p
M

h
j

p
M

h
0

1
0

Finally, an analogous estimate of the L p-norm of �[ ]∘
♯δ χ ψ ψ α,c j j j , gives an estimate of the L p-norm of

[ ]♯ψ δ χ α,j c
M

j . Indeed,

�[ ] ( )
⎛

⎝
⎛
⎝

⎞
⎠

⎞

⎠
( ⎛

⎝
⎞
⎠

)
∑‖ ∘ ‖ ≤ ‖ ‖

♯

∈

♯

−

δ χ ψ ψ α c ψ χ α, .c j j j L B e η
C E

p

k I
k k L B e η

C E
p

, , , ,p
M

h
j

p
M

h
0

1
0

Using once again the fact that the cover is uniformly locally finite and that ∑ ∑ = ∑ ∑
∈ ∈j k I k j Ij k

, summing

up over j in the inequalities mentioned earlier and keeping in mind Remark 3.4, we obtain

([ ] ) ([ ] )

( )

( ⎛
⎝

⎞
⎠

) ⎛

⎝
⎛
⎝

⎞
⎠

⎞

⎠

( ⎛
⎝

⎞
⎠

) ( )

∑ ∑

∑

‖ ‖ + ‖ ‖

≤ ‖ ‖ ≤ ‖ ‖

♯ ♯

♯

+ −

ψ d χ α ψ δ χ α

c ψ χ α c α

, ,

.

j
j c

M
j L B e η

C E
p

j
j c

M
j

L B e η
C E

p

k
k k L B e η

C E
p

L M E
p

, , , ,

, , ,

p
M

h p
M

h

p
M

h p h

0
1

0
1

0 0

Step 3. Finally, summing up over j in (56), and using the last estimates, we obtain

⎛

⎝

⎜⎜
( )

⎞

⎠

⎟⎟

⎧

⎨
⎩

⎛

⎝
⎜

( )
⎞

⎠
⎟

⎛

⎝

⎜⎜
( )

⎞

⎠

⎟⎟

⎛

⎝

⎜⎜
( )

⎞

⎠

⎟⎟

⎫

⎬
⎭

⎛

⎝
⎛
⎝

⎞
⎠

⎞

⎠

( ⎛
⎝

⎞
⎠

) ⎛

⎝
⎛
⎝

⎞
⎠

⎞

⎠

⎛

⎝
⎛
⎝

⎞
⎠

⎞

⎠

( )

∑

∑ ∑ ∑

‖ ‖

≤ ‖ ‖ + ‖ ‖ + ‖ ‖

+ ‖ ‖

♯

/

♯

/

♯

/

♯

/

+ −

ψ χ α

c ψ χ d α ψ χ δ α ψ χ α

α ,

j
j j

W B e η
C E

p

p

j
j j c

M
L B e η

C E
p

p

j
j j c

M

L B e η
C E

p

p

j
j j

L B e η
C E

p

p

L M E

, ,

1

, ,

1

, ,

1

, ,

1

,

p
M

h

p
M

h p
M

h p
M

h

p h

1,
0

0
1

0
1

0

0

which, keeping again in mind Remark 3.4, gives eventually (53).
• Let now =h n.
The argument mentioned earlier needs to be slightly modified. For �∈j fixed and keeping in mind

again that χ αj is supported in ( )( )ψ B e,j
η

CM
, we apply now (48) to obtain

( )

⎧

⎨
⎩

( ) ( )

( ) ([ ] ) ([ ] )
⎫

⎬
⎭

( ⎛
⎝

⎞
⎠

)

( ⎛
⎝

⎞
⎠

) ( ⎛
⎝

⎞
⎠

)

( ⎛
⎝

⎞
⎠

) ( ⎛
⎝

⎞
⎠

) ( ⎛
⎝

⎞
⎠

)

‖ ‖

≤ ‖ ‖ + ‖ ‖

+ ‖ ‖ + ‖ ‖ + ‖ ‖

♯

♯ ♯

♯ ♯ ♯

+

+

ψ χ α

c ψ χ d α ψ χ d δ α

ψ χ α ψ d χ α ψ d δ χ α, , .

j j W B e η
C E

p

j j c
M

L B e η
C E

p
j j c

M
c
M

L B e η
C E

p

j j L B e η
C E

p
j c

M
j L B e η

C E
p

j c
M

c
M

j L B e η
C E

p

, ,

, , , ,

, , , , , ,

p
M

n

p
M

n p
M

n

p
M

n p
M

n p
M

n

2,
0

0
1

0

0 0
1

0

(58)

Since =h n, by Lemmas 2.13 and 4.11, [ ]♯ψ d χ,j c
M

j and [ ]♯ψ d δ χ,j c
M

c
M

j are now operators of order 1. Rea-
soning as in Step 2, we can write

([ ] ) ( )
⎛

⎝
⎛
⎝

⎞
⎠

⎞

⎠

⎛

⎝
⎛
⎝

⎞
⎠

⎞

⎠

∑‖ ‖ ≤ ‖ ‖
♯

∈

♯

+

ψ d χ α ψ χ α, .j c
M

j
L B e η

C E

p

k I
k k

W B e η
C E

p

, , , ,p
M

n
j

p
M

n
0

1 1,
0

If we combine this with Remark 2.7, then for any < <ε0 1, there exists a constant ( )c ε such that
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(59)

A similar argument shows that

([ ]( )) ( )
( ⎛

⎝
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♯ψ d δ χ χ α ε α c ε α, .

j
j c

M
c
M

j j L B e η
C E
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n p n p n
0

2,
0 0 (60)

Going back to (58), summing over j and taking the power /p1 of all the addends, we obtain

( ( ) )( ) ( ) ( ) ( ) ( ) ( )‖ ‖ ≤ ‖ ‖ + ‖ ‖ + ‖ ‖ + ‖ ‖ + ‖ ‖+α c d α d δ α α ε α c ε α .W M E c
M

L M E c
M

c
M

L M E L M E W M E L M E, , , , , ,p n p n p n p n p n p n2,
0 0

1
0 0

2,
0 0

Therefore, absorbing ( )‖ ‖ε α W M E,p n2,
0
in the left-hand side, up to changing the constants from line to line,

we obtain (54).
• The case = +h n 1.
We fix again �∈j and we start from the local estimate (49). The case = +h n 1 can be dealt with a

similar argument to the case =h n. Indeed, we have to use the fact that the differential operators
[ ]♯ψ δ d χ,j c

M
c
M

j and [ ]♯ψ δ χ,j c
M

j , again by Lemmas 4.11 and 2.13, are operators in �n of order 1. Then we can

produce estimates for these operators analogous to the ones in (59) and (60). Finally, to conclude we need,
once again, Remark 2.7. □
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