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1. Introduction 

In health care, researchers have increasingly focused on instrument 
development and psychometric testing. For that reason, researchers, 
managers, and educators now have at their disposal many validated 
instruments to assess and measure health care problems in a valid and 
reliable way. 

The availability of valid instruments allows researchers to advance 
the use of quantitative research methods and empirically test complex 
models. Testing models has the potential to build new theoretical per
spectives (Im and Meleis, 2021) and to inform the nursing community on 
effective ways to implement interventions in different fields, from 
clinical practice (Vellone et al., 2021), to nurse management (Tomietto 
et al., 2019) and health care education (Mikkonen et al., 2020). 

Many constructs used in health care are aligned with psychological 
and behavioural constructs. The caring construct, to cite a fundamental 
construct, is theoretically based, and it is a latent (conceptual) construct. 
It is only possible to measure caring by measuring nurses’ and patients’ 
perceptions of the behaviours which make caring visible. It is assumed 
that caring exists because it is possible to observe or perceive some 
specific behaviours. The same applies to health care education, e.g., the 
constructs of mentoring, clinical learning environments, and self- 
directed learning. The instrument development process includes mea
surements of perceptions and behaviours representing a specific 
construct; the construct validity testing is explained by confirming the 
measure’s validity. 

Psychometric testing is the evaluation of the quality of the instru
ment, including the reliability and validity. It is widely used in behav
ioural or social sciences to measure psychological and social phenomena 
while including variables as part of a broader theoretical framework 
(DeVellis, 2016). Health care education embraces complex cognitive, 
relational, emotional, and behavioural aspects, which benefit from 
psychometrically tested instruments to enhance a broader understand
ing of learning dynamics. Ensuring the psychometric testing of an in
strument is an essential pathway to collecting valid and reliable results. 
In this article, we present the instrument development process phases, 
emphasizing the importance of a theoretical framework and the oper
ationalization of a concept, validity types and phases, and reliability 
testing. 

2. Instrument development process 

2.1. The theoretical framework of an instrument 

A common mistake observed in educational research in nursing and 
health care is a lack of theoretical framework development prior to 
developing an instrument. Instrument development is a long process and 
should not be taken lightly before clearly defining the research gap, 
evaluating already existing validated instruments and their functionality 
to address the research gap. When enough evidence has been collected 
on existing instruments and the theories behind those, instrument 
development needs to encompass a careful definition of concepts 
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describing the studied phenomenon. Instrument development can start 
from an inductive or deductive approach. In the inductive approach, the 
starting point is unstructured reality; concepts need to be further 
explored, described, and operationalized (Kyngäs, 2020; Mikkonen and 
Kyngäs, 2020). It can be done by conducting several qualitative studies, 
content analysis, systematic literature reviews and/or concept analyses. 
The process takes time and needs to be conducted carefully. When 
concepts are clearly defined, they can be operationalized into items 
measuring phenomena at a simple and clearly understandable level. In 
that way, the theoretical concepts can be operationalized and empiri
cally tested. Instruments can also be developed deductively, taking the 
starting point of structured and clearly defined concepts taken from a 
theory or empirically tested models. There are developed instruments 
that are used in the exploration of theories and models, which have been 
used empirically to test the structure and connections of the concepts. 
Once researchers have defined their concepts and developed a theoret
ical stand explaining their studied phenomenon, items can be oper
ationalized and further validated. 

2.2. Validity: types and phases 

The validity of measurement is the degree to which an instrument 
measures what it claims to be measuring (Rattray and Jones, 2007). 
Validity is a broad concept, and it can be estimated by a range of 
methods each if which contributes to our understanding of the validity 
of a measurement. This overview aims to present the most adopted 
pathways to ensure and test validity. Other types of validity exist, such 
as criterion validity. This type of validity tests a new scale or measure 
against a gold standard. A gold standard is supposed to measure pre
cisely the same theoretical construct the new scale aims to measure (Pett 
et al., 2003). While criterion validity is well adopted in other fields (e.g., 
biological sciences), its adoption in nursing and behavioural sciences is 
limited due to the lack of gold standards (Polit, 2015; De Vet et al., 
2011). Testing criterion validity also implies to increase the partici
pants’ burden in filling more scales and items, with a negative impact on 
response rate and the quality of data. In a sample of 105 nursing studies, 
an inappropriate claim of a criterion validity measurement has been 
previously identified (Polit, 2015). This paper focuses on instrument 
development and psychometric testing of new instruments in absence of 
a gold standard. 

2.2.1. Face validity 
Face validity is explained by the appearance of the attribute or 

construct found in the instrument that it is claiming to measure (DeVon 
et al., 2007). The aim when examining face validity in the instrument 
development is to investigate the cultural appropriateness, under
standing of meanings, logical flow, grammar, and syntax of the newly 
developed items (DeVon et al., 2007). This can be accomplished by 
inviting 10–20 participants into a focus group (maximum 10 partici
pants per group) to examine the face validity of the new items. All items 
need to be further modified according to the outcomes of the face val
idity evaluation. Face validity has been criticized as one of the subjective 
and least valid aspects used in empirical studies (DeVon et al., 2007). 
However, it is an important first phase of the validity and is recom
mended to be included together when conducting content validity. 

2.2.2. Content validity 
The consideration of validity needs to be additionally strengthened 

by content validity, which represents the relevance of sampling ade
quacy relating to the content of the instrument (Cook and Beckman, 
2006; DeVon et al., 2007; Kimberlin and Winterstein, 2008). The aim of 
the consideration of content validity is to evaluate newly developed 
items for the appropriateness and relevance of the items representing 
sampling adequacy. This can be accomplished by inviting 20 experts to 
participate in the evaluation individually via email, using Lynn’s (1986) 
Content Validity Index method (CVI). The outcomes of the evaluation 

process depend on the invited experts having previous or present ex
periences with studied phenomena (Grant and Davis, 1997; Kimberlin 
and Winterstein, 2008). In the invitation for expert evaluation, the 
following information needs to be provided for the purpose of under
standing the meaning of the instrument modification: the purpose of the 
study and the instrument, conceptual basis for the instrument, concep
tual definitions, characteristics of participants, the meaning of expert 
input in the evaluation, and instructions of the evaluation form (Grant 
and Davis, 1997). 

The CVI (Lynn, 1986) can be conducted by providing a four-point 
rating scale (Davis, 1992) of each item developed in the instrument 
and counting the main score of the whole newly developed instrument. 
Every invited expert in the study will rate each individual item (I-CVI). 
The result of I-CVI rating will be counted by summing up the same scores 
of each item and dividing the sum by the number of experts giving that 
score. The score required to retain item is recommended to be ≥0.78. 
(DeVon et al., 2007; Polit et al., 2007). The quantification process of the 
whole instrument is based on the S-CVI/Ave averaging approach, which 
will be determined by computing I-CVI of each item of the instrument 
and taking the average score of I-CVI from all items. The recommended 
score of S-CVI to have excellent content validity should reach ≥0.90; for 
good content validity 0.70 to 0.80 (Grant and Davis, 1997; Polit et al., 
2007). Experts can be offered a possibility to leave their open comments 
on each item, in case of possible anticipated suggestions on modifica
tions. In case of the interrater agreement/S-CVI/Ave scoring lower than 
0.70, and the need to modify certain items, another round of expert 
evaluation will be required. 

After the completion of Content Validity Index quantification (Lynn, 
1986) with experts, piloting of the self-assessment instrument in an 
online survey can be conducted with participants. The aim of piloting 
the instrument is to evaluate the practicality, understandability, and 
interpretations of the items; and to receive feedback from students about 
the technical functioning of the questions and the survey (Sue and Ritter, 
2007). Participants can also assess the readability, length, wording, and 
clarity and how time-consuming it is to answer the survey. After the pilot 
study and final adjustments on the instrument need to be conducted 
prior to the main data collection. 

2.2.3. Construct validity: testing the assumptions 
Content validity is not recommended to be used alone in the vali

dation process (Rattray and Jones, 2007), for which reason additional 
methods of internal consistency (reliability) and construct validity need 
to be employed. These approaches lead to statistical testing, and, in 
detail, they bring us into the psychometric field. Before proceeding with 
this type of validity, it is essential to be aware that the psychometric 
testing of an instruments’ construct validity is based on solid assump
tions. These assumptions are crucial to provide unbiased outcomes 
(Tabachnick and Fidell, 2001; Kline, 2015; Byrne, 2016). The main 
assumption is the multivariate normality of the distribution of the 
sample, which is examined by carefully identifying missing data and 
data outliers. Some authors reported that only 24.8 % of the papers 
report the assumptions to perform the test adopted, such as univariate or 
multivariate normality tests (Sajobi et al., 2018). Other authors high
lighted a lack of information in reporting the structural equation 
modelling methods and results in research in nursing (Sharif et al., 
2018). Authors from other disciplines also highlighted a failure to report 
missing data treatment as well as multivariate normality checks prior to 
performing multivariate statistics (Crede and Harms, 2019). 

2.2.3.1. The first step to multivariate normality: missing data man
agement. Missing data testing is essential to ensure unbiased outcomes 
when performing multivariate statistics. However, this preliminary test 
is rarely reported, despite the increasing use of multivariate statistics. 
Missingness in data distribution is typically checked with a test, referred 
to as Little’s MCAR test, to discover if missing data are Missing 
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Completely at Random (MCAR) (Graham, 2009). If the test is non- 
significant, data are missing completely at random (MCAR). There
fore, when missing data are over 5–7 % in each record, the record can be 
deleted listwise, or imputation and estimation algorithms could be 
considered (Little et al., 2014). The main point in handling missing data 
is to detect the mechanism behind missingness. In detail, three situations 
are possible: when data are Missing At Random (MAR), missingness 
depends on observed data, not on unobserved data; when data are 
Missing Not At Random (MNAR), missingness is affected by unobserved 
data; while with Missing Completely At Random (MCAR) data’s miss
ingness does not depend on both observed and unobserved data (Gra
ham, 2009). MAR data are considered missing “conditionally” at 
random as their missingness can be explained by other data and vari
ables in the dataset. Data MCAR, on the other hand, are not affected at 
all by other observed or unobserved data, so everything that can be 
understood about the data depends only on the variables in the dataset, 
without any bias. Both MAR and MCAR missingness do not bias pa
rameters’ estimation in data analyses. MNAR missingness leads to biased 
estimations, and it invalidates data analyses’ reliability and validity. 
Instead, the only consequence of MAR and MCAR missingness is the loss 
of statistical power. Listwise deletion should be considered with caution, 
even if it does not bias the distribution (Newman, 2014; Graham, 2009). 
A good practice is to perform a sensitivity analysis and to test the 
multivariate statistics with both missing values and without them: if the 
missing values do not affect the parameters’ estimation and the fit in
dexes of the model, they could be retained to use all available data 
(Newman, 2014). 

2.2.3.2. The second step to multivariate normality: outliers management. 
Outlier detection and management is also relevant to ensure unbiased 
outcomes. Outliers can be univariate or multivariate. Univariate outliers 
are usually identified by z values above 3 or below − 3: z values stand for 
the standardized values of the distribution for each variable, and they 
are calculated as follows: 

z = (x − x)/s  

where x = measured value; x = mean value for the variable; s = standard 
deviation for the variable. 

The detection of univariate outliers is a useful exercise, but it does 
not have a significant impact on the decision-making process when 
approaching multivariate analyses. Instead, it is useful to test the uni
variate normality by performing the Kolmogorov-Smirnov and/or the 
Shapiro-Wilk tests. If statistically significant (p < 0.05), these tests state 
the univariate normality. This is important, because univariate 
normality also leads, by definition, to multivariate normality and it is 
not necessary to test further the assumptions for multivariate normality. 
On the other hand, a distribution can still verify multivariate normality 
even if it is not normally distributed in the univariate tests (Enomoto 
et al., 2020; Tabachnick and Fidell, 2001). 

The next step, if the univariate normality is not verified, is to check 
multivariate outliers. A multivariate outlier identifies an unusual com
bination of values between variables. They are detected by calculating 
the Mahalanobis distances and the probability for outliers in the chi- 
square distribution, where α = 0.001 and the degrees of freedom 
equal the number of variables of the dataset. Therefore, the multivariate 
outliers are identified by p-values below 0.001 (Enomoto et al., 2020). 

Once multivariate outliers are identified, they can be managed. The 
next decision-making node is to test multivariate normality. 

2.2.3.3. Testing multivariate normality. Multivariate normality is tested 
by comparing Mardia’s kurtosis coefficient with a threshold value. 
Mardia’s kurtosis coefficient is defined by the mean of the squared 
Mahalanobis distances that have been previously calculated to detect 
multivariate outliers. The threshold value is v * (v + 2), where v is the 
number of variables of the model or the degrees of freedom. If Mardia’s 

coefficient is below the threshold value, the multivariate normality is 
verified (Tabachnick and Fidell, 2001). The rate of multivariate outliers 
affects the achievement of multivariate normality. If the latter is not 
verified, consideration should be given to deleting multivariate outliers 
listwise. The deletion of multivariate outliers, even if decreasing the 
statistical power by affecting the sample size, is often a crucial step to 
achieving multivariate normality and providing the basic assumptions 
to perform unbiased multivariate statistics properly (Leys et al., 2019). 
Multivariate outliers compromise the linearity of data distribution and 
jeopardize the fit indexes of a Confirmatory Factor Analysis or a Struc
tural Equation Model (Kline, 2015). After deleting the multivariate 
outliers, a new multivariate normality check needs to be performed. As 
for the missing data, it is recommended to keep track of the deleted 
records and report a sensitivity analysis, including outliers. It is also 
useful to explore the characteristics of the outliers by checking the dif
ferences with the normal distribution. 

2.2.4. Construct validity: Exploratory Factor Analysis (EFA), Confirmatory 
Factor Analysis (CFA), and parameter estimation 

Testing multivariate normality addresses the choice of parameters’ 
estimation approach in CFA. Multivariate normality enables the adop
tion of the Full Implementation Maximum Likelihood (FIML) estimation 
that reduces the biases in fit indexes and parameters’ estimation. The 
other option, if multivariate normality is not verified, is to adopt the 
Asymptotically Distribution Free (ADF) approach, but this estimation 
approach leads to a biased parameters’ estimation, which affects the fit 
indexes (Byrne, 2016; Benson and Fleishman, 1994). The ADF’s biases 
are preferred to those of the FIML approach if multivariate normality is 
not verified (Curran et al., 1996). 

The quality of statistical testing is deeply rooted in the instrument’s 
development phase, in designing the items, in ensuring content validity 
and in pilot testing the instrument (O’Leary-Kelly and Vokurka, 1998). 
Over the years, the focus of testing construct validity shifted to CFA: 
while Exploratory Factor Analysis (EFA) is useful to check the structure 
of an instrument without assuming its factorial structure, CFA assumes a 
factorial structure and it tests the empirical data against the hypothetical 
model (Kline, 2015). This approach is the most adopted and reported in 
the recent literature and it is based on the classical test theory developed 
to check the construct validity of a psychological test (Furr, 2021). 

EFA is a helpful approach to detect the items’ aggregation into fac
tors, to measure the variance of the instrument in explaining a given 
phenomenon and to identify the cross-loadings across the items. In the 
instruments’ development stage, EFA provides preliminary knowledge 
on factors. When developing a new instrument, specific items should be 
created that lead to a latent factor and, by definition, to a hypothetical 
factorial structure. When performing an EFA in educational research in 
nursing, factors are, most commonly, inter-correlated (factor correlation 
>0.20) and it is recommended to adopt an oblique rotation to properly 
calculate the items’ loadings (e.g. Promax or Direct Oblimin). Further
more, we recommend adopting the Principal Axis Factoring instead of 
the Principal Component Analysis: the former assumes a probabilistic 
approach and is oriented to identify the latent factors linked to the items, 
while the latter aims to deterministically elicit the maximum variance of 
the instrument, given a set of known factors (Pett et al., 2003). 

In CFA, a model based on our theoretical knowledge of a construct is 
built. Then the observed variables (behaviours and perceptions as 
measured by the designed items) are linked to latent variables (the 
factors which constitute the construct), and this hypothetical structure is 
empirically tested against the data collected. The estimation of the 
model leads us to the parameters’ estimation approaches previously 
described. This is why the preliminary analyses to check multivariate 
normality are so important. All our efforts are about ensuring an unbi
ased construct validity. After the model’s parameters estimation is 
performed, the main step is to test the hypothetical model’s fit with the 
empirical data. To do this, fit indices of the model are calculated (Byrne, 
2016; Kline, 2015). Many fit indexes have been developed over the 
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years; however, four fit indices are the most adopted and reported: Root 
Mean Square Error of Approximation (RMSEA), Standardized Root 
Mean Residual (SRMR), Comparative Fit Index (CFI), and Tucker-Lewis 
Index (TLI). A model is generally considered acceptable if the fit the 
between model and the dataset is described by RMSEA and SRMR 
<0.08, along with CFI and TLI >0.90 (Kline, 2015). 

2.3. Reliability 

The reliability involves accuracy, consistency, and reproducibility of 
the scores in the instrument measuring the attributes it is supposed to 
measure (Cook and Beckman, 2006; DeVon et al., 2007). The reliability 
testing of the instrument includes the internal consistency (DeVellis, 
2016). Internal consistency reliability involves the computation of 
Cronbach’s alpha coefficient by looking at what items relate to the same 
attribute/concept. This is conducted by looking at one set of items at one 

Fig. 1. The following flow chart represents the decision-making process described in this manuscript.  
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time (Munro, 2005). Cronbach’s alpha aims to measure a unidimen
sional construct (Heo et al., 2015; Waltz et al., 2010). It is important to 
remember that Cronbach’s alpha represents the internal consistency of 
results across the instruments’ items, but it is not independent of the 
number of items in the instrument and tends to be larger the greater the 
number of items in the dimension or scale being assessed (Sijtsma, 
2009). For the purpose of measuring the external reliability, other 
measures should be adopted, such as the inter-rater reliability (e.g. 
Cohen’s Kappa) or the test-retest reliability to assess the instruments’ 
reliability over time (DeVellis, 2016). Another important point about 
Cronbach’s alpha is that it is a unidimensional measure. This means that 
alpha values must be calculated for each factor of an instrument instead 
of on the entire instrument. 

The result of high internal consistency of a single attribute demon
strates that items are measuring the same attribute, whereas the result of 
low internal consistency indicates a possibility that items are measuring 
more than one attribute (Cook and Beckman, 2006). The possible 
ranking of the reliability coefficient is from 0.00 to 1.00 (Kimberlin and 
Winterstein, 2008). The outcomes of Cronbach’s alpha measurement are 
in accepted standard, if newly designed research tool scores ≥0.70, well- 
established instrument scores ≥0.80 and clinically reliable tool scores 
≥0.90 (DeVon et al., 2007; Rattray and Jones, 2007). The new items of 
an instrument need to be possibly considered to be deleted/modified/ 
corrected in case Cronbach’s alpha score indicates low internal consis
tency (Rattray and Jones, 2007). 

While excellent values are desirable, they also suggest that a shorter 
version of the instrument could also ensure excellent or good reliability. 
In this case, a short version has the benefit of decreasing the partici
pants’ burden and, potentially, increasing the response rate while 
keeping good reliability. 

For this purpose, it could be useful to identify the contribution of 
each item to the overall internal consistency of the instrument. Alpha 
values can be calculated following the one-by-one deletion of items from 
each factor; an item should be removed from the instrument if the in
strument’s reliability increases over 0.10 (Ferketich, 1991). Corrected 
item-to-total correlation is also useful to identify the contribution of 
each item to the instrument or factor: it is considered acceptable if over 
0.30 (DeVellis, 2016). When a “weak” item is identified, consideration 
should be given to deleting it and to further assess the instrument’s 
validity and reliability. 

These item-focused analyses provide useful information to further 
test the EFA and/or CFA by deleting specific items. In case of unsatis
factory fit indexes in the CFA, both these analyses and EFA could support 
the test of a different hypothetical model (see Fig. 1). 

While Cronbach’s alpha is a consolidated standard for testing reli
ability, its adoption has been widely debated as a single measure of 
reliability. Other measures are available but scarcely implemented in the 
most common statistical software, until recent years. There is a growing 
interest in the adoption of McDonald’s omega as a reliability test (Hayes 
and Coutts, 2020) and new macros are available in SPSS or other sta
tistical packages (e.g. R, MPlus or SAS) to calculate this measure. 
McDonald’s omega is supported by a robust number of methodological 
reasons, which mainly rely on the consideration of item loadings from a 
CFA within the computation of reliability. A threshold for McDonald’s 
omega is recommended to be >0.80. Recent research also demonstrated 
that, when applied to empirical data, McDonald’s omega does not 
largely differ from Cronbach’s alpha (Hayes and Coutts, 2020). An 
example in nursing seems to support this and it demonstrates the 
adoption of this measure in a scales’ development and validation (Vélez- 
Morón et al., 2022). It is recommended to consider this reliability test 
along with Cronbach’s alpha. 

3. Conclusion 

Instrument development and testing requires a rigorous and careful 
process of building a theoretical framework, defining the concepts, and 

operationalizing those concepts into simply understandable items. In 
nursing science, many instruments have been developed, commonly just 
for the purpose of one study. The sample size for an instruments’ vali
dation process needs to be ensured and preferably repeated by testing 
instruments’ validity in different contexts with different sets of partici
pants. We highly recommend that researchers consider the instrument 
development process carefully by preferably integrating instrument 
development guidelines from the first phase of instrument development 
(for example COSMIN by Mokkink et al., 2010). 
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