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## Abstract

> Has the verb "to dream" a present tense? How does a person learn to use this?

## Ludwig Wittgenstein

In this thesis we consider three main problems: the Galois module structure of rings of integers in wildly ramified extensions of $\mathbb{Q}$; Leopoldt's conjecture; and non-commutative Fitting ideals and the non-abelian Brumer-Stark conjecture. For each of these problems, which correspond to each main chapter, we will review and use tools from representation theory and algebraic $K$-theory.

In the first main chapter, we will prove new results concerning the additive Galois module structure of certain wildly ramified finite non-abelian extensions of $\mathbb{Q}$. In particular, when $K / \mathbb{Q}$ is a Galois extension with Galois group $G$ isomorphic to $A_{4}, S_{4}$ or $A_{5}$, we give necessary and sufficient conditions for the ring of integers $\mathcal{O}_{K}$ to be free over its associated order in the rational group algebra $\mathbb{Q}[G]$.

In the second main chapter, we will work on Leopoldt's conjecture. Let $p$ be a rational prime and let $L / K$ be a Galois extension of number fields with Galois group $G$. Under certain hypotheses, we show that Leopoldt's conjecture at $p$ for certain proper intermediate fields of $L / K$ implies Leopoldt's conjecture at $p$ for $L$; a crucial tool will be the theory of norm relations in $\mathbb{Q}[G]$. We also consider relations between the Leopoldt defects at $p$ of intermediate extensions of $L / K$.

Finally, we will investigate new properties of (non-commutative) Fitting ideals in integral group rings, with the general idea of reducing to simpler abstract groups (such as abelian groups) that can emerge as subquotients. As an application we will provide a direct proof of the (non-abelian) Brumer-Stark conjecture in certain cases, by reducing to the abelian case as recently proved by Dasgupta and Kakde. The direct approach avoids use of technical machinery such as the equivariant Tamagawa number conjecture.
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## Chapter 1

## Introduction

This thesis, written under the supervision of Henri Johnston, collects three main works, each corresponding to a separate chapter. We will be using tools from abstract algebra, in particular from representation theory, in order to tackle problems and conjectures in algebraic number theory. A common idea in these three works is that purely algebraic arguments combined with the knowledge of some basic cases allow us to deduce our results in much more complex situations. We will give more details in the introduction to each of the chapters.

We will start with the following example: suppose we have a Galois extension $K / \mathbb{Q}$ with Galois group $G$ isomorphic to $A_{4}$. We will see that an important question is whether its ring of integers $\mathcal{O}_{K}$ is a free module over the so called associated order $\mathfrak{A}_{K / \mathbb{Q}}$, which is a particular $\mathbb{Z}$-algebra without torsion that spans $\mathbb{Q}[G]$. Specifically, using the structure of $K$ as a $\mathbb{Q}[G]$-module coming from Galois theory, we define

$$
\mathfrak{A}_{K / \mathbb{Q}}=\left\{x \in \mathbb{Q}[G]: x \mathcal{O}_{K} \subseteq \mathcal{O}_{K}\right\} .
$$

Note that we always have $\mathfrak{A}_{K / \mathbb{Q}} \supseteq \mathbb{Z}[G]$. We will see that it suffices to us to just focus on the problem of local freeness, that is, asking if $\mathcal{O}_{K, p}:=\mathbb{Z}_{p} \otimes_{\mathbb{Z}} \mathcal{O}_{K}$ is free over $\mathfrak{A}_{K / \mathbb{Q}, p}:=\mathbb{Z}_{p} \otimes_{\mathbb{Z}} \mathfrak{A}_{K / \mathbb{Q}}$ for every prime number $p$. If we focus on $p=3$ and we denote by $F$ the subfield of $K$ fixed by the 2 -Sylow of $A_{4}$, which is normal of index 3 , we will see that $\mathfrak{A}_{K / \mathbb{Q}, 3}$ can be written as a product of $\mathfrak{A}_{F / \mathbb{Q}, 3}$ and a maximal order. We will omit the details here, but we remark that in a local setting 'a lattice over a maximal order is free', so that our problem is reduced to studying whether in a much simpler extension, namely the Galois cubic extension $F / \mathbb{Q}$, the ring of integers is free over the associated order. Using abstract algebra (more precisely, the theory of hybrid orders) we are able to derive properties for $A_{4}$-extensions from $C_{3}$-extensions, whose behaviour is already well-known in the literature (in particular, here Leopoldt's theorem applies). We summarise the three main theorems of $\S 2$.

Theorem 1.0.1. Let $K / \mathbb{Q}$ be a Galois extension with $\operatorname{Gal}(K / \mathbb{Q}) \cong A_{4}$. Then $\mathcal{O}_{K}$ is free over $\mathfrak{A}_{K / \mathbb{Q}}$ if and only if 2 is tamely ramified or has full decomposition group.

Theorem 1.0.2. Let $K / \mathbb{Q}$ be a Galois extension with $G:=\operatorname{Gal}(K / \mathbb{Q}) \cong S_{4}$. Then $\mathcal{O}_{K}$ is free over $\mathfrak{A}_{K / \mathbb{Q}}$ if and only if one of the following conditions on $K / \mathbb{Q}$ holds:
(i) 2 is tamely ramified;
(ii) 2 has decomposition group equal to the unique subgroup of $G$ of order 12;
(iii) 2 is wildly and weakly ramified and has full decomposition group; or
(iv) 2 is wildly and weakly ramified, has decomposition group of order 8 in $G$, and has inertia subgroup equal to the unique normal subgroup of order 4 in $G$.
Theorem 1.0.3. Let $K / \mathbb{Q}$ be a Galois extension with $\operatorname{Gal}(K / \mathbb{Q}) \cong A_{5}$. Then $\mathcal{O}_{K}$ is free over $\mathfrak{A}_{K / \mathbb{Q}}$ if and only if all three of the following conditions on $K / \mathbb{Q}$ hold:
(i) 2 is tamely ramified;
(ii) 3 is tamely ramified or is weakly ramified with ramification index 6; and
(iii) 5 is tamely ramified or is weakly ramified with ramification index 10.

Now we consider Leopoldt's conjecture (not to be confused with the aforementioned Leopoldt's theorem). For its statement and basic properties we refer to $\S 3.2 .1$. Let $L / K$ be a Galois extension of number fields with Galois group $G$ and let $p$ be a prime number. Assuming the existence of norm relations, which only depends on the structure of $G$ as an abstract group, or even just using more basic properties coming from representation theory, we will be able to derive Leopoldt's conjecture at $p$ for $L$ (Leo $(L, p)$ for short) from the validity on certain intermediate fields of $L / K$. For instance, validity for an $S_{3}$-extension of $\mathbb{Q}$ will be implied from its validity for two simpler fields: the quadratic subfield of $L$ and a cubic subfield. Since the former is an abelian extension of $\mathbb{Q}$, we already know that Leopoldt's conjecture holds, so that the problem reduces to studying a cubic subfield (which is non-Galois). We state some of the results of $\S 3$.
Theorem 1.0.4. Let $L / K$ be a Galois extension of number fields with Galois group $G$. Let $p$ be a prime number. If $\operatorname{Leo}\left(L^{H}, p\right)$ holds for every subgroup $H$ of $G$ which is the kernel of an irreducible complex character, then also $\operatorname{Leo}(L, p)$ holds.

Corollary 1.0.5. Let $L / K$ be an abelian extension of number fields. Let $p$ be a prime number. If Leo $(F, p)$ holds for every intermediate field $F$ such that $F / K$ is cyclic, then also $\operatorname{Leo}(L, p)$ holds.

Theorem 1.0.6. Let $\ell$ be an odd prime number and let $L / K$ be a dihedral extension of order $2 \ell$, where $K$ is $\mathbb{Q}$ or an imaginary quadratic field. Let $p$ be a prime number. If $\operatorname{Leo}(F, p)$ holds for one (indeed, every) intermediate field $F$ such that $[F: K]=\ell$, then we also have $\operatorname{Leo}(L, p)$.
In the following $\delta(L, p)$ will denote the Leopoldt defect of the number field $L$ at $p$, which roughly measures the failure of $L$ from satisfying Leopoldt's conjecture at $p$ (in particular, Leo $(L, p)$ holds if and only if $\delta(L, p)=0)$.
Theorem 1.0.7. Let $L / K$ be a Galois extension of number fields with Galois group $G$ and let $p$ be a prime number. Let $H$ be a non-cyclic subgroup of $G$. Then we have the relation

$$
\sum_{I \leq H}|I| \mu(I, H) \delta\left(L^{I}, p\right)=0
$$

where $\mu(I, H):=\sum_{I=H_{0} \leq \cdots \leq H_{n}=H}(-1)^{n}$.

Theorem 1.0.8. Let $L$ be a finite Galois extension of $\mathbb{Q}$ or of an imaginary quadratic field with Galois group $G$. Let $p$ be a prime number. Let $1<d_{1}<\cdots<d_{s}$ be the possible dimensions of the non-linear irreducible complex characters of $G$. Then we can write $\delta(L, p)=\sum_{i=1}^{s} k_{i} d_{i}$ with coefficients $k_{i} \in \mathbb{N}$. In particular either $\delta(L, p)=0$ or $\delta(L, p) \geq d_{1}$.
Theorem 1.0.9. Let $\mathcal{A}$ be a finite set of prime numbers. Then there exists an infinite family $\mathcal{L}$ of real $S_{3}$-extensions of $\mathbb{Q}$ such that $\operatorname{Leo}(L, p)$ holds for every $L \in \mathcal{L}$ and $p \in \mathcal{A}$.

In $\S 4$ we will discuss (non-commutative) Fitting ideals, stating some properties and studying them using or taking inspiration from algebraic $K$-theory. The main arithmetic motivation is the Brumer-Stark conjecture. In the recent groundbreaking preprint [DK20], Dasgupta and Kakde proved the (abelian) Brumer-Stark conjecture outside the prime 2. Our algebraic techniques will permit us to deduce the non-abelian BrumerStark conjecture for large families of Galois extensions using their result, in a very direct way that does not pass through, for instance, the technical setting of the equivariant Tamagawa number conjecture.

The following is the main algebraic result.
Theorem 1.0.10. Let $G$ be a finite group, let $\mathcal{H}$ be a family of subquotients of $G$ and let $p$ be a prime number. Suppose that

$$
\begin{equation*}
f_{\mathcal{H}}^{-1}\left(\prod_{H \in \mathcal{H}}\left(\mathbb{Z}_{p}[H] \cap \zeta\left(\mathbb{Q}_{p}[H]\right)^{\times}\right)\right) \subseteq \mathbb{Z}_{p}[G] \tag{1.0.1}
\end{equation*}
$$

where $\zeta$ denotes the centre of a ring and

$$
f_{\mathcal{H}}=\prod_{H \in \mathcal{H}} f_{H}: \zeta\left(\mathbb{Q}_{p}[G]\right)^{\times} \longrightarrow \prod_{H \in \mathcal{H}} \zeta\left(\mathbb{Q}_{p}[H]\right)^{\times}
$$

is a certain map defined functorially. Let $\theta \in \zeta\left(\mathbb{Q}_{p}[G]\right)^{\times}$and let $M$ be a finitely presented $R$-torsion $\mathbb{Z}_{p}[G]$-module with quadratic presentation. Let $M_{H}$ be the image of $M$ via composition of restriction and quotient (see the end of §4.4). If $f_{H}(\theta) \in \operatorname{Fitt}_{\mathbb{Z}_{p}[H]}\left(M_{H}\right)$ for every $H \in \mathcal{H}$, then $\theta \in \operatorname{Fitt}_{\mathbb{Z}_{p}[G]}(M)$.
Theorem 1.0.10 can be applied to provide a more direct proof of some cases of the non-abelian Brumer-Stark conjecture than what we already find in literature (although none of the actual results will be new).

Theorem 1.0.11. Let $p$ be an odd prime number. Let $L / K$ be a Galois CM-extension of number fields with Galois group $G$ such that $p \nmid\left|G^{\prime}\right|$ and let $\mathcal{H}$ be a family of abelian subquotients of $G$. Suppose that the complex conjugation $j$ belongs to $G_{1}$ for every $G_{1} / G_{2} \in \mathcal{H}$. Let $S$ and $T$ be two admissible sets of primes. Suppose that we have the containment (1.0.1) and that $\mathrm{Cl}(L)^{T}(p)$ has a quadratic presentation. Then the p-part of the strong Brumer-Stark conjecture for $L / K$ holds.
It will be important to assume that $\mathrm{Cl}(L)^{T}(p)$ has a quadratic presentation. However, using the tool of hybrid orders, we will be able to deduce the Brumer-Stark conjecture without such an assumption; this applies for instance to $A_{4} \times C_{2}$-extensions at $p=3$.

Note that if $p \nmid|G|$ we automatically have quadratic presentation (see Proposition 4.7.2).

## Notation and conventions

All rings are assumed to have an identity element and all modules are assumed to be left modules unless otherwise stated. We denote certain finite groups as follows:

- $D_{2 n}$ is the dihedral group of order $2 n$;
- $Q_{8}$ is the quaternion group of order 8 ;
- $A_{n}$ is the alternating group on $n$ letters;
- $S_{n}$ is the symmetric group on $n$ letters.


## Chapter 2

## Leopoldt-type theorems for non-abelian extensions of $\mathbb{Q}$

### 2.1 Introduction

This chapter is essentially the same as the arXiv preprint [Fer21].
Let $K / F$ be a finite Galois extension of number fields or $p$-adic fields and let $G=$ $\operatorname{Gal}(K / F)$. The classical normal basis theorem says that $K$ is free of rank 1 as a module over the group algebra $F[G]$. A much more difficult problem is that of determining whether the ring of integers $\mathcal{O}_{K}$ is free of rank 1 over an appropriate $\mathcal{O}_{F}$-order in $F[G]$. The natural choice of such an order is the so-called associated order

$$
\mathfrak{A}_{K / F}:=\left\{\lambda \in F[G]: \lambda \mathcal{O}_{K} \subseteq \mathcal{O}_{K}\right\}
$$

since this is the only $\mathcal{O}_{F}$-order in $F[G]$ over which $\mathcal{O}_{K}$ can possibly be free.
It is clear that the group ring $\mathcal{O}_{F}[G]$ is contained in $\mathfrak{A}_{K / F}$. In fact, $\mathfrak{A}_{K / F}=\mathcal{O}_{F}[G]$ if and only if $K / F$ is at most tamely ramified. It is in this setting that by far the most progress has been made and we say that $K / F$ has a normal integral basis if $\mathcal{O}_{K}$ is free over $\mathcal{O}_{F}[G]$. The celebrated Hilbert-Speiser theorem says that if $K / \mathbb{Q}$ is a tamely ramified finite abelian extension, then it has a normal integral basis. Leopoldt removed the assumption on ramification to obtain the following generalisation of this result.

Theorem 2.1.1. [Leo59] Let $K / \mathbb{Q}$ be a finite abelian extension. Then $\mathcal{O}_{K}$ is free over $\mathfrak{A}_{K / \mathbb{Q}}$.

Leopoldt also specified a generator and the associated order; Lettl [Let90] gave a simplified and more explicit proof of the same result. We also have the following result of Bergé.

Theorem 2.1.2. [Ber 7 72] Let $p$ be a prime and let $K / \mathbb{Q}$ be a dihedral extension of degree $2 p$. Then $\mathcal{O}_{K}$ is free over $\mathfrak{A}_{K / \mathbb{Q}}$.

Now let $K / \mathbb{Q}$ be a Galois extension with $\operatorname{Gal}(K / \mathbb{Q}) \cong Q_{8}$, the quaternion group of order 8. Suppose that $K / \mathbb{Q}$ is tamely ramified. Martinet [Mar71] gave two examples of such extensions, one without and one with a normal integral basis. Moreover, Fröhlich
[Frö72] showed that both possibilities occur infinitely often. By contrast, in the case that $K / \mathbb{Q}$ is wildly ramified, we have the following result of Martinet.

Theorem 2.1.3. [Mar72] Let $K / \mathbb{Q}$ be a wildly ramified Galois extension with $\operatorname{Gal}(K / \mathbb{Q}) \cong$ $Q_{8}$. Then $\mathcal{O}_{K}$ is free over $\mathfrak{A}_{K / \mathbb{Q}}$.

In this chapter, we prove other Leopoldt-type theorems for certain non-abelian extensions of $\mathbb{Q}$. An important notion is that of local freeness, which we now review.

For the rest of the introduction, let $K / \mathbb{Q}$ be a finite Galois extension and let $G=$ $\operatorname{Gal}(K / \mathbb{Q})$. We recall that $\mathcal{O}_{K}$ is said to be locally free over $\mathfrak{A}_{K / \mathbb{Q}}$ at a prime number $p$ if $\mathcal{O}_{K, p}:=\mathbb{Z}_{p} \otimes_{\mathbb{Z}} \mathcal{O}_{K}$ is free as an $\mathfrak{A}_{K / \mathbb{Q}, p}:=\mathbb{Z}_{p} \otimes_{\mathbb{Z}} \mathfrak{A}_{K / \mathbb{Q}}$-module. We say that $\mathcal{O}_{K}$ is locally free over $\mathfrak{A}_{K / \mathbb{Q}}$ if this holds for all prime numbers $p$.

Suppose that $K / \mathbb{Q}$ is tamely ramified. Then $\mathcal{O}_{K}$ is locally free over $\mathbb{Z}[G]$. Moreover, the problem of determining whether $K / \mathbb{Q}$ has a normal integral basis is well understood thanks to Taylor's proof of Fröhlich's conjecture [Tay81]: he determined the class of $\mathcal{O}_{K}$ in the locally free class group $\mathrm{Cl}(\mathbb{Z}[G])$ in terms of Artin root numbers of the irreducible symplectic characters of $G$ (see [Frö83, I] for an overview). In particular, if $G$ has no irreducible symplectic characters (this is the case, for instance, if $G$ is abelian, dihedral or of odd order), then $K / \mathbb{Q}$ has a normal integral basis.

If $K / \mathbb{Q}$ is wildly ramified, then the situation becomes much more difficult, not least because $\mathcal{O}_{K}$ need not even be locally free over $\mathfrak{A}_{K / \mathbb{Q}}$. For instance, Bergé [Ber79] gave examples of wildly ramified dihedral extensions of $\mathbb{Q}$ without the local freeness property.

Let $N / M$ be a finite Galois extension of $p$-adic fields. One can consider the analogous problem of whether $\mathcal{O}_{N}$ is free over $\mathfrak{A}_{N / M}$. Indeed, this is the case when $N / M$ is unramified, tamely ramified or weakly ramified, or $M=\mathbb{Q}_{p}$ and $N / \mathbb{Q}_{p}$ is abelian or dihedral of order $2 \ell$ for some prime $\ell$ (see $\S 2.3 .1$ for a detailed overview of such results). However, freeness in this situation does not relate to the aforementioned notion of local freeness in the way one might expect. More precisely, if $K / \mathbb{Q}$ is wildly ramified and non-abelian, $p$ is a prime number, $\mathfrak{P}$ a prime of $K$ above $p$, and $\mathcal{O}_{K_{\mathfrak{F}}}$ is free over $\mathfrak{A}_{K_{\mathfrak{P}} / \mathbb{Q}_{p}}$, then it is not necessarily the case that $\mathcal{O}_{K}$ is locally free over $\mathfrak{A}_{K / \mathbb{Q}}$ at $p$ (here $K_{\mathfrak{P}}$ denotes the completion of $K$ at $\mathfrak{P}$ ). This is an important obstacle that needs to be overcome in the proofs of the main results of the present article.

We consider the question of whether $\mathcal{O}_{K}$ is free over $\mathfrak{A}_{K / \mathbb{Q}}$ in the case that the locally free class group $\mathrm{Cl}(\mathbb{Z}[G])$ is trivial and $\mathbb{Z}[G]$ has the so-called locally free cancellation property (in fact, the latter condition holds whenever the former holds). In this situation, it is also the case that $\operatorname{Cl}\left(\mathfrak{A}_{K / \mathbb{Q}}\right)$ is trivial and $\mathfrak{A}_{K / \mathbb{Q}}$ has the locally free cancellation property. Hence it is straightforward to show that the question reduces to whether $\mathcal{O}_{K}$ is locally free over $\mathfrak{A}_{K / \mathbb{Q}}$.

We now briefly describe a straightforward application of this strategy. Suppose that $G$ is dihedral of order $2 p^{n}$ for some prime $p$ and some positive integer $n$. In this situation, Keating [Kea74] gave sufficient conditions for $\mathrm{Cl}(\mathbb{Z}[G])$ to be trivial and Bergé [Ber79] gave necessary and sufficient conditions for $\mathcal{O}_{K}$ to be locally free over $\mathfrak{A}_{K / \mathbb{Q}}$. As a consequence we obtain the following result.

Theorem 2.1.4. Let $n$ be a positive integer and let $p \geq 5$ be a regular prime number
such that the class number of $\mathbb{Q}\left(\zeta_{p^{n}}\right)^{+}$is 1 . Let $K / \mathbb{Q}$ be a dihedral extension of degree $2 p^{n}$. Then $\mathcal{O}_{K}$ is free over $\mathfrak{A}_{K / \mathbb{Q}}$ if and only if the ramification index of $p$ in $K / \mathbb{Q}$ is coprime to $p$ or is a power of $p$.

Here $\mathbb{Q}\left(\zeta_{p^{n}}\right)^{+}$denotes the maximal totally real subfield $\mathbb{Q}\left(\zeta_{p^{n}}\right)$. Using the class number computations of Miller [Mil14] we obtain the following corollary.

Corollary 2.1.5. Let $K / \mathbb{Q}$ be a dihedral extension of degree $2 p^{n}$ where ( $p, n$ ) is (5,2), $(5,3),(7,2)$ or $(11,2)$. Then $\mathcal{O}_{K}$ is free over $\mathfrak{A}_{K / \mathbb{Q}}$ if and only if the ramification index of $p$ in $K / \mathbb{Q}$ is coprime to $p$ or is a power of $p$.

Similar but more complicated results hold when $p=2$ or 3 (see Theorem 2.5.2 for the full statement and proof).

If $G$ is non-abelian and non-dihedral such that $\mathrm{Cl}(\mathbb{Z}[G])$ is trivial, then a result of Endô and Hironaka [EH79] shows that $G$ is isomorphic to $A_{4}, S_{4}$ or $A_{5}$; the converse was already shown by Reiner and Ullom [RU74]. The main results of the present chapter will be necessary and sufficient conditions for $\mathcal{O}_{K}$ to be free over $\mathfrak{A}_{K / \mathbb{Q}}$ when $G$ is isomorphic to $A_{4}, S_{4}$ or $A_{5}$. The discussion above shows that the main work is in determining when $\mathcal{O}_{K}$ is locally free over $\mathfrak{A}_{K / \mathbb{Q}}$. A key ingredient is the notion of hybrid $p$-adic group rings, introduced by Johnston and Nickel [JN16]; using this tool it is straightforward to show that $\mathcal{O}_{K}$ is locally free over $\mathfrak{A}_{K / \mathbb{Q}}$ at $p=3$ when $G$ is isomorphic to $A_{4}$ or $S_{4}$.

The statements of the following theorems will depend on certain primes of $K$ having given decomposition or inertia subgroups up to conjugation. We remark that such properties will not depend on which prime of $K$ we choose above a given prime number. For example, saying that a prime number $p$ is tamely ramified will mean that some, and hence every, prime of $K$ above $p$ is (at most) tamely ramified in $K / \mathbb{Q}$. We shall henceforth abbreviate 'at most tamely ramified' to 'tamely ramified'.

The following result is Theorem 2.8.1.
Theorem 2.1.6. Let $K / \mathbb{Q}$ be a Galois extension with $\operatorname{Gal}(K / \mathbb{Q}) \cong A_{4}$. Then $\mathcal{O}_{K}$ is free over $\mathfrak{A}_{K / \mathbb{Q}}$ if and only if 2 is tamely ramified or has full decomposition group.

The proof of the 'if' direction of this result involves the aforementioned tools. To prove the converse, we show that if 2 is wildly ramified and has decomposition group of order 2 or 4 then $\mathcal{O}_{K}$ is not locally free over $\mathfrak{A}_{K / \mathbb{Q}}$ at $p=2$. This reduces to showing that the lattice $\operatorname{Ind}_{D}^{G} \mathfrak{A}_{K_{\mathfrak{F}} / \mathbb{Q}_{2}}:=\mathbb{Z}_{2}[G] \otimes_{\mathbb{Z}_{2}[D]} \mathfrak{A}_{K_{\mathfrak{P}} / \mathbb{Q}_{2}}$ is not free over $\mathfrak{A}_{K / \mathbb{Q}, 2}$, where $\mathfrak{P}$ is a fixed prime above 2 and $D$ is its decomposition group. The main theorem used here is Hattori's result [Hat65] that commutative orders are 'clean' (see §2.6.2).

The following two results are Theorem 2.8.3 and Theorem 2.8.6, respectively.
Theorem 2.1.7. Let $K / \mathbb{Q}$ be a Galois extension with $G:=\operatorname{Gal}(K / \mathbb{Q}) \cong S_{4}$. Then $\mathcal{O}_{K}$ is free over $\mathfrak{A}_{K / \mathbb{Q}}$ if and only if one of the following conditions on $K / \mathbb{Q}$ holds:
(i) 2 is tamely ramified;
(ii) 2 has decomposition group equal to the unique subgroup of $G$ of order 12;
(iii) 2 is wildly and weakly ramified and has full decomposition group; or
(iv) 2 is wildly and weakly ramified, has decomposition group of order 8 in $G$, and has inertia subgroup equal to the unique normal subgroup of order 4 in $G$.

Theorem 2.1.8. Let $K / \mathbb{Q}$ be a Galois extension with $\operatorname{Gal}(K / \mathbb{Q}) \cong A_{5}$. Then $\mathcal{O}_{K}$ is free over $\mathfrak{A}_{K / \mathbb{Q}}$ if and only if all three of the following conditions on $K / \mathbb{Q}$ hold:
(i) 2 is tamely ramified;
(ii) 3 is tamely ramified or is weakly ramified with ramification index 6; and
(iii) 5 is tamely ramified or is weakly ramified with ramification index 10 .

In contrast to the proof of Theorem 2.1.6, the proofs of Theorems 2.1.7 and 2.1.8 use the (updated) implementation in MAGMA [BCP97] of the algorithms developed by Bley and Johnston [BJ08] and by Hofmann and Johnston [HJ20].

## Notation and conventions

Let $K$ be a number field. By a prime of $K$, we mean a non-zero prime ideal of $\mathcal{O}_{K}$. If $\mathfrak{P}$ is a prime of $K$, we let $K_{\mathfrak{P}}$ denote the completion of $K$ at $\mathfrak{P}$. We say that a prime is tamely ramified if it is at most tamely ramified.

Let $H$ be a subgroup of a finite group $G$. We denote by $\operatorname{ncl}_{G}(H)$ the normal closure of $H$ in $G$, defined as the smallest normal subgroup of $G$ containing $H$ or, equivalently, the subgroup generated by all the conjugates of $H$ in $G$.

### 2.2 Associated orders and reduction to the study of local freeness

### 2.2.1 Lattices and orders

For further background, we refer the reader to [Rei03] or [CR81]. Let $R$ be a Dedekind domain with field of fractions $F$. An $R$-lattice $M$ is a finitely generated torsion-free $R$-module, or equivalently, a finitely generated projective $R$-module. Note that any $R$-submodule of an $R$-lattice is again an $R$-lattice. For any finite-dimensional $F$-vector space $V$, an $R$-lattice in $V$ is a finitely generated $R$-submodule $M$ in $V$. We define a $F$-vector subspace of $V$ by

$$
F M:=\left\{\alpha_{1} m_{1}+\alpha_{2} m_{2}+\cdots+\alpha_{r} m_{r} \mid r \in \mathbb{Z}_{\geq 0}, \alpha_{i} \in F, m_{i} \in M\right\}
$$

and say that $M$ is a full $R$-lattice in $V$ if $F M=V$. We may identify $F M$ with $F \otimes_{R} M$.
Let $A$ be a finite-dimensional $F$-algebra. An $R$-order in $A$ is a subring $\Lambda$ of $A$ (so in particular has the same unity element as $A$ ) such that $\Lambda$ is a full $R$-lattice in $A$. A $\Lambda$-lattice is a $\Lambda$-module which is also an $R$-lattice. For $\Lambda$-lattices $M$ and $N$, a homomorphism of $\Lambda$-modules $f: M \rightarrow N$ is called a homomorphism of $\Lambda$-lattices.

The following well-known lemma follows from [CR81, Exercise 23.2].
Lemma 2.2.1. Let $\Lambda \subseteq \Gamma$ be two $R$-orders in $A$. Let $M$ and $N$ be $\Gamma$-lattices and let $f: M \rightarrow N$ be a homomorphism of $\Lambda$-lattices. Then $f$ is a homomorphism of $\Gamma$-lattices.

### 2.2.2 Associated orders

Let $\Lambda$ be an $R$-order in a finite-dimensional $F$-algebra $A$. Let $M$ be a full $R$-lattice in a free $A$-module of rank 1 (thus $F M \cong A$ as $A$-modules). The associated order of $M$ is defined to be

$$
\mathfrak{A}(A, M)=\{\lambda \in A: \lambda M \subseteq M\} .
$$

Note that $\mathfrak{A}(A, M)$ is an $R$-order (see [Rei03, $\S 8])$. In particular, it is the largest order $\Lambda$ over which $M$ has a structure of $\Lambda$-module. The following well-known result says that $\mathfrak{A}(A, M)$ is the only $R$-order in $A$ over which $M$ can possibly be free.

Proposition 2.2.2. Let $\Lambda$ be an $R$-order in $A$ and let $M$ be a free $\Lambda$-lattice of rank 1 . Then $F M$ is a free $A$-module of rank 1 and $\Lambda=\mathfrak{A}(A, M)$.

Proof. By hypothesis there exists $\alpha \in M$ such that $M=\Lambda \alpha$ is a free $\Lambda$-module. Thus $F M=A \alpha$ is free over $A$. Let $x \in \mathfrak{A}(A, M)$. Then $x \alpha \in M=\Lambda \alpha$, so $x \alpha=y \alpha$ for some $y \in \Lambda$. Since $F M$ is freely generated by $\alpha$, we must have $x=y$. Hence $\mathfrak{A}(A, M) \subseteq \Lambda$. The reverse inclusion is trivial and therefore $\Lambda=\mathfrak{A}(A, M)$.

Remark 2.2.3. Suppose $\Lambda$ is an $R$-order in $A$. Then clearly $\Lambda \subseteq \mathfrak{A}(A, \Lambda)$. Moreover, $\mathfrak{A}(A, \Lambda) 1_{A} \subseteq \Lambda$ and so $\mathfrak{A}(A, \Lambda) \subseteq \Lambda$. Therefore $\mathfrak{A}(A, \Lambda)=\Lambda$.

### 2.2.3 Completion and local freeness

Let $\mathfrak{p}$ be any maximal ideal of $R$. Let $F_{\mathfrak{p}}$ denote the completion of $F$ with respect to a valuation defined by $\mathfrak{p}$ and let $R_{\mathfrak{p}}$ be the corresponding valuation ring. For any $R$-module $M$ we write $M_{\mathfrak{p}}$ for $R_{\mathfrak{p}} \otimes_{R} M$ and $V_{\mathfrak{p}}=F_{\mathfrak{p}} \otimes_{F} V$ for any $F$-vector space $V$. These two notations are consistent as the map $\lambda \otimes_{\mathcal{O}_{F}} v \mapsto \lambda \otimes_{F} v\left(v \in V, \lambda \in \mathcal{O}_{F_{\mathrm{p}}}\right)$ is an isomorphism (see [FT93, p. 93]).

Let $\Lambda$ be an $R$-order and let $M$ be a $\Lambda$-lattice in some $A$-module $V$. Then $\Lambda_{\mathfrak{p}}$ is an $R_{\mathfrak{p}}$-order in $A_{\mathfrak{p}}$ and $M_{\mathfrak{p}}$ is a $\Lambda_{\mathfrak{p}}$-lattice in $V_{\mathfrak{p}}$. We say that $M$ is locally free over $\Lambda$ if $M_{\mathfrak{p}}$ is free over $\Lambda_{\mathfrak{p}}$ for every $\mathfrak{p}$.

Let $G$ be a finite group and let $M$ be a full $R[G]$-lattice in a free $A$-module of rank 1 . Then $R[G] \subseteq \mathfrak{A}(F[G], M)$ and $R_{\mathfrak{p}}[G] \subseteq \mathfrak{A}\left(F_{\mathfrak{p}}[G], M_{\mathfrak{p}}\right) \cong \mathfrak{A}(F[G], M)_{\mathfrak{p}}$. Moreover, $M$ is locally free over $\mathfrak{A}(F[G], M)$ if $M_{\mathfrak{p}}$ is free over $\mathfrak{A}\left(F_{\mathfrak{p}}[G], M_{\mathfrak{p}}\right)$ for every $\mathfrak{p}$.

### 2.2.4 Associated orders of rings of integers

Let $K / F$ be a finite Galois extension of number fields and let $G=\operatorname{Gal}(K / F)$. We consider the behaviour of the associated order $\mathfrak{A}_{K / F}:=\mathfrak{A}\left(F[G], \mathcal{O}_{K}\right)$ with respect to localisation and induction.

Let $\mathfrak{p}$ be a maximal ideal of $\mathcal{O}_{F}$. Then we have decompositions

$$
K_{\mathfrak{p}}:=F_{\mathfrak{p}} \otimes_{F} K \cong \prod_{\mathfrak{P}^{\prime} \mid \mathfrak{p}} K_{\mathfrak{F}^{\prime}} \quad \text { and } \quad \mathcal{O}_{K, \mathfrak{p}}:=\mathcal{O}_{F_{\mathfrak{p}}} \otimes_{\mathcal{O}_{F}} \mathcal{O}_{K} \cong \prod_{\mathfrak{F}^{\prime} \mid \mathfrak{p}} \mathcal{O}_{K_{\mathfrak{P}^{\prime}}}
$$

where $\left\{\mathfrak{P}^{\prime} \mid \mathfrak{p}\right\}$ consists of the primes of $\mathcal{O}_{K}$ above $\mathfrak{p}$ (see [FT93, p. 109]). Fix a prime $\mathfrak{P}$ above $\mathfrak{p}$ and let $D$ be its decomposition group in $G$. Then as $G$ acts transitively on
$\left\{\mathfrak{P}^{\prime} \mid \mathfrak{p}\right\}$ we have

$$
K_{\mathfrak{p}} \cong \prod_{s \in G / D} s K_{\mathfrak{P}} \quad \text { and } \quad \mathcal{O}_{K, \mathfrak{p}} \cong \prod_{s \in G / D} s \mathcal{O}_{K_{\mathfrak{P}}}
$$

where the products run over a system of representatives of the left cosets $G / D$. Hence

$$
\mathcal{O}_{K, \mathfrak{p}} \cong \operatorname{Ind}_{D}^{G} \mathcal{O}_{K_{\mathfrak{F}}}:=\mathcal{O}_{F_{\mathfrak{p}}}[G] \otimes_{\mathcal{O}_{F_{\mathfrak{p}}}[D]} \mathcal{O}_{K_{\mathfrak{F}}}
$$

and

$$
\mathfrak{A}_{K / F, \mathfrak{p}}=\mathfrak{A}\left(F[G], \mathcal{O}_{K}\right)_{\mathfrak{p}} \cong \mathfrak{A}\left(F_{\mathfrak{p}}[G], \operatorname{Ind}_{D}^{G} \mathcal{O}_{K_{\mathfrak{P}}}\right)
$$

where the last isomorphism follows from [CR81, Exercise 24.2], for instance. Thus $\mathcal{O}_{K}$ is locally free over $\mathfrak{A}_{K / F}$ at $\mathfrak{p}$ if and only if $\operatorname{Ind}_{D}^{G} \mathcal{O}_{K_{\mathfrak{F}}}$ is free over $\mathfrak{A}\left(F_{\mathfrak{p}}[G], \operatorname{Ind}_{D}^{G} \mathcal{O}_{K_{\mathfrak{P}}}\right)$.

In $\S 2.6$ we will consider the relationship between $\mathfrak{A}\left(F_{\mathfrak{p}}[G], \operatorname{Ind}_{D}^{G} \mathcal{O}_{K_{\mathfrak{F}}}\right)$ and $\operatorname{Ind}_{D}^{G} \mathfrak{A}_{K_{\mathfrak{P}} / F_{\mathfrak{p}}}$, as well as conditions under which the implication 'if $\mathcal{O}_{K_{\mathfrak{P}}}$ is free over $\mathfrak{A}_{K_{\mathfrak{\beta}} / F_{\mathfrak{p}}}$ then $\mathcal{O}_{K}$ is locally free over $\mathfrak{A}_{K / F}$ at $\mathfrak{p}$ ' holds.

## Notation

We henceforth consider the isomorphism $\mathfrak{A}_{K / F, \mathfrak{p}} \cong \mathfrak{A}\left(F_{\mathfrak{p}}[G], \mathcal{O}_{K, \mathfrak{p}}\right)$ as an identification. In particular, we consider $\mathfrak{A}_{K / F, \mathfrak{p}}$ as an $\mathcal{O}_{F, \mathfrak{p}}$-order in $F_{\mathfrak{p}}[G]$.

### 2.2.5 Reduction to the study of local freeness

Definition 2.2.4. Let $R$ be a Dedekind domain with quotient $F$ and let $\Lambda$ be an $R$-order. The locally free class group $\mathrm{Cl}(\Lambda)$ is the abelian group generated by the symbols $[M]$, where $M$ is a locally free $\Lambda$-lattice, modulo the relations coming from stable isomorphism: two $\Lambda$-lattices $M$ and $N$ are stably isomorphic if there exist nonnegative integers $r$ and $s$ such that

$$
M \oplus \Lambda^{r} \cong N \oplus \Lambda^{s}
$$

Sum is given by direct sum of lattices.
Remark 2.2.5. The locally free class group $\mathrm{Cl}(\Lambda)$ always has finite order by the JordanZassenhaus Theorem [CR81, Theorem (24.1)]. Moreover, as representatives for $\mathrm{Cl}(\Lambda)$ we can consider locally free $\Lambda$-lattices of rank 1 by [CR81, Corollary (31.7)] (see also the beginning of $[\mathrm{CR} 87, \S 49])$. We have that $\mathrm{Cl}(\Lambda)$ is naturally a subgroup of $K_{0}(\Lambda)$, see for instance [CR87, Definition (39.12)] and [CR87, (39.13)] (for an introduction to $K$-theory see $\S 4.3$ ). Further background material can be found in [CR87, §49].

The following proposition underpins the proofs of all the new theorems stated in the introduction.

Proposition 2.2.6. Let $G$ be a finite group such that $\mathrm{Cl}(\mathbb{Z}[G])$ is trivial and let $K / \mathbb{Q}$ be a Galois extension with $\operatorname{Gal}(K / \mathbb{Q}) \cong G$. Then $\mathcal{O}_{K}$ is free over $\mathfrak{A}_{K / \mathbb{Q}}$ if and only if $\mathcal{O}_{K}$ is locally free over $\mathfrak{A}_{K / \mathbb{Q}}$.

Proof. One implication is trivial. By [CR87, (49.25)] the inclusion $\mathbb{Z}[G] \subseteq \mathfrak{A}_{K / \mathbb{Q}}$ induces a surjection $\mathrm{Cl}(\mathbb{Z}[G]) \rightarrow \mathrm{Cl}\left(\mathfrak{A}_{K / \mathbb{Q}}\right)$, and so $\mathrm{Cl}\left(\mathfrak{A}_{K / \mathbb{Q}}\right)$ is also trivial. Moreover, by [EH79] the triviality of $\mathrm{Cl}(\mathbb{Z}[G])$ implies that $G$ must be abelian, dihedral, or isomorphic to $A_{4}, S_{4}$ or $A_{5}$ (see also [CR87, (50.29)]). In each of these cases, $\mathbb{Q}[G]$ is isomorphic to a finite direct product of matrix rings over number fields. Hence by [CR87, (51.2)] $\mathbb{Q}[G]$ satisfies the Eichler condition (see [CR87, (45.4) or $\S 51 \mathrm{~A}]$ ). Thus the Jacobinski cancellation theorem [Jac68] (see also [CR87, (51.24)]) implies that $\mathfrak{A}_{K / \mathbb{Q}}$ has the locally free cancellation property. The non-trivial implication now follows easily.

Corollary 2.2.7. Let $K / \mathbb{Q}$ be a Galois extension with $\operatorname{Gal}(K / \mathbb{Q}) \cong A_{4}, S_{4}$ or $A_{5}$. Then $\mathcal{O}_{K}$ is free over $\mathfrak{A}_{K / \mathbb{Q}}$ if and only if $\mathcal{O}_{K}$ is locally free over $\mathfrak{A}_{K / \mathbb{Q}}$.

Proof. Let $G=\operatorname{Gal}(K / \mathbb{Q})$. In each case $\mathrm{Cl}(\mathbb{Z}[G])$ is trivial, as shown in [RU74].

### 2.3 Review of results relating to local freeness

### 2.3.1 Freeness results for Galois extensions of $p$-adic fields

Many of the results and definitions of this subsection also hold for local fields of positive characteristic, but for simplicity we restrict to the case of $p$-adic fields. We fix a prime number $p$.

Theorem 2.3.1. Let $K / F$ be a tamely ramified finite Galois extension of p-adic fields and let $G=\operatorname{Gal}(K / F)$. Then $\mathcal{O}_{K}$ is free over $\mathfrak{A}_{K / F}=\mathcal{O}_{F}[G]$.

Remark 2.3.2. Theorem 2.3.1 is usually attributed to Emmy Noether [Noe32]. In fact, as noted in [Cha96], she only stated and proved the result in the case that $p \nmid|G|$. Complete proofs can be found in [Frö83], [Kaw86] and [Cha96].

Theorem 2.3.3. [Let98] Let $K / F$ be an extension of $p$-adic fields such that $K / \mathbb{Q}_{p}$ is a finite abelian extension. Then $\mathcal{O}_{K}$ is free over $\mathfrak{A}_{K / F}$.
Theorem 2.3.4. [Ber72] Let $K / \mathbb{Q}_{p}$ be a Galois extension with $\operatorname{Gal}\left(K / \mathbb{Q}_{p}\right) \cong D_{2 \ell}$, where $\ell$ is a prime number. Then $\mathcal{O}_{K}$ is free over $\mathfrak{A}_{K / \mathbb{Q}_{p}}$.

Theorem 2.3.5. [Mar72] Let $K / \mathbb{Q}_{p}$ be a Galois extension with $\operatorname{Gal}\left(K / \mathbb{Q}_{p}\right) \cong Q_{8}$. Then $\mathcal{O}_{K}$ is free over $\mathfrak{A}_{K / \mathbb{Q}_{p}}$.

Remark 2.3.6. Theorem 2.3.5 is not explicitly stated in [Mar72]. However, the proof of Theorem 2.1.3 given in loc. cit. also works essentially unchanged in the setting of Theorem 2.3.5. Alternatively, note that Theorem 2.3.5 is implied by Theorem 2.1.3 because for every $Q_{8}$-extension $L / \mathbb{Q}_{2}$ there exists a $Q_{8}$-extension $K / \mathbb{Q}$ such that $K_{\mathfrak{P}}=$ $L$, where $\mathfrak{P}$ is the unique prime of $K$ above 2 ; this can be checked using databases of p-adic and number fields such as [JR06] and [LMF19]. Note that unlike Theorem 2.1.3, it is not necessary to assume that the extension in question is wildly ramified, thanks to Theorem 2.3.1.

Theorem 2.3.7. [Jau81] Let $p, n$ and $r$ be positive integers such that $p$ is an odd prime, $n$ divides $p-1$ and $r$ is a primitive nth root modulo $p$. Let $G$ be the metacyclic group
with the following structure:

$$
\begin{equation*}
G=\left\langle x, y: x^{p}=1, y^{n}=1, y x y^{-1}=x^{r}\right\rangle \cong C_{p} \rtimes C_{n} . \tag{2.3.1}
\end{equation*}
$$

Let $K / \mathbb{Q}_{p}$ be a Galois extension with $\operatorname{Gal}\left(K / \mathbb{Q}_{p}\right) \cong G$. Then $\mathcal{O}_{K}$ is free over $\mathfrak{A}_{K / \mathbb{Q}_{p}}$.
Remark 2.3.8. In the special case $n=2$, the group $G$ of (2.3.1) is dihedral of order $2 p$.
Let $K / F$ be a Galois extension of $p$-adic fields and let $G=\operatorname{Gal}(K / F)$. We recall that for an integer $t \geq-1$ the $t$-th ramification group is defined to be

$$
G_{t}:=\left\{\sigma \in G: v_{K}(\sigma(x)-x) \geq t+1 \forall x \in \mathcal{O}_{K}\right\}
$$

where $v_{K}$ is the normalized valuation on $K$ (i.e. with image $\mathbb{Z}$ ). When it is not obvious which extension we are referring to we will use the notation ' $G_{t}(K / F)$ ' or similar. Thus $K / F$ is unramified if and only if $G_{0}$ is trivial and is tamely ramified if and only if $G_{1}$ is trivial. We say that the extension is weakly ramified if $G_{2}$ is trivial.

Theorem 2.3.9. [Joh15] Let $K / F$ be a weakly ramified finite Galois extension of p-adic fields and let $G=\operatorname{Gal}(K / F)$. Then $\mathcal{O}_{K}$ is free over $\mathfrak{A}_{K / F}$. Moreover, if $K / F$ is both wildly and weakly ramified then $\mathfrak{A}_{K / F}=\mathcal{O}_{F}[G]\left[\pi_{F}^{-1} \operatorname{Tr}_{G_{0}}\right]$ (that is, the $\mathcal{O}_{F}[G]$-algebra generated by $\pi_{F}^{-1} \operatorname{Tr}_{G_{0}}$, which is an $\mathcal{O}_{F}$-order), where $\pi_{F}$ is a uniformiser of $\mathcal{O}_{F}$ and $\operatorname{Tr}_{G_{0}}=\sum_{\gamma \in G_{0}} \gamma$ is the sum of the elements of the inertia group $G_{0}$.

For a subgroup $H$ of $G$ define $\operatorname{Tr}_{H}=\sum_{h \in H} h \in F[G]$ and $e_{H}=\frac{1}{|H|} \operatorname{Tr}_{H} \in F[G]$. Note that $e_{H}$ is an idempotent. We say that $K / F$ is almost-maximally ramified if $e_{H} \in \mathfrak{A}_{K / F}$ for every subgroup $H$ of $G$ such that $G_{t+1} \subseteq H \subseteq G_{t}$ for some $t \geq 1$.

Theorem 2.3.10. [Ber79, Proposition 7] Let $K / F$ be a finite dihedral extension of p-adic fields such that $F / \mathbb{Q}_{p}$ is unramified. Let $G=\operatorname{Gal}(K / F)$. Then $\mathcal{O}_{K}$ is projective over $\mathfrak{A}_{K / F}$ if and only if $\mathcal{O}_{K}$ is free over $\mathfrak{A}_{K / F}$ if and only if either
(i) $K / F$ is almost-maximally ramified, in which case $\mathfrak{A}_{K / F}=\mathcal{O}_{F}[G]\left[\left\{e_{G_{t}}\right\}_{t \geq 1}\right]$, or
(ii) $K / F$ is not almost-maximally ramified, and the inertia subgroup $G_{0}$ is dihedral of order $2 p$, in which case $\mathfrak{A}_{K / F}=\mathcal{O}_{F}[G]\left[2 e_{G_{0}}\right]$.

Remark 2.3.11. Throughout this chapter, and in particular Theorem 2.3.10, the group $C_{2} \times C_{2}$ is considered to be dihedral of order $2 \cdot 2$.

Remark 2.3.12. Let $H$ be a subgroup of $G$ and let $r$ be a positive integer. We now show how to determine whether $\frac{1}{r} \operatorname{Tr}_{H} \in \mathfrak{A}_{K / F}$. For example, when $r=|H|$ this can be used to check for almost-maximal ramification. Let $M$ be the subfield of $K$ fixed by $H$. We denote by $\mathfrak{D}_{K / M}$ the different of the extension $K / M$ (see [Ser79, III§3]) and by $v_{p}(x)$
the $p$-adic valuation of an integer $x$ (thus $v_{p}$ is the restriction of $v_{\mathbb{Q}_{p}}$ to $\mathbb{Z}$ ).

$$
\begin{aligned}
\frac{1}{r} \operatorname{Tr}_{H} \in \mathfrak{A}_{K / F} & \Longleftrightarrow \frac{1}{r} \operatorname{Tr}_{K / M}\left(\mathcal{O}_{K}\right) \subseteq \mathcal{O}_{M} \\
& \Longleftrightarrow \operatorname{Tr}_{K / M}\left(\mathcal{O}_{K}\right) \subseteq r \mathcal{O}_{M} \\
& \Longleftrightarrow \mathcal{O}_{K} \subseteq r \mathcal{O}_{M} \mathfrak{D}_{K / M}^{-1} \text { by [Ser79, III Proposition 7] } \\
& \Longleftrightarrow \mathfrak{D}_{K / M} \subseteq r \mathcal{O}_{K} \\
& \Longleftrightarrow v_{K}\left(\mathfrak{D}_{K / M}\right) \geq e\left(K / \mathbb{Q}_{p}\right) v_{p}(r) \\
& \Longleftrightarrow \sum_{i=0}^{\infty}\left(\left|G_{i}(K / M)\right|-1\right) \geq e\left(K / \mathbb{Q}_{p}\right) v_{p}(r) \text { by [Ser79, IV Proposition 4]. }
\end{aligned}
$$

Remark 2.3.13. From Theorem 2.3.4, Theorem 2.3.10 and Remark 2.3.12 (see also [Ber78, Corollaire to Proposition 3]) we deduce that a dihedral extension $K / \mathbb{Q}_{p}$ of degree $2 p$ is either almost-maximally ramified or is weakly and totally ramified.

### 2.3.2 Local freeness results for Galois extensions of number fields

Remark 2.3.14. Let $K / F$ be a finite Galois extension of number fields. If $\mathcal{O}_{K}$ is free over $\mathfrak{A}_{F / K}$ then it is clear that $\mathcal{O}_{K}$ is locally free over $\mathfrak{A}_{F / K}$. In particular, the analogues of Theorems 2.1.1, 2.1.2 and 2.1.3 all hold, with 'locally free' in place of 'free'. Theorems 2.3.16 and 2.3.18 below are generalisations of the first two of these analogues.

Theorem 2.3.15. Let $K / F$ be a finite Galois extension of number fields. Let $G=$ $\operatorname{Gal}(K / F)$ and let $\mathfrak{p}$ be a prime of $F$ that is tamely ramified in $K / F$. Then $\mathcal{O}_{K, \mathfrak{p}}$ is free over $\mathfrak{A}_{K / F, \mathfrak{p}}=\mathcal{O}_{F_{\mathfrak{p}}}[G]$.
Theorem 2.3.16. [Let98] Let $K / F$ be an extension of number fields such that $K / \mathbb{Q}$ is a finite abelian extension. Then $\mathcal{O}_{K}$ is locally free over $\mathfrak{A}_{K / F}$.
Remark 2.3.17. Theorems 2.3.15 and 2.3.16 are well-known consequences of Theorems 2.3.1 and 2.3.3, respectively. See Remark 2.6.4 and Corollary 2.6.7, for instance.

Theorem 2.3.18. [Jau81] Let $K / \mathbb{Q}$ be a Galois extension such that $\operatorname{Gal}(K / \mathbb{Q})$ is metacyclic of type (2.3.1). Then $\mathcal{O}_{K}$ is locally free over $\mathfrak{A}_{K / \mathbb{Q}}$.

Theorem 2.3.19. [Ber79, Théorème] Let $K / \mathbb{Q}$ be a finite dihedral extension and let $G=\operatorname{Gal}(K / \mathbb{Q})$. Let $p$ be an odd prime number that is wildly ramified in $K / \mathbb{Q}$ and let $N$ be the unique cyclic subgroup of $G$ of index 2 . Then $\mathcal{O}_{K, p}$ is projective over $\mathfrak{A}_{K / \mathbb{Q}, p}$ if and only if $\mathcal{O}_{K, p}$ is free over $\mathfrak{A}_{K / \mathbb{Q}, p}$ if and only if one of the following conditions holds:
(i) $p$ is almost-maximally ramified in $K / \mathbb{Q}$, in which case

$$
\mathfrak{A}_{K / \mathbb{Q}, p}=\mathbb{Z}_{p}[G]\left[\left\{e_{G_{t}}\right\}_{t \geq 1}\right], \text { or }
$$

(ii) $p$ is not almost-maximally ramified, $\left|G_{0}\right|=2 p$ and $\left[G: G_{0}\right] \mid 2$, in which case

$$
\mathfrak{A}_{K / \mathbb{Q}, p}=\mathbb{Z}_{p}[G]\left[e_{G_{0}}\right] .
$$

Remark 2.3.20. In fact, Theorem 2.3.19 is [Ber79, Théorème] specialised to the case that $p$ is odd and the base field is $\mathbb{Q}$; the more general statement is somewhat more complicated.

### 2.4 Hybrid group rings and applications to local freeness

### 2.4.1 Hybrid group rings

Let $R$ be a discrete valuation ring with fraction field $F$ and let $G$ be a finite group. Let $M$ be a full $R[G]$-lattice in $F[G]$. Note that $R[G] \subseteq \mathfrak{A}(F[G], M)$.

For a normal subgroup $N$ of $G$ define $e_{N}=\frac{1}{|N|} \sum_{n \in N} n \in F[G]$ to be the central idempotent associated to $N$.

Proposition 2.4.1. If $N$ is a normal subgroup of $G$ such that $|N| \in R^{\times}$then
(i) $R[G]=e_{N} R[G] \times\left(1-e_{N}\right) R[G] \cong R[G / N] \times\left(1-e_{N}\right) R[G]$,
(ii) $e_{N} M$ has the structure of a $e_{N} R[G] \cong R[G / N]$-lattice, and
(iii) $e_{N} \mathfrak{A}(F[G], M)=\mathfrak{A}(F[G], M) \cap e_{N} F[G]=\mathfrak{A}\left(e_{N} F[G], e_{N} M\right) \cong \mathfrak{A}\left(F[G / N], e_{N} M\right)$.

Proof. Since $|N| \in R^{\times}$we have $e_{N} \in R[G]$. Moreover, it is straightforward to show that $e_{N} R[G] \cong R[G / N]$. Thus we have established (i) and (ii), and it remains to prove (iii).

The last isomorphism of (iii) is immediate from (ii). We now prove the first equality, that is, $e_{N} \mathfrak{A}(F[G], M)=\mathfrak{A}(F[G], M) \cap e_{N} F[G]$. Since $e_{N} \in R[G] \subseteq \mathfrak{A}(F[G], M)$, we easily have that $e_{N} \mathfrak{A}(F[G], M) \subseteq \mathfrak{A}(F[G], M) \cap e_{N} F[G]$. The other containment follows from the fact that $e_{N}^{2}=e_{N}$, hence any element in $\mathfrak{A}(F[G], M) \cap e_{N} F[G]$, with the harmless multiplication by $e_{N}$, can be written as an element in $e_{N} \mathfrak{A}(F[G], M)$.

We now prove that $\mathfrak{A}(F[G], M) \cap e_{N} F[G]=\mathfrak{A}\left(e_{N} F[G], e_{N} M\right)$. Consider

$$
e_{N} x \in \mathfrak{A}(F[G], M) \cap e_{N} F[G]
$$

for a certain $x \in F[G]$; we have to prove that $e_{N} x$ preserves $e_{N} M$. Since $e_{N} M \subseteq M$ and $e_{N} x \in \mathfrak{A}(F[G], M)$, we have that $e_{N} x e_{N} M \subseteq M$. Hence $e_{N} x e_{N} M=e_{N} e_{N} x e_{N} M \subseteq$ $e_{N} M$. Conversely, let us consider an element $e_{N} x \in \mathfrak{A}\left(e_{N} F[G], e_{N} M\right)$, thus such that $e_{N} x e_{N} M \subseteq e_{N} M$. We must prove that $e_{N} x \in \mathfrak{A}(F[G], M)$, which is automatic since $e_{N} x M=e_{N} e_{N} x M=e_{N} x e_{N} M \subseteq e_{N} M \subseteq M$.

We now recall the notion of hybrid group ring introduced in [JN16, §2] and further developed in [JN18, §2].

Definition 2.4.2. Let $N$ be a normal subgroup of $G$. We say that $R[G]$ is $N$-hybrid if $|N| \in R^{\times}$and $\left(1-e_{N}\right) R[G]$ is a maximal $R$-order in $\left(1-e_{N}\right) F[G]$.
Remark 2.4.3. The group ring $R[G]$ is a maximal $R$-order if and only if $|G| \in R^{\times}$if and only if $R[G]$ is $G$-hybrid, where the first equivalence is given by [CR81, (27.1)]. In this situation, $\mathfrak{A}(F[G], M)=R[G]$ and thus $M$ is free over $\mathfrak{A}(F[G], M)$ by [Rei03, (18.10)].

Example 2.4.4. Let $G=A_{4}$ or $S_{4}$ and let $N$ be its unique normal subgroup of order 4. Then $\mathbb{Z}_{3}[G]$ is $N$-hybrid as shown in [JN16, Examples 2.16 and 2.18]. Indeed, we have

$$
\mathbb{Z}_{3}\left[A_{4}\right] \cong \mathbb{Z}_{3}\left[C_{3}\right] \times M_{3 \times 3}\left(\mathbb{Z}_{3}\right) \quad \text { and } \quad \mathbb{Z}_{3}\left[S_{4}\right] \cong \mathbb{Z}_{3}\left[S_{3}\right] \times M_{3 \times 3}\left(\mathbb{Z}_{3}\right) \times M_{3 \times 3}\left(\mathbb{Z}_{3}\right)
$$

where $M_{3 \times 3}\left(\mathbb{Z}_{p}\right)$ is a maximal $\mathbb{Z}_{p}$-order by [Rei03, (8.7)].
Example 2.4.5. Let $n$ be an odd positive integer and let $N_{n}$ be the unique subgroup of index 2 in $D_{2 n}$. Then $\mathbb{Z}_{2}\left[D_{2 n}\right]$ is $N_{n}$-hybrid as shown in [JN16, Example 2.14].

Proposition 2.4.6. Suppose $R[G]$ is $N$-hybrid. Then

$$
\mathfrak{A}(F[G], M)=e_{N} \mathfrak{A}(F[G], M) \times\left(1-e_{N}\right) R[G] \cong \mathfrak{A}\left(F[G / N], e_{N} M\right) \times\left(1-e_{N}\right) R[G] .
$$

Moreover, $M$ is free over $\mathfrak{A}(F[G], M)$ if and only if $e_{N} M$ is free over $\mathfrak{A}\left(F[G / N], e_{N} M\right)$.
Proof. The first claim follows from Proposition 2.4.1, Definition 2.4.2, and the fact that $R[G] \subseteq \mathfrak{A}(F[G], M)$. Since $\left(1-e_{N}\right) R[G]$ is a maximal $R$-order, $\left(1-e_{N}\right) M$ is free over $\left(1-e_{N}\right) R[G]$ by [Rei03, (18.10)]. The second claim now follows from the decomposition $M \cong e_{N} M \oplus\left(1-e_{N}\right) M$.

### 2.4.2 Applications to local freeness for extensions of number fields

Proposition 2.4.7. Let $K / F$ be a finite Galois extension of number fields and let $G=\operatorname{Gal}(K / F)$. Let $p$ be a prime number and let $\mathfrak{p}$ be a prime of $F$ above $p$. Let $N$ be a normal subgroup of $G$ such that $p \nmid|N|$ and let $M$ be the subfield of $K$ fixed by $N$. Then we have an identification $e_{N} \mathcal{O}_{K, \mathfrak{p}}=\mathcal{O}_{M, \mathfrak{p}}$. Moreover, via this identification, the structure of $e_{N} \mathcal{O}_{K, \mathfrak{p}}$ as an $e_{N} \mathcal{O}_{F_{\mathfrak{p}}}[G]$-module coincides with the structure of $\mathcal{O}_{M, \mathfrak{p}}$ as an $\mathcal{O}_{F_{\mathrm{p}}}[G / N]$-module under the canonical identification $G / N \cong \operatorname{Gal}(M / F)$. In particular,

$$
e_{N} \mathfrak{A}\left(F_{\mathfrak{p}}[G], \mathcal{O}_{K, \mathfrak{p}}\right)=\mathfrak{A}\left(F_{\mathfrak{p}}[G], \mathcal{O}_{K, \mathfrak{p}}\right) \cap e_{N} F[G] \cong \mathfrak{A}\left(F_{\mathfrak{p}}[G / N], \mathcal{O}_{M, \mathfrak{p}}\right)
$$

Now further suppose that $\mathcal{O}_{F_{\mathrm{p}}}[G]$ is $N$-hybrid. Then

$$
\mathfrak{A}_{K / F, \mathfrak{p}} \cong \mathfrak{A}_{M / F, \mathfrak{p}} \times\left(1-e_{N}\right) \mathcal{O}_{F_{\mathfrak{p}}}[G],
$$

and $\mathcal{O}_{K, \mathfrak{p}}$ is free over $\mathfrak{A}_{K / F, \mathfrak{p}}$ if and only if $\mathcal{O}_{M, \mathfrak{p}}$ is free over $\mathfrak{A}_{M / F, \mathfrak{p}}$.
Proof. The claims regarding the identifications are clear. The remaining claims are then specialisations of Propositions 2.4.1 and 2.4.6.

Corollary 2.4.8. Let $K / \mathbb{Q}$ be a finite Galois extension and let $G=\operatorname{Gal}(K / \mathbb{Q})$. Let $N$ be a normal subgroup of $G$ and such that $G / N$ is abelian or metacyclic of type (2.3.1). Let $p$ be a prime number. If $\mathbb{Z}_{p}[G]$ is $N$-hybrid, then $\mathcal{O}_{K, p}$ is free over $\mathfrak{A}_{K / \mathbb{Q}, p}$.

Proof. Let $M$ be the subfield of $K$ fixed by $N$. Then $\mathcal{O}_{M, p}$ is free over $\mathfrak{A}_{M / \mathbb{Q}, p}$ by Theorem 2.1.1 or Theorem 2.3.18. The result now follows from Proposition 2.4.7.

Remark 2.4.9. Jaulent [Jau81] developed similar arguments to Corollary 2.4.8, but restricted to the case that $G$ is metacyclic of type (2.3.1).

### 2.4.3 Preliminary results on $A_{4}$ and $S_{4}$-extensions of $\mathbb{Q}$

Proposition 2.4.10. Let $K / \mathbb{Q}$ be a Galois extension with $\operatorname{Gal}(K / \mathbb{Q}) \cong A_{4}$ or $S_{4}$. Then $\mathcal{O}_{K}$ is free over $\mathfrak{A}_{K / \mathbb{Q}}$ if and only if $\mathcal{O}_{K, 2}$ is free over $\mathfrak{A}_{K / \mathbb{Q}, 2}$.

Proof. By Corollary 2.2.7, it suffices to show that $\mathcal{O}_{K, p}$ is free over $\mathfrak{A}_{K / \mathbb{Q}, p}$ for each prime number $p \geq 3$. For $p \geq 5$ this follows from Theorem 2.3.15. Let $G=\operatorname{Gal}(K / \mathbb{Q})$ and let $N$ be its unique normal subgroup of order 4. By Example 2.4.4 the group ring $\mathbb{Z}_{3}[G]$ is $N$-hybrid. Moreover, $G / N \cong C_{3}$ or $S_{3}$ (note that $S_{3} \cong D_{6}$ is metacyclic of type (2.3.1)). Thus by Corollary 2.4 .8 we have that $\mathcal{O}_{K, 3}$ is free over $\mathfrak{A}_{K / \mathbb{Q}, 3}$.

Lemma 2.4.11. There is a unique Galois extension $L / \mathbb{Q}_{2}$ with $\operatorname{Gal}\left(L / \mathbb{Q}_{2}\right) \cong A_{4}$. Moreover, this extension is wildly and weakly ramified, and the inertia subgroup is equal to the unique (normal) subgroup of order 4.

Proof. This can easily be checked by, for instance, using the database of $p$-adic fields [JR06] (which is now accessible via the database [LMF19]). Indeed, $L$ is the Galois closure of the extension of $\mathbb{Q}_{2}$ generated by the polynomial $x^{4}+2 x^{3}+2 x^{2}+2$.

Proposition 2.4.12. Let $K / \mathbb{Q}$ be a Galois extension with $\operatorname{Gal}(K / \mathbb{Q}) \cong A_{4}$. If 2 is either tamely ramified in $K / \mathbb{Q}$ or has full decomposition group in $\operatorname{Gal}(K / \mathbb{Q})$, then $\mathcal{O}_{K}$ is free over $\mathfrak{A}_{K / \mathbb{Q}}$.

Proof. By Proposition 2.4.10, it suffices to show that $\mathcal{O}_{K, 2}$ is free over $\mathfrak{A}_{K / \mathbb{Q}, 2}$. If 2 is tamely ramified in $K / \mathbb{Q}$ then this follows from Theorem 2.3.15. Now suppose that 2 has full decomposition group in $G:=\operatorname{Gal}(K / \mathbb{Q})$. Then 2 is weakly ramified in $K / \mathbb{Q}$ by Lemma 2.4.11. Let $\mathfrak{P}$ be the unique prime of $K$ above 2 . Then

$$
\mathcal{O}_{K, 2} \cong \operatorname{Ind}_{G}^{G} \mathcal{O}_{K_{\mathfrak{F}}}=\mathcal{O}_{K_{\mathfrak{F}}} \quad \text { and } \quad \mathfrak{A}_{K / \mathbb{Q}, 2} \cong \mathfrak{A}_{K_{\mathfrak{F}} / \mathbb{Q}_{2}}
$$

so the result now follows from Theorem 2.3.9.

### 2.5 Leopoldt-type theorems for certain dihedral extensions of $\mathbb{Q}$

We first recall the following theorem of Bergé stated the introduction to this chapter.
Theorem 2.5.1. [Ber72] Let p be a prime number and let $K / \mathbb{Q}$ be a dihedral extension of degree $2 p$. Then $\mathcal{O}_{K}$ is free over $\mathfrak{A}_{K / \mathbb{Q}}$.

In the following theorem and corollaries, we consider other dihedral extensions of $\mathbb{Q}$. For a positive integer $m$, let $\mathbb{Q}\left(\zeta_{m}\right)^{+}$denote the maximal totally real subfield of the $m$ th cyclotomic field $\mathbb{Q}\left(\zeta_{m}\right)$. If $m$ is odd then $\mathbb{Q}\left(\zeta_{2 m}\right)=\mathbb{Q}\left(\zeta_{m}\right)$ and so $\mathbb{Q}\left(\zeta_{2 m}\right)^{+}=\mathbb{Q}\left(\zeta_{m}\right)^{+}$. We recall that we abbreviate 'at most tamely ramified' to 'tamely ramified'.

Theorem 2.5.2. Let $p$ be a prime and let $n \geq 2$ be an integer. Let $K / \mathbb{Q}$ be a dihedral extension of degree $2 p^{n}$. Suppose that $p$ is a regular prime such that the class number of $\mathbb{Q}\left(\zeta_{2 p^{n}}\right)^{+}$is 1 . Consider the following assertions:
(i) $\mathcal{O}_{K}$ is free over $\mathfrak{A}_{K / \mathbb{Q}}$;
(ii) $\mathcal{O}_{K}$ is locally free over $\mathfrak{A}_{K / \mathbb{Q}}$ at $p$;
(iii) $p$ is tamely ramified or almost-maximally ramified in the extension $K / \mathbb{Q}$;
(iv) the ramification index of $p$ in $K / \mathbb{Q}$ is coprime to $p$ or is a power of $p$.

Then we have the following conclusions:
(a) (i) and (ii) are equivalent;
(b) if $p$ is odd, then (i), (ii) and (iii) are equivalent;
(c) if $p$ is odd, then (iv) implies (i), (ii) and (iii);
(d) if $p \geq 5$, then (i), (ii), (iii) and (iv) are equivalent.

Proof. Let $G=\operatorname{Gal}(K / \mathbb{Q})$. By [Was97, Theorem 10.1] the condition on the class number of $\mathbb{Q}\left(\zeta_{2 p^{n}}\right)^{+}$implies that the class number of $\mathbb{Q}\left(\zeta_{2 p^{d}}\right)^{+}$is 1 for every $d \leq n$. This together with the regularity of $p$ implies that the locally free class group $\mathrm{Cl}(\mathbb{Z}[G])$ is trivial: if $p$ is odd this follows from a special case of the main result of [Kea74, Theorem 1] (see also [CR87, (50.28)]), if $p=2$ this follows from the results of [FKW74] (see also [CR87, (50.31)] and [CR81, (7.39)]). Therefore $\mathcal{O}_{K}$ is free over $\mathfrak{A}_{K / \mathbb{Q}}$ if and only if $\mathcal{O}_{K}$ is locally free over $\mathfrak{A}_{K / \mathbb{Q}}$ by Proposition 2.2.6. Note that $\mathcal{O}_{K}$ is locally free over $\mathfrak{A}_{K / \mathbb{Q}}$ at $\ell$ for every prime number $\ell \neq 2, p$ by Theorem 2.3.15. Moreover, if $p$ is odd then Example 2.4.5 implies that $\mathbb{Z}_{2}[G]$ is $N$-hybrid where $N$ is the unique subgroup of $G$ of index 2 , and so $\mathcal{O}_{K}$ is locally free over $\mathfrak{A}_{K / \mathbb{Q}}$ at $\ell=2$ by Corollary 2.4.8. Thus we have proved claim (a).

Claim (b) now follows from Theorem 2.3.15 and Theorem 2.3.19 (note that case (ii) of Theorem 2.3.19 cannot occur when $p$ is odd and $n \geq 2$ ). Finally, claims (c) and (d) follow from the definition of tame ramification and the characterization of almostmaximal ramification in dihedral extensions given in [Ber79, Corollaire to Proposition $6]$.

Remark 2.5.3. Let $p$ be a prime and let $n$ be a positive integer. It is well known that $p$ is regular if $p<37$. Moreover, by the results of [Mil14] the class number of $\mathbb{Q}\left(\zeta_{2 p^{n}}\right)^{+}$is 1 whenever $(p, n)$ is $(2,6),(3,4),(5,3),(7,2),(11,2)$, or the same pairs with a smaller choice of $n \geq 2$. Hence the hypotheses of Theorem 2.5.2 hold for these values. In particular, we obtain the following corollaries.

Corollary 2.5.4. Let $K / \mathbb{Q}$ be a dihedral extension of degree $2 \cdot 3^{n}$ where $n=2,3$ or 4. If the ramification index of 3 in $K / \mathbb{Q}$ is coprime to 3 or is a power of 3 then $\mathcal{O}_{K}$ is free over $\mathfrak{A}_{K / \mathbb{Q}}$.

Corollary 2.5.5. Let $K / \mathbb{Q}$ be a dihedral extension of degree $2 p^{n}$ where ( $p, n$ ) is (5,2), $(5,3),(7,2)$ or $(11,2)$. Then $\mathcal{O}_{K}$ is free over $\mathfrak{A}_{K / \mathbb{Q}}$ if and only if the ramification index of $p$ in $K / \mathbb{Q}$ is coprime to $p$ or is a power of $p$.

Remark 2.5.6. In the proof of Theorem 2.5.2, we could have used [Ber79, Théorème] to establish local freeness at $\ell=2$ instead of Example 2.4.5 and Corollary 2.4.8.

### 2.6 Review of results on induction of lattices and associated orders

In this section, we shall give an exposition of Bergé's results contained in [Ber79, §I]. We include some of the proofs for the convenience of the reader. The motivation for this section comes from §2.2.4.

### 2.6.1 Associated orders and induction

Let $R$ be a Dedekind domain with field of fractions $F$. Let $H$ be a subgroup of a finite group $G$ and let $M$ be an $R[H]$-lattice such that $F M$ is free of rank 1 over $F[H]$.
We recall that $\operatorname{Ind}_{H}^{G} M$ is the induced module $R[G] \otimes_{R[H]} M \cong \bigoplus_{s \in G / H} s M$, where on the right hand side we choose a system of representatives in $G$ of the left cosets $G / H$ and the left $R[G]$-module structure is given by the relation $g s=t h$ for some coset representative $t$ and $h \in H$. We wish to understand the relationship between $\mathfrak{A}\left(F[G], \operatorname{Ind}_{H}^{G} M\right)$ and $\operatorname{Ind}_{H}^{G} \mathfrak{A}(F[H], M)$. Note that these both contain the group ring $R[G]$.

Proposition 2.6.1. [Ber79, §1.3] We have

$$
\mathfrak{A}\left(F[G], \operatorname{Ind}_{H}^{G} M\right)=\bigcap_{g \in G} g \operatorname{Ind}_{H}^{G} \mathfrak{A}(F[H], M) g^{-1}
$$

Proof. Let $x \in \mathfrak{A}\left(F[G], \operatorname{Ind}_{H}^{G} M\right)$ and let $g \in G$. We will show that

$$
x \in g \operatorname{Ind}_{H}^{G} \mathfrak{A}(F[H], M) g^{-1} .
$$

Consider a set of representatives $t \in G / H$ such that the identity element is among them. Then $g^{-1} x g \in F[G]=\bigoplus_{t \in G / H} t F[H]$, so that we can write $x=g\left(\sum_{t \in G / H} t a_{t}\right) g^{-1}$ with $a_{t} \in F[H]$ for every $t$. We are done if we show that $a_{t} \in \mathfrak{A}(F[H], M)$ for every $t \in G / H$. Consider the set of representatives $s=g t$ of $G / H$, where $t$ runs through the original set of representatives of $G / H$. Then, as $x \operatorname{Ind}_{H}^{G} M \subseteq \operatorname{Ind}_{H}^{G} M$ and $\operatorname{Ind}_{H}^{G} M \cong \bigoplus_{s \in G / H} s M$, in particular $x s M \subseteq \operatorname{Ind}_{H}^{G} M$ for every $s$. Since the identity is among the representatives indexed by $t$, we can consider $s=g$ in the last containment. Therefore we obtain

$$
x g M=\sum_{t \in G / H} g t a_{t} M \subseteq \bigoplus_{s \in G / H} s M=\bigoplus_{t \in G / H} g t M
$$

It follows that $a_{t} \in \mathfrak{A}(F[H], M)$ for every $t$.
Suppose conversely that $x \in \bigcap_{g \in G} g \operatorname{Ind}_{H}^{G} \mathfrak{A}(F[H], M) g^{-1}$. Then, for every $g \in G$, we can write $x=g\left(\sum_{t \in G / H} t a_{t}\right) g^{-1}$ with $a_{t} \in \mathfrak{A}(F[H], M)$ for every $t$. Therefore $x g M \subseteq \bigoplus_{s \in G / H} s M$, which implies that $x\left(\bigoplus_{g \in G / H} g M\right) \subseteq \bigoplus_{s \in G / H} s M$ if we let the $g$ 's represent the cosets of $G / H$. Since $\operatorname{Ind}_{H}^{G} M=\bigoplus_{g \in G / H} g M=\bigoplus_{s \in G / H} s M$, this implies $x \in \mathfrak{A}\left(F[G], \operatorname{Ind}_{H}^{G} M\right)$.

Remark 2.6.2. From the proof of Proposition 2.6.1 one can deduce that, instead of every $g \in G$, we could have taken any system of left coset representatives to index the intersection.

Corollary 2.6.3. $\operatorname{Ind}_{H}^{G} \mathfrak{A}(F[H], M)$ is a ring if and only if it is equal to $\mathfrak{A}\left(F[G], \operatorname{Ind}_{H}^{G} M\right)$.
Proof. If $\operatorname{Ind}_{H}^{G} \mathfrak{A}(F[H], M)$ is a ring then $g \operatorname{Ind}_{H}^{G} \mathfrak{A}(F[H], M) g^{-1}=\operatorname{Ind}_{H}^{G} \mathfrak{A}(F[H], M)$ for all $g \in G$ and thus $\operatorname{Ind}_{H}^{G} \mathfrak{A}(F[H], M)=\mathfrak{A}\left(F[G], \operatorname{Ind}_{H}^{G} M\right)$ by Proposition 2.6.1. Conversely, if $\operatorname{Ind}_{H}^{G} \mathfrak{A}(F[H], M)=\mathfrak{A}\left(F[G], \operatorname{Ind}_{H}^{G} M\right)$ then the left hand side is a ring since the right hand side is an associated order and thus a ring.

Remark 2.6.4. In general, $\operatorname{Ind}_{H}^{G} \mathfrak{A}(F[H], M)$ need not be a ring. However, it is straightforward to deduce from the above that $\operatorname{Ind}_{H}^{G} \mathfrak{A}(F[H], M)$ is a ring in the following cases:
(i) there exists a subgroup $K \leq G$ such that $G \cong H \times K$,
(ii) $H$ is contained in the centre of $G$, or
(iii) $\mathfrak{A}(F[H], M)=R[H]$.

Remark 2.6.5. Proposition 2.6.1 implies that $\mathfrak{A}\left(F[G], \operatorname{Ind}_{H}^{G} M\right) \subseteq \operatorname{Ind}_{H}^{G} \mathfrak{A}(F[H], M)$. Hence $\operatorname{Ind}_{H}^{G} \mathfrak{A}(F[H], M)$ is an $\mathfrak{A}\left(F[G], \operatorname{Ind}_{H}^{G} M\right)$-lattice.

Proposition 2.6.6. If $M$ is free over $\mathfrak{A}(F[H], M)$ then $\operatorname{Ind}_{H}^{G} M \cong \operatorname{Ind}_{H}^{G} \mathfrak{A}(F[H], M)$ as $\mathfrak{A}\left(F[G], \operatorname{Ind}_{H}^{G} M\right)$-lattices.

Proof. Since $R[H] \subseteq \mathfrak{A}(F[H], M)$ and $M$ is free (necessarily of rank 1) over $\mathfrak{A}(F[H], M)$, we see that $M$ and $\mathfrak{A}(F[H], M)$ are isomorphic as $R[H]$-lattices. Extension of scalars gives an isomorphism $\operatorname{Ind}_{H}^{G} M \cong \operatorname{Ind}_{H}^{G} \mathfrak{A}(F[H], M)$ of $R[G]$-lattices. By Lemma 2.2.1 this is also an isomorphism of $\mathfrak{A}\left(F[G], \operatorname{Ind}_{H}^{G} M\right)$-lattices.

Corollary 2.6.7. Suppose that $M$ is free over $\mathfrak{A}(F[H], M)$. If
(i) $\operatorname{Ind}_{H}^{G} \mathfrak{A}(F[H], M)$ is free over $\mathfrak{A}\left(F[G], \operatorname{Ind}_{H}^{G} M\right)$,
(ii) $\operatorname{Ind}_{H}^{G} \mathfrak{A}(F[H], M)=\mathfrak{A}\left(F[G], \operatorname{Ind}_{H}^{G} M\right)$, or
(iii) $\operatorname{Ind}_{H}^{G} \mathfrak{A}(F[H], M)$ is a ring,
then $\operatorname{Ind}_{H}^{G} M$ is free over $\mathfrak{A}\left(F[G], \operatorname{Ind}_{H}^{G} M\right)$.
Proof. In case (i) this follows immediately from Proposition 2.6.6. Clearly, (ii) $\Rightarrow$ (i). Moreover, (ii) $\Leftrightarrow$ (iii) by Corollary 2.6.3.

We now give a partial converse to Corollary 2.6.7(i), for which we will need the following lemmas.

Lemma 2.6.8. [Ber79, Lemme 1] Let $B$ be a ring. $A B$-module $P$ is projective if and only if there exists a family $\left(x_{i}\right)_{i \in I}$ of elements in $P$ and a family $\left(f_{i}\right)_{i \in I}$ of $B$ homomorphisms from $P$ to $B$ such that, for every $x \in P$, one has $x=\sum_{i \in I} f_{i}(x) x_{i}$, where all but a finite number of $f_{i}(x)$ are zero.

Proof. The condition is equivalent to the fact that there exists a split surjection of $\bigoplus_{I} B$ onto $P$, that is, $P$ is a direct summand of a free module. This is equivalent to being projective.

Lemma 2.6.9. We have

$$
\mathfrak{A}\left(F[G], \operatorname{Ind}_{H}^{G} M\right) \subseteq \bigoplus_{t \in H \backslash G} \mathfrak{A}(F[H], M) t
$$

where $t$ runs through a set of right coset representatives of $H \backslash G$.
Proof. We first note that the latter is in fact a direct sum, and that we have

$$
\mathfrak{A}\left(F[G], \operatorname{Ind}_{H}^{G} M\right) \subseteq F[G]=\bigoplus_{t \in H \backslash G} F[H] t
$$

Let us fix a coset representative $t^{\prime} \in H \backslash G$. Then the associated order $\mathfrak{A}\left(F[G], \operatorname{Ind}_{H}^{G} M\right)$ sends $t^{\prime-1} M \subseteq \operatorname{Ind}_{H}^{G} M$ into $\operatorname{Ind}_{H}^{G} M=\bigoplus_{s \in G / H} s M$, where we choose the left representatives indexed by $s$ in such a way that $t^{\prime-1}$ is among them. We now show that the coefficient of $t^{\prime}$ in each element $x \in \mathfrak{A}\left(F[G], \operatorname{Ind}_{H}^{G} M\right) \subseteq \bigoplus_{t \in H \backslash G} F[H] t$ belongs to $\mathfrak{A}(F[H], M)$ : in fact, we can write $x=\sum_{t \in H \backslash G} x_{t} t$ with $x_{t} \in F[H]$ and, given that if $t^{\prime \prime}$ is another representative in $H \backslash G$ and $t^{\prime \prime} t^{\prime-1} \in H$ then $t^{\prime \prime}=t^{\prime}$, we have that only $x_{t^{\prime}} t^{\prime}$ sends any element of $t^{\prime-1} M$ to $M$, and $x_{t^{\prime}}$ must therefore belong to $\mathfrak{A}(F[H], M)$. This holds for every $t^{\prime} \in H \backslash G$.

Proposition 2.6.10. [Ber 7 9, Proposition 2] If $\operatorname{Ind}_{H}^{G} M$ is a projective $\mathfrak{A}\left(F[G], \operatorname{Ind}_{H}^{G} M\right)$ lattice, then $M$ is a projective $\mathfrak{A}(F[H], M)$-lattice.

Proof. Suppose $\operatorname{Ind}_{H}^{G} M$ projective over $\mathfrak{A}\left(F[G], \operatorname{Ind}_{H}^{G} M\right)$. Lemmas 2.6.8 and 2.6.9 give us a collection of $x_{i}=\sum_{s \in G / H} s x_{i}^{s}$ with $x_{i}^{s} \in M$ and homomorphisms of $\mathfrak{A}\left(F[G], \operatorname{Ind}_{H}^{G} M\right)$ modules

$$
f_{i}: \operatorname{Ind}_{H}^{G} M \rightarrow \mathfrak{A}\left(F[G], \operatorname{Ind}_{H}^{G} M\right)
$$

such that $x=\sum_{i \in I} f_{i}(x) x_{i}$ for every $x \in \operatorname{Ind}_{H}^{G} M$. Note that we can write $f_{i}=$ $\sum_{t \in H \backslash G} f_{i}^{t} t$, with $f_{i}^{t}: \operatorname{Ind}_{H}^{G} M \rightarrow \mathfrak{A}(F[H], M)$, by Lemma 2.6.9. Our strategy is to apply Lemma 2.6.8 again for the module $M$. Let $y \in M$. Then in particular $y \in \operatorname{Ind}_{H}^{G} M$ and we can write

$$
\begin{equation*}
y=\sum_{i \in I, t \in H \backslash G, s \in G / H} f_{i}^{t}(y) t s x_{i}^{s} . \tag{2.6.1}
\end{equation*}
$$

Note that since $y \in M$ we have $\sum_{i \in I, t \in H \backslash G, s \in G / H} f_{i}^{t}(y) t s x_{i}^{s}=\sum_{i \in I, t s \in H} f_{i}^{t}(y) t s x_{i}^{s}$ We now show that each $\left.f_{i}^{t}\right|_{M}: M \rightarrow \mathfrak{A}(F[H], M)$ is an $\mathfrak{A}(F[H], M)$-homomorphism. By Lemma 2.2 .1 it is sufficient to show that $\left.f_{i}^{t}\right|_{M}$ is an $R[H]$-homomorphism. Let $y \in M \subseteq$ $\operatorname{Ind}_{H}^{G} M$ and $r \in R[H] \subseteq R[G] \subseteq \mathfrak{A}\left(F[G], \operatorname{Ind}_{H}^{G} M\right)$, then

$$
\sum_{t \in H \backslash G} f_{i}^{t}(r y) t=\left(\sum_{t \in H \backslash G} f_{i}^{t} t\right)(r y)=r\left(\sum_{t \in H \backslash G} f_{i}^{t} t\right)(y)=\sum_{t \in H \backslash G} r f_{i}^{t}(y) t,
$$

where we used that $\sum_{t \in H \backslash G} f_{i}^{t} t: \operatorname{Ind}_{H}^{G} M \rightarrow \mathfrak{A}\left(F[G], \operatorname{Ind}_{H}^{G} M\right)$ is an $\mathfrak{A}\left(F[G], \operatorname{Ind}_{H}^{G} M\right)$ homomorphism. This shows that $r f_{i}^{t}(y)=f_{i}^{t}(r y)$ since the summands are direct summands. Analogously, if $y, z \in M$ then, for every $i$ and $t, f_{i}^{t}(y+z)=f_{i}^{t}(y)+f_{i}^{t}(z)$. So, in order to apply Lemma 2.6.8, as elements we can choose $\left(t s x_{i}\right)_{t s \in H, i \in I}$ and keep the functions $f_{i}^{t}$ 's.

Remark 2.6.11. With the same proof as Proposition 2.6.10, we can prove that if $\Lambda$ is an $R$-order in $F[H], M$ a $\Lambda$-lattice and $\Gamma$ is an $R$-order in $F[G]$ such that $\Lambda \subseteq \Gamma \subseteq$ $\bigoplus_{t \in H \backslash G} \Lambda t$, then $M$ is projective over $\Lambda$ if $\operatorname{Ind}_{H}^{G} M$ is projective over $\Gamma$. Note that this, together with Swan's theorem [CR81, Theorem (32.1)], can be used to prove that, in a Galois extension $K / F$ of number fields with Galois group $G$, if $\mathcal{O}_{K}$ is projective over $\mathcal{O}_{F}[G]$ then $L / K$ is tamely ramified (here, if we fix a prime $\mathfrak{P}$ of $K$ above the prime $\mathfrak{p}$ of $F$ with decomposition group $D$, we consider $\Lambda$ and $\Gamma$ to be equal to $\mathcal{O}_{F_{\mathfrak{p}}}[D]$ and $\mathcal{O}_{F_{\mathrm{p}}}[G]$, respectively). We also have the opposite direction by Theorem 2.3.15.
If $H$ is normal in $G$ then we define $\mathfrak{A}^{*}(M)=\bigcap_{g \in G} g \mathfrak{A}(F[H], M) g^{-1}$.
Proposition 2.6.12. [Ber79, Proposition 3] Suppose that $H$ is normal in $G$. Then
(i) $\mathfrak{A}^{*}(M)$ is an $R$-order in $F[H]$,
(ii) $\mathfrak{A}\left(F[G], \operatorname{Ind}_{H}^{G} M\right)=\operatorname{Ind}_{H}^{G} \mathfrak{A}^{*}(M)$, and
(iii) $\operatorname{Ind}_{H}^{G} M$ is a projective $\mathfrak{A}\left(F[G], \operatorname{Ind}_{H}^{G} M\right)$-lattice if and only if $M$ is a projective $\mathfrak{A}^{*}(M)$-lattice.

Proof of Proposition 2.6.12(iii). With the same proof as Lemma 2.6.9, we can show that for every $g \in G$ we have

$$
\mathfrak{A}\left(F[G], \operatorname{Ind}_{H}^{G} M\right) \subseteq \bigoplus_{t \in H \backslash G}\left(g \mathfrak{A}(F[H], M) g^{-1}\right) t
$$

and so

$$
\mathfrak{A}\left(F[G], \operatorname{Ind}_{H}^{G} M\right) \subseteq \bigoplus_{t \in H \backslash G} \mathfrak{A}^{*}(M) t
$$

Now the 'if' direction follows from Remark 2.6.11. The other direction follows from the functorial properties of the induction (since both $\mathfrak{A}\left(F[G], \operatorname{Ind}_{H}^{G} M\right)$ and $\mathfrak{A}(M)^{*}$ are rings and one is induced from the other).

### 2.6.2 Clean orders and induction

Let $R$ be a discrete valuation ring with field of fractions $F$ of characteristic zero and suppose that the residue field of $R$ is finite.
Definition 2.6.13. Let $\Lambda$ be an $R$-order in a finite dimensional semisimple $F$-algebra $A$. Then $\Lambda$ is said to be clean if it has the following property: if $M$ is a projective $\Lambda$-lattice such that $F M$ is free over $A$ then $M$ is free over $\Lambda$.

Theorem 2.6.14 (Hattori). Commutative $R$-orders in finite-dimensional semisimple $F$-algebras are clean.

Proof. See [Hat65] or [Rog70, IX Corollary 1.5].
Proposition 2.6.15. [Ber79, Corollaire to Proposition 3] Let $H$ be a normal abelian subgroup of a finite group $G$ and let $M$ be an $R[H]$-lattice such that $F M$ is free of rank 1 over $F[H]$. Then the following are equivalent:
(i) $\operatorname{Ind}_{H}^{G} M$ is projective over $\mathfrak{A}\left(F[G], \operatorname{Ind}_{H}^{G} M\right)$;
(ii) $\operatorname{Ind}_{H}^{G} M$ is free over $\mathfrak{A}\left(F[G], \operatorname{Ind}_{H}^{G} M\right)$;
(iii) $\operatorname{Ind}_{H}^{G} \mathfrak{A}(F[H], M)$ is a ring and $\operatorname{Ind}_{H}^{G} M$ is free over $\operatorname{Ind}_{H}^{G} \mathfrak{A}(F[H], M)$;
(iv) $M$ is free over $\mathfrak{A}(F[H], M)$ and $\mathfrak{A}^{*}(M)=\mathfrak{A}(F[H], M)$.

Proof. (i) $\Rightarrow$ (iv). By Proposition 2.6.12(iii), $M$ is projective over $\mathfrak{A}^{*}(M)$. Moreover, $\mathfrak{A}^{*}(M)$ is a clean order by Theorem 2.6 .14 and thus $M$ is in fact free over $\mathfrak{A}^{*}(M)$. Hence $\mathfrak{A}^{*}(M)=\mathfrak{A}(F[H], M)$ by Proposition 2.2.2.
(iv) $\Rightarrow($ iii $)$. We have $\operatorname{Ind}_{H}^{G} \mathfrak{A}(F[H], M)=\operatorname{Ind}_{H}^{G} \mathfrak{A}^{*}(M)=\mathfrak{A}\left(F[G], \operatorname{Ind}_{H}^{G} M\right)$, where the second equality is Proposition 2.6.12(ii). Thus $\operatorname{Ind}_{H}^{G} \mathfrak{A}(F[H], M)$ is a ring by Corollary 2.6.3. Hence $\operatorname{Ind}_{H}^{G} M$ is free over $\operatorname{Ind}_{H}^{G} \mathfrak{A}(F[H], M)$ by Corollary 2.6.7(iii).
$($ iii $) \Rightarrow($ ii). This follows from Corollary 2.6.3.
(ii) $\Rightarrow$ (i). This follows from the general fact that every free module is projective.

### 2.7 Induction for orders of a certain structure

Let $R$ be a discrete valuation ring with field of fractions $F$ of characteristic zero and suppose that the residue field of $R$ is finite. Let $G$ be a finite group and let $H$ be a subgroup of $G$. In $\S 2.6$ we reviewed some general induction properties of the associated order $\mathfrak{A}(F[H], M)$ (with weaker hypotheses on $R$ for some results). In this section, we prove new results concerning inductions of orders of a certain form and then consider arithmetic applications such as the study of weakly ramified extensions.

Let $\pi$ be a uniformizer of $R$. For a subgroup $P$ of $G$, let $\operatorname{ncl}_{G}(P)$ denote the normal closure of $P$ in $G$ and let $\operatorname{Tr}_{P}=\sum_{k \in P} k \in R[G]$.
Theorem 2.7.1. Let $M$ be an $R[H]$-lattice such that $F M$ is free of rank 1 over $F[H]$. Suppose that there exist a positive integer $n$ and a subgroup $P$ of $H$ such that

$$
\mathfrak{A}(F[H], M)=R[H]+\pi^{-n} R[H] \operatorname{Tr}_{P} .
$$

Then the following statements hold:
(i) $\operatorname{Ind}_{H}^{G} \mathfrak{A}(F[H], M)=R[G]+\pi^{-n} R[G] \operatorname{Tr}_{P}$.
(ii) $\mathfrak{A}\left(F[G], \operatorname{Ind}_{H}^{G} M\right)=R[G]+\pi^{-n} R[G] \operatorname{Tr}_{\operatorname{ncl}_{G}(P)}$.
(iii) $\operatorname{Ind}_{H}^{G} \mathfrak{A}(F[H], M)$ is a ring if and only if $P$ is normal in $G$.
(iv) If $P$ is normal in $G$ and $M$ is free over $\mathfrak{A}(F[H], M)$ then $\operatorname{Ind}_{H}^{G} \mathfrak{A}(F[H], M)$ is free over $\mathfrak{A}\left(F[G], \operatorname{Ind}_{H}^{G} M\right)$.
(v) If $H$ is abelian and normal in $G$ and $\operatorname{Ind}_{H}^{G} M$ is projective over $\mathfrak{A}\left(F[G], \operatorname{Ind}_{H}^{G} M\right)$, then $P$ is normal in $G$.

Proof. Note that if $h$ runs through a set of coset representatives of $G / H$ and $k$ runs through a set of coset representatives of $H / P$, then $h k$ runs through a set of left coset representatives of $G / P$. Thus we have

$$
\begin{aligned}
\operatorname{Ind}_{H}^{G} \mathfrak{A}(F[H], M) & =\operatorname{Ind}_{H}^{G}\left(R[H]+\left\{\pi^{-n}\left(\sum_{k \in\{H / P} a_{k} k\right): a_{k} \in R\right\} \cdot \operatorname{Tr}_{P}\right) \\
& =R[G]+\left\{\sum_{h \in G / H} \pi^{-n} h\left(\sum_{k \in H / P} a_{h, k} k\right): a_{h, k} \in R\right\} \cdot \operatorname{Tr}_{P} \\
& =R[G]+\left\{\pi^{-n}\left(\sum_{h \in G / H} \sum_{k \in H / P} a_{h, k} h k\right): a_{h, k} \in R\right\} \cdot \operatorname{Tr}_{P} \\
& =R[G]+\pi^{-n} R[G] \operatorname{Tr}_{P},
\end{aligned}
$$

which proves (i). Moreover, we have

$$
\begin{aligned}
\operatorname{Ind}_{H}^{G} \mathfrak{A}(F[H], M) & =R[G]+\pi^{-n} R[G / P] \operatorname{Tr}_{P} \\
& =R[G]+\left\{\pi^{-n}\left(\sum_{h \in G / P} a_{h} h\right): a_{h} \text { is a representative of } R /\left(\pi^{n}\right)\right\} \cdot \operatorname{Tr}_{P} \\
& =\pi^{-n}\left\{\sum_{\gamma \in G} a_{\gamma} \gamma \in R[G]: \gamma_{1}^{-1} \gamma_{2} \in P \Rightarrow a_{\gamma_{1}} \equiv a_{\gamma_{2}} \bmod \left(\pi^{n}\right)\right\}
\end{aligned}
$$

Thus for every $g \in G$, we have

$$
\begin{aligned}
g \operatorname{Ind}_{H}^{G} \mathfrak{A}(F[H], M) g^{-1} & =R[G]+\pi^{-n} R\left[G / g P g^{-1}\right] \operatorname{Tr}_{g P g^{-1}} \\
& =\pi^{-n}\left\{\sum_{\gamma \in G} a_{\gamma} \gamma \in R[G]: \gamma_{1}^{-1} \gamma_{2} \in g P g^{-1} \Rightarrow a_{\gamma_{1}} \equiv a_{\gamma_{2}} \bmod \left(\pi^{n}\right)\right\} .
\end{aligned}
$$

We will now use the following general fact. Let $G$ be a group, let $B$ be any set, let $A$ be a subset of $G$ and let $A^{\prime}$ be the subgroup of $G$ generated by $A$. Then from the description of the elements of $A^{\prime}$ in terms of products of elements of $A$ and their inverses, we have

$$
\begin{aligned}
\left\{\left\{a_{\gamma}\right\}_{\gamma \in G} \in \prod_{\gamma \in G} B: \gamma_{1}^{-1} \gamma_{2} \in A\right. & \left.\Rightarrow a_{\gamma_{1}}=a_{\gamma_{2}}\right\} \\
& =\left\{\left\{a_{\gamma}\right\}_{\gamma \in G} \in \prod_{\gamma \in G} B: \gamma_{1}^{-1} \gamma_{2} \in A^{\prime} \Rightarrow a_{\gamma_{1}}=a_{\gamma_{2}}\right\}
\end{aligned}
$$

This said, by Proposition 2.6.1, we have that

$$
\begin{aligned}
\mathfrak{A}\left(F[G], \operatorname{Ind}_{H}^{G} M\right) & =\bigcap_{g \in G} g \operatorname{Ind}_{H}^{G} \mathfrak{A}(F[H], M) g^{-1} \\
& =\pi^{-n}\left\{\sum_{\gamma \in G} a_{\gamma} \gamma \in R[G]: \gamma_{1}^{-1} \gamma_{2} \in \bigcup_{g \in G} g P g^{-1} \Rightarrow a_{\gamma_{1}} \equiv a_{\gamma_{2}} \bmod \left(\pi^{n}\right)\right\} \\
& =\pi^{-n}\left\{\sum_{\gamma \in G} a_{\gamma} \gamma \in R[G]: \gamma_{1}^{-1} \gamma_{2} \in \operatorname{ncl}_{G}(P) \Rightarrow a_{\gamma_{1}} \equiv a_{\gamma_{2}} \bmod \left(\pi^{n}\right)\right\} \\
& =R[G]+\pi^{-n} R\left[G / \operatorname{ncl}_{G}(P)\right] \operatorname{Tr}_{\mathrm{ncl}_{G}(P)}, \\
& =R[G]+\pi^{-n} R[G] \operatorname{Tr}_{\mathrm{ncl}_{G}(P)},
\end{aligned}
$$

which proves (ii).
By Corollary 2.6.3, $\operatorname{Ind}_{H}^{G} \mathfrak{A}(F[H], M)$ is a ring if and only if it is equal to $\mathfrak{A}\left(F[G], \operatorname{Ind}_{H}^{G} M\right)$, which by (i) and (ii) is true if and only if $P=\operatorname{ncl}(P)$. This proves (iii). Part (iv) follows from (iii) and Corollary 2.6.7(iii). Part (v) follows from (iii) and Proposition $2.6 .15(\mathrm{i}) \Rightarrow$ (iii).

We have the following application to the understanding of local freeness in weakly ramified extensions of number fields.

Corollary 2.7.2. Let $K / F$ be a finite Galois extension of number fields with Galois group $G$ and let $\mathfrak{P} \mid \mathfrak{p}$ be two primes of $K / F$ such that $K_{\mathfrak{P}} / F_{\mathfrak{p}}$ is wildly and weakly ramified.
(i) If the inertia group $G_{0}=G_{0}(\mathfrak{P} \mid \mathfrak{p})$ is normal in $G$ then $\mathcal{O}_{K, \mathfrak{p}}$ is free over $\mathfrak{A}_{K / F, \mathfrak{p}}$.
(ii) Suppose that the decomposition group $D=D(\mathfrak{P} \mid \mathfrak{p})$ is abelian and normal in $G$. Then $\mathcal{O}_{K, \mathfrak{p}}$ is free over $\mathfrak{A}_{K / F, \mathfrak{p}}$ if and only if $G_{0}$ is normal in $G$.

Proof. Let $\pi$ be any uniformizer of $\mathcal{O}_{F_{\mathrm{p}}}$. Then by Theorem 2.3.9 we have

$$
\mathfrak{A}\left(F_{\mathfrak{p}}[D], \mathcal{O}_{K_{\mathfrak{F}}}\right)=\mathfrak{A}_{K_{\mathfrak{F}} / F_{\mathfrak{p}}}=\mathcal{O}_{F_{\mathfrak{p}}}[D]\left[\pi^{-1} \operatorname{Tr}_{G_{0}}\right]=\mathcal{O}_{F_{\mathfrak{p}}}[D]+\pi^{-1} \mathcal{O}_{F_{\mathfrak{p}}}[D] \operatorname{Tr}_{G_{0}}
$$

and $\mathcal{O}_{K_{\mathfrak{F}}}$ is free over $\mathfrak{A}\left(F_{\mathfrak{p}}[D], \mathcal{O}_{K_{\mathfrak{F}}}\right)$. Hence claim (i) follows from Theorem 2.7.1(iv). Claim (ii) follows from Theorem 2.7.1(v) for one direction and from claim (i) for the other direction.

We now prove the following generalisation of Theorem 2.7.1.
Theorem 2.7.3. Let $M$ be an $R[H]$-lattice such that $F M$ is free of rank 1 over $F[H]$. Suppose that there exist integers $0=n_{0}<n_{1}<\cdots<n_{r}$ and subgroups

$$
\{e\}=P_{0} \subsetneq P_{1} \subsetneq P_{2} \subsetneq \cdots \subsetneq P_{r} \subseteq H \subseteq G
$$

such that

$$
\begin{equation*}
\mathfrak{A}(F[H], M)=\sum_{i=0}^{r} \pi^{-n_{i}} R[H] \operatorname{Tr}_{P_{i}} \tag{2.7.1}
\end{equation*}
$$

Then the following statements hold:
(i) $\operatorname{Ind}_{H}^{G} \mathfrak{A}(F[H], M)=\sum_{i=0}^{r} \pi^{-n_{i}} R[G] \operatorname{Tr}_{P_{i}}$.
(ii) $\mathfrak{A}\left(F[G], \operatorname{Ind}_{H}^{G} M\right)=\sum_{i=0}^{r} \pi^{-n_{i}} R[G] \operatorname{Tr}_{\operatorname{ncl}_{G}\left(P_{i}\right)}$.
(iii) $\operatorname{Ind}_{H}^{G} \mathfrak{A}(F[H], M)$ is a ring if and only if $P_{i}$ is normal in $G$ for every $i$.
(iv) If $P_{i}$ is normal in $G$ for every $i$ and $M$ is free over $\mathfrak{A}(F[H], M)$ then $\operatorname{Ind}_{H}^{G} \mathfrak{A}(F[H], M)$ is free over $\mathfrak{A}\left(F[G], \operatorname{Ind}_{H}^{G} M\right)$.
(v) If $H$ is abelian and normal in $G$ and $\operatorname{Ind}_{H}^{G} M$ is projective over $\mathfrak{A}\left(F[G], \operatorname{Ind}_{H}^{G} M\right)$, then $P_{i}$ is normal in $G$ for every $i$.

Proof. The proof of part (i) is exactly as for Theorem 2.7.1(i).
We already know from Theorem 2.7.1 that (ii) holds if $r=1$. So suppose that $r>1$. Note that, since each $\operatorname{ncl}_{G}\left(P_{i}\right)$ is normal in $G$, for each $g \in G$ we have that

$$
g^{-1} \pi^{-n_{i}} \operatorname{Tr}_{\operatorname{ncl}_{G}\left(P_{i}\right)} g=\pi^{-n_{i}} \operatorname{Tr}_{\operatorname{ncl}_{G}\left(P_{i}\right)}=\operatorname{Tr}_{\operatorname{ncl}_{G}\left(P_{i}\right) / P_{i}} \pi^{-n_{i}} \operatorname{Tr}_{P_{i}} \in \operatorname{Ind}_{H}^{G} \mathfrak{A}(F[H], M)
$$

where $\operatorname{Tr}_{\operatorname{ncl}_{G}\left(P_{i}\right) / P_{i}}$ is the sum over any fixed choice of coset representatives of $\operatorname{ncl}_{G}\left(P_{i}\right) / P_{i}$. Hence for each $g \in G$ we have $\pi^{-n_{i}} \operatorname{Tr}_{\text {ncl }_{G}\left(P_{i}\right)} \in g \operatorname{Ind}_{H}^{G} \mathfrak{A}(F[H], M) g^{-1}$. Together with Proposition 2.6.1, this implies that $\pi^{-n_{i}} \operatorname{Tr}_{\operatorname{ncl}_{G}\left(P_{i}\right)} \in \mathfrak{A}\left(F[G], \operatorname{Ind}_{H}^{G} M\right)$. Therefore

$$
\mathfrak{A}\left(F[G], \operatorname{Ind}_{H}^{G} M\right) \supseteq \sum_{i=0}^{r} \pi^{-n_{i}} R[G] \operatorname{Tr}_{\operatorname{ncl}_{G}\left(P_{i}\right)} .
$$

It remains to show the reverse containment. First note that

$$
\begin{equation*}
\mathfrak{A}\left(F[G], \operatorname{Ind}_{H}^{G} M\right) \subseteq \operatorname{Ind}_{H}^{G} \mathfrak{A}(F[H], M)=\sum_{i=0}^{r} \pi^{-n_{i}} R[G] \operatorname{Tr}_{P_{i}} \tag{2.7.2}
\end{equation*}
$$

where the containment follows from Remark 2.6 .5 and the equality is part (i). Let $\theta \in \mathfrak{A}\left(F[G], \operatorname{Ind}_{H}^{G} M\right)$. Then we can write $\theta=\sum_{i=0}^{r} \pi^{-n_{i}} \theta_{i} \operatorname{Tr}_{P_{i}}$, where $\theta_{i} \in R[G]$ for each $i$. For each integer $j$ with $0 \leq j \leq r$, we shall prove that

$$
\theta \in \sum_{i=0}^{r-j-1} \pi^{-n_{i}} R[G] \operatorname{Tr}_{P_{i}}+\sum_{i=r-j}^{r} \pi^{-n_{i}} R[G] \operatorname{Tr}_{\operatorname{ncl}_{G}\left(P_{i}\right)}
$$

We proceed by induction on $j$ and first consider the base case $j=0$. We have that

$$
\pi^{n_{r-1}} \theta=\sum_{i=0}^{r} \pi^{n_{r-1}-n_{i}} \theta_{i} \operatorname{Tr}_{P_{i}} \in R[G]+\pi^{n_{r-1}-n_{r}} R[G] \operatorname{Tr}_{P_{r}}
$$

Also note that for each $g \in G$ we have

$$
\begin{aligned}
g^{-1} \pi^{n_{r-1}} \theta g & \in g^{-1} \pi^{n_{r-1}} \mathfrak{A}\left(F[G], \operatorname{Ind}_{H}^{G} M\right) g \\
& =\pi^{n_{r-1}} \mathfrak{A}\left(F[G], \operatorname{Ind}_{H}^{G} M\right) \\
& \subseteq \pi^{n_{r-1}} \operatorname{Ind}_{H}^{G} \mathfrak{A}(F[H], M) \\
& \subseteq R[G]+\pi^{n_{r-1}-n_{r}} R[G] \operatorname{Tr}_{P_{r}} .
\end{aligned}
$$

Hence

$$
\pi^{n_{r-1}} \theta \in \bigcap_{g \in G} g\left(R[G]+\pi^{n_{r-1}-n_{r}} R[G] \operatorname{Tr}_{P_{r}}\right) g^{-1}=R[G]+\pi^{n_{r-1}-n_{r}} R[G] \operatorname{Tr}_{\mathrm{ncl}_{G}\left(P_{r}\right)}
$$

where the equality follows from the case $r=1$. Thus there exists $\alpha \in R[G]$ such that

$$
\theta-\pi^{-n_{r}} \alpha \operatorname{Tr}_{\operatorname{ncl}_{G}\left(P_{r}\right)} \in \pi^{-n_{r-1}} R[G] \cap \operatorname{Ind}_{H}^{G} \mathfrak{A}(F[H], M)=\sum_{i=0}^{r-1} \pi^{-n_{i}} R[G] \operatorname{Tr}_{P_{i}}
$$

where the equality follows from (2.7.2) and the containment $R[G] \operatorname{Tr}_{P_{r}} \subseteq R[G] \operatorname{Tr}_{P_{r-1}}$, which holds since $\operatorname{Tr}_{P_{r}}=\operatorname{Tr}_{P_{r} / P_{r-1}} \operatorname{Tr}_{P_{r-1}}$. This completes the base case $j=0$.
We now proceed with the induction step. Suppose our claim is valid for $j-1$, and let us prove it for $j$. Using the inductive hypothesis and subtracting an appropriate element of $\sum_{i=j+1}^{r} \pi^{-n_{i}} R[G] \operatorname{Tr}_{\text {ncl }_{G}\left(P_{i}\right)}$, we can and do assume without loss of generality that

$$
\theta=\sum_{i=0}^{r-j} \pi^{-n_{i}} \theta_{i} \operatorname{Tr}_{P_{i}} \in \mathfrak{A}\left(F[G], \operatorname{Ind}_{H}^{G} M\right)
$$

for some $\theta_{i} \in R[G]$. Hence it remains to show that

$$
\theta \in \sum_{i=0}^{r-j-1} \pi^{-n_{i}} R[G] \operatorname{Tr}_{P_{i}}+\pi^{-n_{r-j}} R[G] \operatorname{Tr}_{\operatorname{ncl}_{G}\left(P_{r-j}\right)}
$$

As in the base case, for each $g \in G$ we have

$$
\begin{aligned}
g^{-1} \pi^{n_{r-j-1}} \theta g & \in \pi^{n_{r-j-1}-n_{r-j}} R[G] \cap \pi^{n_{r-j-1}} \mathfrak{A}\left(F[G], \operatorname{Ind}_{H}^{G} M\right) \\
& \subseteq \pi^{n_{r-j-1}-n_{r-j}} R[G] \cap \pi^{n_{r-j-1}} \operatorname{Ind}_{H}^{G} \mathfrak{A}(F[H], M) \\
& \subseteq R[G]+\pi^{n_{r-j-1}-n_{r-j}} R[G] \operatorname{Tr}_{P_{r-j}},
\end{aligned}
$$

so, by the result for $r=1$, we have

$$
\pi^{n_{r-j-1}} \theta \in R[G]+\pi^{n_{r-j-1}-n_{r-j}} R[G] \operatorname{Tr}_{\mathrm{ncl}_{G}\left(P_{r-j}\right)}
$$

Thus there exists $\alpha \in R[G]$ such that

$$
\theta-\pi^{-n_{r-j}} \alpha \operatorname{Tr}_{\mathrm{ncl}_{G}\left(P_{r-j}\right)} \in \pi^{-n_{r-j-1}} R[G] \cap\left(\sum_{i=0}^{r-j} \pi^{-n_{i}} \theta_{i} \operatorname{Tr}_{P_{i}}\right)=\sum_{i=0}^{r-j-1} \pi^{-n_{i}} R[G] \operatorname{Tr}_{P_{i}}
$$

This concludes the induction step. Therefore we deduce that

$$
\mathfrak{A}\left(F[G], \operatorname{Ind}_{H}^{G} M\right)=\sum_{i=0}^{r} \pi^{-n_{i}} R[G] \operatorname{Tr}_{\operatorname{ncl}_{G}\left(P_{i}\right)}
$$

which concludes the proof of part (ii).
We easily see with the same methods that

$$
\operatorname{Ind}_{H}^{G} \mathfrak{A}(F[H], M)=\mathfrak{A}\left(F[G], \operatorname{Ind}_{H}^{G} M\right)
$$

precisely when $P_{i}=\operatorname{ncl}_{G}\left(P_{i}\right)$ for every $i$, establishing part (iii). Part (iv) follows from part (iii) and Corollary 2.6.7(iii). Part (v) follows from Proposition 2.6.15(i) $\Rightarrow$ (iii).

Remark 2.7.4. It follows from the proof of Theorem 2.7.3 that the subgroups $P_{i}$ and the numbers $n_{i}$ are uniquely determined by $\mathfrak{A}(F[H], M)$. Moreover, $P_{i}$ is normal in $H$ (a way to see this from what we already proved is the following: $\operatorname{Ind}_{H}^{H} \mathfrak{A}(F[H], M)=$ $\mathfrak{A}(F[H], M)$ is a ring, so that we can apply (iii) with $G=H)$ and $\pi^{n_{i}}$ divides the order of $P_{i}$ for all $i$.

### 2.8 Leopoldt-type theorems for $A_{4}, S_{4}$ and $A_{5}$-extensions of $\mathbb{Q}$

### 2.8.1 Galois module structure of $A_{4}$-extensions of $\mathbb{Q}$

In this subsection, we shall prove the following result, which is Theorem 2.1.6 stated in the introduction to this chapter.

Theorem 2.8.1. Let $K / \mathbb{Q}$ be a Galois extension with $\operatorname{Gal}(K / \mathbb{Q}) \cong A_{4}$. Then $\mathcal{O}_{K}$ is free over $\mathfrak{A}_{K / \mathbb{Q}}$ if and only if 2 is tamely ramified or has full decomposition group.

Remark 2.8.2. After considering computational evidence, in [BJ08, §8] the authors raised the question of whether it is always the case that $\mathcal{O}_{K}$ is free over $\mathfrak{A}_{K / \mathbb{Q}}$ for every $A_{4}$-extension $K / \mathbb{Q}$. Theorem 2.8.1 shows that this is false. Indeed, one can use the database of number fields [LMF19] to verify that every possible decomposition group of 2 of even order can be realised by an $A_{4}$-extension $K / \mathbb{Q}$ in which 2 is wildly ramified.

Proof of Theorem 2.8.1. We already showed the 'if' direction in Proposition 2.4.12. Now we prove that if 2 is wildly ramified in $K / \mathbb{Q}$ and does not have full decomposition group then $\mathcal{O}_{K}$ is not (locally) free (at 2 ) over $\mathfrak{A}_{K / \mathbb{Q}}$. Let $V_{4}$ denote the unique normal subgroup of $G:=\operatorname{Gal}(K / \mathbb{Q}) \cong A_{4}$ of order 4 , which is isomorphic to $C_{2} \times C_{2}$. Recall that $A_{4} \cong V_{4} \rtimes C_{3}$ and we have the following lattice of the subgroups of $A_{4}$ up to conjugacy (see, for instance, the GroupNames database [Dok18]).


Here the subscript on the left denotes the number of conjugate subgroups, and is taken to be 1 when omitted (so that the subgroup is normal).

Let $\mathfrak{P}$ be a prime of $K$ above 2, let $D=D(\mathfrak{P} \mid 2)$ be the decomposition group and let $G_{0}=G_{0}(\mathfrak{P} \mid 2)$ be the inertia group of $K / \mathbb{Q}$. From the subgroup lattice, we see that it suffices to analyse the cases in which 2 is wildly ramified in $K / \mathbb{Q}$ and $D=V_{4}$ or $D \cong C_{2}$. More precisely, there are three possibilities for the pair ( $D, G_{0}$ ) up to isomorphism: $\left(V_{4}, V_{4}\right),\left(V_{4}, C_{2}\right)$ and $\left(C_{2}, C_{2}\right)$. Since $D$ is abelian in each of these cases, we have that $\mathcal{O}_{K_{\mathfrak{P}}}$ is free over $\mathfrak{A}_{K_{\mathfrak{P}} / \mathbb{Q}_{2}}$ by Theorem 2.3.3. Thus by Proposition 2.6.6 we have that $\operatorname{Ind}_{D}^{G} \mathfrak{A}_{K_{\mathfrak{F}} / \mathbb{Q}_{2}} \cong \operatorname{Ind}_{D}^{G} \mathcal{O}_{K_{\mathfrak{F}}} \cong \mathcal{O}_{K, 2}$ as $\mathfrak{A}_{K / \mathbb{Q}, 2}$-lattices. Therefore it suffices to show that $\operatorname{Ind}_{D}^{G} \mathfrak{A}_{K_{\mathfrak{F}} / \mathbb{Q}_{2}}$ is not free over $\mathfrak{A}_{K / \mathbb{Q}, 2}$ in each of the three cases.

First suppose that $D=G_{0}=V_{4}$. Then from the database of $p$-adic fields [JR06] we see that there are four possible extensions $K_{\mathfrak{P}} / \mathbb{Q}_{2}$, each of which has 1 and 3 as (lower) ramification jumps. Let $F$ denote the subfield of $K_{\mathfrak{P}}$ fixed by $G_{2}$. Then by Remark 2.3.12 we have $e_{G_{2}} \in \mathfrak{A}_{K_{\mathfrak{F}} / \mathbb{Q}_{2}}$ since

$$
\sum_{i=0}^{\infty}\left(\left|G_{i}\left(K_{\mathfrak{P}} / F\right)\right|-1\right)=1+1+1+1=4 \geq 4=\left|G_{0}\left(K_{\mathfrak{F}} / \mathbb{Q}_{2}\right)\right| \cdot v_{2}\left(\left|G_{2}\right|\right)
$$

Similarly, we have $e_{V_{4}}=e_{G_{1}} \in \mathfrak{A}_{K_{\mathfrak{F}} / \mathbb{Q}_{2}}$ since

$$
\sum_{i=0}^{\infty}\left(\left|G_{i}\left(K_{\mathfrak{P}} / \mathbb{Q}_{2}\right)\right|-1\right)=3+3+1+1=8 \geq 8=\left|G_{0}\left(K_{\mathfrak{P}} / \mathbb{Q}_{2}\right)\right| \cdot v_{2}\left(\left|V_{4}\right|\right)
$$

Thus $K_{\mathfrak{P}} / \mathbb{Q}_{2}$ is almost-maximally ramified, and so by Theorem 2.3.10(i) we have that

$$
\mathfrak{A}_{K_{\mathfrak{P}} / \mathbb{Q}_{2}}=\mathbb{Z}_{2}[D]\left[e_{G_{2}}, e_{G_{1}}\right]=\mathbb{Z}_{2}\left[V_{4}\right]+\frac{1}{2} \mathbb{Z}_{2}\left[V_{4}\right] \operatorname{Tr}_{G_{2}}+\frac{1}{4} \mathbb{Z}_{2}\left[V_{4}\right] \operatorname{Tr}_{V_{4}}
$$

Since $G_{2} \cong C_{2}$ is not normal in $G$ and $D$ is both abelian and normal in $G$, Theorem 2.7.3(v) implies that $\operatorname{Ind}_{D}^{G} \mathfrak{A}_{K_{\mathfrak{F}} / \mathbb{Q}_{2}}$ is not free over $\mathfrak{A}_{K / \mathbb{Q}, 2}$. Hence $\mathcal{O}_{K, 2}$ is not free over $\mathfrak{A}_{K / \mathbb{Q}, 2}$. As an aside, we note that, by Theorem 2.7.3(i)\&(ii), in this case we have

$$
\operatorname{Ind}_{D}^{G} \mathfrak{A}_{K_{\mathfrak{F}} / \mathbb{Q}_{2}}=\mathbb{Z}_{2}[G]+\frac{1}{2} \mathbb{Z}_{2}[G] \operatorname{Tr}_{G_{2}}+\frac{1}{4} \mathbb{Z}_{2}[G] \operatorname{Tr}_{V_{4}} \supsetneq \mathbb{Z}_{2}[G]+\frac{1}{4} \mathbb{Z}_{2}[G] \operatorname{Tr}_{V_{4}}=\mathfrak{A}_{K / \mathbb{Q}, 2}
$$

Now suppose that $D=V_{4}$ and $G_{0} \cong C_{2}$. Since $\mathcal{O}_{K_{\mathfrak{F}}}$ is free over $\mathfrak{A}_{K_{\mathfrak{P}} / \mathbb{Q}_{2}}$ and $G_{0}=G_{1}$ is not dihedral of order 4, Theorem 2.3.10 implies that

$$
\mathfrak{A}_{K_{\mathfrak{F}} / \mathbb{Q}_{2}}=\mathbb{Z}_{2}[D]\left[e_{G_{0}}\right]=\mathbb{Z}_{2}\left[V_{4}\right]+\frac{1}{2} \mathbb{Z}_{2}\left[V_{4}\right] \operatorname{Tr}_{G_{0}}
$$

(Alternatively, we can use the database of $p$-adic fields [JR06] to check for almostmaximal ramification as in the previous case; the ramification jump turns out to be 1 or 2). Since $D$ is both abelian and normal in $G$ and $G_{0}$ is not normal in $G$, Theorem 2.7.1(v) implies that $\operatorname{Ind}_{D}^{G} \mathfrak{A}_{K_{\mathfrak{F}} / \mathbb{Q}_{2}}$ is not free over $\mathfrak{A}_{K / \mathbb{Q}, 2}$. Hence $\mathcal{O}_{K, 2}$ is not free over $\mathfrak{A}_{K / \mathbb{Q}, 2}$. Note that in the next paragraph we shall use the following fact:

$$
\operatorname{Ind}_{D}^{G} \mathfrak{A}_{K_{\mathfrak{F}} / \mathbb{Q}_{2}}=\mathbb{Z}_{2}[G]+\frac{1}{2} \mathbb{Z}_{2}[G] \operatorname{Tr}_{G_{0}} \supsetneq \mathbb{Z}_{2}[G]+\frac{1}{2} \mathbb{Z}_{2}[G] \operatorname{Tr}_{V_{4}}=\mathfrak{A}_{K / \mathbb{Q}, 2}
$$

which follows from Theorem 2.7.1(i)\&(ii).
Finally suppose $D=G_{0} \cong C_{2}$. Then $\mathfrak{A}_{K_{\mathfrak{F}} / \mathbb{Q}_{2}}$ is a $\mathbb{Z}_{2}$-order in $\mathbb{Q}_{2}[D] \cong \mathbb{Q}_{2}\left[C_{2}\right]$ strictly containing $\mathbb{Z}_{2}[D]$. As there is only one such order, we must have

$$
\mathfrak{A}_{K_{\mathfrak{B}} / \mathbb{Q}_{2}}=\mathbb{Z}_{2}[D]+\frac{1}{2} \mathbb{Z}_{2}[D] \operatorname{Tr}_{D}
$$

We cannot directly apply Theorem 2.7 .1(iv) $\&(\mathrm{v})$ as in the previous cases, as $D$ is not normal in $G$, but from Theorem 2.7.1(i)\&(ii) we have that

$$
\operatorname{Ind}_{D}^{G} \mathfrak{A}_{K_{\mathfrak{F}} / \mathbb{Q}_{2}}=\mathbb{Z}_{2}[G]+\frac{1}{2} \mathbb{Z}_{2}[G] \operatorname{Tr}_{D} \supsetneq \mathbb{Z}_{2}[G]+\frac{1}{2} \mathbb{Z}_{2}[G] \operatorname{Tr}_{V_{4}}=\mathfrak{A}_{K / \mathbb{Q}, 2}
$$

Once we fix a copy of $C_{2}$ inside $G$, note that $\operatorname{Ind}_{D}^{G} \mathfrak{A}_{K_{\mathfrak{F}} / \mathbb{Q}_{2}}$ and $\mathfrak{A}_{K / \mathbb{Q}, 2}$ are exactly the same as in the $\left(V_{4}, C_{2}\right)$-case of the previous paragraph, where we already showed that $\operatorname{Ind}_{D}^{G} \mathfrak{A}_{K_{\mathfrak{F}} / \mathbb{Q}_{2}}$ is not free over $\mathfrak{A}_{K / \mathbb{Q}, 2}$. Therefore $\mathcal{O}_{K, 2}$ is not free over $\mathfrak{A}_{K / \mathbb{Q}, 2}$.

### 2.8.2 Galois module structure of $S_{4}$-extensions of $\mathbb{Q}$

In this subsection, we shall prove the following result, which is Theorem 2.1.7 stated in the introduction.

Theorem 2.8.3. Let $K / \mathbb{Q}$ be a Galois extension with $G:=\operatorname{Gal}(K / \mathbb{Q}) \cong S_{4}$. Then $\mathcal{O}_{K}$ is free over $\mathfrak{A}_{K / \mathbb{Q}}$ if and only if one of the following conditions on $K / \mathbb{Q}$ holds:
(i) 2 is tamely ramified;
(ii) 2 has decomposition group equal to the unique subgroup of $G$ of order 12;
(iii) 2 is wildly and weakly ramified and has full decomposition group; or
(iv) 2 is wildly and weakly ramified, has decomposition group of order 8 in $G$, and has inertia subgroup equal to the unique normal subgroup of order 4 in $G$.

Proof. By Proposition 2.4.10, $\mathcal{O}_{K}$ is free over $\mathfrak{A}_{K / \mathbb{Q}}$ if and only if $\mathcal{O}_{K, 2}$ is free over $\mathfrak{A}_{K / \mathbb{Q}, 2}$.

We first show that if any of conditions (i)-(iv) hold then $\mathcal{O}_{K, 2}$ is free over $\mathfrak{A}_{K / \mathbb{Q}, 2}$. In case (i), this follows from Theorem 2.3.15. In case (ii), Lemma 2.4.11 shows that 2 is wildly and weakly ramified in $K / \mathbb{Q}$ and has inertia group equal to the unique normal subgroup of order 4 in $G$ (note that $A_{4}$ is the unique subgroup of $S_{4}$ of order 12). Therefore in cases (ii), (iii) and (iv), 2 is wildly and weakly ramified in $K / \mathbb{Q}$ and its inertia group is normal in $G$, and so the desired result follows from Corollary 2.7.2(i).

It now remains to show that if we are not in any of the cases (i)-(iv) then $\mathcal{O}_{K, 2}$ is not free over $\mathfrak{A}_{K / \mathbb{Q}, 2}$. We shall use the Magma implementation of two different algorithms: we use [BJ08, Algorithm 3.1(6)] to verify that in four specific $S_{4}$-extensions of $\mathbb{Q}_{2}$ the ring of integers is not free over its associated order; we use [HJ20, §8.5], which concerns general lattices in group rings, to prove that $\mathcal{O}_{K, 2}$ is not free over $\mathfrak{A}_{K / \mathbb{Q}, 2}$ in cases when we do have freeness in the corresponding 2 -adic extension.

We have the following lattice of the subgroups of $S_{4}$ up to conjugacy (see, for instance, the GroupNames database [Dok18]).


Here the subscript on the left denotes the number of conjugate subgroups, and is taken to be 1 when omitted (so that the subgroup is normal). In particular, the only normal subgroups are $C_{1}, V_{4}, A_{4}$ and $S_{4}$. (Recall that $V_{4} \cong C_{2} \times C_{2}$.)

We fix an isomorphism $G:=\operatorname{Gal}(K / \mathbb{Q}) \cong S_{4}$ and denote by $A_{4}, D_{8}, S_{3}, C_{2}^{2}, V_{4}, C_{4}$ a choice of subgroups of $G$ in such a way that whenever there is a containment between choices of conjugates of two such subgroups, one of the subgroups is in fact contained in the other.

Suppose that $K / \mathbb{Q}$ does not satisfy any of the conditions (i)-(iv). Let $\mathfrak{P}$ be a prime of $K$ above 2 and let $D=D(\mathfrak{P} \mid 2)$ be the decomposition group. In particular, 2 is wildly ramified in $K / \mathbb{Q}$ and so $D$ must be of even order. We cannot have $D=A_{4}$ as this corresponds to case (ii). Moreover, we cannot have $D=S_{3}$ since the subgroups of $D$ of order 2 are not normal, but the wild inertia subgroup $G_{1}$ must be normal in $D$.

Suppose that $D=S_{4}$. Since we are not in case (iii), this implies that 2 is wildly but not weakly ramified in $K / \mathbb{Q}$. From the database of $p$-adic fields [JR06], we see that there are four possibilities for the completed extension $K_{\mathfrak{F}} / \mathbb{Q}_{2}$. By using the updated Magma implementation of [BJ08, Algorithm 3.1(6)] (see §2.A.1 for details), which is based on that of [BW09, §4.2], we can verify that $\mathcal{O}_{K_{\mathfrak{F}}}$ is not free over $\mathfrak{A}_{K_{\mathfrak{F}} / \mathbb{Q}_{2}}$ in any of these cases (for the details on the implementation see §2.A.1). Since the decomposition group is full (i.e. $D=G$ ), this immediately implies that $\mathcal{O}_{K, 2}$ is not free over $\mathfrak{A}_{K / \mathbb{Q}, 2}$.
Now suppose that $D \cong D_{8}$; without loss of generality, we can and do assume that $D=D_{8}$. We first treat the case in which $\mathcal{O}_{K_{\mathfrak{P}}}$ is not free over $\mathfrak{A}_{K_{\mathfrak{F}} / \mathbb{Q}_{2}}$. Then $\mathcal{O}_{K_{\mathfrak{F}}}$ is not projective over $\mathfrak{A}_{K_{\mathfrak{F}} / \mathbb{Q}_{2}}$ by Theorem 2.3.10, and so $\mathcal{O}_{K, 2}$ is not free over $\mathfrak{A}_{K / \mathbb{Q}, 2}$ by Proposition 2.6.10. As an aside, by using the database [JR06], Theorem 2.3.10 and Remark 2.3.12, it is straightforward to check that $\mathcal{O}_{K_{\mathfrak{F}}}$ is not free over $\mathfrak{A}_{K_{\mathfrak{F}} / \mathbb{Q}_{2}}$ if and only if the ramification jumps of $K_{\mathfrak{P}} / \mathbb{Q}_{2}$ are 1,3 and 5 .

Therefore in the remaining cases we can and do assume that $\mathcal{O}_{K_{\mathfrak{F}}}$ is free over $\mathfrak{A}_{K_{\mathfrak{F}} / \mathbb{Q}_{2}}$, since either $D$ is abelian (in which case we can apply Theorem 2.3.3) or $D=D_{8}$, in which case the situation in which $\mathcal{O}_{K_{\mathfrak{F}}}$ is not free over $\mathfrak{A}_{K_{\mathfrak{F}} / \mathbb{Q}_{2}}$ has already been considered in the previous paragraph. As we wish to show that $\mathcal{O}_{K, 2}$ is not free over $\mathfrak{A}_{K / \mathbb{Q}, 2}$, by Proposition 2.6.6 it suffices to show that $\operatorname{Ind}_{D}^{G} \mathfrak{A}_{K_{\mathfrak{P}} / \mathbb{Q}_{2}}$ is not free over $\mathfrak{A}_{K / \mathbb{Q}, 2}$. Our strategy will be to determine the possible ramification groups, use this to understand the structure of $\mathfrak{A}_{K_{\mathfrak{F}} / \mathbb{Q}_{2}}$ and then apply Theorem 2.7.3 to obtain explicit descriptions of $\operatorname{Ind}_{D}^{G} \mathfrak{A}_{K_{\mathfrak{F}} / \mathbb{Q}_{2}}$ and $\mathfrak{A}_{K / \mathbb{Q}, 2}$; we will leave this last step to the end as cases with different $D$ will overlap.

We now return to the case $D=D_{8}$. We have the following subgroup lattice.


We denote the unique normal subgroup of order 2 in $D_{8}$ by $V_{2}$, and note that as a subgroup of $S_{4}$, this is generated by a double transposition and contained in $C_{4}$. (Also note that under $D_{8}$-conjugation we have three conjugacy classes of subgroups of order 2 compared to two in the $S_{4}$-lattice).

Suppose that $K_{\mathfrak{P}} / \mathbb{Q}_{2}$ is almost-maximally ramified. Then by Theorem 2.3.10 we have $\mathfrak{A}_{K_{\mathfrak{F}} / \mathbb{Q}_{2}}=\mathbb{Z}_{2}[D]+\sum_{t \geq 1} \frac{1}{\left|G_{t}\right|} \mathbb{Z}_{2}[D] \operatorname{Tr}_{G_{t}}$ and all quotients of two consecutive different ramification groups are of order 2 (see the database [JR06], for example). We have that $V_{2}$ must be among the ramification groups since they are all normal in $D_{8}$. Thus if the ramification index of $K_{\mathfrak{P}} / \mathbb{Q}_{2}$ is 2 , then $V_{2}$ is the unique ramification group. Otherwise, there is a ramification group of order 4 , which must be one of $V_{4}, C_{2}^{2}$ or $C_{4}$. Moreover, $D_{8}$ is a ramification group if and only if the ramification index of $K_{\mathfrak{F}} / \mathbb{Q}_{2}$ is 8 .

Suppose that $K_{\mathfrak{P}} / \mathbb{Q}_{2}$ is not almost-maximally ramified. Then by Theorem 2.3.10 we deduce that $G_{0} \cong C_{2}^{2}$ and $\mathfrak{A}_{K_{\mathfrak{F}} / \mathbb{Q}_{2}}=\mathbb{Z}_{2}[D]+\frac{1}{2} \mathbb{Z}_{2}[D] \operatorname{Tr}_{G_{0}}$. Moreover, by Remark 2.3.12 we must have that $G_{2}=0$ or $G_{2} \cong C_{2}$ and $G_{3}=0$, but in the latter case the upper ramification jumps are not integral, which is not possible by Hasse-Arf theorem (alternatively just use the database [JR06]); hence $K_{\mathfrak{P}} / \mathbb{Q}_{2}$ is weakly ramified. Note that $G_{0}$ is not equal to $V_{4}$, otherwise we are in case (iv), hence we can assume $G_{0}=C_{2}^{2}$.

Now suppose that $D \cong C_{4}$; without loss of generality, we can and do assume that $D=C_{4}$. If the ramification index of $K_{\mathfrak{P}} / \mathbb{Q}_{2}$ is 2 , then $G_{0}=V_{2}$ and by Remark 2.3.12 $K_{\mathfrak{P}} / \mathbb{Q}_{2}$ is almost-maximally ramified, and hence $\mathfrak{A}_{K_{\mathfrak{F}} / \mathbb{Q}_{2}}=\mathbb{Z}_{2}[D]+\frac{1}{2} \mathbb{Z}_{2}[D] \operatorname{Tr}_{G_{0}}$ (see [Ber78, Corollaire 3 to Théorème 1], for example). If the ramification index is 4, then there must be two ramification jumps; since the upper ramification jumps are integral, Remark 2.3.12 implies that the extension is almost-maximally ramified and so $\frac{1}{2} \operatorname{Tr}_{V_{2}}$ and $\frac{1}{4} \operatorname{Tr}_{D}$ belong to $\mathfrak{A}_{K_{\mathfrak{F}} / \mathbb{Q}_{2}}$. Hence

$$
\mathfrak{A}_{K_{\mathfrak{F}} / \mathbb{Q}_{2}}=\mathbb{Z}_{2}[D]+\frac{1}{2} \mathbb{Z}_{2}[D] \operatorname{Tr}_{V_{2}}+\frac{1}{4} \mathbb{Z}_{2}[D] \operatorname{Tr}_{D}
$$

where the containment ' $\subseteq$ ' follows from the fact that the right-hand side is the unique maximal order in $\mathbb{Q}_{2}[D]$ (see [Ber78, Proposition 5], for example).
Finally, note that in the cases $D \cong C_{2}^{2}$ or $D \cong C_{2}$, we already computed $\mathfrak{A}_{K_{\mathfrak{F}} / \mathbb{Q}_{2}}$ in the proof of Theorem 2.8.1.

We will denote by $W_{2}$ a choice of a subgroup of $S_{4}$ generated by a transposition and contained in $D_{8}$. We fix the following notation: $\left\langle 1, \frac{1}{2^{n_{1}}} \operatorname{Tr}_{H_{1}}, \cdots, \frac{1}{2^{n_{k}}} \operatorname{Tr}_{H_{k}}\right\rangle$ is the lattice

$$
\mathbb{Z}_{2}[G]+\frac{1}{2^{n_{1}}} \mathbb{Z}_{2}[G] \operatorname{Tr}_{H_{1}}+\cdots+\frac{1}{2^{n_{k}}} \mathbb{Z}_{2}[G] \operatorname{Tr}_{H_{k}}
$$

Since we have now determined $\mathfrak{A}_{K_{\mathfrak{F}} / \mathbb{Q}_{2}}$ in all the remaining cases, we can use Theorem 2.7.3(i)\&(ii) to determine $\operatorname{Ind}_{D}^{G} \mathfrak{A}_{K_{\mathfrak{F}} / \mathbb{Q}_{2}}$ and $\mathfrak{A}_{K / \mathbb{Q}, 2}$ as listed in Table 2.1 below. Note that the point of this analysis is to show that no values for $\operatorname{Ind}_{D}^{G} \mathfrak{A}_{K_{\mathfrak{F}} / \mathbb{Q}_{2}}$ other than those listed in Table 2.1 can be realised, and so the reader does not necessarily have to focus on which possible decomposition group(s) and ramification properties correspond to each entry of the table.

Hofmann and Johnston [HJ20, §8.5] described the implementation of an algorithm in MAGMA that, given a finite group $\Gamma$, a prime number $p$, and $\mathbb{Z}[\Gamma]$-lattices $X$ and $Y$ contained in $\mathbb{Q}[\Gamma]$, determines whether the localisations $X_{p}$ and $Y_{p}$ are isomorphic over $\mathbb{Z}_{(p)}[\Gamma]$. Note that by [CR81, Proposition (30.17)], this is equivalent to checking whether the $p$-adic completions are isomorphic over $\mathbb{Z}_{p}[\Gamma]$. In present situation, we are interested in understanding whether $\operatorname{Ind}_{D}^{G} \mathfrak{A}_{K_{\mathfrak{F}} / \mathbb{Q}_{2}}$ is free over its associated order $\mathfrak{A}_{K / \mathbb{Q}, 2}$ for each of

Table 2.1

|  | $\operatorname{Ind}_{D}^{G} \mathfrak{A}_{K_{\mathfrak{F}} / \mathbb{Q}_{2}}$ | $\mathfrak{A}_{K / \mathbb{Q}, 2}$ |
| :---: | :---: | :---: |
| (i) | $\left\langle 1, \frac{1}{2} \operatorname{Tr}_{V_{2}}, \frac{1}{4} \operatorname{Tr}_{C_{4}}, \frac{1}{8} \operatorname{Tr}_{D_{8}}\right\rangle$ | $\left\langle 1, \frac{1}{2} \operatorname{Tr}_{V_{4}}, \frac{1}{8} \operatorname{Tr}_{G}\right\rangle$ |
| (ii) | $\left\langle 1, \frac{1}{2} \operatorname{Tr}_{V_{2}}, \frac{1}{4} \operatorname{Tr}_{V_{4}}, \frac{1}{8} \operatorname{Tr}_{D_{8}}\right\rangle$ | $\left\langle 1, \frac{1}{4} \operatorname{Tr}_{V_{4}}, \frac{1}{8} \operatorname{Tr}_{G}\right\rangle$ |
| (iii) | $\left\langle 1, \frac{1}{2} \operatorname{Tr}_{V_{2}}, \frac{1}{4} \operatorname{Tr}_{C_{2}^{2}}, \frac{1}{8} \operatorname{Tr}_{D_{8}}\right\rangle$ | $\left\langle 1, \frac{1}{2} \operatorname{Tr}_{V_{4}}, \frac{1}{8} \operatorname{Tr}_{G}\right\rangle$ |
| (iv) | $\left\langle 1, \frac{1}{2} \operatorname{Tr}_{V_{2}}, \frac{1}{4} \operatorname{Tr}_{C_{4}}\right\rangle$ | $\left\langle 1, \frac{1}{2} \operatorname{Tr}_{V_{4}}, \frac{1}{4} \operatorname{Tr}_{G}\right\rangle$ |
| (v) | $\left\langle 1, \frac{1}{2} \operatorname{Tr}_{V_{2}}, \frac{1}{4} \operatorname{Tr}_{V_{4}}\right\rangle$ | $\left\langle 1, \frac{1}{4} \operatorname{Tr}_{V_{4}}\right\rangle$ |
| (vi) | $\left\langle 1, \frac{1}{2} \operatorname{Tr}_{V_{2}}, \frac{1}{4} \operatorname{Tr}_{C_{2}^{2}}\right\rangle$ | $\left\langle 1, \frac{1}{2} \operatorname{Tr}_{V_{4}}, \frac{1}{4} \operatorname{Tr}_{G}\right\rangle$ |
| (vii) | $\left\langle 1, \frac{1}{2} \operatorname{Tr}_{W_{2}}, \frac{1}{4} \operatorname{Tr}_{C_{2}^{2}}\right\rangle$ | $\left\langle 1, \frac{1}{4} \operatorname{Tr}_{G}\right\rangle$ |
| (viii) | $\left\langle 1, \frac{1}{2} \operatorname{Tr}_{C_{2}^{2}}\right\rangle$ | $\left\langle 1, \frac{1}{2} \operatorname{Tr}_{G}\right\rangle$ |
| (ix) | $\left\langle 1, \frac{1}{2} \operatorname{Tr}_{V_{2}}\right\rangle$ | $\left\langle 1, \frac{1}{2} \operatorname{Tr}_{V_{4}}\right\rangle$ |
| (x) | $\left\langle 1, \frac{1}{2} \operatorname{Tr}_{W_{2}}\right\rangle$ | $\left\langle 1, \frac{1}{2} \operatorname{Tr}_{G}\right\rangle$ |

the cases in Table 2.1. By Lemma 2.2 .1 this condition is equivalent to $\operatorname{Ind}_{D}^{G} \mathfrak{A}_{K_{\mathfrak{F}} / \mathbb{Q}_{2}}$ being isomorphic to $\mathfrak{A}_{K / \mathbb{Q}, 2}$ as $\mathbb{Z}_{2}[G]$-lattices. Since $\mathbb{Z}_{2}[G]+\frac{1}{2^{n_{1}}} \mathbb{Z}_{2}[G] \operatorname{Tr}_{H_{1}}+\cdots+\frac{1}{2^{n_{k}}} \mathbb{Z}_{2}[G] \operatorname{Tr}_{H_{k}}$ is the completion of $\mathbb{Z}[G]+\frac{1}{2^{n_{1}}} \mathbb{Z}[G] \operatorname{Tr}_{H_{1}}+\cdots+\frac{1}{2^{n_{k}}} \mathbb{Z}[G] \operatorname{Tr}_{H_{k}}$, a computation using the aforementioned algorithm shows that $\operatorname{Ind}_{D}^{G} \mathfrak{A}_{K_{\mathfrak{F}} / \mathbb{Q}_{2}}$ is not free over $\mathfrak{A}_{K / \mathbb{Q}, 2}$ in each of the ten cases in Table 2.1 (for the implementation see §2.A.2).

Remark 2.8.4. Cases (v) and (ix) from Table 2.1 can be tackled using Theorem 2.7.3(v) and cases (vii) and (x) using Theorem 2.7.3(v) combined with Proposition 2.6.10. More precisely:

- for (v) we apply Theorem 2.7.3(v) with $H=V_{4}$ and $G=S_{4}$;
- for (vii) we apply Theorem 2.7.3(v) with $H=C_{2}^{2}$ and $G=D_{8}$ and Proposition 2.6.10 inducing from $D_{8}$ to $\operatorname{Gal}(K / \mathbb{Q}) \cong S_{4}$;
- for (ix) we apply Theorem 2.7.3(v) with $H=V_{4}$ and $G=S_{4}$;
- for (x) we apply Theorem 2.7.3(v) with $H=W_{2}$ and $G=D_{8}$ and Proposition 2.6.10 inducing from $D_{8}$ to $\operatorname{Gal}(K / \mathbb{Q}) \cong S_{4}$.

Note that here $G$ is not necessarily the Galois group and $H$ is not necessarily one of the decomposition groups.

Remark 2.8.5. The computations in the proof of Theorem 2.8.3 show that each of the lattices considered is free over its associated order if and only if the lattice is a ring if and only if the lattice is equal to its associated order. However, with the algorithm of [HJ20, §8.5] we found that $\left\langle 1, \frac{1}{4} \operatorname{Tr}_{V_{4}}, \frac{1}{8} \operatorname{Tr}_{D_{8}}\right\rangle$ is free over $\left\langle 1, \frac{1}{4} \operatorname{Tr}_{V_{4}}, \frac{1}{8} \operatorname{Tr}_{G}\right\rangle$ (see §2.A.2 for the implementation).

### 2.8.3 Galois module structure of $A_{5}$-extensions of $\mathbb{Q}$

In this subsection, we shall prove the following result, which is Theorem 2.1.8 stated in the introduction.

Theorem 2.8.6. Let $K / \mathbb{Q}$ be a Galois extension with $\operatorname{Gal}(K / \mathbb{Q}) \cong A_{5}$. Then $\mathcal{O}_{K}$ is free over $\mathfrak{A}_{K / \mathbb{Q}}$ if and only if all three of the following conditions on $K / \mathbb{Q}$ hold:
(i) 2 is tamely ramified;
(ii) 3 is tamely ramified or is weakly ramified with ramification index 6; and
(iii) 5 is tamely ramified or is weakly ramified with ramification index 10.

Proof of Theorem 2.8.6. By Corollary 2.2.7, $\mathcal{O}_{K}$ is free over $\mathfrak{A}_{K / \mathbb{Q}}$ if and only if $\mathcal{O}_{K, p}$ is free over $\mathfrak{A}_{K / \mathbb{Q}, p}$ for every prime number $p$. If $p$ is tamely ramified in $K / \mathbb{Q}$ then $\mathcal{O}_{K, p}$ is indeed free over $\mathfrak{A}_{K / \mathbb{Q}, p}$ by Theorem 2.3.15. Thus it remains to consider the situation in which at least one of the primes $p=2,3,5$ is wildly ramified in $K / \mathbb{Q}$.

We have the following lattice of the subgroups of $A_{5}$ up to conjugacy (see, for instance, the GroupNames database [Dok18]).


Here the subscript on the left denotes the number of conjugate subgroups. Recall that $A_{5}$ is simple and note that the subgroup lattice shows that isomorphic subgroups must be conjugate. Moreover, since $A_{5}$ is not soluble, no prime can have full decomposition group. We fix an isomorphism $G:=\operatorname{Gal}(K / \mathbb{Q}) \cong A_{5}$ and denote by $A_{4}, D_{10}$ etc. a choice of subgroups of $G$ in such a way that whenever there is a containment between choices of conjugates of two such subgroups, one of the subgroups is in fact contained in the other.

Suppose that $p=2$ is wildly ramified in $K / \mathbb{Q}$. Let $\mathfrak{P}$ be a prime of $K$ above 2 and let $D(2)$ be its decomposition group. Then $D(2)$ must be isomorphic to $A_{4}$, $C_{2}^{2}$ or $C_{2}$, since for every other subgroup $H$ of $A_{5}$ there is no normal non-trivial 2subgroup in $H$. Hence in each of these cases $\mathcal{O}_{K_{\mathfrak{F}}}$ is free over $\mathfrak{A}_{K_{\mathfrak{F}} / \mathbb{Q}_{2}}$ (if $D(2)=A_{4}$, this follows from Lemma 2.4.11 and Theorem 2.3.9; otherwise this follows from Theorem 2.3.3). By Proposition 2.6.6, $\operatorname{Ind}_{D(2)}^{G} \mathfrak{A}_{K_{\mathfrak{F}} / \mathbb{Q}_{2}} \cong \operatorname{Ind}_{D(2)}^{G} \mathcal{O}_{K_{\mathfrak{F}}} \cong \mathcal{O}_{K, 2}$ as $\mathfrak{A}_{K / \mathbb{Q}, 2^{-}}$ lattices. Thus we need to analyse when $\operatorname{Ind}_{D(2)}^{G} \mathfrak{A}_{K_{\mathfrak{P}} / \mathbb{Q}_{2}}$ is free over $\mathfrak{A}_{K / \mathbb{Q}, 2}$. In each of the aforementioned possibilities for $D(2)$, we already know the structure of $\mathfrak{A}_{K_{\mathfrak{F}} / \mathbb{Q}_{2}}$ from the proof of Theorem 2.8.1. Using Theorem 2.7.3(i)\&(ii) we can write all the possibilities for $\operatorname{Ind}_{D(2)}^{G} \mathfrak{A}_{K_{\mathfrak{F}} / \mathbb{Q}_{2}}$ and $\mathfrak{A}_{K / \mathbb{Q}, 2}$. We use the following notation: $\left\langle 1, \frac{1}{2} \operatorname{Tr}_{C_{2}}\right\rangle=$
$\mathbb{Z}_{2}[G]+\frac{1}{2} \mathbb{Z}_{2}[G] \operatorname{Tr}_{C_{2}}$ etc. The results are shown in Table 2.2 below (as in the proof of Theorem 2.8.3, the point of the above analysis is to show that no values for $\operatorname{Ind}_{D(2)}^{G} \mathfrak{A}_{K_{\mathfrak{F}} / \mathbb{Q}_{2}}$ other than those listed in Table 2.2 can be realised).

Table 2.2

|  | $\operatorname{Ind}_{D(2)}^{G} \mathfrak{A}_{K_{\mathfrak{F}} / \mathbb{Q}_{2}}$ | $\mathfrak{A}_{K / \mathbb{Q}, 2}$ |
| :---: | :---: | :---: |
| (i) | $\left\langle 1, \frac{1}{2} \operatorname{Tr}_{C_{2}}\right\rangle$ | $\left\langle 1, \frac{1}{2} \operatorname{Tr}_{G}\right\rangle$ |
| (ii) | $\left\langle 1, \frac{1}{2} \operatorname{Tr}_{C_{2}}, \frac{1}{4} \operatorname{Tr}_{C_{2}^{2}}\right\rangle$ | $\left\langle 1, \frac{1}{4} \operatorname{Tr}_{G}\right\rangle$ |
| (iii) | $\left\langle 1, \frac{1}{2} \operatorname{Tr}_{C_{2}^{2}}\right\rangle$ | $\left\langle 1, \frac{1}{2} \operatorname{Tr}_{G}\right\rangle$ |

As in the proof of Theorem 2.8.3, we can use the MAGMA implementation of the algorithm described in [HJ20, §8.5]. We can hence verify that in none of the above cases $\operatorname{Ind}_{D(2)}^{G} \mathfrak{A}_{K_{\mathfrak{F}} / \mathbb{Q}_{2}} \cong \mathcal{O}_{K, 2}$ is free over $\mathfrak{A}_{K / \mathbb{Q}, 2}$ (see $\S 2 . \mathrm{A} .3$ for the implementation).

Now suppose that $p=3$ or 5 and that $p$ is wildly ramified in $K / \mathbb{Q}$. Let $\mathfrak{P}$ be a choice of a prime of $K$ above $p$ and let $D(p)$ be its decomposition group. There is no Galois extension $L / \mathbb{Q}_{3}$ such that $\operatorname{Gal}\left(L / \mathbb{Q}_{3}\right) \cong A_{4}$ (since the subgroups of order 3 are not normal in $A_{4}$ ). Hence $D(p)$ must be isomorphic to either $D_{2 p}$ or $C_{p}$, which implies that $\mathcal{O}_{K_{\mathfrak{P}}}$ is free over $\mathfrak{A}_{K_{\mathfrak{F}} / \mathbb{Q}_{p}}$ by Theorems 2.3.3 and 2.3.4. Thus by Proposition 2.6.6 we have that $\operatorname{Ind}_{D(p)}^{G} \mathfrak{A}_{K_{\mathfrak{P}} / \mathbb{Q}_{p}} \cong \operatorname{Ind}_{D}^{G} \mathcal{O}_{K_{\mathfrak{F}}} \cong \mathcal{O}_{K, p}$ as $\mathfrak{A}_{K / \mathbb{Q}, p}$-lattices, so that our goal is to analyse when $\operatorname{Ind}_{D(p)}^{G} \mathfrak{A}_{K_{\mathfrak{F}} / \mathbb{Q}_{p}}$ is free over $\mathfrak{A}_{K / \mathbb{Q}, p}$. We use the following notation: $\left\langle 1, \frac{1}{p} \operatorname{Tr}_{C_{p}}\right\rangle=\mathbb{Z}_{p}[G]+\frac{1}{p} \mathbb{Z}_{p}[G] \operatorname{Tr}_{C_{p}}$, etc. If $D(p) \cong C_{p}$ (in which case we can and do assume that $D(p)=C_{p}$ ), then as $K_{\mathfrak{P}} / \mathbb{Q}_{p}$ is wildly ramified this implies that $\mathfrak{A}_{K_{\mathfrak{F}}} / \mathbb{Q}_{p}=$ $\mathbb{Z}_{p}[D(p)]+\frac{1}{p} \mathbb{Z}_{p}[D(p)] \operatorname{Tr}_{D(p)}$, which is the unique maximal order in $\mathbb{Q}_{p}[D(p)]$. If $D(p) \cong$ $D_{2 p}$ (in which case we can and do assume that $D=D_{2 p}$ ), we can use Theorem 2.3.10: in case of almost-maximal ramification, $\mathfrak{A}_{K_{\mathfrak{F}} / \mathbb{Q}_{p}}=\mathbb{Z}_{p}[D(p)]+\frac{1}{p} \mathbb{Z}_{p}[D(p)] \operatorname{Tr}_{C_{p}}$ (which gives the same structure for $\operatorname{Ind}_{D(p)}^{G} \mathfrak{A}_{K_{\mathfrak{F}} / \mathbb{Q}_{p}}$ as when $\left.D(p)=C_{p}\right)$; otherwise, by Remark 2.3.13, $K_{\mathfrak{P}} / \mathbb{Q}_{p}$ is weakly and totally ramified and $\mathfrak{A}_{K_{\mathfrak{F}} / \mathbb{Q}_{p}}=\mathbb{Z}_{p}[D(p)]+\frac{1}{p} \mathbb{Z}_{p}[D(p)] \operatorname{Tr}_{D(p)}$. Hence there are two possibilities for $\operatorname{Ind}_{D(p)}^{G} \mathfrak{A}_{K_{\mathfrak{F}} / \mathbb{Q}_{p}}$ and $\mathfrak{A}_{K / \mathbb{Q}, p}$, shown in Table 2.3.

Table 2.3

|  | $\operatorname{Ind}_{D(p)}^{G} \mathfrak{A}_{K_{\mathfrak{F}} / \mathbb{Q}_{p}}$ | $\mathfrak{A}_{K / \mathbb{Q}, p}$ |
| :---: | :---: | :---: |
| (i) | $\left\langle 1, \frac{1}{p} \operatorname{Tr}_{C_{p}}\right\rangle$ | $\left\langle 1, \frac{1}{p} \operatorname{Tr}_{G}\right\rangle$ |
| (ii) | $\left\langle 1, \frac{1}{p} \operatorname{Tr}_{D_{2 p}}\right\rangle$ | $\left\langle 1, \frac{1}{p} \operatorname{Tr}_{G}\right\rangle$ |

We used the Magma implementation of the algorithm from [HJ20, §8.5] to verify that $\operatorname{Ind}_{D(p)}^{G} \mathfrak{A}_{K_{\mathfrak{F}} / \mathbb{Q}_{p}}$ is free over $\mathfrak{A}_{K / \mathbb{Q}, p}$ if and only if we are in case (ii), that is, precisely when $K_{\mathfrak{P}} / \mathbb{Q}_{p}$ is weakly ramified or, equivalently, when it is not almost maximally-ramified (see §2.A.3).

Remark 2.8.7. Note that from the proof of Theorem 2.8.1, we already knew that neither $\mathbb{Z}_{2}\left[A_{4}\right]+\frac{1}{2} \mathbb{Z}_{2}\left[A_{4}\right] \operatorname{Tr}_{C_{2}}$ nor $\mathbb{Z}_{2}\left[A_{4}\right]+\frac{1}{2} \mathbb{Z}_{2}\left[A_{4}\right] \operatorname{Tr}_{C_{2}}+\frac{1}{4} \mathbb{Z}_{2}\left[A_{4}\right] \operatorname{Tr}_{C_{2}^{2}}$ are even projective over their associated orders; induction from $A_{4}$ to $S_{4}$ and Proposition 2.6 .10 permit us to
conclude that $\mathbb{Z}_{2}\left[S_{4}\right]+\frac{1}{2} \mathbb{Z}_{2}\left[S_{4}\right] \operatorname{Tr}_{C_{2}}$ and $\mathbb{Z}_{2}\left[S_{4}\right]+\frac{1}{2} \mathbb{Z}_{2}\left[S_{4}\right] \operatorname{Tr}_{C_{2}}+\frac{1}{4} \mathbb{Z}_{2}\left[S_{4}\right] \operatorname{Tr}_{C_{2}^{2}}$ are not projective over their associated orders. Thus we can treat cases (i) and (ii) from Table 2.2 without using the algorithm.

Remark 2.8.8. Note that for $p=3$ and $p=5$ we found that $\left\langle 1, \frac{1}{p} \operatorname{Tr}_{D_{2 p}}\right\rangle$ is free over $\left\langle 1, \frac{1}{p} \operatorname{Tr}_{G}\right\rangle$ without the two being equal. We also found with the algorithm from [HJ20] that $\left\langle 1, \frac{1}{2} \operatorname{Tr}_{A_{4}}\right\rangle$, which does not come from a ring of integers, is free over $\left\langle 1, \frac{1}{2} \operatorname{Tr}_{G}\right\rangle$ (see §2.A.3).

## Appendix

## 2.A Computer calculations

## 2.A. 1 Determining freeness for $S_{4}$-extensions of $\mathbb{Q}_{2}$

Let $K / \mathbb{Q}$ be an $S_{4}$-extension with full decomposition group that is wildly ramified. Here we describe how to use the MAGMA implementation of [BJ08, Algorithm 3.1(6)] to check whether or not $\mathcal{O}_{K}$ is locally free at 2 over $\mathfrak{A}_{K / \mathbb{Q}}$, or equivalently, whether $\mathcal{O}_{K_{\mathfrak{F}}}$ is free over $\mathfrak{A}_{K_{\mathfrak{F}} / \mathbb{Q}_{2}}$, where $\mathfrak{P}$ is the unique prime of $K$ above 2 . We used the database [LMF19] to find six number fields, each of which has a completion at 2 equal to one of the six wildly ramified $S_{4}$-extensions of $\mathbb{Q}_{2}$ listed in the database of $p$-adic fields [JR06]. Note that two of these extensions of $\mathbb{Q}_{2}$ are weakly ramified, and so Corollary 2.7.2(ii) already shows that $\mathcal{O}_{K_{\mathfrak{P}}}$ is free over $\mathfrak{A}_{K_{\mathfrak{F}} / \mathbb{Q}_{2}}$ in both cases, but we include them anyway as an additional check. The files RelAlgKTheory.m and INB.m referred to below are available on Werner Bley's website https://www.mathematik.uni-muenchen.de/~bley/pub.php

We refer to the sample file sample.m from the article [BJ08]. Note that here we use the updated file INB.m from [BJ11] rather than the original file ao.m.

```
Attach("RelAlgKTheory.m");
Attach("INB.m");
P<x> := PolynomialRing(IntegerRing());
Polynomials := [ x^6 + x^4 + x^2 - 1,
x^6 - x^4 + 3*x^2 - 1,
x^6 + 3*x^4 + 11*x^2 + 11,
x^6 + 7*x^4 + 15*x^2 + 11,
x^6 - x^4 - 2*x^3 - x^2 + 1,
x^6 - 2*x^5 + 2*x^4 - 4*x^3 + 4*x^2 - 2*x + 2 ];
for i in [1..6] do
    L := NormalClosure(NumberField(Polynomials[i]));
    G, Aut, h := AutomorphismGroup(L);
    h := map<Domain(h)->Codomain(h) | g:->h(g^-1)>;
    OL := MaximalOrder(L);
    theta := NormalBasisElement(OL, h);
    Ath := ComputeAtheta(OL, h, theta);
    QG := GroupAlgebra(Rationals(), G);
    AssOrd := ModuleConductor(QG, Ath, Ath);
    rho := RegularRep(QG);
```

```
    M := ZGModuleInit(Ath'hnf, rho);
    isfree, w := IsLocallyFree(QG, AssOrd, M, 2);
    if isfree then
        print "we have local freeness at 2";
    else
    print "we do not have local freeness at 2";
end if;
end for;
we do not have local freeness at 2
we do not have local freeness at 2
we do not have local freeness at 2
we do not have local freeness at 2
we have local freeness at 2
we have local freeness at 2
```


## 2.A. 2 Determining local freeness at 2 for $S_{4}$-extensions of $\mathbb{Q}$

Here we describe how to use to use the Magma implementation of [HJ20, §8.5] to show that for an $S_{4}$-extension $K / \mathbb{Q}$ we have that $\mathcal{O}_{K}$ is not locally free at 2 over $\mathfrak{A}_{K / \mathbb{Q}}$ if $K / \mathbb{Q}$ does not satisfy any of the conditions (i)-(iv) of Theorem 2.8.3 and $\mathcal{O}_{K_{\mathfrak{F}}}$ is free over $\mathfrak{A}_{K_{\mathfrak{P}} / \mathbb{Q}_{2}}$, where $\mathfrak{P}$ is a prime of $K$ above 2 (see Table 2.1). Moreover, we also prove the freeness claim of Remark 2.8.5. The files Iso.m, Lattices.m and Iso.spec referred to below are contained in Iso.zip, available in the link to [HJ20] on Tommy Hofmann's website https://www.thofma.com

```
AttachSpec("Iso.spec");
G := Sym(4);
W2 := sub<G | G!(1, 3)>;
V2 := sub<G | G!(1, 3)(2, 4)>;
C4 := sub<G | G!(1, 2, 3, 4)>;
V4 := sub<G | G! (1, 3)(2, 4), (1, 2) (3, 4)>;
C22 := sub<G | G! (1, 3),(2, 4)>;
D8 := sub<G | G!(1, 2, 3, 4), (1, 3)>;
QG := GroupAlgebra(Rationals(), G);
trW2 := &+[ QG!h : h in W2];
trV2 := &+[ QG!h : h in V2];
trC4 := &+[ QG!h : h in C4];
trV4 := &+[ QG!h : h in V4];
trC22 := &+[ QG!h : h in C22];
trD8 := &+[ QG!h : h in D8];
trG := &+[ QG!h : h in G];
ZG := Order(Integers(), Basis(QG));
M1 := rideal< ZG | 1, trV2/2, trC4/4,trD8/8>;
A1 := rideal< ZG | 1, trV4/2, trG/8>;
IsLocallyIsomorphic(QG, BasisMatrix(M1), BasisMatrix(A1), 2);
false
M2 := rideal< ZG | 1, trV2/2, trV4/4,trD8/8>;
```

```
A2 := rideal< ZG | 1, trV4/4, trG/8>;
IsLocallyIsomorphic(QG, BasisMatrix(M2), BasisMatrix(A2), 2);
false
M3 := rideal< ZG | 1, trV2/2, trC22/4,trD8/8>;
IsLocallyIsomorphic(QG, BasisMatrix(M3), BasisMatrix(A1), 2);
false
M4 := rideal< ZG | 1, trV2/2, trC4/4>;
A4 := rideal< ZG | 1, trV4/2, trG/4>;
IsLocallyIsomorphic(QG, BasisMatrix(M4), BasisMatrix(A4), 2);
false
M5 := rideal< ZG | 1, trV2/2, trV4/4>;
A5 := rideal< ZG | 1, trV4/4>;
IsLocallyIsomorphic(QG, BasisMatrix(M5), BasisMatrix(A5), 2);
false
M6 := rideal< ZG | 1, trV2/2, trC22/4>;
IsLocallyIsomorphic(QG, BasisMatrix(M6), BasisMatrix(A4), 2);
false
M7 := rideal< ZG | 1, trW2/2, trC22/4>;
A7 := rideal< ZG | 1, trG/4>;
IsLocallyIsomorphic(QG, BasisMatrix(M7), BasisMatrix(A7), 2);
false
M8 := rideal< ZG | 1, trC22/2>;
A8 := rideal< ZG | 1, trG/2>;
IsLocallyIsomorphic(QG, BasisMatrix(M8), BasisMatrix(A8), 2);
false
M9 := rideal< ZG | 1, trV2/2>;
A9 := rideal< ZG | 1, trV4/2>;
IsLocallyIsomorphic(QG, BasisMatrix(M9), BasisMatrix(A9), 2);
false
M10 := rideal< ZG | 1, trW2/2>;
IsLocallyIsomorphic(QG, BasisMatrix(M10), BasisMatrix(A8), 2);
false
M11 := rideal< ZG | 1, trV4/4, trD8/8>;
A11 := rideal< ZG | 1, trV4/4, trG/8>;
IsLocallyIsomorphic(QG, BasisMatrix(M11), BasisMatrix(A11), 2);
true -31/4*Id(G) + (1, 4, 3, 2) + 5/4*(1, 3) (2, 4) - 5*(2, 3)
+ 5/4*(1, 2, 4) + 1/4*(1, 4, 3)+(1, 3, 4, 2) + (2, 4, 3)+(1, 4, 2, 3)
+(1, 2, 3) + 5/4*(2, 3,4) + 1/4*(1, 3, 2) + (2, 4) + 5/4* (1, 2) (3,4)
+ 1/4*(1, 4)(2, 3)
```


## 2.A. 3 Determining local freeness for $A_{5}$-extensions of $\mathbb{Q}$

Here we describe how to use the Magma implementation of [HJ20, §8.5] to check local freeness in $A_{5}$-extensions of $\mathbb{Q}$ at the wildly ramified primes (see Tables 2.2 and 2.3). Moreover, we also prove the second freeness claim of Remark 2.8.8. The files Iso.m, Lattices.m and Iso.spec referred to below are contained in Iso.zip, available in the link to [HJ20] on Tommy Hofmann's website https://www.thofma.com

When IsLocallyIsomorphic(QG, BasisMatrix(M), BasisMatrix(A), 2) is 'true', we suppress the full output, which includes an element $x \in \mathbb{Q}[G]$ such that $x\left(\mathbb{Z}_{2} \otimes_{\mathbb{Z}} M\right)=$ $\mathbb{Z}_{2} \otimes_{\mathbb{Z}} A$ (whose existence is in our case equivalent to $\mathbb{Z}_{2} \otimes_{\mathbb{Z}} M$ being free over $\mathbb{Z}_{2} \otimes_{\mathbb{Z}} A$ ).

```
AttachSpec("Iso.spec");
G:=Alt(5);
C2 := sub<G | G!(1, 2) (3, 4)>;
C22 := sub<G | G! (1, 2) (3, 4), (1, 3) (2, 4)>;
C3 := sub<G | G!(1, 2, 3)>;
D6 := sub<G | G!(1, 2)(4, 5),(1, 2, 3)>;
C5 := sub<G | G!(1, 2, 3, 4, 5)>;
D10 := sub<G | G! (2 ,5) (3, 4),(1, 2, 3, 4, 5)>;
Alt4 := sub<G | G!(1 ,2)(3, 4),(1, 2, 3)>;
QG := GroupAlgebra(Rationals(), G);
trC2 := &+[ QG!h : h in C2];
trC22 := &+[ QG!h : h in C22];
trC3 := &+[ QG!h : h in C3];
trD6 := &+[ QG!h : h in D6];
trC5 := &+[ QG!h : h in C5];
trD10 := &+[ QG!h : h in D10];
trAlt4 := &+[ QG!h : h in Alt4];
trG := &+[ QG!h : h in G];
ZG := Order(Integers(), Basis(QG));
M1 := rideal< ZG | 1, trC2/2>;
A1 := rideal< ZG | 1, trG/2>;
IsLocallyIsomorphic(QG, BasisMatrix(M1), BasisMatrix(A1), 2);
false
M2 := rideal< ZG | 1, trC2/2, trC22/4>;
A2 := rideal< ZG | 1, trG/4>;
IsLocallyIsomorphic(QG, BasisMatrix(M2), BasisMatrix(A2), 2);
false
M3 := rideal< ZG | 1, trC22/2>;
IsLocallyIsomorphic(QG, BasisMatrix(M3), BasisMatrix(A1), 2);
false
M4 := rideal< ZG | 1, trC3/3>;
A4 := rideal< ZG | 1, trG/3>;
IsLocallyIsomorphic(QG, BasisMatrix(M4), BasisMatrix(A4), 3);
false
M5 := rideal< ZG | 1, trD6/3>;
IsLocallyIsomorphic(QG, BasisMatrix(M5), BasisMatrix(A4), 3);
true
M6 := rideal< ZG | 1, trC5/5>;
A6 := rideal< ZG | 1, trG/5>;
IsLocallyIsomorphic(QG, BasisMatrix(M6), BasisMatrix(A6), 5);
false
M7 := rideal< ZG | 1, trD10/5>;
IsLocallyIsomorphic(QG, BasisMatrix(M7), BasisMatrix(A6), 5);
```

```
true
M8 := rideal< ZG | 1, trAlt4/2>;
IsLocallyIsomorphic(QG, BasisMatrix(M8), BasisMatrix(A1), 2);
true
```


## Chapter 3

## On reduction steps for Leopoldt's conjecture

### 3.1 Introduction

The work in this chapter is joint with my PhD supervisor Henri Johnston and based on a rough draft of a joint paper.

Let $p$ be a prime number and let $K$ be a number field. It is known that the regulator of $K$ does not vanish. In analogy to this, Leopoldt [Leo62] conjectured that a certain $p$-adic regulator associated to $K$ and $p$ does not vanish. Due to supporting evidence in its favour and consequences for other conjectures in algebraic number theory, Leopoldt's conjecture has been widely studied and is of great interest.

As explained in [Was97, §5.5] and [NSW08, Chapter X §3], Leopoldt's conjecture, Leo $(K, p)$ for short, has many different formulations. One of these is as follows. Let $K$ be a number field. For a finite place $w$ of $K$, let $U_{K_{w}}$ denote the group of units of the completion $K_{w}$ and let $U_{K_{w}}^{1}$ denote the subgroup of principal units. Let $S_{p}(K)$ denote the set of places of $K$ above $p$. For $w \in S_{p}(K)$, the inclusion $U_{K_{w}}^{1} \subseteq U_{K_{w}}$ induces an isomorphism with the $p$-adic completion: $U_{K_{w}}^{1} \cong \hat{U}_{K_{w}}$. Therefore, after taking $p$-adic completions, the diagonal embedding $\mathcal{O}_{K}^{\times} \hookrightarrow \prod_{w \in S_{p}(K)} U_{K_{w}}$ gives rise to a canonical homomorphism

$$
\begin{equation*}
\lambda_{K, p}: \mathbb{Z}_{p} \otimes_{\mathbb{Z}} \mathcal{O}_{K}^{\times} \longrightarrow \prod_{w \in S_{p}(K)} U_{K_{w}}^{1} \tag{3.1.1}
\end{equation*}
$$

Leopoldt's conjecture Leo $(K, p)$ predicts that $\lambda_{K, p}$ is injective.
One of the first important results concerning Leopoldt's conjecture is the following.
Theorem 3.1.1. [Ax65],[Bru67] Let $K$ be a finite abelian extension of $\mathbb{Q}$ or of an imaginary quadratic field. Then Leo $(K, p)$ holds for every prime number $p$.

Ax reduced the theorem to the fact that the $p$-adic logarithms of algebraic elements over $\mathbb{Q}$ are $\mathbb{Q}$-independent if and only if they are $\overline{\mathbb{Q}}$-independent, where $\overline{\mathbb{Q}}$ denotes the algebraic closure of $\mathbb{Q}$ in $\mathbb{C}_{p}$. This is the $p$-adic analogue of a result by Baker and was proved by Brumer, who therefore completed the proof of Leopoldt's conjecture for abelian extensions of $\mathbb{Q}$ and of imaginary quadratic fields.

Now let $L / K$ be a Galois extension of number fields with Galois group $G$, and let us fix a prime number $p$. Several authors (e.g. [Miy82], [EKW84], [Kli90], [Lau89]) already observed that in this case the map $\lambda_{L, p}$ is a map of $\mathbb{Z}_{p}[G]$-modules, so that the object of our study is the $\mathbb{Z}_{p}[G]$-module $\operatorname{ker} \lambda_{L, p}$, whose vanishing is equivalent to Leopoldt's conjecture. One strategy is therefore to study the structure of the $M[G]$ module $M \otimes_{\mathbb{Z}_{p}} \operatorname{ker} \lambda_{L, p}$ for a certain extension $M / \mathbb{Q}_{p}\left(\right.$ e.g. $\mathbb{Q}_{p}$ or $\left.\mathbb{C}_{p}\right)$. The aforementioned authors used the known $\mathbb{Q}[G]$-structure of $\mathbb{Q} \otimes_{\mathbb{Z}} \mathcal{O}_{L}^{\times}$when the base field $K$ is $\mathbb{Q}$ or an imaginary quadratic field, which comes from the existence of Minkowski units, to estimate the size of isotypical components of $M \otimes_{\mathbb{Z}_{p}} \operatorname{im} \lambda_{L, p}$ in order to prove that the isotypical components of $M \otimes_{\mathbb{Z}_{p}}$ ker $\lambda_{L, p}$ are zero.

Here we approach the problem from a different point of view. Note that for every prime number $p$ Leopoldt's conjecture at $p$ for a number field implies Leopoldt's conjecture at $p$ for all of its subfields (see Lemma 3.2.6). Now let $L / K$ be a Galois extension of number fields with Galois group $G$; our purpose is instead to deduce Leopoldt's conjecture at $p$ for $L$ from the validity for some of the intermediate fields of $L / K$. The key observation is that if $H$ is a subgroup of $G$ then $\left(\operatorname{ker} \lambda_{L, p}\right)^{H}=\operatorname{ker} \lambda_{L^{H}, p}$, where $L^{H}$ is the field fixed by $H$ and $\left(\operatorname{ker} \lambda_{L, p}\right)^{H}$ is the submodule fixed by $H$, so that if $\operatorname{ker} \lambda_{L^{H}, p}=0$ at least one 'component' of ker $\lambda_{L, p}$ is trivial. The existence of a collection of subgroups $\mathcal{H}$ such that ker $\lambda_{L, p}$ vanishes if and only if $\left(\operatorname{ker} \lambda_{L, p}\right)^{H}$ vanishes for every $H \in \mathcal{H}$ is linked to the existence of a norm relation, a property which only depends on $G$ as an abstract group. In $\S 3.3 .2$ we will review some basic properties of norm relations, which have also been studied by many authors including those in [BFHP22], and show their consequences for equivariant maps and in particular, in §3.4, for Leopoldt's conjecture.

The following result can be proved using norm relations, but in fact also admits a proof just using character theory (see Theorem 3.4.4).

Theorem 3.1.2. Let $L / K$ be a Galois extension of number fields with Galois group $G$. Let $p$ be a prime number. If $\operatorname{Leo}\left(L^{H}, p\right)$ holds for every subgroup $H$ of $G$ which is the kernel of an irreducible complex character, then also Leo( $L, p$ ) holds.

Note that the statement of Theorem 3.1.2 is non-tautological only when $G$ has no faithful irreducible complex characters: if $\chi$ is a faithful irreducible complex character, then by definition $\chi$ has trivial kernel and $L^{\operatorname{ker} \chi}=L$.

Corollary 3.1.3. Let $L / K$ be an abelian extension of number fields. Let p be a prime number. If Leo $(F, p)$ holds for every intermediate field $F$ such that $F / K$ is cyclic, then also $\operatorname{Leo(L,p)holds.~}$

An advantage of using norm relations is that we may combine the consequences derived from their existence to already known results, e.g. from Theorem 3.1.1, and this permits us to study for instance Frobenius groups. One of the consequences is the following result, which is a special case of Corollary 3.4.6.

Theorem 3.1.4. Let $\ell$ be an odd prime number and let $L / K$ be a dihedral extension of degree $2 \ell$, where $K$ is $\mathbb{Q}$ or an imaginary quadratic field. Let $p$ be a prime number. If $\operatorname{Leo}(F, p)$ holds for one (indeed, every) intermediate field $F$ such that $[F: K]=\ell$, then we also have $\operatorname{Leo}(L, p)$.
Note that none of the results in this chapter depend on the $\mathbb{Q}[G]$-structure of $\mathbb{Q} \otimes_{\mathbb{Z}} \mathcal{O}_{L}^{\times}$,
so that we can obtain in a simpler way some of the results in the literature just knowing basic facts such as Leopoldt's conjecture for abelian extensions of $\mathbb{Q}$. We also remark that in deducing $\operatorname{Leo}(L, p)$ from $\operatorname{Leo}\left(L^{H}, p\right)$ for some subgroups $H$ of $G$ we do not require any assumption on the base field $K$.

We recall that $\delta(L, p):=\operatorname{rank}_{\mathbb{Z}_{p}} \operatorname{ker} \lambda_{L, p}$ denotes the Leopoldt defect, which is trivial if and only if Leo $(L, p)$ holds. In a slightly different approach, using Brauer relations and tools from works such as [Glu81], we are able to prove the following, which is Corollary 3.5.23.

Theorem 3.1.5. Let $L / K$ be a Galois extension of number fields with Galois group $G$ and let $p$ be a prime number. Let $H$ be a non-cyclic subgroup of $G$. Then we have the relation

$$
\sum_{I \leq H}|I| \mu(I, H) \delta\left(L^{I}, p\right)=0
$$

where $\mu(I, H):=\sum_{I=H_{0} \leq \cdots \leq H_{n}=H}(-1)^{n}$.
We will see also that these relations recover the results we obtained via scalar norm relations, which are a particular type of norm relation. For instance, let $L / K$ be an $S_{3}$-extension of number fields and let us denote by $F$ one of the intermediate cubic extensions of $K$ and by $M$ the intermediate quadratic field. A consequence of Theorem 3.1.5 is that for every prime number $p$ we have the relation

$$
\delta(L, p)+2 \delta(K, p)=\delta(M, p)+2 \delta(F, p)
$$

Therefore, if $\delta(M, p)=\delta(F, p)=0$, then $\delta(L, p)=0$.
With character theory and our general idea of looking at appropriate intermediate fields we also obtain the following result (see Theorem 3.6.1).

Theorem 3.1.6. Let $L$ be a finite Galois extension of $\mathbb{Q}$ or of an imaginary quadratic field with Galois group $G$. Let $p$ be a prime number. Let $1<d_{1}<\cdots<d_{s}$ be the dimensions of the non-linear irreducible complex characters of $G$. Then we can write $\delta(L, p)=\sum_{i=1}^{s} k_{i} d_{i}$ with coefficients $k_{i} \in \mathbb{N}$. In particular either $\delta(L, p)=0$ or $\delta(L, p) \geq d_{1}>1$.

Using different methods, Khare and Wintenberger proved the following special case of Theorem 3.1.6.

Corollary 3.1.7. Let $F / \mathbb{Q}$ be a totally real finite Galois extension. Then for every prime $p$ we have $\delta(F, p) \neq 1$.

In $\S 3.7$ we will apply techniques developed by Buchmann and Sands [BS88] to prove Leopoldt's conjecture for an infinite family of totally real non-Galois cubic fields. Combined with Theorem 3.1.4, this will permit us to show that, for every prime $p$, there is an infinite family of totally real $S_{3}$-extensions of $\mathbb{Q}$ which satisfy Leopoldt's conjecture at $p$. As far as we know no one ever found a non-abelian finite group $G$, a rational prime $p$ and an infinite family of $G$-extensions of $\mathbb{Q}$ such that Leopoldt's conjecture at $p$ holds for the whole family. We will use two different approaches: for certain families we can prove Leopoldt's conjecture at the primes different from 3 dividing the linear
coefficients of their defining polynomials; or alternatively, show with a continuity principle that the validity of Leopoldt's conjecture for the whole family descends from the validity for just one basic example. We will see also that the latter strategy applies for some $D_{8}$-extensions as well.

For instance we will prove the following, which is Theorem 3.7.12.
Theorem 3.1.8. Let $\mathcal{A}$ be a finite set of prime numbers. Then there exists an infinite family $\mathcal{L}$ of real $S_{3}$-extensions of $\mathbb{Q}$ such that $\operatorname{Leo}(L, p)$ holds for every $L \in \mathcal{L}$ and $p \in \mathcal{A}$.

### 3.2 Review of Leopoldt's conjecture

In this section, we review material concerning Leopoldt's conjecture, the Leopoldt kernel and Leopoldt defects; see also [NSW08, Chapter X, §3] or [Was97, §5.5].

### 3.2.1 Leopoldt's conjecture

Let $p$ be a prime. For an abelian group $A$, let

$$
\hat{A}:=\underset{{\underset{خ}{n}}^{\lim } A / p^{n} A .}{ }
$$

be the $p$-adic completion of $A$. Observe that $\hat{A}$ is a $\mathbb{Z}_{p}$-module in a natural way. Moreover, $\hat{A}=\mathbb{Z}_{p} \otimes_{\mathbb{Z}} A$ if $A$ is a finitely generated $\mathbb{Z}$-module and $\hat{A}=A$ if $A$ is a finitely generated $\mathbb{Z}_{p}$-module.
Let $K$ be a number field. For a finite place $w$ of $K$, let $U_{K_{w}}$ denote the group of units of the completion $K_{w}$ and let $U_{K_{w}}^{1}$ denote the subgroup of principal units. Let $S_{p}(K)$ denote the set of places of $K$ above $p$. For $w \in S_{p}(K)$, the inclusion $U_{K_{w}}^{1} \subseteq U_{K_{w}}$ induces an isomorphism $U_{K_{w}}^{1} \cong \hat{U}_{K_{w}}$. Therefore, after taking $p$-adic completions, the diagonal embedding $\iota: \mathcal{O}_{K}^{\times} \hookrightarrow \prod_{w \in S_{p}(K)} U_{K_{w}}$ gives rise to a canonical homomorphism

$$
\begin{equation*}
\lambda_{K, p}: \mathbb{Z}_{p} \otimes_{\mathbb{Z}} \mathcal{O}_{K}^{\times} \longrightarrow \prod_{w \in S_{p}(K)} U_{K_{w}}^{1} \tag{3.2.1}
\end{equation*}
$$

We say that Lepoldt's conjecture Leo $(K, p)$ holds if $\lambda_{K, p}$ is injective. There are various formulations of Leopoldt's conjecture, for instance see [NSW08, Theorem 10.3.6].

The most important result on Leopoldt's conjecture to date is the following.
Theorem 3.2.1. If $K$ is a finite abelian extension of $\mathbb{Q}$ or of an imaginary quadratic field then Leo $(K, p)$ holds for all primes $p$.

Proof. Ax [Ax65] reduced the assertion to a p-adic version of Baker's theorem, which was proved by Brumer [Bru67] (see also [NSW08, Theorem 10.3.16]).

### 3.2.2 The Leopoldt Kernel and Leopoldt defect

In this subsection we define some important quantities we will use extensively in the rest of the chapter.

Definition 3.2.2. Let $K$ be a number field and let $p$ be a prime. We define the Leopoldt kernel to be ker $\lambda_{K, p}$, where $\lambda_{K, p}$ is the map defined in (3.2.1). The Leopoldt defect $\delta(L, p)$ is defined to be $\operatorname{rank}_{\mathbb{Z}_{p}} \operatorname{ker} \lambda_{K, p}$.

Note that Leopoldt's conjecture states that the Leopoldt kernel is trivial. We will now show that this is equivalent to saying that the Leopoldt defect is zero.

We set

$$
\Lambda_{K, p}=\mathbb{Q}_{p} \otimes_{\mathbb{Z}_{p}} \lambda_{K, p}: \mathbb{Q}_{p} \otimes_{\mathbb{Z}} \mathcal{O}_{K}^{\times} \longrightarrow \prod_{w \in S_{p}(K)} \mathbb{Q}_{p} \otimes_{\mathbb{Z}_{p}} U_{K_{w}}^{1}
$$

Proposition 3.2.3. Let $K$ be a number field and let $p$ be a prime. We have that $\lambda_{K, p}$ is injective when restricted to the $\mathbb{Z}_{p}$-torsion submodule of the domain. Moreover, for any field extension $M / \mathbb{Q}_{p}$, we have

$$
\begin{equation*}
\operatorname{rank}_{\mathbb{Z}_{p}} \operatorname{ker} \lambda_{K, p}=\operatorname{dim}_{M}\left(M \otimes_{\mathbb{Q}_{p}} \operatorname{ker} \Lambda_{K, p}\right) \tag{3.2.2}
\end{equation*}
$$

Proof. Note that for every $w \in S_{p}(K)$ we have $U_{K_{w}} \cong\left\langle\zeta_{p^{f}-1}\right\rangle \times U_{K_{w}}^{1}$, where $f$ is the inertia degree of $K_{w} / \mathbb{Q}_{p}, \zeta_{p^{f}-1}$ is a primitive $\left(p^{f}-1\right)$ th root of unity and $\left\langle\zeta_{p^{f}-1}\right\rangle$ is the group of roots of unity in $K_{w}$ of order coprime to $p$. Let $\iota$ be the aforementioned diagonal embedding of units and let

$$
\iota^{\prime}: \mathcal{O}_{K}^{\times} \longrightarrow \prod_{w \in S_{p}(K)} U_{K_{w}}^{1}
$$

be the map into the completion of the codomain. We will prove that ker $\iota^{\prime}$ is the group of roots of unity in $K$ of order coprime to $p$. Let $x \in \operatorname{ker} \iota^{\prime}$. Then, fixing a prime $w$ of $K$ above $p, x=\zeta_{p^{f}-1}^{a} \cdot y$ in $K_{w}$ with $y \in U_{K_{w}}^{1}$. Since the $w$-component of $\iota^{\prime}(x)$ is $y$, we must have $y=1$ and so $x \in K \subseteq K_{w}$ is a root of unity of order coprime to $p$. The other inclusion is trivial. This easily implies that $\lambda_{K, p}$ is injective on the $\mathbb{Z}_{p}$-torsion submodule of $\mathbb{Z}_{p} \otimes_{\mathbb{Z}} \mathcal{O}_{K}^{\times}$. Therefore ker $\lambda_{K, p}$ is a free $\mathbb{Z}_{p}$-module of finite rank and (3.2.2) follows easily.

Corollary 3.2.4. Let $K$ be a number field and let $p$ be a prime. Then $\lambda_{K, p}$ is injective if and only if $\Lambda_{K, p}$ is injective if and only if $\delta(K, p)=0$.

Remark 3.2.5. Note that, by Dirichlet's unit theorem, the rank of the domain of $\lambda_{K, p}$ is $r_{1}+r_{2}-1$, where $r_{1}$ and $r_{2}$ denote the number of real and (conjugate pairs of) complex embeddings of $K$, respectively. Hence we have Leopoldt's conjecture if and only if the image of $\lambda_{K, p}$ has rank $r_{1}+r_{2}-1$ (in other words, if the $p$-adic rank is equal to the rank of the global units); in particular note that we always have $\delta(K, p) \leq r_{1}+r_{2}-1$. We will soon see that a much better bound holds.

The following two lemmas are well known. We include their proofs for the convenience of the reader.

Lemma 3.2.6. Let $L / K$ be an extension of number fields and let $p$ be a prime number. Then $\delta(K, p) \leq \delta(L, p)$. In particular, $\mathrm{Leo}(L, p) \Rightarrow \operatorname{Leo}(K, p)$.

Proof. We have the following commutative diagram:

where the vertical arrows are induced by (diagonal) immersions of units and are injective. Hence the left-hand immersion induces a containment $\operatorname{ker} \lambda_{K, p} \subseteq \operatorname{ker} \lambda_{L, p}$. The conclusion follows.

Definition 3.2.7. A $C M$-field is a totally imaginary number field which is a quadratic extension of a totally real number field.

Lemma 3.2.8. Let $L$ be a $C M$-field and let $L^{+}$be its maximal totally real subfield. Then for every prime number $p$ we have $\delta(L, p)=\delta\left(L^{+}, p\right)$. In particular, $\operatorname{Leo}(L, p) \Leftrightarrow$ $\operatorname{Leo}\left(L^{+}, p\right)$.

Proof. We will prove that $\operatorname{rank}_{\mathbb{Q}_{p}} \operatorname{ker} \Lambda_{L, p}=\operatorname{rank}_{\mathbb{Q}_{p}} \operatorname{ker} \Lambda_{L^{+}, p}$. Since the unit groups $\mathcal{O}_{L}^{\times}$ and $\mathcal{O}_{L^{+}}^{\times}$have the same $\mathbb{Z}$-rank, in the following diagram

the inclusion on the left is an isomorphism. Hence we obtain an identification between $\operatorname{ker} \Lambda_{L^{+}, p}$ and $\operatorname{ker} \Lambda_{L, p}$.

From Theorem 3.2.1 and Lemma 3.2.8 we deduce the following well-known result.
Corollary 3.2.9. Let $L$ be a CM-field whose maximal totally real subfield is abelian over $\mathbb{Q}$. Then we have $\operatorname{Leo}(L, p)$ for every prime number $p$.

Remark 3.2.10. Note that Corollary 3.2.9 covers cases where $L$ is not itself abelian over $\mathbb{Q}$. For instance we can apply the result if $L$ is a CM $Q_{8}$ or $D_{8}$-extension of $\mathbb{Q}$.

Remark 3.2.11. Let $K$ be a number field with number of real and (conjugate pairs of) complex places denoted by $r_{1}$ and $r_{2}$, respectively. Note that whenever $r_{1}+r_{2} \leq 2$ we have Leopoldt's conjecture at every prime $p$ : if $r_{1}+r_{2}=1$ then $K$ is $\mathbb{Q}$ or an imaginary quadratic field, otherwise there exists a global unit which is not a root of unity, which has non-trivial image under $\lambda_{K, p}$ (see the proof of Proposition 3.2.3). This argument also shows that the defect can never be as big as $r_{1}+r_{2}-1$.

A classical bound on the defect of any number field is due to Waldschmidt.
Theorem 3.2.12. [Wal81] Let $L$ be a number field and let $p$ be a prime number. Let $r_{1}$ and $r_{2}$ be the number of real and (conjugate pairs of) complex embeddings of $L$, respectively. Then $\delta(L, p) \leq \frac{r_{1}+r_{2}-1}{2}$.

This tells us that Leopoldt's conjecture is at least "half way" to being true.
Waldschmidt's result has recently been generalised.
Theorem 3.2.13. [Mak22, Theorem 1.1] Let $L / K$ be an extension of number fields and let $p$ be a rational number. Then

$$
\delta(L, p) \leq \delta(K, p)+\frac{r_{1}(L)+r_{2}(L)-r_{1}(K)-r_{2}(K)}{2} .
$$

### 3.2.3 The Leopoldt kernel as a Galois module

Let $L / K$ be a finite Galois extension of number fields and let $G=\operatorname{Gal}(L / K)$. For a subgroup $H \leq G$, let $L^{H}$ be the subfield fixed of $L$ by $H$. Let $p$ be a prime number.

The following result is well known to experts. We include the proof for convenience of the reader.

Lemma 3.2.14. The map $\lambda_{L, p}$ is a homomorphism of $\mathbb{Z}_{p}[G]$-modules.
Proof. Since $\mathcal{O}_{L}^{\times}$is a $\mathbb{Z}[G]$-module, it follows easily that $\mathbb{Z}_{p} \otimes_{\mathbb{Z}} \mathcal{O}_{L}^{\times}$is a $\mathbb{Z}_{p}[G]$-module. For a finite place $v$ of $K$, let $S_{v}(L)$ denote the places of $L$ above $v$. Then for each $v$, we have a canonical isomorphism $L \otimes_{K} K_{v} \cong \prod_{w \in S_{v}(L)} L_{w}$ of $K_{v}[G]$-modules. From this, it is straightforward to verify that $\prod_{w \in S_{p}(L)} U_{L_{w}}^{1}=\prod_{v \in S_{p}(K)} \prod_{w \in S_{v}(L)} U_{L_{w}}^{1}$ inherits the structure of a $\mathbb{Z}_{p}[G]$-module and that $\lambda_{L, p}$ is $G$-equivariant.

It follows immediately that $\Lambda_{L, p}$ is a homomorphism of $\mathbb{Q}_{p}[G]$-modules and thus ker $\Lambda_{L, p}$ is also a $\mathbb{Q}_{p}[G]$-module. For a subgroup $H \leq G$, let $N_{H}=\sum_{h \in H} h$ denote the associated norm element (note that here we deviate from the notation in §2, where we would have used the notation $\operatorname{Tr}_{H}$ ) and for a $\mathbb{Q}_{p}[G]$-module $M$, note that

$$
N_{H} M=M^{H}:=\{m \in M \mid h m=m \text { for all } h \in H\} .
$$

Lemma 3.2.15. Let $H$ be a subgroup of $G$. Then
(i) $\left(\mathbb{Q}_{p} \otimes_{\mathbb{Z}} \mathcal{O}_{L}^{\times}\right)^{H}=\mathbb{Q}_{p} \otimes_{\mathbb{Z}} \mathcal{O}_{L^{H}}^{\times}$,
(ii) $\left(\prod_{w \in S_{p}(L)} \mathbb{Q}_{p} \otimes_{\mathbb{Z}_{p}} U_{L_{w}}^{1}\right)^{H}=\prod_{t \in S_{p}\left(L^{H}\right)} \mathbb{Q}_{p} \otimes_{\mathbb{Z}_{p}} U_{L_{t}^{H}}^{1}$, and
(iii) $\left(\operatorname{ker} \Lambda_{L, p}\right)^{H}=\operatorname{ker} \Lambda_{L^{H}, p}$.

Proof. We will first establish (i). Let $u \in \mathcal{O}_{L}^{\times}$; then $N_{H} u=N_{L / L^{H}}(u) \in \mathcal{O}_{L^{H}}^{\times}$, where we denote by $N_{L / L^{H}}$ the field norm. Tensoring with $\mathbb{Q}_{p}$, we obtain that

$$
\left(\mathbb{Q}_{p} \otimes_{\mathbb{Z}} \mathcal{O}_{L}^{\times}\right)^{H}=N_{H}\left(\mathbb{Q}_{p} \otimes_{\mathbb{Z}} \mathcal{O}_{L}^{\times}\right) \subseteq \mathbb{Q}_{p} \otimes_{\mathbb{Z}} \mathcal{O}_{L^{H}}^{\times}
$$

On the other hand, it is clear that an element of $\mathbb{Q}_{p} \otimes_{\mathbb{Z}} \mathcal{O}_{L^{H}}^{\times}$is fixed by $H$.
In an analogous way, using the action of $H$ on the set of primes $w \in S_{p}(L)$ above each $t \in S_{p}\left(L_{H}\right)$ we obtain (ii) (note that we are using the diagonal embedding of $\prod_{t \in S_{p}\left(L^{H}\right)} \mathbb{Q}_{p} \otimes_{\mathbb{Z}_{p}} U_{L_{t}^{H}}^{1}$ into $\left.\prod_{w \in S_{p}(L)} \mathbb{Q}_{p} \otimes_{\mathbb{Z}_{p}} U_{L_{w}}^{1}\right)$.

By the commutative diagram (3.2.3) applied with $K=L^{H}$, we see that the composition of $\lambda_{L^{H}, p}$ with the injection $\prod_{t \in S_{p}\left(L_{H}\right)} U_{L_{t}^{H}}^{1} \hookrightarrow \prod_{w \in S_{p}(L)} U_{L_{w}}^{1}$ corresponds to applying directly $\lambda_{L, p}$, and analogously if we tensor with $\mathbb{Q}_{p}$. Using the already proved statements (i) and (ii), under the above identification we can see $\Lambda_{L^{H}, p}$ as the map

$$
\left(\mathbb{Q}_{p} \otimes_{\mathbb{Z}} \mathcal{O}_{L}^{\times}\right)^{H} \longrightarrow\left(\prod_{w \in S_{p}(L)} \mathbb{Q}_{p} \otimes_{\mathbb{Z}_{p}} U_{L_{w}}^{1}\right)^{H}
$$

obtained by restricting $\Lambda_{L, p}$ to $\left(\mathbb{Q}_{p} \otimes_{\mathbb{Z}} \mathcal{O}_{L}^{\times}\right)^{H} \subseteq \mathbb{Q}_{p} \otimes_{\mathbb{Z}} \mathcal{O}_{L}^{\times}$. The conclusion (iii) now follows easily.

### 3.3 Triviality of modules over group algebras

Let $G$ be a finite group and let $K$ be a field of characteristic 0 . For a subgroup $H \leq G$, let $N_{H}=\sum_{h \in H} h$ denote the associated norm element. Note that $e_{H}:=|H|^{-1} N_{H}$ is an idempotent in the group algebra $K[G]$ and is central if and only if $H$ is normal in $G$. For a $K[G]$-module $M$, we have

$$
e_{H} M=N_{H} M=M^{H}:=\{m \in M \mid h m=m \text { for all } h \in H\} .
$$

In this section, we give criteria for the vanishing of a $K[G]$-module $M$ in terms of the vanishing of $e_{H} M$ for certain subgroups $H \leq G$.

### 3.3.1 Characters and central idempotents

Let $\operatorname{Irr}_{K}(G)$ denote the set of characters attached to finite-dimensional $K$-valued irreducible representations of $G$. For each character $\chi$, we will denote by ker $\chi$ the elements of $G$ that map to $\chi(1)$ through $\chi$. For $\chi \in \operatorname{Irr}_{K}(G)$, let $e_{\chi}=|G|^{-1} \chi(1) \sum_{g \in G} \chi\left(g^{-1}\right) g$ denote the central primitive idempotent of $G$ attached to $\chi$.

Proposition 3.3.1. Let $M$ be a $K[G]$-module. Then the following are equivalent.
(i) $M=0$.
(ii) $L \otimes_{K} M=0$ for any field extension $L / K$.
(iii) $e_{\chi} M=0$ for all $\chi \in \operatorname{Irr}_{K}(G)$.
(iv) $e_{\text {ker } \chi} M=0$ for all $\chi \in \operatorname{Irr}_{K}(G)$.
(v) $e_{\text {ker } \chi} M=0$ for all $\chi \in \operatorname{Irr}_{\mathbb{C}}(G)$.

Proof. The equivalence of (i) and (ii) is clear. The equivalence of (i) and (iii) follows immediately from the decomposition of $K[G]$-modules

$$
K[G]=\bigoplus_{\chi \in \operatorname{Irr}_{K}(G)} e_{\chi} K[G] .
$$

We have that (iv) implies (iii) since $e_{\chi} e_{\text {ker } \chi}=e_{\chi}$ for each $\chi \in \operatorname{Irr}_{K}(G)$. Moreover, it is clear that (i) implies (iv). The equivalence of (iv) and (v) follows easily from the
equivalence of (i) and (ii) and the fact that $\left\{\operatorname{ker} \chi \mid \chi \in \operatorname{Irr}_{L}(G)\right\}$ is the same for any field extension $L / K$ such that $L$ contains an algebraic closure of $K$.

Corollary 3.3.2. Suppose that $G$ has no faithful complex irreducible character and let $M$ be a $K[G]$-module. Then $M=0$ if and only if $e_{N} M=0$ for every proper normal subgroup $N \leq G$.

Remark 3.3.3. If $G$ has a faithful complex irreducible character then its centre $\mathcal{Z}(G)$ must be cyclic; moreover, the converse holds if $G$ is nilpotent, as originally proved in [Fit06] (see also [Isa94, Theorem (2.32), Problem (5.25)]).

Corollary 3.3.4. Suppose that $G$ is a finite abelian group and let $M$ be a $K[G]$-module. Then $M=0$ if and only if $e_{N} M=0$ for every subgroup $N \leq G$ with cyclic quotient.

Proof. The non-trivial implication follows from Proposition 3.3.1 since $G /$ ker $\chi$ is cyclic for all $\chi \in \operatorname{Irr}_{\mathbb{C}}(G)$.

### 3.3.2 Norm relations

Norm relations have been considered, either implicitly or explicitly, in numerous articles, including [BFHP22], [Bol97], [KR94], [KR89], [MZ87], [Kan85] and [Acc70]. We shall discuss the connection with Brauer relations in $\S 3.5$.

Definition 3.3.5. Let $\mathcal{H}$ be a set of non-trivial subgroups of $G$. A norm relation with respect to $\mathcal{H}$ is an equality of the form

$$
\begin{equation*}
1=\sum_{H \in \mathcal{H}} e_{H} r_{H} \tag{3.3.1}
\end{equation*}
$$

with $r_{H} \in \mathbb{Q}[G]$. It is said to be a scalar norm relation if $r_{H} \in \mathbb{Q}$ for all $H \in \mathcal{H}$.
Remark 3.3.6. Definition 3.3.5 is taken from [BFHP22, Definition 2.1], but with two differences. First, we specialise to the case of coefficients in $\mathbb{Q}$. Second, in loc. cit. a norm relation is defined to be of the form

$$
\begin{equation*}
1=\sum_{H \in \mathcal{H}} s_{H} e_{H} r_{H} \tag{3.3.2}
\end{equation*}
$$

with $s_{H}, r_{H} \in \mathbb{Q}[G]$. This is essentially equivalent to our definition since $g e_{H}=e_{g H^{-1}} g$ for all $g \in G$. The difference is that (3.3.2) allows one to choose $\mathcal{H}$ such that it contains at most one representative of $\left\{g H^{-1}: g \in G\right\}$ for each $H \leq G$, whereas writing all the coefficients $r_{H}$ on the right as in (3.3.1) is more convenient for our purposes.
Proposition 3.3.7. Let $M$ be a $K[G]$-module and suppose that $G$ has a norm relation with respect to a set of non-trivial subgroups $\mathcal{H}$. Then $M=0$ if and only if $e_{H} M=0$ for every $H \in \mathcal{H}$.

Proof. By hypothesis there exists a norm relation of the form $1=\sum_{H \in \mathcal{H}} e_{H} r_{H}$. Suppose that $e_{H} M=0$ for every $H \in \mathcal{H}$. Let $x \in M$. Then for every $H \in \mathcal{H}$ we have $e_{H} r_{H} x \in e_{H} M=0$, so $x=1 \cdot x=\sum_{H \in \mathcal{H}} e_{H} r_{H} x=0$ and hence $M=0$. The converse is trivial.

For $g \in G$ and $H \leq G$, let $H^{g}=g H g^{-1}$. Note that this is a left action, that is, $\left(H^{g_{1}}\right)^{g_{2}}=H^{g_{2} g_{1}}$ for $g_{1}, g_{2} \in G$. Moreover, we have $g e_{H} g^{-1}=e_{H^{g}}$.

Corollary 3.3.8. Let $M$ be a $K[G]$-module and suppose that $G$ has a norm relation with respect to a set of non-trivial subgroups $\mathcal{H}$. Let $\mathcal{I} \subseteq \mathcal{H}$ be such that for every $H \in \mathcal{H}$ there exist $I \in \mathcal{I}$ and $g \in G$ such that $I^{g} \subseteq H$. Then $M=0$ if and only if $e_{I} M=0$ for every $I \in \mathcal{I}$.

Proof. Suppose that $e_{I} M=0$ for every $I \in \mathcal{I}$. Let $H \in \mathcal{H}$. Let $g \in G$ and let $I \in \mathcal{I}$ such that $I^{g} \subseteq H$. Then

$$
e_{H}=\left(\frac{1}{\left[H: I^{g}\right]} \sum_{h \in H / I^{g}} h\right) g e_{I} g^{-1}
$$

where $\sum_{h \in H / I^{g}}$ denotes the sum over any set of left coset representatives of $I^{g}$ in $H$. Let $x \in M$. Then $e_{I} g^{-1} x \in e_{I} M=0$ and so $e_{H} x=0$. Thus $e_{H} M=0$. Therefore $e_{H} M=0$ for all $H \in \mathcal{H}$, and so $M=0$ by Proposition 3.3.7. The converse is trivial.

Remark 3.3.9. Corollaries 3.3.2 and 3.3.4 can both be proved using norm relations, but it is easier and arguably more illuminating to give direct proofs.

### 3.3.3 Frobenius groups

For further background material on Frobenius groups, including the proof of Theorem 3.3.11 below, we refer the reader to [CR81, §14A].

Definition 3.3.10. A Frobenius group is a finite group $G$ with a proper non-trivial subgroup $H$ such that $H \cap H^{g}=\{1\}$ for all $g \in G \backslash H$, in which case $H$ is called a Frobenius complement.

Theorem 3.3.11 (Frobenius). Let $G$ be a Frobenius group with Frobenius complement $H$. Then $G$ contains a unique normal subgroup $N$, called the Frobenius kernel, such that $G=N H$ and $N \cap H=\{1\}$.

Proposition 3.3.12. Let $G \cong N \rtimes H$ be a Frobenius group. Then the following hold:
(i) $|N|$ and $|H|$ are coprime;
(ii) every normal subgroup of $G$ either contains or is contained in $N$;
(iii) for every $\chi \in \operatorname{Irr}_{\mathbb{C}}(G)$ such that $N \nsubseteq \operatorname{ker} \chi$ we have $\chi=\operatorname{Ind}_{N}^{G} \psi$, where $\mathbf{1}_{N} \neq \psi \in$ $\operatorname{Irr}_{\mathbb{C}}(N)$ (see §3.5.1 for notation in character theory); moreover, all characters of $G$ of this type are irreducible.

Example 3.3.13. Let $A$ be a nontrivial finite abelian group of odd order and let $C_{2}$ act on $A$ by inversion. Then the semidirect product $G=A \rtimes C_{2}$ is a Frobenius group with Frobenius kernel $A$. In particular, if $n$ is odd then one can take $G=D_{2 n}$ and $A=G^{\prime} \cong C_{n}$, the subgroup of rotations.

Example 3.3.14. Let $q$ be a prime power and let $\mathbb{F}_{q}$ be the finite field with $q$ elements. The group $\operatorname{Aff}(q)$ of affine transformations on $\mathbb{F}_{q}$ is the group of transformations of the
form $x \mapsto a x+b$ with $a \in \mathbb{F}_{q}^{\times}$and $b \in \mathbb{F}_{q}$. Let $G=\operatorname{Aff}(q)$ and let $N=\{x \mapsto x+b \mid$ $\left.b \in \mathbb{F}_{q}\right\}$. Then $G$ is a Frobenius group with Frobenius kernel $N=G^{\prime} \cong \mathbb{F}_{q}$ and is isomorphic to the semidirect product $\mathbb{F}_{q} \rtimes \mathbb{F}_{q}^{\times}$with the natural action. In particular, $\operatorname{Aff}(3) \cong S_{3}$ and $\operatorname{Aff}(4) \cong A_{4}$.

Proposition 3.3.15. Let $G \cong N \rtimes H$ be a Frobenius group with kernel $N$ and complement $H$. Then $G$ has a scalar norm relation of the form

$$
1=e_{N}+\sum_{g \in N} \frac{|H|}{|N|} e_{H^{g}}-|H| e_{G}
$$

Proof. This result can be deduced from [Kan85, Remark, p. 324], for example, but we give a direct proof for the convenience of the reader. From the definition of Frobenius complement it follows that $H=H^{g}$ if and only if $g \in H$. Hence there are $|N|$ distinct subgroups of the form $H^{g}$, one for each $g \in N$. Therefore the subgroups $N$ and $H^{g}$ for $g \in N$ intersect pairwise trivially and by counting elements we obtain

$$
G=N \sqcup \bigsqcup_{g \in N}\left(H^{g} \backslash\{1\}\right),
$$

where $\sqcup$ denotes disjoint union. Summing over both sides gives the second equality of

$$
|G| e_{G}=\sum_{g \in G} g=\sum_{n \in N} n+\sum_{g \in N} \sum_{h^{\prime} \in H^{g}} h^{\prime}-|N|=|N| e_{N}+\sum_{g \in N}|H| e_{H^{g}}-|N|,
$$

and so the desired result follows by multiplying through by $|N|^{-1}$ and rearranging.
Corollary 3.3.16. Let $G \cong N \rtimes H$ be a Frobenius group with kernel $N$ and complement $H$. Let $M$ be a $K[G]$-module. Then $M=0$ if and only if $e_{N} M=e_{H} M=0$.

Proof. This follows from Proposition 3.3.15 combined with Corollary 3.3.8.

### 3.3.4 Norm relations in a general setting

We list some norm relations that we always have in general. For the convenience of the reader we include the proofs.

Lemma 3.3.17. [Acc70, Theorem 1][Kan85, Corollary 1] Let $G$ be a finite group and let $\left\{H_{i}\right\}_{i \in 1, \ldots, t}$ be subgroups such that $G=H_{1} \cup \ldots \cup H_{t}$. Then

$$
|G| e_{G}=\sum_{s=1}^{t}(-1)^{s+1} \sum_{1 \leq i_{1} \leq \cdots \leq i_{s} \leq t}\left|H_{i_{1}} \cap \ldots \cap H_{i_{s}}\right| e_{H_{i_{1}} \cap \ldots \cap H_{i_{s}}} .
$$

Proof. By the inclusion-exclusion principle, each $g \in G$ appears with coefficient 1 in the expression

$$
\sum_{s=1}^{t}(-1)^{s+1} \sum_{1 \leq i_{1}<\cdots<i_{s} \leq t} \sum_{h \in H_{i_{1}} \cap \cdots \cap H_{i_{s}}} h,
$$

which is therefore equal to $\sum_{g \in G} g$. This is what we needed to prove.

Remark 3.3.18. Note that Lemma 3.3.17 can be used to prove Proposition 3.3.15 (where the subgroups have pariwise trivial intersection).

Lemma 3.3.19. [Kan85, Corollary 2] Let $G$ be a finite group and let $\left\{H_{i}\right\}_{i \in 1, \ldots, t}$ be subgroups such that $H_{i} H_{j}=H_{j} H_{i}$ for every $i, j$, where $H_{i} H_{j}$ denotes the set of products of elements of $H_{i}$ with elements of $H_{j}$, and such that for each $\chi \in \operatorname{Irr}_{\mathbb{C}}(G)$ there exists $i$ such that $H_{i} \subseteq \operatorname{ker} \chi$. Then $H_{i_{1}} \cdots H_{i_{s}}$ is a subgroup of $G$ for every $1 \leq i_{1} \leq \cdots \leq i_{s} \leq t$ and

$$
1=\sum_{s=1}^{t}(-1)^{s+1} \sum_{1 \leq i_{1} \leq \cdots \leq i_{s} \leq t} e_{H_{i_{1}} \cdots H_{i_{s}}} .
$$

Proof. Let $\chi \in \operatorname{Irr}_{\mathbb{C}}(G)$ and let $H_{i}$ be such that $H_{i} \subseteq \operatorname{ker} \chi$. Then $e_{\chi}\left(1-e_{H_{i}}\right)=0$. For every $i$ and $j$ in $\{1, \ldots, t\}$ note that from the hypothesis of commutation $H_{i} H_{j}$ is a subgroup of $G$, isomorphic to a quotient of $H_{i} \times H_{j}$ via the natural projection. From this we can easily deduce that the idempotents $e_{H_{i}}$ commute, as $e_{H_{i}} e_{H_{j}}=e_{H_{i} H_{j}}=$ $e_{H_{j} H_{i}}=e_{H_{j}} e_{H_{i}}$. This implies that $e_{\chi} \prod_{i=1}^{t}\left(1-e_{H_{i}}\right)=0$. As this is true for every $\chi \in \operatorname{Irr}_{\mathbb{C}}(G)$, then we obtain $\prod_{i=1}^{t}\left(1-e_{H_{i}}\right)=0$ by Proposition 3.3.1(iii). As above we can verify that $H_{i_{1}} \cdots H_{i_{s}}$ is a subgroup of $G$ for every $1 \leq i_{1} \leq \cdots \leq i_{s} \leq t$ and $e_{H_{i_{1}} \cdots H_{i_{s}}}=e_{H_{i_{1}}} \cdots e_{H_{i_{s}}}$, which leads to the conclusion.

Remark 3.3.20. Note that Lemma 3.3.19 can be used to prove Corollary 3.3.2.

### 3.3.5 Characterisation of finite groups that admit norm relations

Theorem 3.3.21. [BFHP22, Theorem 2.11] A finite group $G$ admits a norm relation if and only if $G$ contains either (i) a non-cyclic subgroup of order $\ell_{1} \ell_{2}$, where $\ell_{1}$ and $\ell_{2}$ are two not necessarily distinct primes, or (ii) a subgroup isomorphic to $\mathrm{SL}_{2}\left(\mathbb{F}_{\ell}\right)$, where $\ell=2^{2^{k}}+1$ is a Fermat prime with $k>1$.

Remark 3.3.22. As we shall see in Theorem 3.5.9, finite groups admitting a scalar norm relation are precisely those containing a subgroup of type (i). Hence we can see, as already remarked in [BFHP22, Example 2.12], that $\mathrm{SL}_{2}\left(\mathbb{F}_{17}\right)$, of order 4896, is the smallest group with a norm relation but without any scalar norm relation.

Remark 3.3.23. For some groups the consequences of having a norm relation are stronger than those that can be obtained from scalar norm relations. In particular, as we will see in Theorem 3.4.4, it is convenient that the groups appearing in norm relations have relatively small index in $G$; such indices might not be as small if we restrict ourselves to scalar norm relations. For instance for $C_{2} \times \mathrm{SU}_{3}\left(\mathbb{F}_{2}\right)$, of order 432, there is a norm relation involving subgroups with index at most 54 , while in each of the scalar norm relations there is at least one subgroup with index greater or equal than 72 (see [BFHP22, Example 2.13]).

### 3.4 Triviality of Leopoldt kernels

A key point about the results in this section is that they do not require any knowledge of the $\mathbb{Q}[G]$-module structure of $\mathbb{Q} \otimes_{\mathbb{Z}} \mathcal{O}_{L}^{\times}$. All of the proofs in this section only use the fact that $\Lambda_{L, p}$ is equivariant, plus some previously known cases of Leopoldt's conjecture such as Theorem 3.2.1.

Theorem 3.4.1. Let $L / K$ be a finite Galois extension of number fields and let $p$ be a prime number. Then Leo $(L, p)$ holds if and only if $\operatorname{Leo}\left(L^{\mathrm{ker} \chi}, p\right)$ holds for all $\chi \in$ $\operatorname{Irr}_{\mathbb{C}}(\operatorname{Gal}(L / K))$.

Proof. This follows from Proposition 3.3.1 and Lemma 3.2.15(iii).
Corollary 3.4.2. Let $L / K$ be a finite abelian extension of number fields and let $p$ be a prime number. Then $\mathrm{Leo}(L, p)$ holds if and only if $\mathrm{Leo}(F, p)$ holds for every intermediate extension $F$ such that $F / K$ is cyclic.

Proof. This follows from Corollary 3.3.4 and Lemma 3.2.15(iii).
Remark 3.4.3. Corollary 3.4.2 is a sharpening of [Shi92, Lemma 3.1], which has the additional assumption that $\zeta_{p} \notin L$ and thus, in particular, requires $p$ to be odd.

Theorem 3.4.4. Let $L / K$ be a finite Galois extension of number fields and let $G=$ $\operatorname{Gal}(L / K)$. Suppose that $1=\sum_{H \in \mathcal{H}} e_{H} r_{H}$ is a norm relation of $G$. Let $\mathcal{I}$ be a subset of $\mathcal{H}$ such that for every $H \in \mathcal{H}$ there exist $g \in G$ and $I \in \mathcal{I}$ such that $I^{g} \subseteq H$. Let $p$ be a prime. Then $\operatorname{Leo}(L, p)$ holds if and only if $\operatorname{Leo}\left(L^{I}, p\right)$ holds for every $I \in \mathcal{I}$.

Proof. This follows from Corollary 3.3.8 and Lemma 3.2.15(iii).
Remark 3.4.5. In particular, Theorem 3.4.4 implies Theorem 3.4.1 and Corollary 3.4.2 using the norm relation provided by Lemma 3.3.19 (where the subgroups considered are the kernels of the irreducible complex characters).

Corollary 3.4.6. Let $L / K$ be a finite Galois extension of number fields. Suppose that $\operatorname{Gal}(L / K) \cong N \rtimes H$ is a Frobenius group with kernel $N$ and complement $H$. Let $p$ be a prime. Then $\operatorname{Leo}(L, p)$ holds if and only if both $\operatorname{Leo}\left(L^{N}, p\right)$ and $\operatorname{Leo}\left(L^{H}, p\right)$ hold.

Proof. This follows from Corollary 3.3.15 and Lemma 3.2.15(iii).
Corollary 3.4.7. Let $L / K$ be a finite Galois extension of number fields, where $K$ is either equal to $\mathbb{Q}$ or is an imaginary quadratic field. Suppose that $\operatorname{Gal}(L / K) \cong N \rtimes H$ is a Frobenius group with kernel $N$ and abelian complement $H$. Let $p$ be a prime. Then $\operatorname{Leo}(L, p)$ holds if and only if $\operatorname{Leo}\left(L^{H}, p\right)$ holds.

Proof. Theorem 3.2.1 and the hypotheses on $K$ and $H$ imply that Leo $\left(L^{N}, p\right)$ holds, and so the desired result follows from Corollary 3.4.6.

Corollary 3.4.8. Let $L / \mathbb{Q}$ be a totally imaginary $A_{4}$-extension. Then Leo $(L, p)$ holds for every prime $p$.

Proof. As seen in Example 3.3.14, $A_{4}=\mathrm{Aff}(4)$ is a Frobenius group with kernel $N \cong C_{2}^{2}$ and complement $H \cong C_{3}$. Since $L^{H}$ is a totally imaginary quartic field, it has unit rank 1 , and so Leo $\left(L^{H}, p\right)$ holds by Remark 3.2.11. Thus the result follows from Corollary 3.4.7.

Remark 3.4.9. Corollary 3.4.8 was first proved in [EKW84, Théorème 2], the proof of which considers the Galois module structure of $\mathbb{Q} \otimes_{\mathbb{Z}} \mathcal{O}_{L}^{\times}$. By contrast, our proof only uses norm relations and the fact that Leopoldt's conjecture holds for certain proper subfields of $L$.

Corollary 3.4.10. Let $L / \mathbb{Q}$ be an $S_{3}$-extension and let $K$ be a cubic subextension of L. Let $p$ be a prime. Then $\operatorname{Leo}(L, p)$ holds if and only if $\operatorname{Leo}(K, p)$ holds.

Proof. As seen in Example 3.3.14, $S_{3}=\mathrm{Aff}(3)$ is a Frobenius group. Thus the result follows from Corollary 3.4.7.

Corollary 3.4.11. Let $L / K$ be a finite Galois extension of number fields. Suppose that $\operatorname{Gal}(L / K)$ contains either a non-cyclic subgroup of order $\ell_{1} \ell_{2}$, where $\ell_{1}$ and $\ell_{2}$ are two not necessarily distinct primes, or a subgroup isomorphic to $\mathrm{SL}_{2}\left(\mathbb{F}_{\ell}\right)$, where $\ell=2^{2^{k}}+1$ is a Fermat prime with $k>1$. Let $p$ be a prime. Then $\operatorname{Leo}(L, p)$ holds if and only if $\mathrm{Leo}(F, p)$ holds for every proper intermediate field $F$ of $L / K$.

Proof. This follows from Theorem 3.3.21, Theorem 3.4.4 and Lemma 3.2.15(iii).

Example 3.4.12. In this example we will see three of the above results applied. Let $G \cong A \rtimes H$ be a group such that $A$ is a non-cyclic abelian group of odd order and $H \cong C_{2}$ acts by inversion. Then, by Example 3.3.13, $G$ is a Frobenius group. Let $p$ be a prime number. If $L / K$ is a Galois extension of number fields with Galois group isomorphic to $G$, by Corollary 3.4.6, Leo $(L, p)$ holds if $\operatorname{Leo}\left(L^{A}, p\right)$ and Leo $\left(L^{H}, p\right)$ hold. Note that $L^{H} / K$ is non-Galois and has only index 2 in $L$, so that we will instead apply other results in order to involve smaller intermediate fields. By Proposition 3.3.12(iii), all of the irreducible complex characters are either with kernel $G$ or $A$ (hence nonfaithful) or $\operatorname{Ind}_{A}^{G} \psi$ with $\mathbf{1}_{A} \neq \psi \in \operatorname{Irr}_{\mathbb{C}}(A)$. Since $\operatorname{ker} \psi$ has cyclic quotient, the character $\psi$ is non-faithful. Using the action of $H$ by inversion, we easily conclude that $\operatorname{Ind}_{A}^{G} \psi$ is non-faithful as well. Therefore this is an example where we can apply Theorem 3.4.1: if $L / K$ is a $G$-extension, in order to conclude $\operatorname{Leo}(L, p)$ it is sufficient to check the fields fixed by the subgroups of $A$ with cyclic quotient in $A$. Alternatively, note that this is also a consequence of the fact that the subgroup $A$ is abelian, so that we can use instead Corollary 3.4.2 for the extension $L / L^{A}$ with the same conclusion. For instance, if $\ell$ is a prime number, $n \geq 2$ and $G \cong C_{\ell}^{n} \rtimes C_{2}$ with action of $C_{2}$ by inversion, then we have $\operatorname{Leo}(L, p) \Leftrightarrow \operatorname{Leo}(F, p)$, where $F / K$ is any intermediate field with Galois group isomorphic to $D_{2 \ell}$.

### 3.5 Brauer relations

### 3.5.1 Review of character theory

We refer to [CR81, $\S 9 \& \S 10]$ for a good overview.
Let $G$ be a finite group and let $K$ be a field of characteristic 0 . We recall that the character associated to a finitely generated $K$-representation $V$ of $G$ (that is, a finitely generated $K[G]$-module), is the function that assigns to every $g \in G$ the corresponding trace on $V$. We will denote by $\mathbf{1}_{G}$ the trivial character of $G$ (corresponding to the trivial representation and independent of the field $K$ ).
We will denote by virtual character a linear combination of $K$-characters with coefficients in $\mathbb{Z}$. If a virtual character is zero, namely

$$
0=\sum_{i} a_{i} \chi_{i}
$$

as a function, with $a_{i} \in \mathbb{Z}$, then

$$
\sum_{a_{i} \geq 0} V_{\chi_{i}}^{a_{i}} \cong \sum_{a_{i}<0} V_{\chi_{i}}^{-a_{i}}
$$

where $V_{\chi_{i}}$ is a $K$-representation with character $\chi_{i}$. Note in fact that the space of virtual $K$-characters has the set of irreducible $K$-characters as a $\mathbb{Z}$-basis.

We recall that $\operatorname{Irr}_{K}(G)$ denotes the set of irreducible $K$-characters of $G$. Note that $\operatorname{Irr}_{K}(G)$ provides a $\mathbb{Q}$-linearly independent set of functions from the set of conjugacy classes of $G$ to $K$. Moreover, if $K$ is algebraically closed then the cardinality of $\operatorname{Irr}_{K}(G)$ is equal to the number of conjugacy classes of $G$.

If $H$ is a subgroup of $G$ and $\rho$ is a $K$-character attached to a $K$-representation $V$ of $H$, we will denote by $\operatorname{Ind}_{H}^{G} \rho$ the character of $K[G] \otimes_{K[H]} V$. Note that if $\rho$ is defined over two different fields then in either case we can define the induction and this is independent of the field we choose. For an explicit formula for the induction of a character see [CR81, (10.2)].

If $H$ is a subgroup of $G$ and $\chi$ is a $K$-character of $G$, then $\operatorname{Res}_{H}^{G} \chi$ is the character of $H$ obtained from $\chi$ by restriction of scalars.

If $N$ is a normal subgroup of $G$ and $\varphi$ is a $K$-character of $G / N$, then $\operatorname{Inf}_{G / N}^{G}(\varphi)$ is the character of $G$ obtained via the projection $G \rightarrow G / N$.

If $\chi_{1}$ and $\chi_{2}$ are two $K$-characters of $G$, then we define

$$
\left\langle\chi_{1}, \chi_{2}\right\rangle_{G}=\frac{1}{|G|} \sum_{g \in G} \chi_{1}(g) \chi_{2}\left(g^{-1}\right)
$$

If $V$ is a $K$-representation of $G$ with character $\chi$ and $\chi^{\prime}$ is an irreducible $K$-character of $G$, then $\left\langle\chi, \chi^{\prime}\right\rangle_{G}$ is the multiplicity of the irreducible component of $V$ with character $\chi^{\prime}$, so that $V=0$ if and only if $\left\langle\chi, \chi^{\prime}\right\rangle_{G}=0$ for every $\chi^{\prime} \in \operatorname{Irr}_{K}(G)$. Also note that $\left\langle\mathbf{1}_{G}, \chi\right\rangle_{G}=\operatorname{dim}_{K} M^{G}$.

Let $H$ be a subgroup of $G$, let $\chi$ be a $K$-character of $G$ and let $\rho$ be a $K$-character of $H$. The Frobenius reciprocity theorem tells us that

$$
\left\langle\chi, \operatorname{Ind}_{H}^{G} \rho\right\rangle_{G}=\left\langle\operatorname{Res}_{H}^{G} \chi, \rho\right\rangle_{H}
$$

(e.g. see [CR81, p. 233]).

### 3.5.2 Brauer relations

Definition 3.5.1. Let $G$ be a finite group and let $\mathcal{H}$ be a set of subgroups of $G$. A Brauer relation $\mathcal{R}$ of $G$ with respect to $\mathcal{H}$ is an equality of the form

$$
0=\sum_{H \in \mathcal{H}} a_{H} \operatorname{Ind}_{H}^{G} \mathbf{1}_{H}
$$

with $a_{H} \in \mathbb{Q}$, where the expression is taken as a virtual character.
Remark 3.5.2. Brauer relations of finite groups have been completely classified by Bartel and Dokchitser [BD15, BD14].

Proposition 3.5.3. Let $K$ be a field of characteristic 0 and let $M$ be a finite-dimensional $K[G]$-module. Let $0=\sum_{H \in \mathcal{H}} a_{H} \operatorname{Ind}_{H}^{G} \mathbf{1}_{H}$ be a Brauer relation of $G$. Then

$$
\sum_{H \in \mathcal{H}} a_{H} \operatorname{dim}_{K} M^{H}=0
$$

Proof. This is essentially [KR94, Lemma 4.1]. We give the proof for the convenience of the reader. Note that we can assume that $K$ is algebraically closed (otherwise we consider an extension of scalars of $M$ to an algebraic closure of $K$ and easily deduce the result for $M$ ). Let $\chi$ be the character corresponding to $M$. Then

$$
0=\left\langle\sum_{H \in \mathcal{H}} a_{H} \operatorname{Ind}_{H}^{G} \mathbf{1}_{H}, \chi\right\rangle_{G}=\sum_{H \in \mathcal{H}} a_{H}\left\langle\operatorname{Ind}_{H}^{G} \mathbf{1}_{H}, \chi\right\rangle_{G}=\sum_{H \in \mathcal{H}} a_{H}\left\langle\mathbf{1}_{H}, \operatorname{Res}_{H}^{G} \chi\right\rangle_{G},
$$

where the last equality comes from Frobenius reciprocity. This is what we wanted to show as $\left\langle\mathbf{1}_{H}, \operatorname{Res}_{H}^{G} \chi\right\rangle_{G}=\operatorname{dim}_{K} M^{H}$.

Proposition 3.5.4. [BB04, Remark 3.6] Suppose

$$
0=\sum_{H \in \mathcal{H}} a_{H} e_{H}
$$

with $a_{H} \in \mathbb{Q}$. Then we have the following Brauer relation:

$$
0=\sum_{H \in \mathcal{H}} a_{H} \operatorname{Ind}_{H}^{G} \mathbf{1}_{H}
$$

Proof. Let $\chi$ be an irreducible complex character of $G$. Then by definition $\chi\left(e_{H}\right)=$ $\left\langle\mathbf{1}_{H}, \operatorname{Res}_{H}^{G} \chi\right\rangle_{H}=\left\langle\operatorname{Ind}_{H}^{G} \mathbf{1}_{H}, \chi\right\rangle_{G}$ (where we linearly extended $\chi$ from $G$ to $\mathbb{Q}[G]$ ). Hence

$$
\left\langle\sum_{H \in \mathcal{H}} a_{H} \operatorname{Ind}_{H}^{G} \mathbf{1}_{H}, \chi\right\rangle_{G}=\chi\left(\sum_{H \in \mathcal{H}} a_{H} e_{H}\right)=0
$$

for every $\chi$, which implies that $\sum_{H \in \mathcal{H}} a_{H} \operatorname{Ind}_{H}^{G} \mathbf{1}_{H}=0$.

From now on, let $G$ be a finite group and let $L / K$ be a Galois extension of number fields with Galois group isomorphic to $G$. Let $p$ be a prime number. If $H$ is a subgroup of $G$, we will denote by $\delta(H)$ the defect $\delta\left(L^{H}, p\right)$.

Remark 3.5.5. Note that $\delta(H)$ only depends on the conjugacy class of $H$. In fact, if $H$ and $H^{\prime}$ are conjugate then $L^{H}$ and $L^{H^{\prime}}$ are isomorphic.

Corollary 3.5.6. In the above setting, suppose $0=\sum_{H \leq G} r_{H} e_{H}$ with $r_{H} \in \mathbb{Q}$. Then

$$
\sum_{H \leq G} r_{H} \delta(H)=0
$$

Proof. This follows from Proposition 3.5.4, Proposition 3.5 .3 with $M=\operatorname{ker} \Lambda_{L, p}$ and Lemma 3.2.15.

Remark 3.5.7. Corollary 3.5.6 recovers Theorem 3.4.4 when the norm relation is actually a scalar norm relation.

Corollary 3.5.8. Suppose $G \cong N \rtimes H$ is a Frobenius group. Then we have the relation

$$
\delta(1)+|H| \delta(G)=\delta(N)+|H| \delta(H) .
$$

Proof. This follows from Proposition 3.3.15 and Corollary 3.5.6.

In particular if we know that $\delta(N)=0$ (e.g. when $H$ is abelian and $K$ is $\mathbb{Q}$ or an imaginary quadratic field), then Corollary 3.5 .8 tells us that $\delta(1)=|H| \delta(H)$. Hence we find that $\delta(1)$ is divisible by $|H|$ (see also Example 3.6.4).

We conclude the subsection with the following.
Theorem 3.5.9. [Fun79, Theorem 9] A finite group $G$ admits a Brauer relation with non-trivial coefficient for the subgroup $H=1$ if and only if $G$ contains a non-cyclic subgroup of order $\ell_{1} \ell_{2}$, where $\ell_{1}$ and $\ell_{2}$ are two not necessarily distinct primes.

### 3.5.3 On a minimal set of Brauer relations

We refer to [CR87, §80] for a good background of the material we present here.
Let $G$ be a finite group.
Definition 3.5.10. The Burnside ring $b(G)$ is the commutative ring generated as an abelian group by the symbols $[S]$ for each isomorphism class $S$ of a finite $G$-set, namely a finite set on which $G$ acts from the left as a group of permutations. The sum is defined by

$$
[S]+[T]=[S \sqcup T]
$$

and the multiplication by

$$
[S] \cdot[T]=[S \times T]
$$

where the action of $G$ on disjoint union and product is defined naturally.

Proposition 3.5.11. Let $\mathcal{H}$ be a full set of nonconjugate subgroups of $G$. Then $\{[G / H]\}_{H \in \mathcal{H}}$ forms a $\mathbb{Z}$-basis for $b(G)$, where $G / H$ denotes the set of left cosets with the natural left $G$-action.

Proof. See [CR87, Corollary (80.6)].
Definition 3.5.12. Let $K$ be a field of characteristic 0 . We denote by $a(K[G])$ the representation ring of $K[G]$ : as an abelian group $a(K[G])$ is generated by the isomorphism classes $[M]$ of finitely generated $K[G]$-modules with sum given by

$$
[M]+[N]=[M \oplus N]
$$

and multiplication by

$$
[M] \cdot[N]=\left[M \otimes_{K[G]} N\right] .
$$

We define $A(K[G])=\mathbb{Q} \otimes_{\mathbb{Z}} a(K[G])$ and $B(G)=\mathbb{Q} \otimes_{\mathbb{Z}} b(G)$.
Remark 3.5.13. Note that a Brauer relation is an element of the kernel of the map $\phi: B(G) \rightarrow A(K[G])$ induced by

$$
\begin{aligned}
b(G) & \longrightarrow a(K[G]) \\
{[G / H] } & \longmapsto[K[G / H]] .
\end{aligned}
$$

In fact, $K[G / H]$ is the representation corresponding to the character $\operatorname{Ind}_{H}^{G} \mathbf{1}_{H}$ (if seen over $K$ ). In general a finite $G$-set $S$ maps to the permutation module $K[S]$.

Remark 3.5.14. If $K$ is algebraically closed, note that $A(K[G])$ has $\operatorname{Irr}_{K}(G)$ as a $\mathbb{Q}$-basis, which has cardinality the number of conjugacy classes in $G$.

Proposition 3.5.15. [CR87, Proposition (80.12)] Let $\mathcal{I}=\left\{H_{1}, \ldots, H_{m}\right\}$ be a full set of non-conjugate subgroups of $G$. Let $\alpha: B(G) \rightarrow \mathbb{Q}^{m}$ be the ring homomorphism induced by

$$
[S] \longmapsto\left(\left|S^{H_{1}}\right|, \ldots,\left|S^{H_{m}}\right|\right)
$$

for every finite $G$-set $S$. Then $\alpha$ is an isomorphism.
Sketch of a proof. We first show that $\alpha$ restricted to $b(G)$ is injective. It is straightforward to verify that $(G / I)^{H}$ is non-trivial if and only if some conjugate of $H$ is contained in $I$ (see [CR87, (80.9)]). From this, since the elements of the form $[G / I]$ form a basis for $b(G)$, an easy argument shows that the map is injective (see [CR87, Theorem (80.10)]).

Since $b(G)$ is $\mathbb{Z}$-free of rank $m$, so is the image of $\alpha$. It follows that the map obtained by tensoring with $\mathbb{Q}$ is an isomorphism.

It follows that $B(G)$ has a basis of primitive idempotents, corresponding to the elements $\varepsilon_{i}:=(0, \ldots, 1, \ldots, 0)$ in $\mathbb{Q}^{m}$.

Definition 3.5.16. Let $I \leq H \leq G$ be two subgroups. Then we define

$$
\mu(I, H)=\sum_{I=I_{0} \leq \cdots \leq I_{n}=H}(-1)^{n} .
$$

We denote by $N_{G}(H)$ the normaliser of $H$ in $G$.

Theorem 3.5.17. [Glu81, Proposition] For every $1 \leq i \leq m$, we have

$$
\alpha^{-1}\left(\varepsilon_{i}\right)=\frac{1}{\left|N_{G}\left(H_{i}\right)\right|} \sum_{I \leq H_{i}}|I| \mu\left(I, H_{i}\right)[G / I]:=\epsilon_{H_{i}}
$$

The following two statements and proofs are an expansion of [BB04, Theorem 3.3].
Proposition 3.5.18. If $K$ is algebraically closed and of characteristic 0 , then the map $\phi \circ \alpha^{-1}: \mathbb{Q}^{m} \rightarrow A(K[G])$ is completely determined by the components of $\mathbb{Q}^{m}$ which correspond to the cyclic subgroups in $\mathcal{I}$.

Proof. It is sufficient to prove the statement looking at a finite $G$-set $S$. Since $K$ is algebraically closed, the character $\chi_{S}$ of $\phi([S])=K[S]$ is an integral linear combination of the irreducible $K$-characters of $G$, which are a basis for a space of functions from $\mathcal{I}$ to $K$ and also provide a $\mathbb{Q}$-basis for $A(K[G])$. The character $\chi_{S}$ is completely determined by its valuation at the elements of $G$, which implies that also the coefficients of its expression as a sum of irreducible characters only depend on the valuation of $\chi_{S}$ at the elements of $G$. Since $K[S]$ is a permutation representation, we can easily show that $\chi_{S}(g)=\left|S^{\langle g\rangle}\right|$, where $\langle g\rangle$ is the cyclic subgroup of $G$ generated by $g$. This easily implies the statement by the definition of $\alpha$.

Corollary 3.5.19. Let $K$ be any field of characteristic 0 . Then for every $H \in \mathcal{I}$ which is non-cyclic we have that $\phi\left(e_{H}\right)=0$, that is,

$$
0=\sum_{I \subseteq H}|I| \mu(I, H) \operatorname{Ind}_{I}^{G} \mathbf{1}_{I}
$$

Proof. Let $L \supseteq K$ be algebraically closed. We easily see that extension of scalars gives rise to an injection $a(K[G]) \hookrightarrow a(L[G])$ so that we can assume that $K$ is algebraically closed. By Theorem 3.5.17, for every $H_{i} \in \mathcal{I}$ the idempotent $\epsilon_{H_{i}}$ of $B(G)$ corresponds to $\varepsilon_{i} \in \mathbb{Q}^{m}$. By Proposition 3.5.18, each $\varepsilon_{i}$ is mapped through $\phi \circ \alpha^{-1}$ to the image of 0 , which is 0 .

Corollary 3.5.20. Let $K$ be a field of characteristic 0 and let $M$ be a finite-dimensional $K[G]$-module. Let $H$ be a non-cyclic subgroup of $G$. Then we have the relation

$$
\sum_{I \leq H}|I| \mu(I, H) \operatorname{dim}_{K} M^{I}=0
$$

Proof. This follows from Corollary 3.5.19 and Proposition 3.5.3.
Remark 3.5.21. Corollary 3.5.20 is a special case of [BB04, Theorem 1.2], where the authors consider cohomolgical Mackey functors. In fact the system $\left\{M^{H}\right\}_{H \leq G}$ forms a cohomological Mackey functor (the proof is straightforward or see [BB04, Example $2.5(\mathrm{~d})]$, noting that $M^{H}$ is the 0 -th $H$-cohomology group of $M$ ). For more on Mackey functors see also [Bol97]. In the present situation, we have focused on a special case which allowed us to have a more direct proof which does not require Mackey functors.

Remark 3.5.22. By Remark 3.5.13, Brauer relations correspond to the kernel of the map $\phi \circ \alpha^{-1}: \mathbb{Q}^{m} \rightarrow A(K[G])$, and what we actually found from the above proofs is that the idempotents $\varepsilon_{i}$ corresponding to non-cyclic subgroups form a basis of $\operatorname{ker} \phi \circ \alpha^{-1}$. Hence Corollary 3.5.20 provides us with a minimal set of possible relations, without dealing with explicit scalar norm relation. Moreover the parameterisation we obtained is quite simple and nice. We also have that relations arising from Lemma 3.3.17 form a basis for Brauer relations, by [BB04, Remark 3.6].

Corollary 3.5.23. Let $L / K$ be a Galois extension of number fields with Galois group $G$ and let $H$ be a non-cyclic subgroup of $G$. We recall that $\delta(H)$ is the defect $\delta\left(L^{H}, p\right)$. Then we have the relation

$$
\sum_{I \leq H}|I| \mu(I, H) \delta(I)=0
$$

Proof. This follows from Corollary 3.5.20 and Lemma 3.2.15.

Corollary 3.5.24. Under the above hypotheses, let $H$ be a non-cyclic subgroup of $G$ such that $\mu(1, H) \neq 0$. Then, if $\operatorname{Leo}\left(L^{I}, p\right)$ holds for every non-trivial subgroup I of $H$ such that $\mu(I, H) \neq 0$, we have $\operatorname{Leo}(L, p)$.

Example 3.5.25. Let $L / \mathbb{Q}$ be an $S_{4}$-extension. Then we can list all the possible relations coming from Corollary 3.5.23. Since the non-cyclic subgroups of $S_{4}$ lie in 6 conjugacy classes we can find 6 relations involving the defects of $L$ and its subfields. These relations have already been listed in [BB04, Examples 3.9] (note that there is a typo in their fifth relation). Let us keep their notation: $D_{8}$ will be a subgroup isomorphic to the dihedral group of order $8, N$ the normal Klein-subgroup of order $4, V_{4}$ a choice of a non-normal Klein-subgroup of order $4, Z_{2}$ a subgroup generated by a double transposition, $C_{2}$ a subgroup generated by a transposition and $A_{4}, C_{4}$ and $C_{3}$ choices of subgroups in their isomorphism classes. See also the lattice of subgroups:


We already know that, with the notation of Corollary 3.5.23, $\delta\left(S_{4}\right)=\delta\left(A_{4}\right)=0$ (the corresponding fields are $\mathbb{Q}$ or a quadratic field, respectively). Hence by Corollary 3.5.23
we have the following:

$$
\begin{aligned}
& \delta(1)+2 \delta\left(S_{3}\right)+2 \delta\left(D_{8}\right)=2 \delta\left(C_{2}\right)+\delta\left(C_{3}\right)+\delta(N) \\
& \delta(1)=3 \delta\left(C_{3}\right)+\delta(N) \\
& \delta\left(Z_{2}\right)+2 \delta\left(D_{8}\right)=\delta(N)+\delta\left(V_{4}\right)+\delta\left(C_{4}\right) \\
& \delta(1)+2 \delta\left(S_{3}\right)=2 \delta\left(C_{2}\right)+\delta\left(C_{3}\right) \\
& \delta(1)+2 \delta\left(V_{4}\right)=2 \delta\left(C_{2}\right)+\delta\left(Z_{2}\right) \\
& \delta(1)+2 \delta(N)=3 \delta\left(Z_{2}\right)
\end{aligned}
$$

The subfield $L^{N}$ is an $S_{3}$-extension of $\mathbb{Q}$ and hence its defect is 0 or 2 (by Corollary 3.5.8 and the fact that the defect of the cubic subfield can only be 0 or 1 ); this is also encoded in the difference between the first and the fourth relation. Hence the second relation tells us that $\delta(1)$ is congruent to 0 or 2 modulo 3 . For instance suppose that $\delta(1)=2$ (note that if $L$ is totally imaginary then $\delta(1)$ cannot be bigger than 2 , by [Lau89, Théorème 1]). Then we can show we are able to uniquely determine the defects: the second relation tells us that $\delta(1)=\delta(N)=2$ and $\delta\left(C_{3}\right)=0$. Under certain choices of the subgroups inside the conjugacy classes we can assume $L^{S_{3}} \subseteq L^{C_{3}}$, therefore by Lemma 3.2.6 we also have that $\delta\left(S_{3}\right)=0$. From the difference between the first and the fourth relation we find $\delta\left(D_{8}\right)=1$. Now the first relation gives us $\delta\left(C_{2}\right)=1$. From the sixth one we get $\delta\left(Z_{2}\right)=2$, from the fifth one $\delta\left(V_{4}\right)=1$ and from the third one $\delta\left(C_{4}\right)=1$. Hence we found the values for the defects of all the subfields. Therefore a possible strategy to prove Leopoldt's conjecture for a certain $S_{4}$-extension of $\mathbb{Q}$ could be to exclude that the defect of one of its subfields is equal to one particular value.

### 3.6 A character-theoretic approach to Leopoldt defects

Theorem 3.6.1. Let $L / K$ be a non-abelian Galois extension of number fields where either $K=\mathbb{Q}$ or $K$ is an imaginary quadratic extension of $\mathbb{Q}$. Let $1<d_{1}<\cdots<d_{s}$ be the distinct degrees of the non-linear complex irreducible characters of $\operatorname{Gal}(L / K)$. Let $p$ be a prime. Then $\delta(L, p)=\sum_{i=1}^{s} k_{i} d_{i}$ for some $k_{i} \in \mathbb{Z}_{\geq 0}$. In particular, either $\delta(L, p)=0$ or $\delta(L, p) \geq d_{1}>1$.

Proof. We will study $\mathbb{C}_{p} \otimes_{\mathbb{Q}_{p}} \operatorname{ker} \Lambda_{L, p}$ as a $\mathbb{C}_{p}[G]$-module. Let $\chi$ be a linear irreducible complex (or, which is the same, $\mathbb{C}_{p^{-}}$) character of $G$. Then ker $\chi$ is a normal subgroup $H$ of $G$ with cyclic quotient. By Lemma 3.2.15(iii) we have

$$
e_{H}\left(\mathbb{C}_{p} \otimes_{\mathbb{Q}_{p}} \operatorname{ker} \Lambda_{L, p}\right)=\left(\mathbb{C}_{p} \otimes_{\mathbb{Q}_{p}} \operatorname{ker} \Lambda_{L, p}\right)^{H}=\mathbb{C}_{p} \otimes_{\mathbb{Q}_{p}} \operatorname{ker} \Lambda_{L^{H}, p}=0
$$

where we used that Leo $\left(L^{H}, p\right)$ holds by Theorem 3.2.1. Hence

$$
e_{\chi}\left(\mathbb{C}_{p} \otimes_{\mathbb{Q}_{p}} \operatorname{ker} \Lambda_{L, p}\right) \subseteq e_{H}\left(\mathbb{C}_{p} \otimes_{\mathbb{Q}_{p}} \operatorname{ker} \Lambda_{L, p}\right)=0
$$

Therefore in $\mathbb{C}_{p} \otimes_{\mathbb{Q}_{p}} \operatorname{ker} \Lambda_{L, p}$ there is no $\chi$-isotypical component. The conclusion follows from the decomposition $\mathbb{C}_{p} \otimes_{\mathbb{Q}_{p}}$ ker $\Lambda_{L, p}$, whose dimension only has contributions from non-linear irreducible characters.

Remark 3.6.2. Using different methods, Khare and Wintenberger [KW14, Proposition A.1] proved that, if $F / \mathbb{Q}$ is a totally real finite Galois extension, then for every prime $p$ we have $\delta(F, p) \neq 1$. The proof was itself a strengthening of an argument of Colmez. Our methods provide a simpler proof that also covers the imaginary case.

Remark 3.6.3. Note that what we actually require in the proof of Theorem 3.6.1 is an extension $L / K$ such that $\operatorname{Leo}(F, p)$ holds for every cyclic intermediate field $F / K$. The advantage of our approach is that we do not need to know the $\mathbb{Q}[G]$-module structure of $\mathbb{Q} \otimes_{\mathbb{Z}} \mathcal{O}_{L}^{\times}$, which is what was used in previous work such as [EKW84] and [Lau89].

Example 3.6.4. Let $G \cong N \rtimes H$ be a Frobenius group with $H$ abelian and let $\chi \in$ $\operatorname{Irr}_{\mathbb{C}}(G)$. By Proposition 3.3.12, if $N \leq \operatorname{ker} \chi$, then $\chi$ is lifted from an irreducible complex character of $H$ and hence linear. Otherwise it is an induction from $N$ to $G$ of an irreducible character of $N$, therefore of dimension a multiple of $|H|$ (exactly $|H|$ if $N$ is abelian, so that $\chi$ is necessarily an induction of a linear character of $N$ ). Theorem 3.6.1 shows us that in this case the defect would be a multiple of $|H|$, as already noted after Proposition 3.5.8.

### 3.7 Infinite families of totally real number fields that satisfy Leopoldt's conjecture

We recall that there is no example in the literature of a non-abelian group $G$ and a prime number $p$ such that there exists an infinite family of real $G$-extensions of $\mathbb{Q}$ which satisfy Leopoldt's conjecture at $p$. In this section we will see how our techniques permit us to achieve this goal, focusing especially on $S_{3}$-extensions. This will be inspired by the ideas of Buchmann and Sands [BS88], via two different methods.

### 3.7.1 Another formulation of Leopoldt's conjecture

We fix the following notation for the rest of this chapter: $L$ will be a number field, $p$ a prime number, $q=(2, p) \cdot p, E_{L}:=\mathcal{O}_{L}^{\times}$with $\mathbb{Z}-\operatorname{rank} r_{L}, E_{L}(q):=\left\{\alpha \in E_{L}: \alpha \equiv 1\right.$ $(\bmod q)\}, D$ a choice of a subgroup of finite index in $E_{L}(q)$ and $D\left(p^{m}\right):=\{\alpha \in D: \alpha \equiv$ $\left.1\left(\bmod p^{m}\right)\right\}$. For every integer $k \geq 1$ let $\phi_{k}: D\left(p^{k}\right) \rightarrow \mathcal{O}_{L} / p \mathcal{O}_{L}$ be the map that sends $1+p^{k} \alpha \mapsto \alpha(\bmod p)$. In [BS87] the authors found another equivalent formulation of Leopoldt's conjecture, summarised in the following proposition.

Proposition 3.7.1. [BS88, §II] Let $L$ be a number field and let $p$ be a prime number. Leo $(L, p)$ holds if and only if there exists an integer $m \geq 2$ such that one the following equivalent conditions hold:
(i) $D\left(p^{m}\right) \subseteq D^{p}$;
(ii) $D\left(p^{m}\right)=D\left(p^{m-1}\right)^{p}$;
(iii) $D\left(p^{m-1}\right) / D\left(p^{m}\right)$ has dimension $r_{L}$ as an $\mathbb{F}_{p}$-vector space;
(iv) the image of $\phi_{m-1}$ has rank $r_{L}$ as an $\mathbb{F}_{p}$-vector space.

Note that Proposition 3.7.1 does not depend on the choice of the set $D$. Buchmann and Sands [BS88] used this formulation and an explicit description of units to prove

Leopoldt's conjecture for some infinite families of (non-totally real and non-Galois) number fields. We will see how this can also be applied to exhibit infinite families of totally real non-Galois cubic fields which satisfy Leopoldt's conjecture. This together with Corollary 3.4.10 will lead to an infinite family of real $S_{3}$-extensions satisfying Leopoldt's conjecture.

### 3.7.2 Infinite families of number fields satisfying Leopoldt's conjecture

Buchmann and Sands proved the following theorem about infinite families of quintic number fields.

Theorem 3.7.2. [BS88, Theorem 3.3 and 3.4] Let $A \geq 1$ (respectively $B \geq 2$ ) be an integer and let $\lambda$ be a root of $x^{5}+4 A^{4} x+1$ (respectively $x^{5}-B^{4} x+1$ ). Then Leo $(\mathbb{Q}(\lambda), p)$ holds whenever $p \neq 5$ and $p \mid 2 A$ (respectively $p \mid B$ ).

An important ingredient for the proof of Theorem 3.7.2 is the previous research on the description of families of units. We summarize some of the results.

Theorem 3.7.3. [Mau84, $\S 5$ and $\S 6]$ Let $A \geq 1$ (respectively $B \geq 2$ ) be an integer and let $\lambda$ be a root of $x^{5}+A^{4} x+1$ (respectively $x^{5}-B^{4} x+1$ ). Then $L:=\mathbb{Q}(\lambda)$ is a quintic extension of $\mathbb{Q}$ with discriminant $5^{5}+4^{9} A^{20}$ (respectively $5^{5}-4^{4} B^{20}$ ) whose Galois closure is an $S_{5}$-extension of $\mathbb{Q}$. Moreover the $\mathbb{Z}$-rank of $\mathcal{O}_{L}^{\times}$is 2 (respectively 3) and $\lambda, \lambda^{2}-2 A \lambda$ (respectively $\lambda, \lambda+B, \lambda-B$ ) forms a system of fundamental units of $\mathbb{Z}[\lambda]$; in particular they form a complete system of independent units in $\mathcal{O}_{L}^{\times}$and hence generate a subgroup with finite index.

Theorem 3.7.4. [HKS74] Let $n$ and $D$ be natural numbers and let $\lambda$ be a real root of $x^{n}-D^{n} \pm 1$. Then $L:=\mathbb{Q}(\lambda)$ has degree $n$ over $\mathbb{Q}$ and $\left\{\lambda^{t}-D^{t}: t \mid D, t \neq n\right\}$ forms a set of $\tau(n)-1$ independent units in $\mathcal{O}_{L}^{\times}$, where $\tau(n)$ denotes the number of positive divisors of $n$.

Buchmann and Sands [BS88] used Theorem 3.7.3 to prove Theorem 3.7.2. A related paper is [Lev92]: the author used Theorem 3.7.4 and the techniques in [BS88] to show that $\left\{\lambda^{t}-D^{t}: t \mid D, t \neq n\right\}$ forms a system of $\tau(n)-1 \mathbb{Z}_{p}$-independent units if $p$ is odd, $(p, n)=1$ and $p \mid D$.
Theorem 3.7.5. [Ster72] Let $r$, $s$ be integers such that $2 \leq r \leq s-3$ and let $\lambda$ be a root of $x(x+r)(x+s)-1$. Then $L:=\mathbb{Q}(\lambda)$ is a totally real cubic extension of $\mathbb{Q}$ such that $\lambda+r, \lambda+s$ forms a system of fundamental units of $\mathbb{Z}[\lambda]$; in particular, they are two independent units in $\mathcal{O}_{L}^{\times}$and hence form a subgroup with finite index.

In [Ste72] Stender also found a system of independent units in number fields generated by a root of $x(x+k r)(x+k s)-k$ when $k>1$. Thomas [Tho79] found similar results for other families of cubic fields.

Now we apply these techniques for totally real cubic extensions. As far as we know Theorem 3.7.6 and Proposition 3.7.9 give the first example of a prime $p$ and an infinite family of real $S_{3}$ (in particular, non-abelian) extensions of $\mathbb{Q}$ which satisfy Leopoldt's conjecture at $p$. Note that we can do this for every $p \neq 3$; for $p=3$ see the alternative approach followed in Example 3.7.11.

Theorem 3.7.6. Let $t \geq 4$ be an integer which is not a power of 3 and let $\lambda$ be a root of the polynomial

$$
f_{t}(x):=x^{3}-t^{2} x-1
$$

Then $L:=\mathbb{Q}(\lambda)$ is a totally real non-Galois cubic field. Let $p \neq 3$ be a prime number such that $p \mid t$. Then $\operatorname{Leo}(L, p)$ holds. Moreover, let $\tilde{L}$ be the Galois closure of $L$ over $\mathbb{Q}$, which is a real $S_{3}$-extension; then also Leo $(\tilde{L}, p)$ holds

Proof. The discriminant of $f_{t}$ is $4 t^{6}-27$. Note that $4 t^{6}$ is a square and already for $t=4$ we have $4 t^{6}-27=\left(2 t^{3}\right)^{2}-27>\left(2 t^{3}-1\right)^{2}$, so that we always have that $4 t^{6}-27$ is a positive non-square. Moreover $f_{t}$ is always irreducible (in fact, it has no rational root); therefore $L$ is a non-Galois totally real cubic field.

We will now apply Proposition 3.7.1(iv). Let $h \geq 1$ be such that $p^{h} \| t$. Our $m$ will be $2 h+1$ and we will now find two units in $D\left(p^{2 h}\right)$ such that their images under $\phi_{2 h}$ are $\mathbb{F}_{p}$-independent. We will show that we can choose $\lambda^{3}$ and $(\lambda+t)^{3 t}$ as such units. First of all they are $\mathbb{Z}$-independent units: $\lambda$ is a unit as it is a root of $f_{t}$ which has constant term -1 ; similarly, $\lambda+t$ is also a unit because it is a root of $x^{3}-3 t x^{2}+t^{2} x-1$. Moreover $\lambda$ and $\lambda+t$ are $\mathbb{Z}$-independent by Theorem 3.7.5, applied with $s=2 r=2 t$ and $x \mapsto x-t$.

Now let $D$ be the subgroup of $E_{L}(q)$ generated by $\lambda^{3}$ and $(\lambda+t)^{3 t}$. This has finite index in $E_{L}(q)$ as $\lambda$ and $\lambda+t$ are $\mathbb{Z}$-independent. We will show that $\phi_{2 h}\left(\lambda^{3}\right)$ and $\phi_{2 h}\left((\lambda+t)^{3 t}\right)$ are $\mathbb{F}_{p}$-independent, in order to use Proposition 3.7.1(iv) to prove that Leo $(L, p)$ holds. We have that $\lambda^{3}=1+t^{2} \lambda \in D\left(p^{2 h}\right)$, and so $\phi_{2 h}\left(\lambda^{3}\right)=\frac{t^{2}}{p^{2 h}} \lambda(\bmod p)$. Now note that

$$
(\lambda+t)^{3}=\lambda^{3}+3 t \lambda^{2}+3 t^{2} \lambda+t^{3}=1+t^{2} \lambda+3 t \lambda^{2}+3 t^{2} \lambda+t^{3}=1+3 t \lambda^{2}+p^{2 h} \gamma
$$

for some $\gamma \in \mathcal{O}_{L}$. We can look at the multinomial expansion of $\left(1+3 t \lambda^{2}+p^{2 h} \gamma\right)^{t}$ : what remains modulo $p^{2 h+1}$ is $1+3 t^{2} \lambda^{2}$, so that $\phi_{2 h}\left((\lambda+t)^{3 t}\right)=\frac{3 t^{2}}{p^{2 h}} \lambda^{2}(\bmod p)$. Note that both $\frac{t^{2}}{p^{2 h}}$ and $\frac{3 t^{2}}{p^{2 h}}$ are coprime to $p$. Therefore, in order to prove that $\phi_{2 h}\left(\lambda^{3}\right)$ and $\phi_{2 h}\left((\lambda+t)^{3 t}\right)$ are $\mathbb{F}_{p}$-independent, it remains to show that $\lambda$ and $\lambda^{2}$ are $\mathbb{F}_{p}$-independent in $\mathcal{O}_{L} / p \mathcal{O}_{L}$. This is true since the discriminant of the minimal polynomial of $\lambda$ is $4 t^{6}-27$, hence coprime to $p$. More precisely, the discriminant of $f_{t}$ is also the discriminant of the $\mathbb{Q}$-basis $1, \lambda, \lambda^{2}$. Therefore $n:=\left[\mathcal{O}_{L}: \mathbb{Z}[\lambda]\right]$ is coprime to $p$ and we have $n \mathcal{O}_{L} \subseteq \mathbb{Z}[\lambda]$. If there exist $\delta \in \mathcal{O}_{L}$ and $A, B \in \mathbb{Z}$ not both in $p \mathbb{Z}$ such that $A \lambda+B \lambda^{2}=p \delta$ (that is, $\lambda$ and $\lambda^{2}$ are $\mathbb{F}_{p}$-dependent in $\mathcal{O}_{L} / p \mathcal{O}_{L}$ ), then we have $n A \lambda+n B \lambda^{2}=p n \delta$. Since $n \delta \in \mathbb{Z}[\lambda]$ and at least one of $n A$ and $n B$ is not divisible by $p$, this leads to a nontrivial polynomial in $\mathbb{Z}[x]$ of degree at most 2 which has $\lambda$ as a solution, which is a contradiction.

The last statement follows from Corollary 3.4.10.

### 3.7.3 A continuity principle and a computational application for infinite families of number fields

In this subsection we will use a continuity principle so that Leopoldt's conjecture at a prime $p$ for a field defined by a certain polynomial implies Leopoldt's conjecture at $p$ for another field whose polynomial is $p$-adically close. This will imply that verifying

Leopoldt's conjecture at $p$ for just one number field is sufficient in order to deduce Leopoldt's conjecture for a certain infinite family, as already observed by Buchmann and Sands for the quintic fields analysed in Theorem 3.7.2. The main result we will use is the following.

Theorem 3.7.7. [BS88, Theorem 4.1] Let $L=\mathbb{Q}(\alpha)$ be a number field generated by the integer $\alpha$ and let $f(x)$ be the minimal polynomial of $\alpha$, of degree $n$. Let $p$ be a prime number such that $p^{2} \nmid d_{f}$, where $d_{f}$ denotes the discriminant of $f$. Let $\left\{\varepsilon_{i}=\sum_{j=0}^{n-1} a_{i, j} \alpha^{j}\right\}_{i=1, \ldots, r}$ be a maximal system of independent units of $L$ congruent to 1 modulo $(2, p) \cdot p$ in $\mathbb{Z}[\alpha]$ and let $D$ be the subgroup of $\mathcal{O}_{L}^{\times}$generated by $\left\{\varepsilon_{i}\right\}$. Suppose that Leo $(L, p)$ holds and let $m \geq 2$ be an integer such that $D\left(p^{m}\right) \subseteq D^{p}$ (see Theorem 3.7.1). Now let us consider a monic polynomial $g(x)$ of degree $n$ such that its coefficients are congruent to those of $f(x)$ modulo $p^{m}$. Let $\beta$ be a root of $g(x)$ and let $L^{\prime}=\mathbb{Q}(\beta)$. Suppose that there is a maximal system of independent units $\left\{\delta_{i}=\sum_{j=0}^{n-1} b_{i, j} \beta^{j}\right\}_{i=1, \ldots, r}$ for $L^{\prime}$ such that $a_{i, j} \equiv b_{i, j}\left(\bmod p^{m}\right) \forall i, j$. Then $\operatorname{Leo}\left(L^{\prime}, p\right)$ holds.

We give a slightly different formulation of Theorem 3.7.7.
Corollary 3.7.8. Let $I \subseteq \mathbb{Z}$ be a set of indices and let $a_{j}(t)$ and $s_{i}(t, z)$ be polynomials in $t$ (respectively in $t$ and $z$ ) with coefficients in $\mathbb{Z}$ such that:

- $\left\{f_{t}=x^{n}+a_{n-1}(t) x^{n-1}+\cdots+a_{1}(t) x+a_{0}(t)\right\}_{t \in I}$ is a family of irreducible polynomials with coefficients in $\mathbb{Z}$, where we denote by $\lambda_{t}$ a choice of a root of $f_{t}$ and we let $L_{t}=\mathbb{Q}\left(\lambda_{t}\right)$, with unit rank equal to $r$ (independent of $t$ );
- $\left\{s_{i}(t, z)\right\}_{i=1, \ldots, r}$ is such that the set $\left\{s_{i}\left(t, \lambda_{t}\right)\right\}_{i=1, \ldots, r}$ is a maximal system of independent units in $\mathbb{Z}\left[\lambda_{t}\right] \subseteq \mathcal{O}_{L_{t}}$ for every $t \in I$.

Let $t_{0} \in I$ and let $p$ be a prime number such that $p^{2} \nmid d_{f_{t_{0}}}$ and Leo $\left(L_{t_{0}}, p\right)$ holds. Then there exists $m \geq 2$ such that if $t^{\prime} \equiv t_{0}\left(\bmod p^{m}\right)$ then we also have $\operatorname{Leo}\left(L_{t^{\prime}}, p\right)$.

Proof. Let $N \geq 1$ be an integer such that for every $i=1, \ldots, r$

$$
s_{i}\left(t_{0}, \lambda_{t_{0}}\right)^{N} \equiv 1 \quad(\bmod (2, p) \cdot p)
$$

Let $D \subseteq \mathbb{Z}\left[\lambda_{t_{0}}\right]^{\times}$be the subgroup generated by $\left\{s_{i}\left(t_{0}, \lambda_{t_{0}}\right)^{N}\right\}_{i=1, \ldots, r}$. Then $\operatorname{Leo}\left(L_{t_{0}}, p\right)$ implies that there exists $m \geq 2$ such that $D\left(p^{m}\right) \subseteq D^{p}$. If $t^{\prime} \equiv t_{0}\left(\bmod p^{m}\right)$, then $a_{j}\left(t^{\prime}\right) \equiv a_{j}\left(t_{0}\right)\left(\bmod p^{m}\right)$ for every $j=0, \ldots, n-1$ and $s_{i}\left(t^{\prime}, z\right) \equiv s_{i}\left(t_{0}, z\right)\left(\bmod p^{m}\right)$ for every $i=1, \ldots, r$. For every $i=1, \ldots, r$ let us consider the following Euclidean divisions in $\mathbb{Z}[z]$ (since $f_{t_{0}}(z)$ and $f_{t^{\prime}}(z)$ are monic):

$$
\begin{aligned}
s_{i}\left(t_{0}, z\right)^{N} & =q_{i}(z) f_{t_{0}}(z)+r_{i}(z) \\
s_{i}\left(t^{\prime}, z\right)^{N} & =q_{i}^{\prime}(z) f_{t^{\prime}}(z)+r_{i}^{\prime}(z),
\end{aligned}
$$

where $r_{i}(z)$ and $r_{i}^{\prime}(z)$ are polynomials with degree at most $n-1$. Since $f_{t_{0}}(z) \equiv f_{t^{\prime}}(z)$ $\left(\bmod p^{m}\right)$ and $s_{i}\left(t_{0}, z\right)^{N} \equiv s_{i}\left(t^{\prime}, z\right)^{N}\left(\bmod p^{m}\right)$, this implies that for every $i=1, \ldots, r$ we also have $r_{i}(z) \equiv r_{i}^{\prime}(z)\left(\bmod p^{m}\right)$. Moreover $s_{i}\left(t_{0}, \lambda_{t_{0}}\right)^{N}=r_{i}\left(\lambda_{t_{0}}\right)$ and $s_{i}\left(t^{\prime}, \lambda_{t^{\prime}}\right)^{N}=$ $r_{i}^{\prime}\left(\lambda_{t^{\prime}}\right)$. All the hypotheses of Theorem 3.7.7 are satisfied considering the coefficients of $r_{i}(z)$ and $r_{i}^{\prime}(z)$ as $\left\{a_{i, j}\right\}$ and $\left\{b_{i, j}\right\}$, hence we can conclude that Leo $\left(L_{t^{\prime}}, p\right)$ holds.

We will see that we can provide infinite families of fields which satisfy Leopoldt's conjecture by combining Corollary 3.7 .8 with the following.

Proposition 3.7.9. In the setting of Corollary 3.7.8 suppose that $I$ is either $\mathbb{Z}$ or of the form $\mathbb{Z}_{\geq d}$ or $\mathbb{Z}_{\leq d}$ with $d \in \mathbb{Z}$. Suppose that $d_{f_{t}}$ is a non-constant polynomial in $\mathbb{Z}[t]$ which is not a square. Let $M$ and a be two integers and let $J=\{M x+a\}_{x \in \mathbb{Z}} \cap I$ be an arithmetic progression contained in $I$. Then $\left\{L_{t}\right\}_{t \in J}$ is an infinite family of number fields.

Proof. We will prove that there is an infinite number of primes which ramify in at least one element of the family $\left\{L_{t}\right\}_{t \in J}$. First of all we have that

$$
d_{f_{t}}=\left[\mathcal{O}_{L_{t}}: \mathbb{Z}\left[\lambda_{t}\right]\right]^{2} \cdot d_{L_{t}}
$$

Therefore if a prime $\ell$ divides $d_{f_{t}}$ with odd exponent for some $t \in J$ it will divide $d_{L_{t}}$ and hence ramify in $L_{t}$. By hypothesis we can write $d_{f_{t}}=w(t)^{2} u(t)$, where $w(t), u(t) \in \mathbb{Z}[t]$ and $u(t)$ is a non-constant polynomial without multiple roots in $\mathbb{C}$.

Let $v(x)=u(M x+a)$, which is still a non-constant polynomial in $\mathbb{Z}[x]$. The values of $x$ such that $M x+a \in I$ are in an interval $J$ of the form $\mathbb{Z}_{\geq e}$ or $\mathbb{Z}_{\leq e}$ or $\mathbb{Z}$. We are done if we prove that there is an infinite number of primes $\ell$ for which there exists $x \in J$ such that $\ell$ divides exactly $v(x)$. After an easy reparameterisation we can always suppose that $\mathbb{Z}_{\geq 0} \subseteq J$. By a well known fact, if $z$ is a non-constant polynomial then $z\left(\mathbb{Z}_{\geq 0}\right)$ is divisible by an infinite number of primes (sketch: consider $z\left(k!a^{2}\right)$ for sufficiently large $k$, where $a$ is the constant term of $z$ ), so that $v\left(\mathbb{Z}_{\geq 0}\right)$ is divisible by an infinite number of primes. Moreover $v(x)$, as a polynomial in $\mathbb{C}[x]$, has no multiple roots, since it is just a linear change of $u(t)$. Thus there exist $a(x), b(x) \in \mathbb{Q}[x]$ such that

$$
a(x) v(x)+b(x) v^{\prime}(x)=1,
$$

where $v^{\prime}(x)$ denotes the derivative of $v(x)$. This implies that there exist $A(x), B(x) \in$ $\mathbb{Z}[x]$ and $C \in \mathbb{Z}$ such that

$$
A(x) v(x)+B(x) v^{\prime}(x)=C .
$$

Now let $\ell$ be a prime such that $(\ell, C)=1$ and there exists $x_{0} \in \mathbb{N}$ with $\ell \mid v\left(x_{0}\right)$. We claim that we can always find $x_{1} \in \mathbb{N}$ such that $\ell \| v\left(x_{1}\right)$. Since we have an infinite choice of primes this will prove our statement. If $\ell \| v\left(x_{0}\right)$ there is nothing to say. Otherwise note that

$$
v\left(x_{0}+\ell\right)-v\left(x_{0}\right)=v^{\prime}\left(x_{0}\right) \ell+O\left(\ell^{2}\right)
$$

On the other hand, as $\ell \mid v\left(x_{0}\right)$ and $\ell \nmid C$ then $\ell \nmid v^{\prime}\left(x_{0}\right)$. Therefore $\ell^{2} \nmid v\left(x_{0}+\ell\right)$, so $x_{1}=x_{0}+\ell$ works.

Remark 3.7.10. A weaker form of this argument was used in [BS88, Proposition 5.1], which was applied to show that their families of quintic fields are infinite. A similar result when the polynomial has only linear or quadratic factors is contained in [Nag22] (see also the citation in [Nak93, Proof of Lemma 3]).

Buchmann and Sands already applied Theorem 3.7.7 to families of quintic fields, see [BS88, Corollary 4.3, Corollary 4.4 and Remark 4.5]. In the following examples we will study cubic fields (with an $S_{3}$-extension as Galois closure) and quartic fields (with a $D_{8}$-extension as Galois closure).

Example 3.7.11. Let us consider the polynomials $f_{t}(x)=x^{3}-t^{2} x-1$ with $t \geq 3$. As already remarked in the proof of Theorem 3.7.6 each of them defines a non-Galois totally real cubic number field, and by Theorem 3.7.5 for every $t \geq 3$ we can choose a root $\lambda_{t}$ of $f_{t}$ so that $\lambda_{t}, \lambda_{t}+t$ is a system of independent units for $L_{t}=\mathbb{Q}\left(\lambda_{t}\right)$. Hence by Corollary 3.7.8 for every $t_{0}$ and prime number $p$ such that $p^{2} \nmid 4 t_{0}^{6}-27$ and Leo $\left(L_{t_{0}}, p\right)$ holds there exists $m \geq 2$ such that for every $t^{\prime} \equiv t_{0}\left(\bmod p^{m}\right)$ we have $\operatorname{Leo}\left(L_{t^{\prime}}, p\right)$ as well. Since $d_{f_{t}}=4 t^{6}-27$ we conclude that the family considered is infinite by Proposition 3.7.9. For every prime number $p$, if we are able to verify Leopoldt's conjecture for a certain specific number field, we can finally combine this with Corollary 3.4.10 in order to find an infinite family of real $S_{3}$-extensions which satisfy Leopoldt's conjecture at $p$. For instance for $p=3$ from [JN20, Theorem A.2] we already know Leopoldt's conjecture at 3 for a wide family of totally real non-Galois cubic fields. We can expect to be able to obtain similar results for other families of cubic fields, e.g. from [Ste72] and [Tho79].

Using the results in $\S 3.7 .2$ for $p \neq 3$ and in Example 3.7.11 for $p=3$, with [JN20, Theorem A.2] as already remarked, we can now prove the following.

Theorem 3.7.12. Let $\mathcal{A}$ be a finite set of prime numbers. Then there exists an infinite family $\mathcal{L}$ of real $S_{3}$-extensions of $\mathbb{Q}$ such that $\operatorname{Leo}(L, p)$ holds for every $L \in \mathcal{L}$ and $p \in \mathcal{A}$.

Proof. If $3 \notin \mathcal{A}$, then it is sufficient to take the Galois closures of the polynomials $x^{3}-t^{2} x-1$ with $t$ divisible by all the primes in $\mathcal{A}$, by Theorem 3.7.6. Otherwise we first of all find a family of polynomials $x^{3}-t^{2} x-1$ with $t$ in some arithmetic progression with coefficient a power of 3 which satisfy Leopoldt's conjecture at 3 (see Example 3.7.11); then by the Chinese remainder problem we can extrapolate from this an infinite subfamily such that $t$ is divisible by every other prime of $\mathcal{A}$.

Example 3.7.13. We now focus on quartic fields. By [Nak93, Proposition 6] we can consider the family $\left\{f_{t}=x^{4}-t x^{3}-x^{2}+t x+1\right\}_{t \geq 7}$ of totally real quartic fields with Galois closure of Galois group $D_{8}$ over $\mathbb{Q}$. Then for every $t \geq 7$ we can choose a root $\lambda_{t}$ of $f_{t}$ so that $\lambda_{t}-1, \lambda_{t}, \lambda_{t}+1$ is a system of fundamental units for $L_{t}=\mathbb{Q}\left(\lambda_{t}\right)$. Hence we can apply Corollary 3.7 .8 to conclude that, if for a certain $t_{0} \geq 7$ and prime $p$ we have $p^{2} \nmid d_{f_{t_{0}}}$ and $\operatorname{Leo}\left(L_{t_{0}}, p\right)$ holds, then we have $\operatorname{Leo}\left(L_{t^{\prime}}, p\right)$ whenever $t^{\prime}-t_{0}$ is divisible by a sufficiently high power of $p$. Moreover as shown in the same article $d_{f_{t}}=\left(t^{2}-4\right)^{2}\left(4 t^{2}+9\right)$, hence we can use Proposition 3.7.9 to guarantee that if $t$ lies in an arithmetic progression we have an infinite family of number fields. That this particular whole family is infinite was already shown in [Nak93] using a result from [Nag22] (c.f. Remark 3.7.10). Now note that, denoting by $\tilde{L}_{t}$ the Galois closure of $L_{t}$, there is a subgroup $H$ of $\operatorname{Gal}\left(\tilde{L}_{t} / \mathbb{Q}\right) \cong D_{8}$ isomorphic to $C_{2}^{2}$ such that for every subgroup of $H$ of order 2 the fixed field is (in the isomorphism class of) the considered quartic field or abelian over $\mathbb{Q}$ with Galois group isomorphic to $C_{2}^{2}$. By Theorem 3.2.1 and Corollary 3.4.2 applied to the extension $\tilde{L}_{t} / L^{H}$, we conclude that Leo $\left(\tilde{L}_{t}, p\right)$ holds
whenever Leo $\left(L_{t}, p\right)$ holds. Note that $\tilde{L}_{t}$ is totally real as well, so that we developed an algorithmic strategy to show Leopoldt's conjecture for an infinite family of real $D_{8}$-extensions.

## Chapter 4

## On Fitting ideals, $K$-theory and the Brumer-Stark conjecture

### 4.1 Introduction

Let $p$ be a prime number and $G$ be a finite group such that $p \nmid\left|G^{\prime}\right|$, where $G^{\prime}$ denotes the commutator of $G$. In this setting as we will see the group ring $\mathbb{Z}_{p}[G]$ is a finite product of matrix rings over commutative $\mathbb{Z}_{p}$-orders (see Theorem 4.2.18). Inspired by the classical notion of (commutative) Fitting ideals, Nickel [Nic10] and then Johnston and Nickel [JN13] defined and studied the properties of certain non-commutative Fitting ideals, which we will define in $\S 4.2 .2$. If $M$ is a finitely presented $\mathbb{Z}_{p}[G]$-module, then $\operatorname{Fitt}_{\mathbb{Z}_{p}[G]}(M)$ will be an ideal in the centre $\zeta\left(\mathbb{Z}_{p}[G]\right)$ of $\mathbb{Z}_{p}[G]$. The advantage of Fitting ideals is that they are contained in the annihilator of $M$ but are much easier to compute.
Now let $\theta \in \zeta\left(\mathbb{Q}_{p}[G]\right)^{\times}$. Finding methods to determine whether $\theta \in \operatorname{Fitt}_{\mathbb{Z}_{p}[G]}(M)$ is an important question that has applications to several arithmetic conjectures, including the Brumer-Stark conjecture. If $H=G_{1} / G_{2}$ is a subquotient of $G$, then we can define certain quotient and restriction maps

$$
\operatorname{res}_{G_{1}}^{G}: \zeta\left(\mathbb{Q}_{p}[G]\right)^{\times} \longrightarrow \zeta\left(\mathbb{Q}_{p}\left[G_{1}\right]\right)^{\times}
$$

and

$$
\operatorname{quot}_{H}^{G_{1}}: \zeta\left(\mathbb{Q}_{p}\left[G_{1}\right]\right)^{\times} \longrightarrow \zeta\left(\mathbb{Q}_{p}[H]\right)^{\times} .
$$

We define $f_{H}=\operatorname{quot}_{H}^{G_{1}} \circ \operatorname{res}_{G_{1}}^{G}$ and we denote by $M_{H}$ the module obtained by composing the restriction of scalars of $M$ from $\mathbb{Z}_{p}[G]$ to $\mathbb{Z}_{p}\left[G_{1}\right]$ with the map obtained from the projection $\mathbb{Z}_{p}\left[G_{1}\right] \rightarrow \mathbb{Z}_{p}[H]$. Our main question will be to understand whether $\theta \in$ $\mathrm{Fitt}_{\mathbb{Z}_{p}[G]}(M)$ knowing that $f_{H}(\theta) \in \operatorname{Fitt}_{\mathbb{Z}_{p}[H]}\left(M_{H}\right)$ for every $H$ in a certain family $\mathcal{H}$, typically of abelian subquotients. We will be particularly interested in the case in which $M$ is a $\mathbb{Z}_{p}$-torsion $\mathbb{Z}_{p}[G]$-module with quadratic presentation (that is, it has a presentation such that the two free modules have the same dimension). Let $\mathcal{H}$ be a family of subquotients of $G$. We consider the map

$$
f_{\mathcal{H}}:=\prod_{H \in \mathcal{H}} f_{H}: \zeta\left(\mathbb{Q}_{p}[G]\right)^{\times} \longrightarrow \prod_{H \in \mathcal{H}} \zeta\left(\mathbb{Q}_{p}[H]\right)^{\times} .
$$

Our main theorem is the following (see Theorem 4.6.4).

Theorem 4.1.1. Suppose that

$$
\begin{equation*}
f_{\mathcal{H}}^{-1}\left(\prod_{H \in \mathcal{H}}\left(\mathbb{Z}_{p}[H] \cap \zeta\left(\mathbb{Q}_{p}[H]\right)^{\times}\right)\right) \subseteq \mathbb{Z}_{p}[G] . \tag{4.1.1}
\end{equation*}
$$

Let $\theta \in \zeta\left(\mathbb{Q}_{p}[G]\right)^{\times}$and let $M$ be a finitely presented $\mathbb{Z}_{p}$-torsion $\mathbb{Z}_{p}[G]$-module with quadratic presentation. If $f_{H}(\theta) \in \operatorname{Fitt}_{\mathbb{Z}_{p}[H]}\left(M_{H}\right)$ for every $H \in \mathcal{H}$, then $\theta \in \operatorname{Fitt}_{\mathbb{Z}_{p}[G]}(M)$.
Throughout $\S 4.6$ we will find several families of groups $G$ and sets $\mathcal{H}$ of subquotients such that (4.1.1) holds. The computations, although not always immediate, will use rather elementary tools.

We will apply our results to the Brumer-Stark conjecture, providing more direct proofs of the (non-abelian) Brumer-Stark conjecture than other proofs in the literature (note that our statements about the Brumer-Stark conjecture will not cover any new case). See §4.10.1 for the statement and overview of the Brumer-Stark conjecture. The key result we are going to use is Dasgupta and Kakde's proof of the abelian Brumer-Stark conjecture outside 2 [DK20]. The strong refinement that they prove predicts that, if $L / K$ is an abelian CM-extension of number fields, $S$ and $T$ are two 'admissible' finite sets of places of $K$ and $p$ is an odd prime number, then a certain Stickelberger element $\theta_{S}^{T}(L / K)^{\sharp}$ is in the Fitting ideal $\mathrm{Fitt}_{\mathbb{Z}_{p}[G]_{-}}\left(\mathrm{Cl}^{T}(L)^{\vee,-}(p)\right)$; here $\mathrm{Cl}^{T}(L)^{\vee,-}(p)$ is the $p$ Sylow of the minus part of the dual of a ' $T$-corrected' ideal class group and $\mathbb{Z}_{p}[G]_{-}$is the minus part of $\mathbb{Z}_{p}[G]$. In every (not necessarily abelian) Galois CM-extension of number fields $\theta_{S}^{T}(L / K)^{\sharp} \in \zeta\left(\mathbb{Q}_{p}[G]_{-}\right)^{\times}$is constructed via special values of Artin $L$-functions (for the definition of CM-fields and extensions see Definition 4.10.3).

The application of Theorem 4.1.1 to the Brumer-Stark conjecture is the following (see Theorem 4.10.18).
Theorem 4.1.2. Let $p$ be an odd prime number. Let $L / K$ be a Galois CM-extension of number fields with Galois group $G$ such that $p \nmid\left|G^{\prime}\right|$ and let $\mathcal{H}$ be a family of abelian subquotients of $G$. Suppose that the complex conjugation $j$ belongs to $G_{1}$ for every $G_{1} / G_{2} \in \mathcal{H}$. Let $S$ and $T$ be two admissible sets of primes (as in the beginning of §4.10.1). Suppose that we have the containment (4.1.1) and that $\mathrm{Cl}(L)^{T}(p)$ has a quadratic presentation. Then the p-part of the strong Brumer-Stark conjecture for $L / K$ holds.

We will provide many infinite families and examples of groups $G$ for which Theorem 4.1.2 applies. For instance we have the following applications (see the end of §4.10.3).

Theorem 4.1.3. Let $G \nsubseteq \mathrm{SL}_{2}\left(\mathbb{F}_{3}\right)$ be a group of order less than 48 , let $p$ an odd prime number such that $p \nmid\left|G^{\prime}\right|$ and let $Q$ be an abelian group such that $p \nmid|Q|$ and each cyclic component has order dividing $p-1$. Let $L / K$ be a $C M G \times Q$-extension. Then, for every pair of admissible sets $S$ and $T$ such that $\mathrm{Cl}(L)^{T}(p)$ has a quadratic presentation, the p-part of the Brumer-Stark conjecture holds.

Theorem 4.1.4. Let $L / K$ be a Galois CM-extension of number fields with Galois group $F \times A$, where $F$ is a Frobenius group and $A$ is an abelian group. Let $p$ be an odd prime number such that $p \nmid\left|F^{\prime}\right|$ and $p \nmid|A|$. Then L/K satisfies the p-part of the Brumer-Stark conjecture.

This will for instance imply the Brumer-Stark conjecture at 3 in every $A_{4} \times C_{2}$-extension (note that we are not imposing quadratic presentation).

Our approach will also provide a direct proof of the weak Brumer-Stark conjecture for monomial Galois groups (see Corollary 4.10.22).

### 4.2 Fitting ideals

### 4.2.1 Commutative Fitting ideals

(Commutative) Fitting ideals were first introduced in [Fit36]. Here we give the basic definitions and summarise some of the main properties.

Definition 4.2.1. Let $R$ be a commutative ring and let $M$ a finitely presented $R$ module. Let

$$
R^{n} \xrightarrow{h} R^{m} \longrightarrow M \longrightarrow 0
$$

be a presentation of $M$. By choosing bases for $R^{n}$ and $R^{m}$ we may identify $h$ with an $(n \times m)$-matrix $C$. We define the Fitting ideal of $M$ to be

$$
\operatorname{Fitt}_{R}(M)= \begin{cases}0 & \text { if } n<m \\ \langle\operatorname{det}(B): B \text { is an }(m \times m)-\text { submatrix of } C\rangle_{R} & \text { if } n \geq m\end{cases}
$$

The following proposition tells us that Fitting ideals are well defined.
Proposition 4.2.2. Definition 4.2.1 does not depend on the presentation of $M$ nor on the choice of bases for the free modules.

Proof. See [Nor76, Theorem 3.1].

Another important object we can attach to an $R$-module $M$ is the annihilator ideal $\mathrm{Ann}_{R}(M)$. A key property of the Fitting ideals is the following.

Proposition 4.2.3. Let $R$ be a commutative ring and let $M$ be a finitely presented $R$-module. Then

$$
\operatorname{Fitt}_{R}(M) \subseteq \operatorname{Ann}_{R}(M)
$$

Proof. We follow [Nic10, Theorem 4.2]. We consider a free resolution

$$
R^{n} \xrightarrow{h} R^{m} \longrightarrow M \longrightarrow 0 .
$$

The result is trivial if $n<m$, so we assume $n \geq m$. Let $C$ be a matrix corresponding to $h$ and let $B$ be an $m \times m$-submatrix of $C$. We need to prove that $\operatorname{det}(B) \in \operatorname{Ann}_{R}(M)$. Let $d_{j i}$ be the determinant of the matrix obtained by removing the $j$-th row and $i$-th column from $B$ and let

$$
B^{*}=\left((-1)^{i+j} d_{j i}\right)_{1 \leq i, j \leq n}
$$

be the adjugate of $B$, so that $B B^{*}=B^{*} B=\operatorname{det}(B) I$. Then we have the following commutative diagram:

which tells us that multiplication by $\operatorname{det}(B)$ is 0 on $\operatorname{coker}(B)$. Since coker $(B)$ surjects onto $\operatorname{coker}(C) \cong M$, then $\operatorname{det}(B)$ annihilates $M$.

The advantage of Fitting ideals as opposed to annihilators is that they can be computed more easily. For instance we have the following.
Proposition 4.2.4. Let $R$ be a commutative ring and let $M_{1}, M_{2}$ and $M_{3}$ be finitely presented $R$-modules. Then we have the following:
(i) if there exists a surjection $M_{1} \rightarrow M_{2}$ then $\operatorname{Fitt}_{R}\left(M_{1}\right) \subseteq \operatorname{Fitt}_{R}\left(M_{2}\right)$;
(ii) if $M_{2} \cong M_{1} \oplus M_{3}$ then

$$
\operatorname{Fitt}_{R}\left(M_{1}\right) \cdot \operatorname{Fitt}_{R}\left(M_{3}\right)=\operatorname{Fitt}_{R}\left(M_{2}\right) ;
$$

(iii) if $M_{1} \rightarrow M_{2} \rightarrow M_{3} \rightarrow 0$ is an exact sequence then

$$
\operatorname{Fitt}_{R}\left(M_{1}\right) \cdot \operatorname{Fitt}_{R}\left(M_{3}\right) \subseteq \operatorname{Fitt}_{R}\left(M_{2}\right)
$$

The proofs are quite straightforward, see [Nic20, Lemma 1.8] for a sketch.
Definition 4.2.5. Let $R$ be a (not necessarily commutative) ring and let $M$ be a finitely presented $R$-module. If $M$ admits a presentation

$$
R^{n} \longrightarrow R^{n} \longrightarrow M \longrightarrow 0
$$

for some $n \geq 1$, we will say that $M$ has quadratic presentation.
Remark 4.2.6. If $R$ is a commutative ring and $M$ is an $R$-module with quadratic presentation, then $\operatorname{Fitt}_{R}(M)$ is principal generated by the determinant of the matrix corresponding to $R^{n} \rightarrow R^{n}$.

### 4.2.2 Non-commutative Fitting ideals: the case of matrix rings over commutative orders

We follow [JN13, §2]. Note that some of the results we cite refer to a more general notion of Fitting invariants. See [JN13, Proposition 3.4] and [JN13, (3.5)] for the equivalence between the various definitions.

We start by recalling Morita equivalence. The theory is explained in [Lam99, §17B], [Rei03, Chapter 4] and [CR81, §3D], and we only present the specific special case of matrix rings over commutative rings.

Notation 4.2.7. Let $n \geq 1$ be a natural number. For every $1 \leq i, j \leq n$ we will denote by $e_{i j}$ the matrix with 1 in position $(i, j)$ and 0 otherwise.
Remark 4.2.8. Let $n \geq 1$ be an integer, let $\Gamma$ be a commutative ring and let $M$ be a $M_{n \times n}(\Gamma)$-module. We can easily show that $e_{i i} M \cong e_{j j} M$ as $\Gamma$-modules for every $1 \leq i, j \leq n$ (see [JN13, Lemma 2.1]).
Theorem 4.2.9. Let $\Gamma$ be a commutative ring, let $n \in \mathbb{N}$ and let $\Lambda=M_{n \times n}(\Gamma)$. Let $e_{11} \in \Lambda$ be as in Notation 4.2.7. Let $\Gamma_{\Gamma} \mathfrak{M}$ and ${ }_{\Lambda} \mathfrak{M}$ be the categories of left $\Gamma$-modules and left $\Lambda$-modules, respectively. Then for every $1 \leq i \leq n$ the following are mutually inverse category equivalences:

$$
\begin{aligned}
\mathcal{F}: \Lambda_{\Lambda} \mathfrak{M} & \longrightarrow{ }_{\Gamma} \mathfrak{M} \\
M & \longmapsto e_{i i} \Lambda \otimes_{\Lambda} M
\end{aligned}
$$

and

$$
\begin{aligned}
\mathcal{G}:{ }_{\Gamma} \mathfrak{M} & \longrightarrow \Lambda \mathfrak{M} \\
N & \longmapsto e_{i i} \otimes_{\Gamma} N .
\end{aligned}
$$

Proof. See for instance [Lam99, Theorem (17.20)].
Remark 4.2.10. The equivalences in Theorem 4.2.9 restrict to the full subcatergories of, for example, projective, injective or finitely generated modules, but not to free modules. In general $\mathcal{F}$ and $\mathcal{G}$ preserve all the possible 'categorical properties' of $\Lambda$ - and $\Gamma$-modules (see [Lam99, Remarks (17.3)]).
Motivated by the explicit Morita equivalence in Theorem 4.2.9, we provide the following definition of non-commutative Fitting ideals, introduced in [JN13].
Definition 4.2.11. Let $\Gamma$ be a commutative ring, let $n \in \mathbb{N}$ and let $\Lambda=M_{n \times n}(\Gamma)$. Let $M$ be a finitely presented $\Lambda$-module. We define

$$
\operatorname{Fitt}_{\Lambda}(M)=\operatorname{Fitt}_{\Gamma}\left(e_{11} M\right)
$$

Note that Definition 4.2.11 recovers Definition 4.2.1 when $n=1$. Also note that $\Gamma$ is the centre of $\Lambda$.

Remark 4.2.12. By Remark 4.2.8, we have an isomorphism $\operatorname{Fitt}_{\Gamma}\left(e_{11} M\right) \cong \operatorname{Fitt}_{\Gamma}\left(e_{i i} M\right)$ for every $1 \leq i \leq n$.
Similarly to Proposition 4.2.3, we have the following (see [JN13, Theorem 2.2(ii)]).
Proposition 4.2.13. Let $\Gamma$ be a commutative ring, let $n \in \mathbb{N}$ and let $\Lambda=M_{n \times n}(\Gamma)$. Let $M$ be a finitely presented $\Lambda$-module. Then

$$
\operatorname{Fitt}_{\Lambda}(M) \subseteq \operatorname{Ann}_{\Lambda}(M)
$$

Sketch of a proof. By Remark 4.2.12, we have that $\operatorname{Fitt}_{\Lambda}(M)=\operatorname{Fitt}_{\Gamma}\left(e_{i i} M\right)$ for every i. We have that $e_{11}+\cdots+e_{n n}$ is the identity matrix and $e_{i i} M \cap e_{j j} M=0$ for every $i \neq j$, so that

$$
M \cong e_{11} M \oplus \cdots \oplus e_{n n} M
$$

By Proposition 4.2.3 we have $\operatorname{Fitt}_{\Lambda}(M)=\operatorname{Fitt}_{\Gamma}\left(e_{i i} M\right) \subseteq \operatorname{Ann}_{\Gamma}\left(e_{i i} M\right)$ for every $i$, which implies our statement.

Remark 4.2.14. Note that $\operatorname{Ann}_{\Lambda}(M)=M_{n \times n}\left(\operatorname{Ann}_{\Gamma}(M)\right)$.
Also in this general setting we have that $\operatorname{Fitt}_{\Lambda}(M)$ is an easily computable algebraic object. Indeed we have the following (see [JN13, Theorem 2.2]).

Proposition 4.2.15. Let $\Gamma$ be a commutative ring, let $n \in \mathbb{N}$ and let $\Lambda=M_{n \times n}(\Gamma)$. Let $M_{1}, M_{2}, M_{3}$ be finitely presented $\Lambda$-modules. Then we have the following:
(i) if there exists a surjection $M_{1} \rightarrow M_{2}$ then $\operatorname{Fitt}_{R}\left(M_{1}\right) \subseteq \operatorname{Fitt}_{R}\left(M_{2}\right)$;
(ii) if $M_{2} \cong M_{1} \oplus M_{3}$ then

$$
\operatorname{Fitt}_{R}\left(M_{1}\right) \cdot \operatorname{Fitt}_{R}\left(M_{3}\right)=\operatorname{Fitt}_{R}\left(M_{2}\right) ;
$$

(iii) if $M_{1} \rightarrow M_{2} \rightarrow M_{3} \rightarrow 0$ is an exact sequence then

$$
\operatorname{Fitt}_{R}\left(M_{1}\right) \cdot \operatorname{Fitt}_{R}\left(M_{3}\right) \subseteq \operatorname{Fitt}_{R}\left(M_{2}\right) ;
$$

(iv) we have $\operatorname{Fitt}_{\Gamma}(M)=\operatorname{Fitt}_{\Lambda}(M)^{n}$.

Remark 4.2.16. If $M$ has a quadratic presentation as a $\Lambda$-module, then it is straightforward to verify that $e_{11} M$ has a quadratic presentation as a $\Gamma$-module (we can see it via Morita equivalence, see Theorem 4.2.9). Hence in this case $\operatorname{Fitt}_{\Lambda}(M)$ is a principal $R$-ideal.

Definition 4.2.17. Let $\Lambda$ be a finite product $\prod_{i} M_{n_{i} \times n_{i}}\left(\Gamma_{i}\right)$, where $\Gamma_{i}$ is a commutative ring for every $i$. Let $e_{i}$ be the idempotent corresponding to $M_{n_{i} \times n_{i}}\left(\Gamma_{i}\right)$. Let $M$ be a finitely presented $\Lambda$-module. Then we define $\operatorname{Fitt}_{\Lambda}(M)=\bigoplus_{i} \operatorname{Fitt}_{\Lambda_{i}}\left(e_{i} M\right)$, as an ideal of $\prod_{i} \Gamma_{i}$.
We have the following important result (see [DJ83, Corollary on page 390] and [JN13, Proposition 4.4]).

Theorem 4.2.18. Let $R$ be a complete discrete valuation ring with residue characteristic $p>0$ and let $G$ be a finite group such that $p \nmid\left|G^{\prime}\right|$, where $G^{\prime}$ denotes the commutator subgroup of $G$. Then $R[G]$ is a product of matrix rings over commutative $R$-orders.

Lemma 4.2.19. Let $\Lambda$ be a finite product of matrix rings over commutative rings and let $e \in \Lambda$ be a central idempotent. Then e $\Lambda$ is a finite product of matrix rings over commutative rings.

Proof. Let $\Lambda=\prod_{i} M_{n_{i} \times n_{i}}\left(\Gamma_{i}\right)$. Since $e$ is central, we can write $e=\prod_{i} e_{i}$ where $e_{i} \in \Gamma_{i}$ is a central idempotent. Then for every $i$ we have $e_{i} M_{n_{i} \times n_{i}}\left(\Gamma_{i}\right)=M_{n_{i} \times n_{i}}\left(e_{i} \Gamma_{i}\right)$. Since $e_{i} \Gamma_{i}$ is a commutative ring then this implies the statement.

Remark 4.2.20. From the proof of Lemma 4.2.19, if $R$ is a Dedekind domain and $\Lambda$ is a finite product of matrix rings over commutative $R$-orders, then so is $e \Lambda$.

### 4.3 An introduction to algebraic $K$-theory

For a good account of algebraic $K$-theory see [CR87, Chapter 5] and [Bre04, §2].
Let $R$ be a noetherian integral domain of characteristic 0 with field of fractions $F$. Let $A$ be a finite-dimensional semisimple $F$-algebra and let $\Lambda$ be an $R$-order in $A$. We denote by $K_{0}(\Lambda)$ the Grothendieck group of the category of finitely generated projective (left) $\Lambda$-modules, that is, the abelian group generated by the expressions $[M]$ for each isomorphism class $(M)$ of finitely generated projective $\Lambda$-modules, modulo the subgroup generated by $\left[M \oplus M^{\prime}\right]-[M]-\left[M^{\prime}\right]$ for all $M, M^{\prime}$.

More generally, the Grothendieck group $K_{0}(\mathcal{C})$ of an abelian category $\mathcal{C}$ is the abelian group generated by the objects of $\mathcal{C}$ modulo the relations coming from short exact sequences (indeed, note that short exact sequences of projective modules split, so that in the definition above direct sums suffice).

We now consider the collection of all ordered pairs $(M, \mu)$, where $M$ is a finitely generated projective $\Lambda$-module and $\mu \in \operatorname{Aut}_{\Lambda}(M)$. A morphism $f:(M, \mu) \rightarrow(N, \nu)$ is an element $f \in \operatorname{Hom}_{\Lambda}(M, N)$ for which

commutes. We define

$$
\begin{equation*}
0 \longrightarrow(L, \lambda) \xrightarrow{f}(M, \mu) \xrightarrow{g}(N, \nu) \longrightarrow 0 \tag{4.3.1}
\end{equation*}
$$

to be a short exact sequence if $f$ and $g$ are morphisms such that

$$
0 \longrightarrow L \xrightarrow{f} M \xrightarrow{g} N \longrightarrow 0
$$

is exact. It follows that $f:(M, \mu) \rightarrow(N, \nu)$ is an isomorphism if $f: M \cong N$. We define the Whitehead group $K_{1}(\Lambda)$ to be the abelian group generated by all isomorphism classes of pairs $(M, \mu)$, denoted by $[M, \mu]$, modulo $[M, \mu]-[L, \lambda]-[N, \nu]$ whenever we have a short exact sequence as in (4.3.1) and modulo $\left[M, \mu \mu^{\prime}\right]-[M, \mu]-\left[M, \mu^{\prime}\right]$ for every $\mu, \mu^{\prime} \in \operatorname{Aut}_{\Lambda}(M)$. Alternatively, let $\mathrm{GL}(\Lambda)$ be the general linear group $\underset{\longrightarrow}{\lim } \mathrm{GL}_{n}(\Lambda)$, where the direct limit is constructed from the maps

$$
\begin{aligned}
\operatorname{GL}_{n}(\Lambda) & \longrightarrow \operatorname{GL}_{n+1}(\Lambda) \\
X & \longmapsto\left(\begin{array}{cc}
X & 0 \\
0 & 1
\end{array}\right) ;
\end{aligned}
$$

then we can verify that $K_{1}(\Lambda)=\mathrm{GL}(\Lambda) / \mathrm{GL}^{\prime}(\Lambda)$, where $\mathrm{GL}^{\prime}(\Lambda)$ is the commutator subgroup of GL( $\Lambda$ ) (see [CR81, Theorem (40.6)]).

Let $K / F$ be a field extension. Let us consider the classes $(M, g, N)$, where $M$ and $N$ are finitely generated projective $\Lambda$-modules and

$$
g: K \otimes_{R} M \longrightarrow K \otimes_{R} N
$$

is an isomorphism of $K \otimes_{F} A$-modules. A morphism $(M, g, N) \rightarrow\left(M^{\prime}, g^{\prime}, N^{\prime}\right)$ is a pair of morphisms $\mu: M \rightarrow M^{\prime}$ and $\nu: N \rightarrow N^{\prime}$ such that $g^{\prime} \circ\left(\mathrm{id}_{K \otimes_{F} A} \otimes_{R} \mu\right)=\left(\mathrm{id}_{K \otimes_{F} A} \otimes_{R} \nu\right) \circ g$; it will be an isomorphism if both $\mu$ and $\nu$ are isomorphisms. In a similar way to (4.3.1), we can define exact sequences. We define $K_{0}(\Lambda, K)$ to be the abelian group generated by the isomorphism classes $[M, g, N]$ modulo the expressions coming from short exact sequences as above and modulo the expressions $[M, h g, P]-[M, g, N]-[N, h, P]$.
Let $A^{\prime}$ be another finite-dimensional semisimple $F$-algebra and let $\Lambda^{\prime}$ be an $R$-order in $A^{\prime}$. Suppose we have a ring homomorphism $\varphi: \Lambda \rightarrow \Lambda^{\prime}$. Then the tensor product $\Lambda^{\prime} \otimes_{\Lambda}$. induces a map $\varphi_{*}$ from $K_{0}(\Lambda)$ to $K_{0}\left(\Lambda^{\prime}\right)$, from $K_{1}(\Lambda)$ to $K_{1}\left(\Lambda^{\prime}\right)$ and from $K_{0}(\Lambda, K)$ to $K_{0}\left(\Lambda^{\prime}, K\right)$. If $\Lambda^{\prime}$ is projective as a $\Lambda$-module, then we also obtain a map $\varphi^{*}$ in the opposite direction by restriction of scalars.
Analogously, the inclusion $\Lambda \hookrightarrow K \otimes_{F} A$ induces a map between the Grothendieck groups and between the Whitehead groups.
By [Swa68, Chapter 15], we have the following long exact sequence between the $K$ groups (we omit the definition of $\delta$ ):

$$
\begin{equation*}
K_{1}(\Lambda) \longrightarrow K_{1}\left(K \otimes_{F} A\right) \xrightarrow{\delta} K_{0}(\Lambda, K) \longrightarrow K_{0}(\Lambda) \longrightarrow K_{0}\left(K \otimes_{F} A\right) . \tag{4.3.2}
\end{equation*}
$$

Remark 4.3.1. Let $A^{\prime}$ be another finite-dimensional semisimple $F$-algebra and let $\Lambda^{\prime}$ be an $R$-order in $A^{\prime}$. Let $\varphi: \Lambda \rightarrow \Lambda^{\prime}$ be a ring homomorphism. Suppose that $\Lambda^{\prime}$ is projective over $\Lambda$ (otherwise ignore the first row in the following diagram). Then we can define $K \otimes_{R} \varphi: K \otimes_{R} A \rightarrow K \otimes_{R} A^{\prime}$. We have that the following diagram is commutative (see [Bre04, §2.1.5]):


We conclude the subsection with the following result (see [Nic10, §1.0.1] or [CR87, end of $\S 40 \mathrm{~B}]$ ).

Proposition 4.3.2. The relative $K$-group $K_{0}(\Lambda, F)$ is isomorphic to the Grothendieck group of the category of finitely generated $R$-torsion $\Lambda$-modules of finite projective dimension over $\Lambda$.

### 4.3.1 Reduced norms

We follow [CR81, $\S 7 \mathrm{D}]$. Let $F$ be a field and let $A$ be a separable $F$-algebra. Let $E$ be a splitting field for $A$ over $F$ (see [CR81, §7B]) and let $h$ be an isomorphism

$$
h: E \otimes_{F} A \cong \prod_{i} M_{n_{i} \times n_{i}}(E) .
$$

For every $a \in A$, we write $h(1 \otimes a)=\prod_{i} a_{i}$, where $a_{i} \in M_{n_{i} \times n_{i}}(E)$ for every $i$. Let $p_{i}$ be the characteristic polynomial of the matrix $a_{i}$ and let $\operatorname{rch}_{A / F}=\prod_{i} p_{i}$ be the reduced characteristic polynomial of $a$, which is independent of $E$ and $h$ and has coefficients in $F$.

Definition 4.3.3. In the above setting, we define the reduced norm $\mathrm{nr}_{A / F}$ as the constant term of $\operatorname{rch}_{A / F}$ times $(-1)^{m}$, where $m$ is the degree of $\mathrm{rch}_{A / F}$.

Notation 4.3.4. Let $R$ be a ring. We denote by $\zeta(R)$ the centre of $R$.
If $A$ is a simple algebra, we define $\mathrm{nr}_{A}=\mathrm{nr}_{A / \zeta(A)}$. If more generally $A=\prod_{i} A_{i}$ for certain simple algebras $A_{i}$, then we define

$$
\mathrm{nr}_{A}=\prod_{i} \mathrm{nr}_{A_{i} / \zeta\left(A_{i}\right)}: A \longrightarrow \zeta(A)=\prod_{i} \zeta\left(A_{i}\right)
$$

We have the following.
Theorem 4.3.5. [CR81, Theorem (7.45)] Let $F$ be the quotient field of a complete discrete valuation ring and let $A$ be a separable $F$-algebra. Then $\operatorname{nr}\left(A^{\times}\right)=\zeta(A)^{\times}$.

We can extend the reduced norm to the Whitehead group. We note that, if $X \in$ $\operatorname{GL}_{n}(A)$, then

$$
\mathrm{nr}_{A}\left(\begin{array}{cc}
X & 0 \\
0 & 1
\end{array}\right)=\mathrm{nr}_{A}(X)
$$

so that $\mathrm{nr}_{A}$ is defined on $\mathrm{GL}(A)$. Since $\mathrm{nr}_{A}\left(\mathrm{GL}^{\prime}(A)\right)=1$, then $\mathrm{nr}_{A}$ is well defined on $K_{1}(A)$ (note that we can define the Whitehead group in this generality).

Theorem 4.3.6. [CR87, Theorem (45.3)] Let $F$ be the quotient field of a complete discrete valuation ring and let $A$ be a separable $F$-algebra. Then $\mathrm{nr}_{A}$ induces an isomorphism

$$
\mathrm{nr}_{A}: K_{1}(A) \cong \zeta(A)^{\times}
$$

Lemma 4.3.7. Let $R$ be a complete discrete valuation ring with field of fractions $F$, let $A$ be a separable $F$-algebra. Let $\Lambda$ be an $R$-order in $A$ which is a finite product of matrix rings over commutative $R$-orders. Then $\mathrm{nr}_{A}\left(K_{1}(\Lambda)\right)=\mathrm{nr}_{A}\left(\Lambda^{\times}\right)=\zeta(\Lambda)^{\times}$.

Sketch of a proof. We can suppose we are working on a single component $M_{n \times n}(\Gamma)$, with $\Gamma$ commutative. Then the reduced norm is simply the determinant, which is clearly surjective onto $\Gamma$.

Remark 4.3.8. Let $F$ and $K$ be fields of characteristic zero and let $G$ be a finite group. If $\iota: F \hookrightarrow K$ is an injection of fields, then this easily extends to an injection $F[G] \hookrightarrow K[G]$, which restricts to an injection $\zeta(F[G])^{\times} \hookrightarrow \zeta(K[G])^{\times}$, still denoted by $\iota$. Then the following diagram is commutative:


Note that in particular $\iota_{*}$ is injective if $F$ and $K$ are quotient fields of complete discrete valuation rings.

### 4.4 General functoriality

We recall the following definition (see also Definition 2.6.13) for the convenience of the reader.

Definition 4.4.1. Let $R$ be a Dedekind domain with field of fractions $F$ and let $\Lambda$ be a finitely generated $R$-order in the $F$-algebra $A$. We will say that $\Lambda$ is a clean order if every projective $\Lambda$-lattice that spans a free $A$-module is free.

We recall the following property.
Proposition 4.4.2. [Rog'70, IX Theorem 1.2] $\Lambda$ is a clean $R$-order if and only if $\widehat{\Lambda_{P}}$ is a clean $\widehat{R_{P}}$-order for every prime ideal $P$ of $R$, where $\widehat{{ }_{P}}$ denotes the completion at $P$.

Theorem 4.4.3 (Hattori). Suppose $R$ is a discrete valuation ring with finite residue field. Then commutative $R$-orders in finite-dimensional semisimple $F$-algebras are clean.

Proof. See [Hat65] or [Rog70, IX Corollary 1.5].
The following is known as Swan's Theorem.
Theorem 4.4.4. Let $R$ be a discrete valuation ring and let $G$ be a finite group. Then $R[G]$ is clean.

Proof. See [CR81, Theorem (32.1)].
Remark 4.4.5. If $\Lambda$ is a clean order, we can easily verify that the map $K_{0}(\Lambda) \rightarrow K_{0}(A)$ is an injection.

Remark 4.4.6. By Remark 4.4.5 and (4.3.2), if $\Lambda$ is clean then $\delta: K_{1}(A) \rightarrow K_{0}(\Lambda, F)$ is surjective.

Now let $R$ be a complete discrete valuation ring with residue characteristic $p>0$ and finite residue field and let $G$ be a finite group such that $p \nmid\left|G^{\prime}\right|$. Suppose that $F$ has characteristic 0 . Let $e \in R[G]$ be a central idempotent, let $\Lambda=e R[G]$ and let $A=$ $e F[G]$. Let $H=G_{1} / G_{2}$ be a subquotient of $G$ such that $e \in R\left[G_{1}\right]$. Let $\Lambda_{G_{1}}=e R\left[G_{1}\right]$ and let $A_{G_{1}}=e F\left[G_{1}\right]$. Let $A_{H}=e F[H]=e F\left[G_{1} / G_{2}\right]$ and let $\Lambda_{H}=e R\left[G_{1} / G_{2}\right]$ be the image of $\Lambda_{G_{1}}$ in $A_{H}$.
Lemma 4.4.7. Under the above hypotheses, $\Lambda$ is a clean order.
Proof. By Theorem 4.2.18 and Lemma 4.2.19, $\Lambda$ is a finite product of matrix rings over commutative $R$-orders. Hence we can assume $\Lambda=M_{n \times n}(\Gamma)$, where $\Gamma$ is a commutative $R$-order. By Theorem 4.2 .9 we know that multiplication by $e_{11}$ induces a Morita equivalence between the categories of $\Lambda$-modules and $\Gamma$-modules. Let $M$ be a $\Lambda$-lattice such that $F M \cong A^{m} \cong M_{n \times n}(B)^{m}$, where $B=F \Gamma$. Then $F e_{11} M \cong e_{11} M_{n \times n}(B)^{m} \cong B^{n m}$.

Since $\Gamma$ is commutative, hence clean by Theorem 4.4.3, we conclude that $e_{11} M \cong \Gamma^{n m}$. By Morita equivalence we can finally conclude that $M \cong \Lambda^{m}$.

Lemma 4.4.8. We have that $\Lambda$ is free over $\Lambda_{G_{1}}$.
Proof. Let $g_{1}, \ldots, g_{r}$ be a set of representatives of the right quotient $G_{1} \backslash G$. Since $e \in R\left[G_{1}\right]$, we can easily check that these form a basis for $e F[G]$ as an $e F\left[G_{1}\right]$-module. Since $\Lambda_{G_{1}}$ is a clean order by Lemma 4.4.7, we deduce that $\Lambda$ is free over $\Lambda_{G_{1}}$.

Lemma 4.4.9. In the above notation and setting, let $M$ be a $\Lambda$-module with quadratic presentation. Let $M_{G_{1}}$ be the $\Lambda_{G_{1}}$ module obtained from $M$ by restriction of scalars and let $M_{H}$ be the $\Lambda_{H}$-module $e_{G_{2}} M$. Then $M_{H}$, as a $\Lambda_{H}$-module, has a quadratic presentation.

Proof. Let $H=G_{1} / G_{2}$ and let

$$
\Lambda^{n} \longrightarrow \Lambda^{n} \longrightarrow M \longrightarrow 0
$$

be a quadratic presentation. Then the above exact sequence of $\Lambda$-modules is also an exact sequence of $\Lambda_{G_{1}}$-modules (as $\Lambda_{G_{1}} \subseteq \Lambda$ ). By Lemma 4.4.8 we obtain a presentation of $\Lambda_{G_{1}}$-modules as follows:

$$
\Lambda_{G_{1}}^{r n} \longrightarrow \Lambda_{G_{1}}^{r n} \longrightarrow M_{G_{1}} \longrightarrow 0
$$

for a certain $r \geq 1$. Multiplying the above with $e_{G_{2}}$, we obtain the exact sequence

$$
\Lambda_{H}^{r n} \longrightarrow \Lambda_{H}^{r n} \longrightarrow M_{H} \longrightarrow 0
$$

As in $\S 4.3$, composition of quotient with restriction induces the following maps:

$$
\begin{aligned}
\Lambda \mathfrak{M} & \longrightarrow \Lambda_{H} \mathfrak{M} \\
K_{0}(\Lambda) & \longrightarrow K_{0}\left(\Lambda_{H}\right) \\
K_{1}(\Lambda) & \longrightarrow K_{1}\left(\Lambda_{H}\right) \\
K_{0}(\Lambda, K) & \longrightarrow K_{0}\left(\Lambda_{H}, K\right) \\
A_{M} & \longrightarrow A_{H} \mathfrak{M} \\
K_{0}(A) & \longrightarrow K_{0}\left(A_{H}\right) \\
K_{1}(A) & \longrightarrow K_{1}\left(A_{H}\right) .
\end{aligned}
$$

We will denote all these maps by $f_{H}$.
Remark 4.4.10. If we further assume that $G_{2}$ is normal in $G$, then we could instead apply the quotient before the restriction, and the map would be the same as $f_{H}$. In fact, if $M$ is a $\Lambda$-module, then $f_{H}(M)=e_{G_{2}} M$, which is the same module with the same module structure as when we swap the operations. From this, we see that the same principle holds for $K$-groups as well (and the same over the field $F$ ).

### 4.5 Fitting ideals and $K$-theory

We start by stating the following result.
Lemma 4.5.1. [Nic10, p. 2764] Let $R$ be a complete discrete valuation ring with field of fractions $F$. Suppose $F$ has characteristic 0 and $R$ has finite residue field, with characteristic $p>0$. Let $A$ be a finitely generated semisimple $F$-algebra. Let $\Lambda$ be an $R$-order in $A$ which is the finite product of matrix rings over commutative $R$-orders. Let $M$ be a quadratically presented $R$-torsion $\Lambda$-module. Let $x \in K_{1}(A)$ be such that $\delta(x)=[M] \in K_{0}(\Lambda, F)$ (see Remark 4.4.6, where $[M]$ is an element of $K_{0}(\Lambda, F)$ as in Proposition 4.3.2). Then $\operatorname{Fitt}_{\Lambda}(M)=\left\langle\mathrm{nr}_{A}(x)\right\rangle_{\zeta(\Lambda)}$.

Proof. Let

$$
\Lambda^{n} \xrightarrow{h} \Lambda^{n} \longrightarrow M \longrightarrow 0 .
$$

be a quadratic presentation. Then $F \otimes_{R} h$ can be seen as an element of $\mathrm{GL}_{n}(A)$, hence of $K_{1}(A)$. Since $\left(F \otimes_{R} h\right)\left(\Lambda^{n}\right) \subseteq \Lambda^{n}$, by [CR87, p. 68] and the fact that $M \cong \Lambda^{n} / h\left(\Lambda^{n}\right)$ we have that $\delta\left(F \otimes_{R} h\right)=[M]$. At the same time, $\operatorname{Fitt}_{\Lambda}(M)$ is generated by $\operatorname{nr}\left(F \otimes_{R} h\right)$ by [JN13, Proposition 3.4].

Note that the hypotheses of Lemma 4.5.1 imply that $\Lambda$ is a clean order, with the same proof as Lemma 4.4.7.

Proposition 4.5.2. Assume the hypotheses of Lemma 4.5.1. Let $\theta \in \zeta(A)^{\times}$. Then $\theta$ generates $\operatorname{Fitt}_{\Lambda}(M)$ if and only if $[M]-\delta \circ \operatorname{nr}_{A}^{-1}(\theta)=0$ in $K_{0}(\Lambda, F)$.

Proof. We have the following commutative diagram:

where the vertical maps are induced by the reduced norm. Note that $S K_{1}(\Lambda):=$ ker $\left.\mathrm{nr}_{A}\right|_{K_{1}(\Lambda)}$ may not be trivial, but $\mathrm{nr}_{A}$ induces an isomorphism between $\iota\left(K_{1}(\Lambda)\right)$ and $\zeta(\Lambda)^{\times}$by Lemma 4.3.7. Now, since by definition $[M]-\delta(x)=0$, we deduce that

$$
\begin{aligned}
{[M]-\delta \circ \mathrm{nr}_{A}^{-1}(\theta)=0 } & \Leftrightarrow \delta \circ \mathrm{nr}_{A}^{-1}(\theta)=\delta(x) \Leftrightarrow \delta\left(x^{-1} \mathrm{nr}_{A}^{-1}(\theta)\right)=0 \\
& \Leftrightarrow x^{-1} \mathrm{nr}_{A}^{-1}(\theta) \in \iota\left(K_{1}(\Lambda)\right) \Leftrightarrow \mathrm{nr}_{A}(x)^{-1} \theta \in \zeta(\Lambda)^{\times} \\
& \Leftrightarrow \theta \in \zeta(\Lambda)^{\times} \mathrm{nr}_{A}(x) .
\end{aligned}
$$

This is what we wanted to prove as, by Lemma 4.5.1, $\zeta(\Lambda)^{\times} \mathrm{nr}_{A}(x)$ is the set of generators of $\operatorname{Fitt}_{\Lambda}(M)=\zeta(\Lambda) \operatorname{nr}_{A}(x)$.

Notation 4.5.3. Let $R$ be a complete discrete valuation ring with residue characteristic $p>0$ and finite residue field and let $G$ be a finite group such that $p \nmid\left|G^{\prime}\right|$. Suppose that the field of fractions $F$ of $R$ has characteristic 0 . Let $e \in R[G]$ be central idempotent and let $\Lambda=e R[G]$ and $A=e F[G]$. If $\theta \in \zeta(A)^{\times}$and $H$ is a subquotient of $G$, we will identify $f_{H}$ with $\mathrm{nr}_{A_{H}} \circ f_{H} \circ \mathrm{nr}_{A}^{-1}$ and denote $\theta_{H}=f_{H}(\theta)$. Note that $f_{H}: \zeta(A)^{\times} \rightarrow \zeta\left(A_{H}\right)^{\times}$is a homomorphism (since it is so on the $K$-groups).

By Remark 4.3.1 and Proposition 4.5.2, we have the following.
Corollary 4.5.4. In the notation and setting of $\S 4.4$, suppose that there exists a family $\mathcal{H}$ of subquotients such that

$$
f_{\mathcal{H}}:=\prod_{H \in \mathcal{H}} f_{H}: K_{0}(\Lambda, F) \longrightarrow \prod_{H \in \mathcal{H}} K_{0}\left(\Lambda_{H}, F\right)
$$

is injective. Let $\theta \in \zeta(A)^{\times}$. If $\theta_{H}$ generates $\operatorname{Fitt}_{\Lambda_{H}}\left(M_{H}\right)$ for every $H \in \mathcal{H}$, then $\theta$ generates $\operatorname{Fitt}_{\Lambda}(M)$.

Remark 4.5.5. Let $p$ be an odd prime number. Suppose $\Lambda=\mathbb{Z}_{p}[G]$ with $p \nmid\left|G^{\prime}\right|$. Then by [Bur04, Theorem 4.1], [GRW99, Lemma 3(i)] and [GRW99, Proposition 9], as a family $\mathcal{H}$ for Corollary 4.5 .4 we can consider the set of $p$-elementary subquotients of $G$ (a $p$-elementary group is a direct product of a $p$-group and cyclic group of order coprime to $p$ ). If $G$ has a central element $j$ of order 2 and $\Lambda=\mathbb{Z}_{p}[G]_{-}:=\frac{1-j}{2} \mathbb{Z}_{p}[G]$, by the proof of [Nic16, Proposition 6.2] we can consider as $\mathcal{H}$ the family of subquotients which either contain $j$ and are $p$-elementary or are direct products of a $p$-elementary subquotient and the group of order 2 generated by $j$. Since the $p$-Sylow subgroup of $G$ must be abelian, note that in all these cases every $H \in \mathcal{H}$ is abelian.

Notation 4.5.6. Fix a prime number $p$ and a finite group $G$. We will denote by $\operatorname{Irr}(G)$ the set of irreducible $\mathbb{C}_{p}$-characters (which are in 1-to-1 correspondence with the set of irreducible complex characters).
Remark 4.5.7. Let $G$ be a finite group and let $H=G_{1} / G_{2}$ be a subquotient of $G$. We have an explicit description of the restriction map $f_{G_{1}}$, which we will also denote by $\operatorname{res}_{G_{1}}^{G}$ (analogously we will use the expression quot ${ }_{H}^{G_{1}}$ for the quotient). In fact, if we look directly at the groups of units and not at the $K$-groups, we have the following:

$$
\begin{align*}
& \operatorname{res}_{G_{1}}^{G}: \zeta\left(\mathbb{C}_{p}[G]\right)^{\times} \\
& \quad\left(\alpha_{\chi}\right)_{\chi \in \operatorname{Irr}(G)} \longmapsto \zeta\left(\mathbb{C}_{p}\left[G_{1}\right]\right)^{\times}  \tag{4.5.1}\\
& \longmapsto\left(\prod_{\chi \in \operatorname{Irr}(G)} \alpha_{\chi}^{\left\langle\chi, \operatorname{Ind}_{G_{1}}^{G} \psi\right\rangle_{G}}\right)_{\psi \in \operatorname{Irr}\left(G_{1}\right)}=\left(\prod_{\chi \in \operatorname{Irr}(G)} \alpha_{\chi}^{\left\langle\operatorname{Res}_{G_{1}}^{G} \chi, \psi\right\rangle_{G_{1}}}\right)_{\psi \in \operatorname{Irr}\left(G_{1}\right)}
\end{align*}
$$

see for instance [Bre04, Lemma 2.4 and $\S 3.2 .2$ ]; for an introduction to character theory and the notation see $\S 3.5 .1$. Note that if $\operatorname{Ind}_{G_{1}}^{G} \psi$ is irreducible then the $\psi$-component of $\operatorname{res}_{G_{1}}^{G}\left(\left(\alpha_{\chi}\right)_{\chi \in \operatorname{Irr}(G)}\right)$ is $\alpha_{\operatorname{Ind}_{G_{1}} \psi}$. By the commutativity stated in Remark 4.3.1 (with $R=F$ ) together with Remark 4.3.8, we can use (4.5.1) to compute an image $\theta_{H}$ when we work with algebras over smaller fields than $\mathbb{C}_{p}$ (for instance, $\mathbb{Q}_{p}$ ).

If $A=e \mathbb{C}_{p}[G]$ for a given central idempotent $e \in \mathbb{C}_{p}\left[G_{1}\right]$, then the corresponding restriction map $\zeta(A)^{\times} \rightarrow \zeta\left(A_{G_{1}}\right)^{\times}$is compatible with (4.5.1). In fact the following diagram is commutative (see [Bre04, §2.1.5]):


Note that $e$ is the sum of some idempotents associated to characters, and that $(e \cdot)_{*}$ corresponds to the obvious operation $\zeta\left(\mathbb{C}_{p}[G]\right)^{\times} \rightarrow \zeta(A)^{\times}$.
As concerns quot ${ }_{H}^{G_{1}}$, the map is simply the projection into the components corresponding to the characters lifted from $H=G_{1} / G_{2}$, and the same compatibility applies.

Notation 4.5.8. We will denote a generic element of $\zeta\left(\mathbb{C}_{p}[G]\right)^{\times}$as $\sum_{\chi \in \operatorname{Irr}(G)} \alpha_{\chi} e_{\chi}$ or $\left(\alpha_{\chi}\right)_{\chi \in \operatorname{Irr}(G)}$, with $\alpha_{\chi} \in \mathbb{C}^{\times}$, depending on what is convenient.

### 4.6 The case of quadratic presentation

Let $R$ be a complete discrete valuation ring with residue characteristic $p>0$ and finite residue field and let $G$ be a finite group such that $p \nmid\left|G^{\prime}\right|$. Suppose that the field of fractions $F$ of $R$ has characteristic 0 . Let $e \in R[G]$ be a central idempotent and let $\Lambda=e R[G]$ and $A=e F[G]$. Suppose that $F$ has characteristic 0 . Note that, by Lemma 4.2.19 and Remark 4.2.20, $\Lambda$ is a finite product of matrix rings over commutative $R$ orders.

Definition 4.6.1. Let $\mathcal{H}$ be a family of subquotients of $G$. Consider the map

$$
f_{\mathcal{H}}:=\prod_{H \in \mathcal{H}} f_{H}: \zeta(A)^{\times} \longrightarrow \prod_{H \in \mathcal{H}} \zeta\left(A_{H}\right)^{\times} .
$$

We will say that the triple $(\Lambda, G, \mathcal{H})$ is Fitting-detectable if it satisfies the following containment:

$$
\begin{equation*}
f_{\mathcal{H}}^{-1}\left(\prod_{H \in \mathcal{H}}\left(\zeta\left(\Lambda_{H}\right) \cap \zeta\left(A_{H}\right)^{\times}\right)\right) \subseteq \zeta(\Lambda) \cap \zeta(A)^{\times} \tag{4.6.1}
\end{equation*}
$$

Let $p$ be a prime number. We will say that the triple $(p, G, \mathcal{H})$ is Fitting-detectable if $\left(\mathbb{Z}_{p}[G], G, \mathcal{H}\right)$ is Fitting-detectable.
Remark 4.6.2. The injectivity of $f_{\mathcal{H}}$ in Corollary 4.5 . 4 can be written as

$$
f_{\mathcal{H}}^{-1}\left(\prod_{H \in \mathcal{H}}\left(\zeta\left(\Lambda_{H}\right)^{\times}\right)\right) \subseteq \zeta(\Lambda)^{\times}
$$

or, which is the same,

$$
f_{\mathcal{H}}^{-1}\left(\prod_{H \in \mathcal{H}}\left(\zeta\left(\Lambda_{H}\right)^{\times} \cap \zeta\left(A_{H}\right)^{\times}\right)\right) \subseteq \zeta(\Lambda)^{\times} \cap \zeta(A)^{\times}
$$

This is the motivation for the generalisation (4.6.1).
Lemma 4.6.3. Keep the hypotheses of Definition 4.6.1. Let $e \in \Lambda$ be a central idempotent such that $e \in \Lambda_{G_{1}}$ for every $G_{1} / G_{2} \in \mathcal{H}$. If $(\Lambda, G, \mathcal{H})$ is Fitting-detectable, then $(e \Lambda, G, \mathcal{H})$ is Fitting-detectable.

Proof. We need to prove that

$$
f_{\mathcal{H}}^{-1}\left(\prod_{H \in \mathcal{H}}\left(\zeta\left(e \Lambda_{H}\right) \cap \zeta\left(e A_{H}\right)^{\times}\right)\right) \subseteq \zeta(e \Lambda) \cap \zeta(e A)^{\times} .
$$

We recall that the maps are compatible with multiplication by $e$. The conclusion follows by noting that $\zeta(\Lambda) \cap e A=e \zeta(\Lambda)=\zeta(e \Lambda)$ and $\zeta(e A)^{\times}=e \zeta(A)^{\times}$, so that $\zeta(e \Lambda) \cap \zeta(e A)^{\times}=\zeta(\Lambda) \cap e \zeta(A)^{\times}$, and analogously after applying $f_{H}$.

The following is the motivation for this section.
Theorem 4.6.4. Suppose that $(\Lambda, G, \mathcal{H})$ is Fitting-detectable. Let $\theta \in \zeta(A)^{\times}$and let $M$ be a finitely presented $R$-torsion $\Lambda$-module with quadratic presentation. If $\theta_{H} \in$ $\operatorname{Fitt}_{\Lambda_{H}}\left(M_{H}\right)$ for every $H \in \mathcal{H}$, then $\theta \in \operatorname{Fitt}_{\Lambda}(M)$.

Proof. We can write $\theta=z \cdot \mathrm{nr}_{A}(x)$ for some $z \in \zeta(A)^{\times}$, where $\mathrm{nr}_{A}(x)$ is the generator of $\operatorname{Fitt}_{\Lambda}(M)$ as in Lemma 4.5.1. Then for every $H \in \mathcal{H}$ we have $\theta_{H}=z_{H} \cdot \mathrm{nr}_{A_{H}}\left(f_{H}(x)\right)$. Since $\Lambda_{H}$ has a quadratic presentation by Lemma 4.4.9, then by Lemma 4.5.1 $\theta_{H} \in$ $\operatorname{Fitt}_{\Lambda_{H}}\left(M_{H}\right)=\zeta\left(\Lambda_{H}\right) \operatorname{nr}_{A_{H}}\left(f_{H}(x)\right)$, so necessarily $z_{H} \in \zeta\left(\Lambda_{H}\right)$. By the containment (4.6.1) we deduce that $z \in \zeta(\Lambda)$, which is what we wanted to prove.

We will now find infinite families of groups and subquotients with the property of being Fitting-detectable. We will be particularly interested in the situation in which the subquotients are abelian.

### 4.6.1 On Frobenius groups

For the convenience of the reader, we now recall some definitions and results that were already given at the beginning of $\S 3.3 .3$.

Definition 4.6.5. A Frobenius group is a finite group $G$ with a proper non-trivial subgroup $H$, called Frobenius complement, such that $H \cap g H g^{-1}=\{1\}$ for every $g \in G \backslash H$.

We have the following properties. For a full list of references see [JN16, Theorems 2.11\&2.12].

Proposition 4.6.6. Let $G$ be a Frobenius group with complement $H$. Then there exists a normal subgroup $N$ of $G$ such that $G \cong N \rtimes H$ with a fixed-point-free action of $H$ on $N$. Moreover if any group $G$ can be written in this way then it is a Frobenius group.

Proposition 4.6.7. Let $G \cong N \rtimes H$ be a Frobenius group. Then the following hold:
(i) $|N|$ and $|H|$ are coprime;
(ii) every normal subgroup of $G$ either contains or is contained in $N$;
(iii) for every $\chi \in \operatorname{Irr}_{\mathbb{C}}(G)$ such that $N \nsubseteq \operatorname{ker} \chi$ we have $\chi=\operatorname{Ind}_{N}^{G} \psi$, where $\mathbf{1}_{N} \neq \psi \in$ $\operatorname{Irr}_{\mathbb{C}}(N)$; moreover, all characters of $G$ of this type are irreducible.

Example 4.6.8. The groups $S_{3} \cong C_{3} \rtimes C_{2}$ and $A_{4} \cong C_{2}^{2} \rtimes C_{3}$ are examples of Frobenius groups. More generally the affine group $\operatorname{Aff}\left(\ell^{n}\right):=\mathbb{F}_{\ell^{n}} \rtimes \mathbb{F}_{\ell^{n}}^{\times}$of affine transformations of a finite field is a Frobenius group (see [JN16, Example 2.16]). Also groups isomorphic to $C_{\ell} \rtimes C_{q}$, with $\ell$ prime number and $q$ any natural number dividing $\ell-1$ with fixed-pointfree action of $C_{q}$ on $C_{\ell}$, are Frobenius groups. Another class of Frobenius groups are groups of the type $A \rtimes C_{2}$, where $A$ is an abelian group of odd order and the non-trivial
element of $C_{2}$ acts by inversion (for instance dihedral groups of order not divisible by 4).

Remark 4.6.9. Note that if $G=N \rtimes H$ is a Frobenius group then $N \subseteq G^{\prime}$, with equality if and only if $H$ is abelian. Also note that the centre of a Frobenius group $G \cong N \rtimes H$ is trivial: assuming it is not, then there is a central non-trivial element in $g \in N$ by Proposition 4.6.7(ii); this implies that $g H^{-1}=H$, which contradicts the definition of Frobenius group.

Notation 4.6.10. From now on we will denote by $\mathcal{O}_{p}$ the ring of integers of $\mathbb{C}_{p}$, that is, the elements of $\mathbb{C}_{p}$ of non-negative valuation.

Proposition 4.6.11. Let $G \cong N \rtimes H$ be a Frobenius group and let $p$ be a prime such that $p \nmid\left|G^{\prime}\right|$. Let $\mathcal{H}=\{N / 1, G / N\}$. Then $(p, G, \mathcal{H})$ is Fitting-detectable.

Proof. In the proof we will identify the subquotient $N / 1$ with $N$ and $G / N$ with $H$. By Proposition 4.6.7(iii), every character of $G$ is either induced from a nontrivial character of $N$ or is lifted from $G / N \cong H$. We claim that

$$
\left.\left.\begin{array}{rl}
\operatorname{quot}_{H}^{G}: & \zeta\left(\mathbb{C}_{p}[G]\right)^{\times} \\
\left(a_{\rho}\right)_{\rho \in \operatorname{Irr}(G)} \longmapsto \zeta\left(\mathbb{C}_{p}[H]\right)^{\times} \\
\longmapsto\left(a_{\operatorname{Infi}}^{H} \lambda\right.
\end{array}\right)_{\lambda \in \operatorname{Irr}(H)}\right)
$$

and, from (4.5.1),

$$
\begin{align*}
\operatorname{res}_{N}^{G}: & \zeta\left(\mathbb{C}_{p}[G]\right)^{\times} \\
\quad\left(a_{\rho}\right)_{\rho \in \operatorname{Irr}(G)} & \longmapsto\left(\mathbb{C}_{p}[N]\right)^{\times}  \tag{4.6.2}\\
\lambda \in \operatorname{Irr}(H) & \left.a_{\operatorname{Infl}_{H}^{G} \lambda}^{\lambda(1)},\left(a_{\operatorname{Ind}_{N}^{G} \psi}\right)_{\psi \in \operatorname{Irr}(N) \backslash\left\{\mathbf{1}_{N}\right\}}\right),
\end{align*}
$$

where $\prod_{\lambda \in \operatorname{Irr}(H)} a_{\operatorname{Inf} f_{H}^{G} \lambda}^{\lambda(1)}$ is at the position corresponding to $\mathbf{1}_{N}$. In fact, let $\chi \in \operatorname{Irr}(G)$ : if $\chi=\operatorname{Ind}_{N}^{G} \psi$ with $\psi \in \operatorname{Irr}(N) \backslash\left\{\mathbf{1}_{N}\right\}$, then

$$
\left\langle\operatorname{Ind}_{N}^{G} \psi, \operatorname{Ind}_{N}^{G} \mathbf{1}_{N}\right\rangle_{G}=\left\langle\psi, \operatorname{Res}_{N}^{G} \operatorname{Ind}_{N}^{G} \mathbf{1}_{N}\right\rangle_{N}=\langle\psi,| H\left|\mathbf{1}_{N}\right\rangle_{N}=0
$$

(indeed, by [CR81, (10.2)] $\operatorname{Ind}_{N}^{G} \mathbf{1}_{N}(g)$ is $|H|$ if $g \in N$ and 0 otherwise, so that its restriction only has the identity as a component); if $\chi=\operatorname{Infl}_{H}^{G} \lambda$ with $\lambda \in \operatorname{Irr}(H)$, then

$$
\left\langle\operatorname{Inf}_{H}^{G} \lambda, \operatorname{Ind}_{N}^{G} \mathbf{1}_{N}\right\rangle_{G}=\left\langle\operatorname{Res}_{N}^{G} \operatorname{Inf}_{H}^{G} \lambda, \mathbf{1}_{N}\right\rangle_{N}=\left\langle\lambda(1) \mathbf{1}_{N}, \mathbf{1}_{N}\right\rangle_{H}=\lambda(1),
$$

so that the first component of (4.6.2) easily follows from (4.5.1). As for the remaining terms of the image of (4.6.2), it follows from the observation just after (4.5.1), since each $\operatorname{Ind}_{N}^{G} \psi$ is irreducible. Note that these remaining terms appear with multiplicity, since a character of $G$ may be induced by more than one character of $N$.

Let $z=\left(a_{\rho}\right)_{\rho \in \operatorname{Irr}(G)} \in \zeta\left(\mathbb{Q}_{p}[G]\right)^{\times}$. We need to show that if $z_{N}=\operatorname{res}_{N}^{G}(z) \in \mathbb{Z}_{p}[N]$ and $z_{H}=\operatorname{quot}_{H}^{G}(z) \in \mathbb{Z}_{p}[H]$, then $z \in \mathbb{Z}_{p}[G]$. We recall that $\mathcal{O}_{p}$ is the ring of integers of $\mathbb{C}_{p}$; note that $\mathbb{Q}_{p}[G] \cap \mathcal{O}_{p}[G]=\mathbb{Z}_{p}[G]$, so that it suffices to show $z \in \mathcal{O}_{p}[G]$. We will first show that

$$
\sum_{\chi=\operatorname{Ind}_{N}^{G} \lambda: \lambda \in \operatorname{Irr}(N) \backslash\left\{\mathbf{1}_{N}\right\}} a_{\chi} e_{\chi} \in \mathcal{O}_{p}[G] .
$$

By Remark 4.6.9 and the hypothesis $p \nmid\left|G^{\prime}\right|$ we have $|N| \in \mathbb{Z}_{p}^{\times}$. From the expansion $e_{\chi}=|G|^{-1} \chi(1) \sum_{g \in G} \chi(g) g^{-1}$, what we have to prove is that, for every $g \in G$,

$$
\sum_{\chi=\operatorname{Ind}_{N}^{G} \lambda: \lambda \in \operatorname{Irr}(N) \backslash\left\{\mathbf{1}_{N}\right\}} a_{\chi} \lambda(1) \operatorname{Ind}_{N}^{G} \lambda(g) \in \mathcal{O}_{p} .
$$

We are done if we show that $a_{\operatorname{Ind}_{N}^{G} \lambda} \lambda(1) \operatorname{Ind}_{N}^{G} \lambda(g) \in \mathcal{O}_{p}$ for every $\lambda \in \operatorname{Irr}(N) \backslash\left\{\mathbf{1}_{N}\right\}$. By [CR81, (10.2)], since $N$ is normal in $G$, we can assume $g \in N$ (otherwise the expression is 0 ), in which case $\operatorname{Ind}_{N}^{G} \lambda(g)$ is an integral linear combination of elements of the form $\lambda(n)$ with $n \in N$. Hence we are done if we show that $a_{\operatorname{Ind}_{N}^{G} \lambda} \lambda(1) \lambda(n) \in \mathcal{O}_{p}$ for every $n \in N$. We have that $z_{N} \in \mathbb{Z}_{p}[N]$, that is,

$$
\prod_{\lambda \in \operatorname{Irr}(H)} a_{\operatorname{Inf}}^{\lambda(1)}{ }_{H}^{G} \lambda\left(e_{\mathbf{1}_{N}}+\sum_{\lambda \in \operatorname{Irr}(N) \backslash\left\{\mathbf{1}_{N}\right\}} a_{\operatorname{Ind}_{N}^{G} \lambda} e_{\lambda} \in \mathbb{Z}_{p}[N] .\right.
$$

Since $e_{\lambda} \in \mathcal{O}_{p}[G]$ (as $\left.|N| \in \mathbb{Z}_{p}^{\times}\right)$, then for every $\lambda \neq \mathbf{1}_{N}$ we have $z_{N} e_{\lambda}=a_{\operatorname{Ind}_{N \lambda}^{G}} e_{\lambda} \in$ $\mathcal{O}_{p}[G]$. Coefficient by coefficient we deduce that $a_{\operatorname{Ind}_{N}^{G}} \lambda(1) \lambda(n) \in \mathcal{O}_{p}$ for every $n \in N$, which is what we wanted to show.

It now remains to show that

$$
\sum_{\lambda \in \operatorname{Irr}(H)} a_{\operatorname{Inf}_{H}^{G} \lambda} e_{\operatorname{Inf}_{H}^{G} \lambda} \in \mathcal{O}_{p}[G] .
$$

We will prove that $\sum_{\lambda \in \operatorname{Irr}(H)} a_{\operatorname{Inf}_{H}^{G} \lambda} e_{\operatorname{Inf} H_{H}^{G} \lambda}$ is actually in $\mathbb{Z}_{p}[G]$. Note that

$$
e_{\operatorname{Inf}_{H}^{G} \lambda}=\frac{\lambda(1)}{|G|} \sum_{h \in H}\left(\lambda\left(h^{-1}\right) \sum_{n \in N} n h\right)=\frac{1}{|N|} \cdot \frac{\lambda(1)}{|H|} \sum_{h \in H}\left(\lambda\left(h^{-1}\right) \sum_{n \in N} n h\right) .
$$

Since $|N| \in \mathbb{Z}_{p}^{\times}$, coefficient by coefficient we deduce that the relation

$$
\sum_{\lambda \in \operatorname{Irr}(H)} a_{\operatorname{Inff}_{H}^{G} \lambda} e_{\operatorname{Infi}_{H}^{G} \lambda} \in \mathbb{Z}_{p}[G]
$$

is the same as

$$
\left.\sum_{\lambda \in \operatorname{Irr}(H)} a_{\operatorname{Infi}}^{H} \lambda\right]
$$

(since the coefficients of $e_{\operatorname{Inff}_{H} \lambda}$ are invariant modulo $N$ ). This concludes the proof.

### 4.6.2 On direct products

In this part we consider direct products of groups.
Proposition 4.6.12. Let $G=P \times Q$ be a finite group and let $p$ be a prime number such that $p \nmid|Q|$. Suppose that $\mathbb{Q}_{p}$ is a splitting field for $\mathbb{Q}_{p}[Q]$ (e.g. if $Q$ is cyclic of order dividing $p-1$ ). Let $\mathcal{H}^{\prime}$ be a set of subquotients of $P$ such that $\left(p, P, \mathcal{H}^{\prime}\right)$ is Fitting-detectable. Let $\mathcal{H}$ be the set of subquotients $H \times Q$ for every $H \in \mathcal{H}^{\prime}$. Then $(p, G, \mathcal{H})$ is Fitting-detectable.

Proof. Let $z \in \zeta\left(\mathbb{Q}_{p}[G]\right)^{\times}$be such that $z_{H \times Q} \in \mathbb{Z}_{p}[H \times Q]$ for every $H \in \mathcal{H}^{\prime}$. We can write it as

$$
z=\sum_{\substack{\sigma \in \operatorname{Irr}(P) \\ \chi \in \operatorname{Irr}(Q)}} a_{\sigma, \chi} e_{\sigma \chi}
$$

with $a_{\sigma, \chi} \in \mathbb{C}_{p}^{\times}$, where $(\sigma \chi)(a, b)=\sigma(a) \chi(b)$. If $\sigma \in \operatorname{Irr}(P)$, then depending on the situation $e_{\sigma}$ will denote the idempotent corresponding to $\sigma$ either in $\mathbb{Q}_{p}[P]$ or in $\mathbb{Q}_{p}[G]$ via the inclusion $\mathbb{Q}_{p}[P] \hookrightarrow \mathbb{Q}_{p}[G]$, and analogously for $e_{\chi}$ with $\chi \in \operatorname{Irr}(Q)$. Note that $e_{\sigma \chi}=e_{\sigma} e_{\chi}$. Hence

$$
z=\sum_{\chi \in \operatorname{Irr}(Q)}\left(\sum_{\sigma \in \operatorname{Irr}(P)} a_{\sigma, \chi} e_{\sigma}\right) e_{\chi}=\sum_{\chi \in \operatorname{Irr}(Q)} z_{\chi} e_{\chi}
$$

for certain $z_{\chi} \in \zeta\left(\mathbb{C}_{p}[P]\right)^{\times}$. Since $\mathbb{Q}_{p}$ splits $\mathbb{Q}_{p}[Q]$, then for every $\chi$ we have $e_{\chi} \in \mathbb{Q}_{p}[Q]$ and so $z e_{\chi}=z_{\chi} e_{\chi} \in \mathbb{Q}_{p}[G]$. Looking at the coefficient of 1 in $e_{\chi} \in \mathbb{Q}_{p}[Q]$, this implies that $z_{\chi} \in \zeta\left(\mathbb{Q}_{p}[P]\right)^{\times}$.

Since $e_{\chi} \in \mathcal{O}_{p}[Q]$ for every $\chi$, then we just need to show that $z_{\chi} \in \mathcal{O}_{p}[P]$ for every $\chi \in \operatorname{Irr}(Q)$. Now we use (4.5.1) to compute $z_{H \times Q}$ for every $H \in \mathcal{H}^{\prime}$. We note that, if we write $H=P_{1} / P_{2}$, then $\left\langle\sigma \chi, \operatorname{Ind}_{P_{1} \times Q}^{P \times Q}\left(\sigma^{\prime} \chi^{\prime}\right)\right\rangle_{P \times Q}$ is non-trivial only for $\chi^{\prime}=\chi$, in which case

$$
\begin{equation*}
\left\langle\sigma \chi, \operatorname{Ind}_{P_{1} \times Q}^{P \times Q}\left(\sigma^{\prime} \chi\right)\right\rangle_{P \times Q}=\left\langle\sigma, \operatorname{Ind}_{P_{1}}^{P} \sigma^{\prime}\right\rangle_{P} \tag{4.6.3}
\end{equation*}
$$

Combining restriction with quotient, this easily implies that

$$
\begin{equation*}
\mathbb{Z}_{p}[H \times Q] \ni z_{H \times Q}=\sum_{\chi \in \operatorname{Irr}(Q)} z_{\chi, H} e_{\chi} \tag{4.6.4}
\end{equation*}
$$

where $z_{\chi, H}$ is the image of $z_{\chi} \in \mathbb{Q}_{p}[P]$ in $\mathbb{Q}_{p}[H]$. If we fix a certain character $\chi$, then multiplying both sides of (4.6.4) by $e_{\chi} \in \mathcal{O}_{p}[Q]$ we obtain that $z_{\chi, H} e_{\chi} \in \mathcal{O}_{p}[H \times Q]$. Writing down the idempotent $e_{\chi}$ explicitly, looking at the coefficient of 1 this easily implies that $z_{\chi, H} \in \mathcal{O}_{p}[H] \cap \mathbb{Q}_{p}[H]=\mathbb{Z}_{p}[H]$ for every $H \in \mathcal{H}^{\prime}$. Since $\left(p, P, \mathcal{H}^{\prime}\right)$ is Fitting-detectable, we finally conclude that $z_{\chi} \in \mathbb{Z}_{p}[P]$. Therefore $z \in \mathcal{O}_{p}[G] \cap \mathbb{Q}_{p}[G]=$ $\mathbb{Z}_{p}[G]$.

Proposition 4.6.13. Let $P \cong N \rtimes H$ be a Frobenius group such that $p \nmid\left|P^{\prime}\right|$. Let $Q$ be a finite group such that $p \nmid\left|Q^{\prime}\right|$. Let $G=P \times Q$ and $\mathcal{H}=\{(N \times Q) / 1,(P \times Q) /(N \times 1)\}$. Then $(p, G, \mathcal{H})$ is Fitting-detectable.

Proof. We will denote the subquotient $(N \times Q) / 1$ simply by $N \times Q$ and $(P \times Q) /(N \times 1)$ by $H \times Q$. Let $z \in \zeta\left(\mathbb{Q}_{p}[G]\right)^{\times}$be such that $z_{N \times Q} \in \mathbb{Z}_{p}[N \times Q]$ and $z_{H \times Q} \in \mathbb{Z}_{p}[H \times Q]$. We can write

$$
\left.\left.\begin{array}{rl}
z & =\sum_{\varphi=\operatorname{Ind}_{N}^{P} \lambda: \lambda \in \operatorname{Irr}(N) \backslash\left\{\mathbf{1}_{N}\right\}}^{\chi \in \operatorname{Irr}(Q)} \mid \\
a_{\varphi, \chi} e_{\operatorname{Ind}_{N}^{P} \lambda \cdot \chi}+\sum_{\substack{\lambda \in \operatorname{Irr}(H) \\
\chi \in \operatorname{Irr}(Q)}} a_{\operatorname{Inf}_{H}^{P} \lambda, \chi} e_{\operatorname{Inf}_{H}^{P} \lambda \cdot \chi} \\
& =\sum_{\chi \in \operatorname{Irr}(Q)}\left(\sum_{\varphi=\operatorname{Ind}_{N}^{P} \lambda: \lambda \in \operatorname{Irr}(N) \backslash\left\{\mathbf{1}_{N}\right\}} a_{\varphi, \chi} e_{\operatorname{Ind}_{N}^{P} \lambda}\right) e_{\chi}+\sum_{\chi \in \operatorname{Irr}(Q)}\left(\sum_{\lambda \in \operatorname{Irr}(H)} a_{\operatorname{Inf}_{H}^{P} \lambda, \chi} e_{\operatorname{Inf}}^{H} P\right.
\end{array}\right) e_{\chi}\right)
$$

with coefficients in $\mathbb{C}_{p}^{\times}$. Similarly to the proof of Proposition 4.6.12, we have that

$$
z_{H \times Q}=\sum_{\chi \in \operatorname{Irr}(Q)}\left(\sum_{\lambda \in \operatorname{Irr}(H)} a_{\operatorname{Inf}}^{H} P{ }_{H}^{P} e_{\lambda}\right) e_{\chi} \in \mathbb{Z}_{p}[H \times Q] .
$$

This also implies that
as already done in the end of the proof of Proposition 4.6.11. It remains to show that the remaining summand of $z$ is in $\mathbb{Z}_{p}[P \times Q]$. Swapping the two sums, we will show that

$$
\begin{equation*}
\sum_{\varphi=\operatorname{Ind}_{N}^{P} \lambda: \lambda \in \operatorname{Irr}(N) \backslash\left\{\mathbf{1}_{N}\right\}} \sum_{\chi \in \operatorname{Irr}(Q)} a_{\varphi, \chi} e_{\chi} e_{\operatorname{Ind}_{N}^{P} \lambda} \in \mathcal{O}_{p}[P \times Q] . \tag{4.6.5}
\end{equation*}
$$

We can write

$$
z_{N \times Q}=\sum_{\lambda \in \operatorname{Irr}(N)} z_{\lambda} e_{\lambda} \in \mathbb{Z}_{p}[N \times Q],
$$

where by (4.6.2) and (4.6.3) for every $\lambda \in \operatorname{Irr}(N) \backslash\left\{\mathbf{1}_{N}\right\}$ we have $z_{\lambda}=\sum_{\chi \in \operatorname{Irr}(Q)} a_{\operatorname{Ind}_{N}^{P} \lambda, \chi} e_{\chi}$. Since $e_{\lambda} \in \mathcal{O}_{p}[N]$, then for every $\lambda \in \operatorname{Irr}(N) \backslash\left\{\mathbf{1}_{N}\right\}$

$$
z_{N \times Q} e_{\lambda}=\sum_{\chi \in \operatorname{Irr}(Q)} a_{\operatorname{Ind}_{N}^{P} \lambda, \chi} e_{\chi} e_{\lambda} \in \mathcal{O}_{p}[N \times Q] .
$$

This implies that for every $n \in N$ we have

$$
\sum_{\chi \in \operatorname{Irr}(Q)} \lambda(1) \lambda(n) a_{\operatorname{Ind}_{N}^{P} \lambda, \chi} e_{\chi} \in \mathcal{O}_{p}[Q] .
$$

By [CR81, (10.2)] for every $g \in P$ we have that $\operatorname{Ind}_{N}^{P} \lambda(g)$ is an integral combination of elements of the type $\lambda(n)$ with $n \in N$ (in particular, 0 if $g \notin N$ ). We deduce that for every $g \in P$ we have

$$
\sum_{\chi \in \operatorname{Irr}(Q)} \lambda(1) \operatorname{Ind}_{N}^{P} \lambda(g) a_{\operatorname{Ind}_{N}^{P} \lambda, \chi} e_{\chi} \in \mathcal{O}_{p}[Q] .
$$

Summing over the characters of $P$ induced by the non-trivial characters of $N$, this implies (4.6.5).

Proposition 4.6.14. Let $Q$ be a finite group and let $p$ be an odd prime number such that $p \nmid\left|Q^{\prime}\right|$. Let $Q_{8}$ be the quaternionic group of order 8 , let $H_{1} \cong C_{4}$ be a subgroup of $Q_{8}$ of order 4 and let $H_{2} \cong C_{2}^{2}$ be the quotient of $Q_{8}$ of order 4. Let $G=Q_{8} \times Q$ and $\mathcal{H}=\left\{H_{1} \times Q, H_{2} \times Q\right\}$. Then $(p, G, \mathcal{H})$ is Fitting-detectable.

Proof. As already done in previous proofs, we will identify $H_{1} \cong C_{4}$ with $C_{4}$ and $H_{2} \cong C_{2}^{2}$ with $C_{2}^{2}$. We start by providing the character table of $Q_{8}$.

| class | 1 | 2 | 4 A | 4 B | 4 C |
| :---: | :--- | ---: | ---: | ---: | ---: |
| size | 1 | 1 | 2 | 2 | 2 |
| $\sigma_{1}$ | 1 | 1 | 1 | 1 | 1 |
| $\sigma_{2}$ | 1 | 1 | -1 | 1 | -1 |
| $\sigma_{3}$ | 1 | 1 | 1 | -1 | -1 |
| $\sigma_{4}$ | 1 | 1 | -1 | -1 | 1 |
| $\sigma_{5}$ | 2 | -2 | 0 | 0 | 0 |

Here the subgroup $H_{1} \cong C_{4}$ corresponds to $4 A$ in the table and in general we will list by $n A, n B$ etc. the conjugacy classes of groups of order $n$. Let $z \in \zeta\left(\mathbb{Q}_{p}[G]\right)^{\times}$be such that $z_{C_{4} \times Q} \in \mathbb{Z}_{p}\left[C_{4} \times Q\right]$ and $z_{C_{2}^{2} \times Q} \in \mathbb{Z}_{p}\left[C_{2}^{2} \times Q\right]$. We can write

$$
z=\sum_{\substack{\sigma \in \operatorname{Ir}\left(Q_{8}\right) \\ \chi \in \operatorname{Irr}(Q)}} a_{\sigma, \chi} e_{\sigma \chi}
$$

with coefficients in $\mathbb{C}_{p}^{\times}$. The quotient map to $C_{2}^{2} \times Q$ corresponds to the projection into the four linear characters of $Q_{8}$ (times the irreducible complex characters of $Q$ ). Hence as in the proof of Proposition 4.6.13 it remains to prove that

$$
\sum_{\chi \in \operatorname{Irr}(Q)} a_{\sigma_{5}, \chi} e_{\sigma_{5}} e_{\chi} \in \mathbb{Z}_{p}[G] .
$$

Using (4.5.1) we get

$$
z_{C_{4} \times Q}=\sum_{\chi \in \operatorname{Irr}(Q)}\left(a_{\sigma_{1}, \chi} a_{\sigma_{3}, \chi} e_{\rho_{1}}+a_{\sigma_{2}, \chi} a_{\sigma_{4}, \chi} e_{\rho_{2}}+a_{\sigma_{5}, \chi} e_{\rho_{3}}+a_{\sigma_{5}, \chi} e_{\rho_{4}}\right) e_{\chi} \in \mathbb{Z}_{p}\left[C_{4} \times Q\right],
$$

where $\rho_{i}$ denote the irreducible complex characters of $C_{4}$, where we follow the order of the characters as in the following character table.

| class | 1 | 2 | 4 A | 4 B |
| :---: | ---: | ---: | ---: | ---: |
| size | 1 | 1 | 1 | 1 |
| $\rho_{1}$ | 1 | 1 | 1 | 1 |
| $\rho_{2}$ | 1 | 1 | -1 | -1 |
| $\rho_{3}$ | 1 | -1 | $-i$ | $i$ |
| $\rho_{4}$ | 1 | -1 | $i$ | $-i$ |

So

$$
\mathbb{Z}_{p}\left[C_{4} \times Q\right] \ni z_{C_{4} \times Q}\left(e_{\rho_{3}}+e_{\rho_{4}}\right)=\sum_{\chi \in \operatorname{Irr}(Q)} a_{\sigma_{5}, \chi}\left(e_{\rho_{3}}+e_{\rho_{4}}\right) e_{\chi}
$$

Since $e_{\rho_{3}}+e_{\rho_{4}}=e_{\sigma_{5}}$ (via the inclusion $C_{4} \hookrightarrow Q_{8}$ ), we are done.
Proposition 4.6.15. Let $Q$ be a finite group and let $p$ be an odd prime number such that $p \nmid\left|Q^{\prime}\right|$. Let $D_{8}$ be the dihedral group of order 8 , let $H_{1}$ be the cyclic subgroup of order 4 of $D_{8}$ and let $H_{2}$ be the quotient of order 4 . Let $\mathcal{H}$ be the set of $C_{4} \times Q$ and $C_{2}^{2} \times Q$ as subquotients of $G:=D_{8} \times Q$. Then $(p, G, \mathcal{H})$ is Fitting-detectable.

Proof. The following is the character table of $D_{8}$.

| class | 1 | 2 A | 2 B | 2 C | 4 |
| :---: | ---: | ---: | ---: | ---: | ---: |
| size | 1 | 1 | 2 | 2 | 2 |
| $\sigma_{1}$ | 1 | 1 | 1 | 1 | 1 |
| $\sigma_{2}$ | 1 | 1 | -1 | 1 | -1 |
| $\sigma_{3}$ | 1 | 1 | 1 | -1 | -1 |
| $\sigma_{4}$ | 1 | 1 | -1 | -1 | 1 |
| $\sigma_{5}$ | 2 | -2 | 0 | 0 | 0 |

Since the character tables of $D_{8}$ and $Q_{8}$ are the same, the proof is essentially the same as that of Proposition 4.6.14.

### 4.6.3 On $\mathrm{SL}_{2}\left(\mathbb{F}_{3}\right)$ : a group which is not Fitting-detectable with respect to any set of abelian subquotients

We start with the following definition.
Definition 4.6.16. Let $G$ be a finite group. Then $G$ is monomial if every irreducible complex character of $G$ is induced by a linear character.

The class of monomial groups is quite vast; the smallest non-monomial group is $\mathrm{SL}_{2}\left(\mathbb{F}_{3}\right)$, of order 24.

Proposition 4.6.17. Let $G$ be $\mathrm{SL}_{2}\left(\mathbb{F}_{3}\right)$ and let $\mathcal{H}$ be a family of abelian subquotients of $G$. Then $(3, G, \mathcal{H})$ is not Fitting-detectable.

Proof. We need to exhibit an element $z \in \zeta\left(\mathbb{Q}_{3}[G]\right)^{\times} \backslash \mathbb{Z}_{3}[G]$ such that $z_{H} \in \mathbb{Z}_{3}[H]$ for every abelian subquotient $H$ of $G$. We will refer to the following character table of $\mathrm{SL}_{2}\left(\mathbb{F}_{3}\right)$.

| class | 1 | 2 | 3 A | 3 B | 4 | 6 A | 6 B |
| :---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| size | 1 | 1 | 4 | 4 | 6 | 4 | 4 |
| $\rho_{1}$ | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| $\rho_{2}$ | 1 | 1 | $\zeta_{3}^{2}$ | $\zeta_{3}$ | 1 | $\zeta_{3}^{2}$ | $\zeta_{3}$ |
| $\rho_{3}$ | 1 | 1 | $\zeta_{3}$ | $\zeta_{3}^{2}$ | 1 | $\zeta_{3}$ | $\zeta_{3}^{2}$ |
| $\rho_{4}$ | 2 | -2 | -1 | -1 | 0 | 1 | 1 |
| $\rho_{5}$ | 2 | -2 | $\zeta_{6}^{5}$ | $\zeta_{6}$ | 0 | $\zeta_{3}$ | $\zeta_{3}^{2}$ |
| $\rho_{6}$ | 2 | -2 | $\zeta_{6}$ | $\zeta_{6}^{5}$ | 0 | $\zeta_{3}^{2}$ | $\zeta_{3}$ |
| $\rho_{7}$ | 3 | 3 | 0 | 0 | -1 | 0 | 0 |

Note that $|G|=24, G$ is not monomial, has a central element of order 2 and $3 \nmid\left|G^{\prime}\right|=$
$\left|Q_{8}\right|=8$. We recall the following subgroup lattice:


There are 7 irreducible complex characters denoted by $\rho_{1}, \ldots, \rho_{7}$. Let $z \in \zeta\left(\mathbb{C}_{3}[G]\right)^{\times}$be the element corresponding to $(9,9,9,1,27,27,9)$.

First of all we verify that $z \in \mathbb{Q}_{3}[G]$. Note that $e_{\rho_{1}}, e_{\rho_{4}}$ and $e_{\rho_{7}}$ are already in $\mathbb{Q}_{3}[G]$, so may be ignored. It remains to show that $9 e_{\rho_{2}}+9 e_{\rho_{3}}+27 e_{\rho_{5}}+27 e_{\rho_{6}} \in \mathbb{Q}_{3}[G]$. This holds for both $e_{\rho_{2}}+e_{\rho_{3}}$ and $e_{\rho_{5}}+e_{\rho_{6}}$, since $\zeta_{3}+\zeta_{3}^{2}$ and $\zeta_{6}+\zeta_{6}^{5}$ are in $\mathbb{Q}_{3}$ (c.f. the character table).
We also have that $z \notin \mathbb{Z}_{3}[G]$ (although it lies in a maximal order): the coefficient at the identity is

$$
\frac{1}{24} \cdot 9+\frac{1}{24} \cdot 9+\frac{1}{24} \cdot 9+\frac{2}{24}+\frac{2}{24} \cdot 27+\frac{2}{24} \cdot 27+\frac{3}{24} \cdot 9 \notin \mathbb{Z}_{3}
$$

Finally we show that at every abelian subquotient the image of $z$ has integral coefficients. Let $H=G_{1} / G_{2}$. If $G_{1}=G$, then $G_{2}$ can only be $Q_{8}$ with $H \cong C_{3}$. Then

$$
\begin{aligned}
\operatorname{quot}_{H}^{G}:\left(a_{1}, \ldots, a_{7}\right) & \longmapsto\left(a_{1}, a_{2}, a_{3}\right) \\
(9,9,9,1,27,27,9) & \longmapsto(9,9,9) \in \mathbb{Z}_{3}\left[C_{3}\right] .
\end{aligned}
$$

If $G_{1} \cong C_{6}$ then it is sufficient to consider $\operatorname{res}_{G_{1}}^{G}$ (since further quotients would remain integral as well). Under a certain order of the characters of $C_{6}$, we have that

$$
\begin{aligned}
\operatorname{res}_{G_{1}}^{G}:\left(a_{1}, \ldots, a_{7}\right) & \longmapsto\left(a_{1} a_{7}, a_{5} a_{6}, a_{2} a_{7}, a_{4} a_{5}, a_{3} a_{7}, a_{4} a_{6}\right) \\
(9,9,9,1,27,27,9) & \longmapsto(81,729,81,27,81,27) \in \mathbb{Z}_{3}\left[C_{6}\right] .
\end{aligned}
$$

Analogously, if $G_{1} \cong C_{3}$ and $G_{1} \subseteq G_{3} \cong C_{6}$, then under a certain order of the characters we have

$$
\begin{aligned}
\operatorname{res}_{G_{1}}^{G}=\operatorname{res}_{G_{1}}^{G_{3}} \circ \operatorname{res}_{G_{3}}^{G}:\left(a_{1}, \ldots, a_{7}\right) & \longmapsto\left(a_{1} a_{5} a_{6} a_{7}, a_{3} a_{4} a_{6} a_{7}, a_{2} a_{4} a_{5} a_{7}\right) \\
(9,9,9,1,27,27,9) & \longmapsto(59049,2187,2187) \in \mathbb{Z}_{3}\left[C_{3}\right] .
\end{aligned}
$$

If $G_{1} \cong Q_{8}$, then again we consider the case $G_{2}=\{1\}$ (note that this is not an abelian subquotient, but this analysis covers all further subquotients):

$$
\begin{aligned}
\operatorname{res}_{Q_{8}}^{G}:\left(a_{1}, \ldots, a_{7}\right) & \longmapsto\left(a_{1} a_{2} a_{3}, a_{7}, a_{7}, a_{7}, a_{4} a_{5} a_{6}\right) \\
(9,9,9,1,27,27,9) & \longmapsto\left(3^{6}, 9,9,9,3^{6}\right) \in \mathbb{Z}_{3}\left[Q_{8}\right] .
\end{aligned}
$$

Since $\mathbb{Z}_{3}\left[Q_{8}\right]$ is a maximal order and (4.5.1) sends maximal orders to maximal orders, also the restrictions to the subgroups of order 4 or 2 are integral.
We hence proved that $z_{H} \in \mathbb{Z}_{3}[G]$ for every abelian subquotient $H$.

### 4.6.4 A further example of a Fitting-detectable triple: on the group $C_{3} . A_{4}$

The group $C_{3} . A_{4}$ is of order 36 and is labelled as $\operatorname{SmallGroup}(16,3)$. We refer to [Dok18] for its properties and notation. We recall the following subgroup lattice:

where $H:=C_{3} . A_{4} / C_{2}^{2} \cong C_{9}$. By $C_{2} \times C_{6}$ we will denote the corresponding subgroup of $G$.

Proposition 4.6.18. The triple $\left(3, C_{3} . A_{4},\left\{H, C_{2} \times C_{6}\right\}\right)$ is Fitting-detectable.

Proof. We start by providing the character table of $C_{3} \cdot A_{4}$.

| class | 1 | 2 | 3 A | 3 B | 6 A | 6 B | 9 A | 9 B | 9 C | 9 D | 9 E | 9 F |
| :---: | :---: | :---: | :---: | :---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| size | 1 | 3 | 1 | 1 | 3 | 3 | 4 | 4 | 4 | 4 | 4 | 4 |
| $\rho_{1}$ | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| $\rho_{2}$ | 1 | 1 | 1 | 1 | 1 | 1 | $\zeta_{3}^{2}$ | $\zeta_{3}$ | $\zeta_{3}$ | $\zeta_{3}^{2}$ | $\zeta_{3}^{2}$ | $\zeta_{3}$ |
| $\rho_{3}$ | 1 | 1 | 1 | 1 | 1 | 1 | $\zeta_{3}$ | $\zeta_{3}^{2}$ | $\zeta_{3}^{2}$ | $\zeta_{3}$ | $\zeta_{3}$ | $\zeta_{3}^{2}$ |
| $\rho_{4}$ | 1 | 1 | $\zeta_{3}^{2}$ | $\zeta_{3}$ | $\zeta_{3}$ | $\zeta_{3}^{2}$ | $\zeta_{9}$ | $\zeta_{9}^{5}$ | $\zeta_{9}^{2}$ | $\zeta_{9}^{7}$ | $\zeta_{9}^{4}$ | $\zeta_{9}^{8}$ |
| $\rho_{5}$ | 1 | 1 | $\zeta_{3}^{2}$ | $\zeta_{3}$ | $\zeta_{3}$ | $\zeta_{3}^{2}$ | $\zeta_{9}^{7}$ | $\zeta_{9}^{8}$ | $\zeta_{9}^{5}$ | $\zeta_{9}^{4}$ | $\zeta_{9}$ | $\zeta_{9}^{2}$ |
| $\rho_{6}$ | 1 | 1 | $\zeta_{3}$ | $\zeta_{3}^{2}$ | $\zeta_{3}^{2}$ | $\zeta_{3}$ | $\zeta_{9}^{2}$ | $\zeta_{9}$ | $\zeta_{9}^{4}$ | $\zeta_{9}^{5}$ | $\zeta_{9}^{8}$ | $\zeta_{9}^{7}$ |
| $\rho_{7}$ | 1 | 1 | $\zeta_{3}$ | $\zeta_{3}^{2}$ | $\zeta_{3}^{2}$ | $\zeta_{3}$ | $\zeta_{9}^{8}$ | $\zeta_{9}^{4}$ | $\zeta_{9}^{7}$ | $\zeta_{9}^{2}$ | $\zeta_{9}^{5}$ | $\zeta_{9}$ |
| $\rho_{8}$ | 1 | 1 | $\zeta_{3}^{2}$ | $\zeta_{3}$ | $\zeta_{3}$ | $\zeta_{3}^{2}$ | $\zeta_{9}^{4}$ | $\zeta_{9}^{2}$ | $\zeta_{9}^{8}$ | $\zeta_{9}$ | $\zeta_{9}^{7}$ | $\zeta_{9}^{5}$ |
| $\rho_{9}$ | 1 | 1 | $\zeta_{3}$ | $\zeta_{3}^{2}$ | $\zeta_{3}^{2}$ | $\zeta_{3}$ | $\zeta_{9}^{5}$ | $\zeta_{9}^{7}$ | $\zeta_{9}$ | $\zeta_{9}^{8}$ | $\zeta_{9}^{2}$ | $\zeta_{9}^{4}$ |
| $\rho_{10}$ | 3 | -1 | 3 | 3 | -1 | -1 | 0 | 0 | 0 | 0 | 0 | 0 |
| $\rho_{11}$ | 3 | -1 | $\frac{-3+3 \sqrt{-3}}{-2}$ | $\frac{-3-3 \sqrt{-3}}{2}$ | $\zeta_{6}$ | $\zeta_{6}^{5}$ | 0 | 0 | 0 | 0 | 0 | 0 |
| $\rho_{12}$ | 3 | -1 | $\frac{-3-3 \sqrt{-3}}{2}$ | $\frac{-3+3 \sqrt{-3}}{2}$ | $\zeta_{6}^{5}$ | $\zeta_{6}$ | 0 | 0 | 0 | 0 | 0 | 0 |

Let $z \in \zeta\left(\mathbb{Q}_{3}[G]\right)^{\times}$be such that $z_{H} \in \mathbb{Z}_{3}\left[C_{9}\right]$ and $z_{C_{2} \times C_{6}} \in \mathbb{Z}_{3}\left[C_{2} \times C_{6}\right]$. There are 12 characters $\rho_{1}, \ldots, \rho_{12}$, so that $z \in \zeta\left(\mathbb{C}_{3}[G]\right)^{\times}$can be written as $z=\sum_{i=1}^{12} a_{i} e_{\rho_{i}}$ (see the character table). Note that the linear characters $\rho_{1}, \ldots, \rho_{9}$ are exactly the ones lifted from the irreducible complex characters $\sigma_{1}, \ldots, \sigma_{9}$ of $C_{9}$. Since all the denominators of $e_{\rho_{1}}, \ldots, e_{\rho_{9}}, e_{\sigma_{1}}, \ldots, e_{\sigma_{9}}$ have valuation 2 then $z_{H} \in \mathbb{Z}_{3}\left[C_{9}\right]$ implies that $\sum_{i=1}^{9} a_{i} e_{\rho_{i}} \in$ $\mathbb{Z}_{3}\left[C_{9}\right]$. Hence it remains to show that $a_{10} e_{\rho_{10}}+a_{11} e_{\rho_{11}}+a_{12} e_{\rho_{12}} \in \mathbb{Z}_{3}[G]$.

Now we compute $\operatorname{res}_{C_{2} \times C_{6}}^{G}$. We will refer to the following character table of $C_{2} \times C_{6}$.

| class | 1 | 2 A | 2 B | 2 C | 3 A | 3 B | 6 A | 6 B | 6 C | 6 D | 6 E | 6 F |
| :---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| size | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| $\lambda_{1}$ | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| $\lambda_{2}$ | 1 | -1 | 1 | -1 | 1 | 1 | 1 | -1 | -1 | 1 | -1 | -1 |
| $\lambda_{3}$ | 1 | 1 | -1 | -1 | 1 | 1 | -1 | 1 | 1 | -1 | -1 | -1 |
| $\lambda_{4}$ | 1 | -1 | -1 | 1 | 1 | 1 | -1 | -1 | -1 | -1 | 1 | 1 |
| $\lambda_{5}$ | 1 | 1 | 1 | 1 | $\zeta_{3}$ | $\zeta_{3}^{2}$ | $\zeta_{3}$ | $\zeta_{3}$ | $\zeta_{3}^{2}$ | $\zeta_{3}^{2}$ | $\zeta_{3}$ | $\zeta_{3}^{2}$ |
| $\lambda_{6}$ | 1 | -1 | 1 | -1 | $\zeta_{3}$ | $\zeta_{3}^{2}$ | $\zeta_{3}$ | $\zeta_{6}^{5}$ | $\zeta_{6}$ | $\zeta_{3}^{2}$ | $\zeta_{6}^{5}$ | $\zeta_{6}$ |
| $\lambda_{7}$ | 1 | 1 | -1 | -1 | $\zeta_{3}$ | $\zeta_{3}^{2}$ | $\zeta_{6}^{5}$ | $\zeta_{3}$ | $\zeta_{3}^{2}$ | $\zeta_{6}$ | $\zeta_{6}^{5}$ | $\zeta_{6}$ |
| $\lambda_{8}$ | 1 | -1 | -1 | 1 | $\zeta_{3}$ | $\zeta_{3}^{2}$ | $\zeta_{6}^{5}$ | $\zeta_{6}^{5}$ | $\zeta_{6}$ | $\zeta_{6}$ | $\zeta_{3}$ | $\zeta_{3}^{2}$ |
| $\lambda_{9}$ | 1 | 1 | 1 | 1 | $\zeta_{3}^{2}$ | $\zeta_{3}$ | $\zeta_{3}^{2}$ | $\zeta_{3}^{2}$ | $\zeta_{3}$ | $\zeta_{3}$ | $\zeta_{3}^{2}$ | $\zeta_{3}$ |
| $\lambda_{10}$ | 1 | -1 | 1 | -1 | $\zeta_{3}^{2}$ | $\zeta_{3}$ | $\zeta_{3}^{2}$ | $\zeta_{6}$ | $\zeta_{6}^{5}$ | $\zeta_{3}$ | $\zeta_{6}$ | $\zeta_{6}^{5}$ |
| $\lambda_{11}$ | 1 | 1 | -1 | -1 | $\zeta_{3}^{2}$ | $\zeta_{3}$ | $\zeta_{6}$ | $\zeta_{3}^{2}$ | $\zeta_{3}$ | $\zeta_{6}^{5}$ | $\zeta_{6}$ | $\zeta_{6}^{5}$ |
| $\lambda_{12}$ | 1 | -1 | -1 | 1 | $\zeta_{3}^{2}$ | $\zeta_{3}$ | $\zeta_{6}$ | $\zeta_{6}$ | $\zeta_{6}^{5}$ | $\zeta_{6}^{5}$ | $\zeta_{3}^{2}$ | $\zeta_{3}$ |

Using (4.5.1) we find that

$$
\begin{aligned}
\operatorname{res}_{C_{2} \times C_{6}}^{G}: & \zeta\left(\mathbb{C}_{p}[G]\right)^{\times} \\
& \longrightarrow \zeta\left(\mathbb{C}_{p}\left[C_{2} \times C_{6}\right]\right)^{\times} \\
\left(a_{i}\right)_{i=1, \ldots, 12} & \longmapsto\left(a_{1} a_{2} a_{3}, a_{10}, a_{10}, a_{10}, a_{6} a_{7} a_{9}, a_{11}, a_{11}, a_{11}, a_{4} a_{5} a_{8}, a_{12}, a_{12}, a_{12}\right) .
\end{aligned}
$$

Imposing that the coefficients of $z_{C_{2} \times C_{6}}$ at 1 and at every element of $C_{2} \times C_{6}$ of order 2 are in $\mathbb{Z}_{3}$, we know that

$$
\left\{\begin{array}{l}
a_{1} a_{2} a_{3}+a_{6} a_{7} a_{9}+a_{4} a_{5} a_{8}+3\left(a_{10}+a_{11}+a_{12}\right) \in 9 \mathbb{Z}_{3} \\
a_{1} a_{2} a_{3}+a_{6} a_{7} a_{9}+a_{4} a_{5} a_{8}-\left(a_{10}+a_{11}+a_{12}\right) \in 9 \mathbb{Z}_{3},
\end{array}\right.
$$

which implies $a_{10}+a_{11}+a_{12} \in 9 \mathbb{Z}_{3}$. Now we look at the coefficients at the elements representing the conjugacy classes $3 A$ and $6 A$ in $C_{2} \times C_{6}$ :

$$
\left\{\begin{array}{l}
a_{1} a_{2} a_{3}+\zeta_{3} a_{6} a_{7} a_{9}+\zeta_{3}^{2} a_{4} a_{5} a_{8}+3 a_{10}+3 \zeta_{3} a_{11}+3 \zeta_{3}^{2} a_{12} \in 9 \mathbb{Z}_{3} \\
a_{1} a_{2} a_{3}+\zeta_{3} a_{6} a_{7} a_{9}+\zeta_{3}^{2} a_{4} a_{5} a_{8}-a_{10}-\zeta_{3} a_{11}-\zeta_{3}^{2} a_{12} \in 9 \mathbb{Z}_{3}
\end{array}\right.
$$

so that $a_{10}+\zeta_{3} a_{11}+\zeta_{3}^{2} a_{12} \in 9 \mathbb{Z}_{3}$. Finally, looking at the elements in the classes $3 B$ and $6 C$ we get $a_{10}+\zeta_{3}^{2} a_{11}+\zeta_{3} a_{12} \in 9 \mathbb{Z}_{3}$. Combining our formulas we obtain that $a_{10} \in 3 \mathbb{Z}_{3}$ and $a_{11}+\zeta_{3} a_{12} \in 3 \mathbb{Z}_{3}$. We can therefore deduce the following:

$$
\left\{\begin{array}{l}
3 a_{10}+3 a_{11}+3 a_{12} \in 3 \mathbb{Z}_{3} \\
-a_{10}-a_{11}-a_{12} \in 3 \mathbb{Z}_{3} \\
3 a_{10}+2 \zeta_{3} a_{11}+2 \zeta_{3}^{2} a_{12} \in 3 \mathbb{Z}_{3} \\
3 a_{10}+2 \zeta_{3}^{2} a_{11}+2 \zeta_{3} a_{12} \in 3 \mathbb{Z}_{3} \\
-a_{10}-\zeta_{3}^{2} a_{11}-\zeta_{3} a_{12} \in 3 \mathbb{Z}_{3} \\
-a_{10}-\zeta_{3} a_{11}-\zeta_{3}^{2} a_{12} \in 3 \mathbb{Z}_{3},
\end{array}\right.
$$

that is, $a_{10} e_{\rho_{10}}+a_{11} e_{\rho_{11}}+a_{12} e_{\rho_{12}} \in \mathbb{Z}_{3}[G]$ and hence $z \in \mathbb{Z}_{3}[G]$.

From all the above classes we considered and the database [Dok18] we deduce the following.

Corollary 4.6.19. Let $p$ be an odd prime and let $G$ be a finite group such that $p \nmid\left|G^{\prime}\right|$ and $|G|<48$. Then there exists a family $\mathcal{H}$ of abelian subquotients of $G$ such that $(p, G, \mathcal{H})$ is Fitting-detectable if and only if $G$ is monomial if and only if $G \not \neq \mathrm{SL}_{2}\left(\mathbb{F}_{3}\right)$.

### 4.7 Fitting ideals over maximal orders

We now define Fitting ideals of modules over maximal orders. We start with the following.

Lemma 4.7.1. Let $R$ be a discrete valuation ring of characteristic 0 and let $\mathcal{M}$ be a maximal $R$-order in a finitely generated semisimple algebra. Then $\mathcal{M}$ is a clean order.

Proof. This easily follows from the fact that in this setting every lattice over $\mathcal{M}$ is free, by [Rei03, (18.10)].

Proposition 4.7.2. [JN13, Lemma 4. 7 '] Let $R$ be a discrete valuation ring of characteristic 0 with field of fractions $F$. Let $A$ be a finite-dimensional semisimple $F$-algebra and let $\mathcal{M}$ be a maximal $R$-order in $A$. Let $M$ be an $R$-torsion finitely generated $\mathcal{M}$-module. Then $M$ admits a quadratic presentation.

Proof. Let us consider a surjective map $\pi: \mathcal{M}^{n} \rightarrow M$. Then ker $\pi$, since it is a lattice over $\mathcal{M}$, is projective by [CR81, Theorem (26.12)]. By hypothesis we have that $F \otimes_{R} M=0$, which implies that $F \otimes_{R} \operatorname{ker} \pi=A^{n}$. Since $\mathcal{M}$ is clean by Lemma 4.7.1, then we deduce that $\operatorname{ker} \pi$ is free of rank $n$.

Definition 4.7.3. In the hypotheses of Proposition 4.7.2, let

$$
\mathcal{M}^{n} \xrightarrow{h} \mathcal{M}^{n} \longrightarrow M \longrightarrow 0
$$

be a quadratic presentation of $M$. By choosing a basis for $\mathcal{M}^{n}$ we may identify $h$ with an $(n \times n)$-matrix $C$. Then we define

$$
\operatorname{Fitt}_{\mathcal{M}}(M)=\left\langle\operatorname{nr}_{M_{n \times n}(A)}(C)\right\rangle_{\zeta(\mathcal{M})}
$$

We will be interested in the following types of orders.
Definition 4.7.4. Let $R$ be a complete discrete valuation ring of characteristic 0 with field of fractions $F$. Let $A$ be a finite-dimensional semisimple $F$-algebra and let $\Lambda$ be an $R$-order in $A$. We say that $\Lambda$ is a nice Fitting order if $\Lambda$ is a finite product of a maximal order and matrix rings over commutative orders.

Let $\Lambda=\mathcal{M} \times \prod_{i} M_{n_{i} \times n_{i}}\left(\Gamma_{i}\right)$ be a nice Fitting order, with $\mathcal{M}$ maximal and $\Gamma_{i}$ commutative, and let $M$ be a finitely presented $\Lambda$-module. Then we define

$$
\operatorname{Fitt}_{\Lambda}(M)=\operatorname{Fitt}_{\mathcal{M}}(M) \cdot \operatorname{Fitt}_{\prod_{i} M_{n_{i} \times n_{i}}\left(\Gamma_{i}\right)}(M)
$$

as an ideal of $\zeta(\Lambda)=\zeta(\mathcal{M}) \cdot \prod_{i} \Gamma_{i}$.

Remark 4.7.5. We can define Fitting ideals (or better, Fitting invariants) without assuming that $\Lambda$ is a nice Fitting order, but the definition is far more complicated. See [JN13] for the general setting and results about the compatibility between the definitions.

Remark 4.7.6. In the above hypothesis, let $\Lambda$ be nice and let $e \in \Lambda$ be a central idempotent. Then $e \Lambda$ is nice. In fact, we can work component by component: if $\Lambda$ is a maximal order then so is $e \Lambda$; if $\Lambda$ is a matrix over a commutative $R$-order then so is $e \Lambda$ by Remark 4.2.20.
We have the following results, proved in [JN13].
Proposition 4.7.7. In the above setting let $\Lambda$ be a nice Fitting order. Let $M_{1}, M_{2}, M_{3}$ be finitely presented $\Lambda$-modules. Then we have the following:
(i) $\operatorname{Fitt}_{\Lambda}\left(M_{1}\right) \subseteq \operatorname{Ann}_{\zeta(\Lambda)}\left(M_{1}\right)$;
(ii) if there exists a surjection $M_{1} \rightarrow M_{2}$ then $\operatorname{Fitt}_{R}\left(M_{1}\right) \subseteq \operatorname{Fitt}_{R}\left(M_{2}\right)$;
(iii) if $M_{2} \cong M_{1} \oplus M_{3}$ then

$$
\operatorname{Fitt}_{R}\left(M_{1}\right) \cdot \operatorname{Fitt}_{R}\left(M_{3}\right)=\operatorname{Fitt}_{R}\left(M_{2}\right) ;
$$

(iv) if $M_{1} \rightarrow M_{2} \rightarrow M_{3} \rightarrow 0$ is an exact sequence then

$$
\operatorname{Fitt}_{R}\left(M_{1}\right) \cdot \operatorname{Fitt}_{R}\left(M_{3}\right) \subseteq \operatorname{Fitt}_{R}\left(M_{2}\right)
$$

If we restrict to group rings the theory of nice Fitting orders reduces to the theory of orders which are products of matrix rings over commutative rings. In fact we have the following ([JN13, Proposition 4.4]).

Theorem 4.7.8. Let $R$ be a complete discrete valuation ring with residue characteristic $p>0$ and let $G$ be a finite group. Then $R[G]$ is a nice Fitting order if and only if $p \nmid\left|G^{\prime}\right|$ if and only if $R[G]$ is a product of matrix rings over commutative $R$-orders.

We end with the following.
Proposition 4.7.9. In the above setting, let $\Lambda$ be a nice Fitting order and let $M$ be a finitely presented $\Lambda$-module. Let $e \in \Lambda$ be a central idempotent. Then

$$
e \operatorname{Fitt}_{\Lambda}(M)=\operatorname{Fitt}_{e \Lambda}\left(e \Lambda \otimes_{\Lambda} M\right)
$$

Proof. See [JN13, Theorem 3.1(vi)].

### 4.7.1 Functoriality for modules over maximal orders

In this subsection we generalise concepts and results of §4.4.
Let $R$ be a complete discrete valuation ring with residue characteristic $p>0$ and let $G$ be a finite group. Suppose that the field of fractions $F$ of $R$ has characteristic 0 . Let $e \in R[G]$ be central idempotent and let $\mathcal{M}$ be a maximal order in $e F[G]$. Let $H=G_{1} / G_{2}$ be a subquotient of $G$ such that $e \in R\left[G_{1}\right]$. Let $\mathcal{M}_{G_{1}}$ be a choice
of a maximal order in $e F\left[G_{1}\right]$ contained in $\mathcal{M}$. Let $\mathcal{M}_{H}$ be the image of $\mathcal{M}_{G_{1}}$ in $e F[H]=e F\left[G_{1} / G_{2}\right]$, which is still maximal. Denote by $A$ the algebra $e F[G]$ and define $A_{G_{1}}$ and $A_{H}$ as in §4.4.

Lemma 4.7.10. We have that $\mathcal{M}$ is free over $\mathcal{M}_{G_{1}}$.

Proof. This is an easy consequence of Lemma 4.7.1 and the first part of the proof of Lemma 4.4.8.

Let $H$ be a subquotient of $G$. Then composition of quotient with restriction induces the following maps:

$$
\begin{aligned}
\mathcal{M} \mathfrak{M} & \longrightarrow \mathcal{M}_{H} \mathfrak{M} \\
K_{0}(\mathcal{M}) & \longrightarrow K_{0}\left(\mathcal{M}_{H}\right) \\
K_{1}(\mathcal{M}) & \longrightarrow K_{1}\left(\mathcal{M}_{H}\right) \\
K_{0}(\mathcal{M}, K) & \longrightarrow K_{0}\left(\mathcal{M}_{H}, K\right)
\end{aligned}
$$

We will denote all these maps by $f_{H}$. Working factor by factor, we can also define $f_{H}$ for nice Fitting orders in $e F[G]$, with the usual properties still valid.

As in $\S 4.5$, we have the following result.
Lemma 4.7.11. Let $R$ be a complete discrete valuation ring of characteristic 0 with field of fractions $F$. Suppose the residue field is finite and has characteristic $p>0$. Let $A$ be a finite-dimensional semisimple $F$-algebra and let $\Lambda$ be a nice Fitting $R$-order in A. Let $M$ be a quadratically presented $R$-torsion $\Lambda$-module. Let $x \in K_{1}(A)$ be such that $\delta(x)=[M] \in K_{0}(\mathcal{M}, F)$. Then $\operatorname{Fitt}_{\Lambda}(M)=\left\langle\operatorname{nr}_{A}(x)\right\rangle_{\zeta(\Lambda)}$.

The following has exactly the same proof as Proposition 4.5.2.
Proposition 4.7.12. In the hypotheses of Lemma 4.7.11, let $\theta \in \zeta(A)^{\times}$. Then $\theta$ generates $\operatorname{Fitt}_{\Lambda}(M)$ if and only if $[M]-\delta \circ \mathrm{nr}_{A}^{-1}(\theta)=0$ in $K_{0}(\Lambda, F)$.
Corollary 4.7.13. Let $R$ be a complete discrete valuation ring with finite residue field of characteristic $p>0$ and let $G$ be a finite group. Suppose that the field of fractions $F$ of $R$ and has characteristic 0 . Let $e \in R[G]$ be a central idempotent and let $\Lambda$ be a nice Fitting order in eF[G]. Suppose that there exists a family $\mathcal{H}$ of subquotients such that

$$
f_{\mathcal{H}}:=\prod_{H \in \mathcal{H}} f_{H}: K_{0}(\Lambda, F) \longrightarrow \prod_{H \in \mathcal{H}} K_{0}\left(\Lambda_{H}, F\right)
$$

is injective. Let $\theta \in \zeta(A)^{\times}$. If $\theta_{H}$ generates $\operatorname{Fitt}_{\Lambda_{H}}\left(M_{H}\right)$ for every $H \in \mathcal{H}$, then $\theta$ generates $\operatorname{Fitt}_{\Lambda}(M)$.

### 4.8 A general reduction step

With the concept of Fitting ideal over a maximal order, we can now obtain the following very general results.

We recall the notion of hybrid group rings, which we already introduced in §2.4.1.

Definition 4.8.1. Let $R$ be a discrete valuation ring with field of fractions $F$, let $G$ be a finite group and let $N$ be a normal subgroup of $G$. We say that $R[G]$ is $N$-hybrid if $|N| \in R^{\times}$and $\left(1-e_{N}\right) R[G]$ is a maximal $R$-order in $\left(1-e_{N}\right) F[G]$.
Remark 4.8.2. The group ring $R[G]$ is a maximal $R$-order if and only if $|G| \in R^{\times}$if and only if $R[G]$ is $G$-hybrid, where the first equivalence is given by [CR81, (27.1)].

Proposition 4.8.3. [JN16, Lemma 2.13] Let $G=N \rtimes H$ be a Frobenius group. Then, for every prime $p$ not dividing $|N|$, the group ring $\mathbb{Z}_{p}[G]$ is $N$-hybrid.

Proposition 4.8.4. [JN16, Lemma 2.9] Let $Q$ be a finite group of order prime to $p$. If $\mathbb{Z}_{p}[G]$ is $N$-hybrid, then $\mathbb{Z}_{p}[G \times Q]$ is $(N \times 1)$-hybrid.
Proposition 4.8.5. Let $R$ be a complete discrete valuation ring with residue characteristic $p>0$ and field of fractions $F$ with characteristic 0 , let $G$ be a finite group and let $e \in R[G]$ be a central idempotent. Let $\Lambda$ be a nice Fitting order in eF $[G]$. Let $N$ be a normal subgroup of $G$ and suppose that $\left(1-e_{N}\right) \Lambda$ is a maximal $R$-order (e.g. if $\Lambda \supseteq e R[G]$ and $R[G]$ is $N$-hybrid). Let $M$ be a finitely generated $R$-torsion $\Lambda$-module. Let $\theta \in \zeta(\Lambda)^{\times}$be such that $\theta_{G / N} \in \operatorname{Fitt}_{\Lambda_{G / N}}\left(M_{G / N}\right)$ and $\theta \in \operatorname{Fitt}_{\mathcal{M}}\left(\mathcal{M} \otimes_{\Lambda} M\right)$, where $\mathcal{M} \supseteq \Lambda$ is a maximal $R$-order. Then $\theta \in \operatorname{Fitt}_{\Lambda}(M)$.

Proof. By Proposition 4.7.9 we know that

$$
\operatorname{Fitt}_{\Lambda_{G / N}}\left(M_{G / N}\right)=\operatorname{Fitt}_{e_{N} \Lambda}\left(e_{N} M\right)=e_{N} \operatorname{Fitt}_{\Lambda}(M)
$$

Hence $e_{N} \theta=\theta_{G / N} \in e_{N} \operatorname{Fitt}_{\Lambda}(M) \subseteq \operatorname{Fitt}_{\Lambda}(M)$. Moreover, since $\left(1-e_{N}\right) \Lambda$ is maximal,

$$
\begin{aligned}
\left(1-e_{N}\right) \theta & \in\left(1-e_{N}\right) \operatorname{Fitt}_{\mathcal{M}}\left(\mathcal{M} \otimes_{\Lambda} M\right)=\operatorname{Fitt}_{\left(1-e_{N}\right) \mathcal{M}}\left(\left(1-e_{N}\right) \mathcal{M} \otimes_{\Lambda} M\right) \\
& =\operatorname{Fitt}_{\left(1-e_{N}\right) \Lambda}\left(\left(1-e_{N}\right) M\right)=\left(1-e_{N}\right) \operatorname{Fitt}_{\Lambda}(M) \subseteq \operatorname{Fitt}_{\Lambda}(M)
\end{aligned}
$$

This concludes the proof since $\theta=e_{N} \theta+\left(1-e_{N}\right) \theta$.

Example 4.8.6. Let $N \rtimes H$ be a Frobenius group and let $p$ be a prime such that $p \nmid|N|$. Let $Q$ be a group such that $p \nmid|Q|$. Then by Proposition 4.8.3 and Proposition 4.8.4, if $G=(N \rtimes H) \times Q$ then $\mathbb{Z}_{p}[G]$ is $N$-hybrid and we can apply Proposition 4.8.5. If $Q$ has even order and $j \in Q \subseteq G$ is central of order 2, then we can apply Proposition 4.8.3 for $\Lambda=\frac{1-j}{2} \mathbb{Z}_{p}[G]$.

### 4.9 The case of maximal orders and nice Fitting orders

We start the section by generalising the previous definition of Fitting-detectable triple.
Definition 4.9.1. Let $R$ be a complete discrete valuation ring, let $G$ be a finite group, let $e \in R[G]$ be a central idempotent and let $\Lambda$ be a nice Fitting order in $A=e F[G]$. Let $\mathcal{H}$ be a family of subquotients of $G$. Consider the map

$$
f_{\mathcal{H}}:=\prod_{H \in \mathcal{H}} f_{H}: \zeta(A)^{\times} \longrightarrow \prod_{H \in \mathcal{H}} \zeta\left(A_{H}\right)^{\times} .
$$

We will say that the triple $(\Lambda, G, \mathcal{H})$ is Fitting-detectable if it satisfies the following containment:

$$
\begin{equation*}
f_{\mathcal{H}}^{-1}\left(\prod_{H \in \mathcal{H}}\left(\zeta\left(\Lambda_{H}\right) \cap \zeta\left(A_{H}\right)^{\times}\right)\right) \subseteq \zeta(\Lambda) \cap \zeta(A)^{\times} \tag{4.9.1}
\end{equation*}
$$

The following results have the same proof as in $\S 4.6$ (in Lemma 4.9.2, for every $H$ we are choosing a maximal order in $(e A)_{H}$ as the multiplication by $e$ of the one we choose in $A_{H}$, as our definition of $\mathcal{M}_{G_{1}}$ was arbitrary).

Lemma 4.9.2. Keep the hypotheses of Definition 4.9.1. Let $e \in \Lambda$ be a central idempotent such that $e \in R\left[G_{1}\right]$ for every $G_{1} / G_{2} \in \mathcal{H}$. If $(\Lambda, G, \mathcal{H})$ is Fitting-detectable, then $(e \Lambda, G, \mathcal{H})$ is Fitting-detectable.

Theorem 4.9.3. Suppose that $(\Lambda, G, \mathcal{H})$ is Fitting-detectable. Let $\theta \in \zeta(A)^{\times}$and let $M$ be a finitely presented $R$-torsion $\Lambda$-module with quadratic presentation. If $\theta_{H} \in$ $\operatorname{Fitt}_{\Lambda_{H}}\left(M_{H}\right)$ for every $H \in \mathcal{H}$, then $\theta \in \operatorname{Fitt}_{\Lambda}(M)$.
Proposition 4.9.4. Let $G$ be a finite monomial group and let $p$ be a prime number. Let $\mathcal{H}$ be the set of cyclic subquotients. Let $\mathcal{M}$ be a maximal order in $\mathbb{Q}_{p}[G]$ containing $\mathbb{Z}_{p}[G]$. Then $(\mathcal{M}, G, \mathcal{H})$ is Fitting-detectable.

Proof. We start by noting that for every $H \in \mathcal{H}$ we have that $\mathcal{M}_{H}$ is a maximal order as well, by definition. Let $z \in \zeta\left(\mathbb{Q}_{p}[G]\right)^{\times}$be such that $z_{H} \in \zeta\left(\mathcal{M}_{H}\right)$ for every $H \in \mathcal{H}$; we want to show that $z \in \mathcal{M}$. Since $z \in\left(\mathbb{C}_{p}[G]\right)^{\times}$, we can write $z=\sum_{\chi \in \operatorname{Irr}(G)} a_{\chi} e_{\chi}$, with $a_{\chi} \in \mathbb{C}_{p}^{\times}$. As we already know that $z \in \mathbb{Q}_{p}[G]$, if we show that $a_{\chi}$ is integral over $\mathbb{Z}_{p}$ for every $\chi$ we are done.

Let us fix $\chi \in \operatorname{Irr}(G)$. Since $G$ is monomial, then there exists a subgroup $G_{1}$ of $G$ and a linear character $\lambda \in \operatorname{Irr}\left(G_{1}\right)$ such that $\chi=\operatorname{Ind}_{G_{1}}^{G} \lambda$; this is the same as saying that we find a cyclic subquotient $H$ of $G$ and a linear character $\mu \in \operatorname{Irr}(H)$ such that $\chi=\operatorname{Ind}_{G_{1}}^{G} \operatorname{Infl}_{H}^{G_{1}} \mu$. We now compute the $\lambda$-coefficient $b_{\lambda}$ of $z_{G_{1}}=\sum_{\psi \in \operatorname{Irr}\left(G_{1}\right)} b_{\psi} e_{\psi}$ : using (4.5.1), we find that $b_{\lambda}=a_{\chi}$. Finally, the coefficient $c_{\mu}$ of $z_{H}=\sum_{\varphi \in \operatorname{Irr}(H)} c_{\varphi} e_{\varphi}$ is equal to $a_{\chi}$ as well (since the quotient corresponds to the projection into the characters of $G_{1}$ lifted from $H)$. Since $z_{H}$ is in a maximal order in $\mathbb{Q}_{p}[H]$, then $b_{\mu}=a_{\chi}$ is integral over $\mathbb{Z}_{p}$, which is what we wanted to show.

### 4.10 On the Brumer-Stark Conjecture

The main arithmetic motivation for our results on Fitting ideals is the Brumer-Stark conjecture. As we will see our approach will provide a rather direct way to deduce in several cases the non-abelian Brumer-Stark conjecture from the abelian Brumer-Stark conjecture, now a theorem outside the prime 2.

### 4.10.1 Overview of the Brumer-Stark conjecture

Let $L / K$ be a Galois extension of number fields with Galois group $G$. Let $S_{\infty}$ be the set of archimedean places of $K$. Let $S \supseteq S_{\infty}$ be a finite set of places of $K$ containing the primes which ramify in $L$. Let $\chi$ be a complex irreducible character of $G$ and let
$V_{\chi}$ be a $\mathbb{C}[G]$-module with character $\chi$. For every place $v$ of $K$, we choose a place $w$ of $L$ above $v$, with inertia group $I_{w}$. We let $\phi_{w}$ denote any lifting of the Frobenius in $G$. For $s \in \mathbb{C}$ with $\operatorname{Re}(s)>1$, we define the Artin $L$-function as

$$
L_{S}(s, \chi)=\prod_{v \notin S} \operatorname{det}\left(1-\left.N(v)^{-s} \phi_{w}\right|_{V_{\chi}^{I w}}\right)^{-1}
$$

and

$$
L_{S}(s)=\left(L_{S}(s, \chi)\right)_{\chi \in \operatorname{Irr}_{\mathbb{C}}(G)} \in \zeta(\mathbb{C}[G])
$$

where we used the identification $\zeta(\mathbb{C}[G]) \cong \prod_{\chi \in \operatorname{Irr}_{\mathbb{C}}(G)} \mathbb{C}$ and $N(v) \in \mathbb{Z}$ is the norm of $v$, or, which is the same, the cardinality of the residue field of $K$ at $v$. The two functions have meromorphic continuation to the whole complex plane $\mathbb{C}$. Let $T$ another finite set of places (indeed, finite primes) of $K$ such that $S \cap T=\emptyset$. Define:

$$
\delta_{T}(s, \chi)=\prod_{v \in T} \operatorname{det}\left(1-\left.N(v)^{1-s} \phi_{w}^{-1}\right|_{V_{\chi}^{I w}}\right)
$$

and

$$
\delta_{T}(s)=\left(\delta_{T}(s, \chi)\right)_{\chi \in \operatorname{Irr}_{\mathbb{C}}(G)} \in \zeta(\mathbb{C}[G]),
$$

and finally

$$
\Theta_{S, T}(s):=\delta_{T}(s) L_{S}(s)^{\sharp} \in \zeta(\mathbb{C}[G])
$$

where ${ }^{\sharp}$ denotes the linear extension to $\mathbb{C}[G]$ of the involution $g \mapsto g^{-1}$. Again these functions have meromorphic continuation to $\mathbb{C}$. From all of this we can define the generalised Stickelberger element $\theta_{S}^{T}(L / K):=\Theta_{S, T}(0) \in \zeta(\mathbb{C}[G])$. From a result of Siegel [Sie70], we know that $\Theta_{S, T}(0) \in \zeta(\mathbb{Q}[G])$.
Definition 4.10.1. Let $T$ be a finite sets of (finite) primes of $K$. We will denote by $\mathrm{Cl}^{T}(L)$ the group of fractional ideals of $L$ relatively prime to $T$ modulo the principal ideals congruent to 1 modulo every prime of $L$ above a prime in $T$.
Conjecture 4.10.2 (Abelian Brumer-Stark conjecture). Let $L / K$ be an abelian Galois extension of number fields with Galois group $G$, and let $S$ and $T$ be as above. Then

$$
\theta_{S}^{T}(L / K) \in \operatorname{Ann}_{\mathbb{Z}[G]}\left(\mathrm{Cl}^{T}(L)\right)
$$

Definition 4.10.3. A $C M$-field is a totally imaginary number field which is a quadratic extension of a totally real number field.

Let $L$ be a CM-field. Then every embedding of $L$ into $\mathbb{C}$ defines an automorphism on $L$ obtained by restricting the complex conjugation, which is independent of the embedding into $\mathbb{C}$ (see [Was 97 , p. 39]). We will typically denote this automorphism by $j$.
Remark 4.10.4. The Brumer-Stark conjecture can be reduced to the case in which $L / K$ is a Galois CM-extension, that is, a Galois extension where $L$ is CM and $K$ is totally real. For a detailed explanation see [Nic19, Remark 1.1]. Note that if $L / K$ is a Galois CM-extension, then the complex conjugation $j$ fixes $K$ and corresponds to a central element of order 2 in $\operatorname{Gal}(L / K)$. Therefore, a necessary condition for an abstract group $G$ to be isomorphic to the Galois group to a Galois CM-extension is that $G$ contains a central element of order 2.

The following refinement of the Brumer-Stark conjecture was proved in the groundbreaking article [DK20].

Theorem 4.10.5 (Strong abelian Brumer-Stark conjecture outside 2). Let $L / K$ be an abelian CM-extension of number fields with Galois group $G$. Let us denote by $j \in G$ be the complex conjugation. Let $\mathbb{Z}[G]_{-}=\frac{1-j}{2} \mathbb{Z}\left[\frac{1}{2}\right][G]$ and, for every $\mathbb{Z}[G]$-module $M$, let $M^{-}=\mathbb{Z}[G]_{-} \otimes_{\mathbb{Z}[G]} M$. Let $S$ and $T$ be as above and let ${ }^{\vee}$ denote the Pontryagin dual, i.e. $\operatorname{Hom}_{\mathbb{Z}}(\cdot, \mathbb{Q} / \mathbb{Z})$ with $G$-action given by $g \varphi(x)=\varphi\left(g^{-1} x\right)$. Let ${ }^{\sharp}$ denote the linear extension to $\mathbb{Q}[G]$ of the involution $g \mapsto g^{-1}$. Then

$$
\theta_{S}^{T}(L / K)^{\sharp} \in \operatorname{Fitt}_{\mathbb{Z}[G]_{-}}\left(\mathrm{Cl}^{T}(L)^{\vee},-\right) .
$$

Remark 4.10.6. As summarised in [DK20], the following three observations tell us that Theorem 4.10.5 implies the prime-to-2 part of the abelian Brumer-Stark conjecture: Proposition 4.2.3; the fact that if $M$ is a finite $R$-module then $\operatorname{Ann}_{R}\left(M^{\vee}\right)=\operatorname{Ann}_{R}(M)^{\sharp}$; the fact that $\theta_{S}^{T}(L / K)$ annihilates a $\mathbb{Z}[G]$-module if and only if it annihilates its minus part, as $j$ acts as -1 on $\theta_{S}^{T}(L / K)$. Note that we do need to take the dual, as the 'non-dual strong Brumer-Stark property', despite still implying the prime-to-2 part of the Brumer-Stark conjecture, is generally false (as proved in [GK08]).
We note that Theorem 4.10.5 is equivalent to the following.
Theorem 4.10.7. Assume the notation and setup of Theorem 4.10.5. For every odd prime number $p$ we have

$$
\theta_{S}^{T}(L / K)^{\sharp} \in \operatorname{Fitt}_{\mathbb{Z}_{p}[G]_{-}}\left(\mathrm{Cl}^{T}(L)^{\mathrm{V},-}(p)\right),
$$

where $\cdot(p)$ denotes the $p$-Sylow subgroup and $\mathbb{Z}_{p}[G]_{-}=\frac{1-j}{2} \mathbb{Z}_{p}[G]$.
Remark 4.10.8. We can indeed notice that $\theta_{S}^{T}(L / K)^{\sharp}$ lives in the minus part, as $j$ acts as -1 . It will also be important to keep in mind that $\theta_{S}^{T}(L / K)^{\sharp} \in \zeta\left(\mathbb{Q}_{p}[G]_{-}\right)^{\times}$, by the aforementioned result of Siegel.

We now consider the non-abelian generalisation. We refer to [Nic11a] for the definition of $\operatorname{Fitt}_{\Lambda}^{\max }(M)$. The reader can keep in mind that whenever $\Lambda$ is a nice Fitting order and $M$ is a finitely-presented $\Lambda$-module we have $\operatorname{Fitt}_{\Lambda}^{\max }(M)=\operatorname{Fitt}_{\Lambda}(M)$.
Conjecture 4.10.9 (Non-abelian strong Brumer-Stark conjecture). Let L/K be a Galois CM-extension of number fields and let $p$ be an odd prime number. Let us keep the notation above. Then

$$
\theta_{S}^{T}(L / K)^{\sharp} \in \operatorname{Fitt}_{\mathbb{Z}_{p}[G]_{-}}^{\max }\left(\mathrm{Cl}^{T}(L)^{\mathrm{V},-}(p)\right) .
$$

Remark 4.10.10. We now know that the non-abelian Brumer-Stark conjecture at the odd primes is a theorem when $\operatorname{Gal}(L / K)$ has abelian $p$-Sylow subgroup (which is a generalisation of the condition $\left.p \nmid\left|\operatorname{Gal}(L / K)^{\prime}\right|\right)$. We will outline how the proof goes.
In the recent preprint [BBDS21] the authors provide an unconditional proof of the minus part of the equivariant Tamagawa number conjecture (eTNC for short) in abelian CM-extensions. The eTNC was originally formulated in [BF01], and roughly speaking predicts that, if $L / K$ is a Galois extension of number fields with Galois group $G$,
then a certain element $T \Omega(L / K, 0) \in K_{0}(\mathbb{Z}[G], \mathbb{R})$ vanishes. If we further assume that $T \Omega(L / K, 0) \in K_{0}(\mathbb{Z}[G], \mathbb{Q})$ (a condition which is equivalent to Stark's conjecture) then the conjecture splits over $p$-parts. An argument which is essentially the same as Proposition 4.5.2 with [Bur04, Theorem 4.1] and [GRW99, Proposition 9], together with the functorial properties stated in [JN16, Proposition 4.1] (see also [Nic16, Proposition $6.2]$ ), tells us that we can deduce the minus part of the eTNC at $p$ for non-abelian CM-extensions whose Galois groups have abelian $p$-Sylow subgroups.

By [Nic19, Theorem 4.4] (which refers to [Bur20, Proof of Corollary 3.11(iii)]), the minus part of the eTNC at $p$ implies the (strong) Brumer-Stark conjecture at $p$. In this section we will focus on providing direct proofs that do not involve the technical machinery of the equivariant Tamagawa number conjecture.

Remark 4.10.11. Let us keep in mind the following setting in which the Brumer-Stark conjecture fits: let $R$ be a complete discrete valuation ring with field of fractions $F$ of characteristic 0 and let $\Lambda$ be a nice Fitting $R$-order in the finite dimensional semisimple $F$-algebra $A$. Let $M$ be a finitely presented $R$-torsion $\Lambda$-module. We are asking if a certain natural element $\theta \in \zeta(A)^{\times}$belongs to $\operatorname{Fitt}_{\Lambda}(M)$, assuming that this is true whenever $\Lambda$ is commutative (c.f. Theorem 4.10.7).

We recall that we also have a weak formulation of the Brumer-Stark conjecture (see [Nic11a, §3]), which is now a theorem.

Theorem 4.10.12. [Nic21, Corollary 1] Let L/K be a Galois CM-extension of number fields and let $p$ be an odd prime number. Let us keep the notation of Theorem 4.10.5. Let $\mathcal{M}$ be a maximal order containing $\mathbb{Z}_{p}[G]$ and let $\mathcal{M}_{-}$be $\frac{1-j}{2} \mathcal{M}$. Then

$$
\theta_{S}^{T}(L / K)^{\sharp} \in \operatorname{Fitt}_{\mathcal{M}_{-}}\left(\mathcal{M}_{-} \otimes_{\mathbb{Z}_{p}[G]_{-}} \mathrm{Cl}^{T}(L)^{\mathrm{V},-}(p)\right) .
$$

Remark 4.10.13. Note that $\mathcal{M}_{-}$is maximal and so we do not need to consider Fitt ${ }^{\text {max }}$ as originally stated in Nickel's papers.

The proof of Theorem 4.10.12 passes through the p-part of the strong Stark conjecture. C.f. Corollary 4.10 .22 for a more direct proof (supposing that the Galois group is monomial).

Corollary 4.10.14. Let $L / K$ be a Galois CM-extension of number fields and let $p$ be an odd prime number which does not divide $|\operatorname{Gal}(L / K)|$. Then for every pair of admissible sets $S$ and $T$ of places of $K$ we have the Brumer-Stark conjecture at $p$ for $L / K$.

In the following subsections our goal is to provide more direct proofs of Brumer-Stark conjecture for some specific cases and families of extensions of number fields. We remark that our results do not cover any new case.

### 4.10.2 General results on the Brumer-Stark conjecture

In the context of the Brumer-Stark conjecture the functoriality of $\S 4.4$ translates as follows. We let $\Lambda=\mathbb{Z}_{p}[G]_{-}$(in the previous notation, we are imposing $e=\frac{1-j}{2}$ ), $A=\mathbb{Q}_{p}[G]_{-}, \theta=\theta_{S}^{T}(L / K)^{\sharp}$ and $M=\mathrm{Cl}^{T}(L)^{\vee,-}(p)$. Let $H=G_{1} / G_{2}$ be a subquotient of $G$ corresponding to an intermediate real or CM-extension (that is, $j$ belongs to $G_{1}$ ).

If $F / K$ is a finite extension we denote by $T(F)$ and $S(F)$ the places of $F$ above $T$ and $S$, respectively. Then in the above notation $M_{H}=\mathrm{Cl}^{T\left(L^{G_{1}}\right)}\left(L^{G_{2}}\right)^{\vee},-(p)$ and $\theta_{H}=$ $\theta_{S\left(L^{G_{1}}\right)}^{T\left(L^{G_{1}}\right)}\left(L^{G_{2}} / L^{G_{1}}\right)^{\sharp}$. The proof for the latter equality is the same as [BB07, Proposition 3.5]. Note that if $p$ is odd and $H$ is an abelian subquotient then $\theta_{H} \in \operatorname{Fitt}_{\Lambda_{H}}\left(M_{H}\right)$, by Theorem 4.10.7.

Notation 4.10.15. In all what follows, when we will say that a CM-Galois extension of number fields satisfies the Brumer-Stark conjecture at the prime $p$, we will implicitly mean that this holds for all admissible sets of places $S$ and $T$.

After Proposition 4.8.5, and in particular Example 4.8.6, we can now prove the following.

Corollary 4.10.16. Let $L / K$ be a Galois CM-extension of number fields with Galois group $F \times A$, where $F$ is a Frobenius group and $A$ is an abelian group. Let $p$ be an odd prime number such that $p \nmid\left|F^{\prime}\right|$ and $p \nmid|A|$. Then $L / K$ satisfies the $p$-part of the Brumer-Stark conjecture.

Proof. This follows from Proposition 4.8.5 and Proposition 4.8.4.

Remark 4.10.17. In order for the conditions of Corollary 4.10.16 to be satisfied we need to assume that $A$ has a central element of order 2 as Frobenius groups have no centre (see Remark 4.6.9). For instance, we obtain the Brumer-Stark conjecture at 3 whenever $G$ is isomorphic to $A_{4} \times C_{2}$.

### 4.10.3 On the Brumer-Stark conjecture assuming quadratic presentation

In the setting of the Brumer-Stark conjecture, if we assume that $\mathrm{Cl}^{T}(L)^{\vee},-(p)$ (or equivalently $\left.\mathrm{Cl}(L)^{T}(p)\right)$ has a quadratic presentation as a $\mathbb{Z}_{p}[G]_{-}$-module, we can immediately apply the machinery of $\S 4.6$. First of all we have the following consequence of Theorem 4.6.4, Theorem 4.10.7 and Lemma 4.6.3.

Theorem 4.10.18. Let $p$ be an odd prime number. Let $L / K$ be a Galois CM-extension of number fields with Galois group $G$ such that $p \nmid\left|G^{\prime}\right|$ and let $\mathcal{H}$ be a family of abelian subquotients of $G$. Suppose that the complex conjugation $j$ belongs to $G_{1}$ for every $G_{1} / G_{2} \in \mathcal{H}$. Suppose that $(p, G, \mathcal{H})$ is Fitting-detectable and that $\mathrm{Cl}(L)^{T}(p)$ has a quadratic presentation. Then $L / K$ satisfies the p-part of the strong Brumer-Stark conjecture.

Remark 4.10.19. Let $p$ be an odd prime number and let $L / K$ be a Galois CM-extension of number fields with Galois group $G$. Let $S$ and $T$ have their usual meanings. In [Nic11b, Theorem 1] the author gives sufficient conditions for $\mathrm{Cl}(L)^{T}(p)$ to be cohomologically trivial (this is equivalent to having a quadratic presentation by [CF67, §IV Theorem 9] and [BPSS04, Proposition 2.2.1]). These conditions include the primes in $S$ above $p$ being either (at most) tamely ramified or with the complex conjugation being in the corresponding decomposition group in $G$, plus further hypotheses on $S$ and $T$.

In the following situations, given a finite group $G$, an odd prime number $p$, a CM $G$-extension $L / K$, and $S$ and $T$ as above, the Brumer-Stark conjecture at $p$ holds if $\mathrm{Cl}(L)^{T}(p)$ has a quadratic presentation and:
(i) $G$ is of the form $P \times Q$ where $P \cong N \rtimes H$ is a Frobenius group such that $p \nmid\left|P^{\prime}\right|$, $N$ and $H$ are abelian and $Q$ is an abelian group of even order, from Proposition 4.6.13 and Corollary 4.10.18. For instance this applies to $A_{4} \times C_{6}$ at 3 and $S_{3} \times C_{10}$ at 5;
(ii) $G$ is of the form $Q_{8} \times Q$ with abelian $Q$ (that is, a Hamiltonian group), from Proposition 4.6.14 and Corollary 4.10.18;
(iii) $G$ is of the form $D_{8} \times Q$ with abelian $Q$, from Proposition 4.6.15 and Corollary 4.10.18.

Using the database [Dok18], from the above we deduce the following (c.f. Corollary 4.6.19).

Corollary 4.10.20. Let $L / K$ be a Galois $C M$-extension of number fields with degree less than 48. Suppose that the Galois group $G$ is such that $p \nmid\left|G^{\prime}\right|$ and $G \not \not \mathrm{SL}_{2}\left(\mathbb{F}_{3}\right)$. Assuming that $\mathrm{Cl}(L)^{T}(p)$ has quadratic presentation, we have the p-part of the BrumerStark conjecture.

Using Proposition 4.6.12 we deduce the following.
Corollary 4.10.21. Let $p$ be an odd prime number and let $G \not \approx \mathrm{SL}_{2}\left(\mathbb{F}_{3}\right)$ be a finite group such that $p \nmid\left|G^{\prime}\right|$ and $|G|<48$. Let $Q$ be an abelian group such that $p \nmid|Q|$ and each cyclic component has order dividing $p-1$. Let $L / K$ be a $C M G \times Q$-extension (if for instance $Q$ is even then such an extension is always realisable). Then, assuming that $\mathrm{Cl}(L)^{T}(p)$ has quadratic presentation, we have the p-part of the Brumer-Stark conjecture.

We conclude the chapter with the following easier proof of Theorem 4.10.12 (restricting to monomial groups).

Corollary 4.10.22. Let $p$ be an odd prime number. Let $L / K$ be a Galois CM-extension of number fields with monomial Galois group $G$. Then $L / K$ satisfies the p-part of the weak Brumer-Stark conjecture as stated in Theorem 4.10.12.

Proof. Let $\mathcal{H}$ be the family of cyclic subquotients of $G$ and let $\mathcal{H}^{\prime}$ be the family of abelian subquotients $G_{1} / G_{2} \in \mathcal{H}$ such that $j \in G_{1}$. Let $\mathcal{M}$ be a maximal order in $\mathbb{Q}_{p}[G]$. We will prove that $\left(\mathcal{M}, G, \mathcal{H}^{\prime}\right)$ is Fitting-detectable, which will suffice by Theorem 4.9.3 and Lemma 4.9.2.

Let $z \in \zeta\left(\mathbb{Q}_{p}[G]\right)^{\times}$be such that $z_{H} \in \zeta\left(\mathcal{M}_{H}\right)$ for every $H \in \mathcal{H}^{\prime}$. We will show that $z_{H} \in \zeta\left(\mathcal{M}_{H}\right)$ for every $H \in \mathcal{H}$, which will imply that $z \in \zeta(\mathcal{M})$ by Proposition 4.9.4.

Let $H \in \mathcal{H}$. If $j \in H$, then $H \in \mathcal{H}^{\prime}$ and so automatically $z_{H} \in \zeta\left(\mathcal{M}_{H}\right)$. Otherwise, we have that $G_{1}^{\prime}:=\left\langle G_{1}, j\right\rangle \cong G_{1} \times\langle j\rangle$ and $H^{\prime}:=G_{1}^{\prime} / G_{2} \cong H \times\langle j\rangle \in \mathcal{H}^{\prime}$. We note that $z_{H}=\operatorname{res}_{H}^{H \times\langle j\rangle}\left(z_{H \times\langle j\rangle}\right)$, by Remark 4.4.10. Since $z_{H \times\langle j\rangle} \in \zeta\left(\mathcal{M}_{H \times\langle j\rangle}\right)$, its coefficients in the character-expansion are integral over $\mathbb{Z}_{p}$. By (4.5.1), this is also
true for $\operatorname{res}_{H}^{H \times\langle j\rangle}\left(z_{H \times\langle j\rangle}\right)$, which is therefore in the corresponding maximal order. This concludes the proof.
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