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We study the full distribution of quantum work in generic, noninteracting, disordered fermionic
nanosystems at finite temperature. We derive an analytical determinant formula for the charac-
teristic function of work statistics for quantum quenches starting from a thermal initial state. For
work small compared to the thermal energy of the Fermi gas, work distribution is Gaussian, and
the variance of work is proportional to the average work, while in the low temperature or large work
limit, a non-Gaussian distribution with superdiffusive work fluctuations is observed. Similarly, the
time dependence of the probability of adiabaticity crosses over from an exponential to a stretched
exponential behavior. For large enough average work, the work distribution becomes universal, and
depends only on the temperature and the mean work. Apart from initial low temperature tran-
sients, work statistics are well-captured by a Markovian energy-space diffusion process of hardcore
particles, starting from a thermal initial state. Our findings can be verified by measurements on
nanoscale circuits or via single qubit interferometry.

I. INTRODUCTION

Even though the change of energy and the related
concepts of heat and work are fundamental quantities
in thermodynamics, their understanding in the context
of quantum systems is still incomplete, and only well-
established in some limiting cases, such as within the
quasi-stationary approximation or near equilibrium situ-
ations. Generalizations to arbitrary non-equilibrium pro-
cesses in quantum systems raise highly nontrivial unset-
tled questions.
In the quantum mechanical context, ‘work’ W is com-

monly defined as energy transfer. As a consequence, it
requires a two-time measurement scheme, where work
is defined as the difference W = Ef − Ei of the en-
ergy measured before and after some deformation of the
system [1, 2]. Work thus naturally becomes a statisti-

cal quantity due to thermal and quantum fluctuations,
and its proper description is provided by its full distri-
bution function, giving the probabilities of energy trans-
ferred to, W > 0, or extracted from, W < 0, the sys-
tem at a given time t and at temperature T . Recent
experimental developments made it possible to measure
work distribution and to verify non-equilibrium fluctu-
ation relations [3, 4] in quantum systems ranging from
individual molecules [5–7] through nuclear spins subject
to magnetic fields [8], to cold atoms [9] and to mesoscopic
grains [10, 11].
Here we focus on small disordered Fermi liquid systems

such as small metallic grains, which can be described in
terms of non-interacting fermions, and we study their
work statistics at finite temperatures. Our work is moti-
vated by recent experimental developments in the field
of driven nanoscale circuits [10, 11], which allow one
to investigate thermodynamics and non-equilibrium pro-
cesses in the quantum realm. Intriguing theoretical pro-

posals also exist to extract quantum work distributions
and Loschmidt echoes in such systems, by performing
measurements on ancilla qubits, coupled to the physical
system studied [12–14].
Work statistics have been studied theoretically in

clean systems such as spin chains [15–17], Luttinger liq-
uids [18], near critical systems and field theories [17, 19–
21], noninteracting [22, 23] and interacting bosons [24].
Quantum corrections and small work expansions have
also been derived [25, 26]. Less attention has been
devoted to randomness, however, although it plays a
key role in chaotic mesoscopic and nanoscale systems.
While the average energy absorption has been inves-
tigated in chaotic and disordered systems quite some
time ago in the pioneering works of Wilkinson [27–30]
and Kravtsov [31–33], the full distribution, P (W, t), has
started to attract attention much more recently. Most of
the works on disordered systems have focused on sudden
quenches [34–39], while the first results on generic quench
protocols in driven fermionic random systems considered
only the zero temperature limit [40, 41].
Building on the results presented in Refs. 40 and 41,

here we explore the work statistics of chaotic Fermi sys-
tems at finite temperatures. Following Refs. 40 and 41, we
define work as the energy of the final state with respect
to the adiabatically evolved initial state, Ei → Ei(t),

W ≡ Ef (t)− Ei(t) . (1)

This definition allows us to separate clearly adiabatic
(W = 0) and non-adiabatic (W 6= 0) processes, as

P (W, t) = P ad(t) δ(W ) + P reg(W, t) , (2)

with P ad(t) the probability of adiabatic evolution, and
P reg(W, t) a regular part. In Refs. 40 and 41, we have
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shown at T = 0 temperature that, in chaotic Fermi sys-
tems, described by random matrix theory, P ad

T=0(t) de-
cays as a stretched exponential, and we have derived ap-
proximate expressions for the non-Gaussian regular part,
P reg
T=0(W, t), using bosonization and mean field methods.

Work, in particular, has been shown to display a superdif-
fusive behavior [40, 41], and the work statistics has been
found to exhibit interesting universal features at T = 0
temperature.

Real systems are, however, always subject to finite
temperature. Here we therefore extend our previous, T =
0 temperature fermionic randommatrix approach [40, 41]
to finite temperatures. The random matrix models stud-
ied here capture the properties of driven chaotic and dis-
ordered Fermi-systems such as metallic nano-grains [45].
The latter represent prototypical examples of chaotic
Fermi systems, and form an ideal experimental testbed
to study the interplay of many-body time evolution and
disorder [10, 11, 42–44].

We generalize the determinant formula of Ref. 40 to
T 6= 0 temperatures, and compute the full work distri-
bution as well as its variance and expectation value. We
find that two main regimes must be distinguished at finite
temperature: for average works 〈〈W 〉〉 small compared to
the total thermal energy of the Fermi liquid, ET ∼ T 2,
work distribution is close to Gaussian, and its variance
is proportional to δW 2 ∼ 〈〈W 〉〉, as naively and clas-
sically expected, based upon the central limit theorem.
For injected work larger than ET , however, work distribu-
tion deviates from Gaussian, and work is superdiffusive,
δW 2 ∼ 〈〈W 〉〉3/2, as found at T = 0 temperature.

As mentioned before, our definition of work allows us to
study the probability of adiabatic processes even at finite
temperatures. We find that P ad(t) also displays markedly
different behavior in the small- and large work regimes.

We also investigate finite temperature quantum work
distribution from the perspective of universality. Univer-
sality is a central concept in many areas of physics: it
refers to the independence of certain properties (expo-
nents, distributions etc.) from microscopic details, and
the crucial role of symmetries and dimensionality [46, 47].
Universal properties during non-equilibrium processes
have been investigated in the context of non-thermal
fixed points [48–50], or spin transport processes in
strongly interacting Fermi gases [51, 52], and in relation
to work statistics in quenched clean systems [17, 19, 20].

In the context of work statistics in disordered nano-
grains, an even stronger sense of universality appears to
emerge [41]. For sufficiently large injected work, the work
statistics is independent not only of such microscopic de-
tails as the metallic grains’ level spacing, δǫ, but even
of the symmetry of the underlying Hamiltonian (unitary,
orthogonal, or symplectic). As we demonstrate, the uni-
versal behavior found at T = 0 temperature carries over
to finite temperatures too, and is well captured by the
simple classical ‘ladder’ model constructed in Ref. 41.

The paper is organized as follows. After setting up the
model and the formalism in Sec. II, we review our earlier

FIG. 1. Left: Energy levels of a disordered nanograin during
a quantum quench. External time dependent gate voltages
and magnetic fields induce quantum mechanical level-to-level
transitions and generate work. A thermal average is performed
over initial states. Right: Ladder model. Particles move dif-
fusively between uniformly spaced energy levels. Initial, finite
T configurations are generated with appropriate Boltzmann
weights.

results on the zero temperature case in Sec. III. Sec. IV
contains our quantum mechanical results on work statis-
tics and the generalized determinant formula. Section V
is dedicated to the analytical results, including large and
small work expansions, obtained from a classical Marko-
vian diffusion process in energy space. We give our con-
clusions in Sec. VI. Details of the calculations can be
found in the Appendices.

II. THEORETICAL FRAMEWORK

We model the dynamics of M non-interacting fermions
in generic disordered, metallic grains by the Hamiltonian

Ĥ(t) =

N∑

i,j=1

Hij(t) â
†
i âj , (3)

where â†i and âi denote fermionic creation and annihila-

tion operators satisfying M =
∑

i â
†
i âi, and H(t) is an

N ×N random matrix. In experiments, the grain is sub-
ject to time-dependent external gate voltages and mag-
netic fields [53], leading to the movement and collisions
of energy levels (avoided level crossings). These avoided
level crossings change the levels’ occupations and thus
the total energy of the system (see Fig. 1). We model
time-dependent driving by the Hamiltonian [30, 40, 54],

H(t) = H1 cosλ(t) +H2 sinλ(t) (4)
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with H1 and H2 independent N × N random matrices,
generated with probabilities

Pβ (H) ∼ e−
βN

4J2 TrH2

(5)

from the Gaussian orthogonal (GOE, β = 1), unitary
(GUE, β = 2), or symplectic (GSE, β = 4) ensem-
bles. These matrix ensembles describe disordered systems
without and with spin in the presence of time-reversal
symmetry (GOE and GSE, respectively) and systems
without time-reversal symmetry (GUE) [45, 55, 56]. The
energy scale J , set to J = 1 hereafter, fixes the band-
width of the spectrum of H. The form of Eq. (4) en-
sures that we remain in the respective matrix ensem-
ble throughout the whole quench process. Accordingly,
at any instance, energy levels display level repulsion, and
the distribution of the spacing s between neighboring lev-
els, Plevel,β, obeys Wigner-Dyson statistics [45, 55], im-
plying Plevel,β(s) ∼ sβ for s ≈ 0.
In this work, we focus on a uniform time evolution

between H1 and H2 in the space of random matrices,

λ(t) = v t, 0 ≤ t ≤ τ . (6)

The velocity v here is related to the average velocity in
the space of random matrices as

v =
1√
NJ

〈ds
dt

〉

RM
, (7)

where ds denotes the arc length, ds2 = Tr(dH dH), and
〈. . . 〉RM the averaging over the random matrix ensemble.
To characterize work, it is useful to define the instan-

taneous single particle eigenvectors ηk,t of H(t), and the

corresponding creation operators, b̂†k,t. The many-body
Hamiltonian can then be written in terms of these as

Ĥ(t) =
N∑

k=1

εk(t) b̂
†
k,tb̂k,t (8)

with the εk(t)’s referring to the instantaneous single par-
ticle energies.
The average work can then be expressed in terms

of the instantaneous occupations, fk(t) ≡ 〈b̂†k,tb̂k,t〉 =

Tr
[
b̂†k,tb̂k,tρ0

]
, as

〈〈W 〉〉 =
N∑

k=1

〈εk(t) (fk(t)− f 0
k )〉RM , (9)

where the double average 〈〈 . . . 〉〉 refers to a thermal av-
erage over the initial states containing M -particles, as
well as over the random matrix ensemble, and f 0

k =

fk(0) = 〈b̂†k,0b̂k,0〉. At T = 0 temperature, the ther-
mal average is replaced by a quantum average over the

initial (ground) state of the fermions, while f 0,T=0
k =

Θ
(
ε0k − εF

)
, with Θ denoting the Heaviside function,

ε0k ≡ εk(0), and εF the Fermi energy.

Notice that in Eq. (9), we define work somewhat dif-
ferently than usual: we subtract from the instantaneous
energy of a given state the energy of the adiabatically

evolved state,
∑

k εk(t) f
0
k , rather than that of the initial

state,
∑

k ε
0
k f 0

k . In this way, we subtract a trivial fluctu-
ation, related to the random, adiabatic shift of the single
particle energies, and focus on processes where particle
transitions occur.
A key observation which allows us to derive closed for-

mulas for the work statistics is that for non-interacting
fermions, any pure initial state is a Slater determinant,
which evolves with time into another Slater-determinant,
built from time-evolved single particle states ϕm(t). As a
consequence, quantities such as instantaneous level occu-
pations as well as work, can be expressed in terms of the
expansion coefficients αm

k (t) appearing in the expansion
of the time-evolved single particle states in terms of the
instantaneous eigenstates,

ϕ
m(t) =

N∑

k=1

αm
k (t)ηk,t . (10)

Once the trajectory of the single particle Hamiltonian
H(t) is fixed, the coefficients αm

k (t) can be determined nu-
merically by solving the single particle Schrödinger equa-
tion.
As shown in Ref. 40, the statistical properties of work

are most appropriately characterized in terms of dimen-
sionless variables such as the dimensionless work, w =
W/δǫ, the dimensionless time, t̃ = t · δǫ, and the dimen-
sionless velocity, ṽ = v/δǫ/〈∆λ〉RM, with δǫ denoting the
average level spacing, and 〈∆λ〉RM the dimensionless sep-
aration between Landau-Zener transitions. The dimen-
sionless velocity, ṽ, in particular, characterizes the struc-
ture of Landau-Zener transitions: for ṽ ≪ 1 no Landau-
Zener transitions occur, while for ṽ ≫ 1 the probability
of Landau-Zener transitions approaches 1. At finite tem-
peratures, these three dimensionless parameters are sup-
plemented by the dimensionless temperature, T̃ ≡ T/δǫ.

III. WORK STATISTICS AT T = 0
TEMPERATURE

At T = 0 temperature, a diffusively broadened Fermi
level is observed [40]

〈f T=0
k (t)〉RM ≈

[
1− erf

(
ε̃k/

√
4 〈〈w 〉〉T=0

)]
/2 (11)

with ε̃k ≡ (εk − εF) /δǫ ≈ k− (M + 1/2) referring to the
dimensionless energies measured from the Fermi energy.
Correspondingly, the average dimensionless work grows
linearly,

〈〈w 〉〉T=0 ≈ D̃(ṽ) t̃ , (12)

where D̃(ṽ) denotes the dimensionless diffusion coeffi-

cient in energy space. We remark that D̃(ṽ) depends only
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on the dimensionless velocity across Landau–Zener tran-
sitions, ṽ [27, 29, 54, 57–59], and the underlying sym-
metry of the system. The latter appears through the

anomalous velocity dependence of D̃ for slow quenches,

D̃(ṽ <∼ 1) ∼ ṽ1+β/2. For fast quenches, ṽ ≫ 1, D̃ grows

quadratically for all ensembles, D̃(ṽ ≫ 1) ∼ ṽ2.
Although energy absorption is a diffusive process in

energy space, work grows super-diffusively at T = 0 tem-
perature [40],

δw2
T=0 ∼ 〈〈w 〉〉3/2. (13)

This is a manifestation of Fermi statistics combined with
the diffusive broadening in Eq. (11).
The central quantity of quantum work statistics is the

distribution function, P (w, t), characterizing the distri-
bution of work at time t. In Ref. 40, we derived a deter-
minant formula at zero temperature for the characteristic
function,

G(u, t) =

∫ ∞

−∞

dw e−i uwP (w, t) , (14)

which we expressed at T = 0 as [40, 60]

GT=0(u, t) =
〈
e−i u

∑M
m=1 ε̃m(t)det [g(u, t)]

〉

RM
. (15)

Here the M ×M matrix g(u, t) is expressed in terms of
the overlaps αm

k in Eq. (10) as

[g(u, t)]
mm′

=

N∑

k=1

[αm
k (t)]

∗
ei u ε̃k(t)αm′

k (t) (16)

with m and m′ ∈ {1, . . . ,M}. Eqs. (15) and (16) general-
ize Anderson’s orthogonality determinant formula [61] to
work statistics in chaotic Fermi systems. Quantum work
statistics can then be analized by determining the coef-
ficients αm

k (t) numerically, performing the random ma-
trix average in Eq. (15), and then performing the inverse
Fourier transformation to yield P (w, t).
As discussed in the introduction, P (w, t) consists of

two distinct parts: an adiabatic piece, ∼ δ(w), and a reg-
ular part, P reg(w, t). This structure also survives at finite
temperatures, though P ad(t) decays more rapidly.

IV. FINITE TEMPERATURE WORK

STATISTICS

The T = 0 temperature concepts of the previous
section can be carried over to finite temperature with
the observation that, even at finite temperatures, the
initial state is a thermal average over simple Slater-
determinants, evolving into Slater-determinants. We can
thus sample the initial states accordingly, while respect-
ing particle number conservation.

A. Average work

To illustrate emerging complications at T 6= 0, let us
first consider the level occupations, fk(t). At T = 0 tem-
perature, these are simply given by the overlap probabil-
ities [40], fk(t) =

∑
m<M+1 |αm

k (t)|2, where the summa-
tion is restricted to the occupied levels, i.e. the M lowest
lying single particle eigenstates. At finite temperatures,
this formula is modified as (see Appendix A for a detailed
derivation),

fk(t) = Tr [n̂k,tρ(t)] = Tr
[
n̂H
k,tρ0

]

=
1

Z0(T )

∫ π

−π

dλ

2π
C(λ)

∑

m

|αm
k (t)|2

e−iλ+ε0m/T + 1
,

(17)

where C(λ) =
∏N

l=1

[
e−iλf + eiλ(1−f)−ε0l /T

]
and f ≡

M/N is the filling factor. Here and throughout the paper
we set kB = 1. Integration over λ in Eq. (17) enforces
particle number conservation, while n̂H

k,t = U †(t)n̂k,tU(t)
denotes the particle number operator in the k-th instan-
taneous eigenstate in the Heisenberg picture, with U(t) =

-20 0 20
0

0.5

1

0 20 40 60
0

5

10

-20 -10 0 10 20
0

0.5

1

FIG. 2. Mean occupations 〈fk〉RM of instantaneous eigenstates

for three different pairs (〈〈w 〉〉, T̃ ), corresponding to large, in-
termediate, and small work compared to the thermal energy,
respectively, and for different velocities ṽ. Quantum mechanical
results (symbols), computed from Eq. (17), are well captured
by the ladder model (black crosses) and analytical approxima-
tion Eq. (38), further simplified to Eq. (40) for large, and to
Eq. (42) for small work (black dashed lines). (a) Occupation
profiles in the slow quench limit with ṽ = 0.5 for the GOE
ensemble for (T̃ = 0.5, 〈〈w 〉〉 = 5), (T̃ = 8, 〈〈w 〉〉 = 10)

and (T̃ = 3, 〈〈w 〉〉 = 10). Inset: average work as a function

of time for the same temperatures T̃ . (b) Occupation profiles
for the three random matrix ensembles for different velocities
(ṽ = 0.8, T̃ = 1, 〈〈w 〉〉 = 10) for GOE, (ṽ = 3, T̃ = 3, 〈〈w 〉〉 =

15) for the GSE, and (ṽ = 5, T̃ = 8, 〈〈w 〉〉 = 20) for GUE.
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T exp
{
−i

∫ t

0 dt
′Ĥ(t′)

}
the many-body time-evolution op-

erator. The trace with the initial thermal density matrix,

ρ0 = e−Ĥ(0)/T /Z0(T ), yields a thermal average over ini-
tial M -particle fermionic many-body eigenstates.

Surprisingly, the average work turns out to be inde-
pendent of the temperature (see inset of Fig. 2(a)) and
assumes its T = 0 value at time t,

〈〈w 〉〉T 6=0 = D̃(ṽ) t̃ (18)

with D̃(ṽ) the dimensionless zero temperature energy dif-
fusion constant, investigated in Refs. 27–29, and 40.

This allows us to replace time by the average work,
and parametrize the occupation profile by 〈〈w 〉〉 rather
than t̃ at any temperature.

Fig. 2 shows the computed occupation number pro-
files for all three ensembles at low, high, and intermedi-
ate temperatures compared to the injected work, along
with the numerical results of the classical symmetric ex-
clusion process simulation and analytical approximations
obtained by the ‘ladder ’ model (discussed in detail in
Sec. V). The behavior of 〈fk(t)〉RM depends on the in-
jected work w as compared to the total thermal energy
of the fermions, ∼ T̃ 2. For large works, 〈〈w 〉〉 ≫ T̃ 2, the
broadening is dominantly dynamical, i.e., generated by
electronic transitions. In this limit, the occupation pro-
file converges to the T̃ = 0 diffusive profile, Eq. (11).

In the small work limit, 〈〈w 〉〉 ≪ T̃ 2, the profile re-
mains a featureless thermal Fermi distribution fk(t) ≈
1/(e(ε

0
k−εF)/T + 1).

B. Finite temperature determinant formula and

work statistics

We now present analytical expressions for the finite
temperature work statistics, convenient for numerical
evaluation. In particular, we show that similar to the zero
temperature case, the work distribution can be deter-
mined from the solutions of a single particle Schrödinger
equation, corresponding to the Hamiltonian in Eq. (3).
Following the convention of the zero temperature case,
we introduce the following expression for the PDF,

P (w, t) =
〈〈

δ
[
w −

(
ĤH(t)− Ĥad(t)

)
/δǫ

]〉〉
. (19)

Double averaging 〈〈. . . 〉〉 here refers to an average over
the initial density operator, ρ0, followed by an en-
semble average over random matrices. Here ĤH(t) =

U †(t)Ĥ(t)U(t) is the Hamilton operator in the Heisen-

berg picture, while Ĥad(t) is defined as

Ĥad(t) =

N∑

k=1

εk(t)b̂
†
k,0b̂k,0 , (20)

where εk(t) are the instantaneous single particle energy
eigenvalues. This operator measures the energy of an adi-
abatically evolved state. Expression (19) of the work dis-
tribution thus corresponds to defining work as the en-
ergy of the system relative to the energy of a frozen level
occupation profile for each initial state in the thermal
average, and excludes the contribution of the motion of
energy levels.
The characteristic function of the distribution (19) can

be expressed in the following form:

G(u, t) ≡
∫ ∞

−∞

dw e−i uwP (w, t) =
〈
Tr

[
ei u ĤH(t)/δǫe−i u Ĥad(t)/δǫρ0

]〉

RM

=
〈 1

Z0(T )

∑

n

e−i uEn(t)/δǫe−E0
n/T

〈
Ψn(t)|ei u Ĥ(t)/δǫ|Ψn(t)

〉〉

RM
=

〈 1

Z0(T )

∑

n

det [gn(u, t)]
〉

RM
.

(21)

Here |Ψn(t)〉 denotes the time-evolved many-body state
with some initial occupations {nk} → n in the

Schrödinger picture, where En(t) =
∑M

m=1 εl(m)(t) are
the instantaneous many-body energies, with l(m) ∈
{1, . . . , N} giving the index of the m’th occupied sin-
gle particle state in the initial many-body state, |Ψn(0)〉.
This is a thermally weighted sum ofM×M determinants
corresponding to the M -particle many-body states. The
M ×M overlap matrices gn(u, t) in Eq. (21) are defined

similar to the T = 0 overlap matrix, Eq. (16),

[gn(u, t)]
mm′

=

N∑

k=1

α
l(m)
k (t)ei u ε̃k(t)

[
α
l(m′)
k (t)

]∗
e−i u ε̃l(m′)(t)−ε0

l(m′)
/T

(22)

with m and m′ ∈ {1, . . . ,M} running over the parti-
cles. The amplitudes α appearing in Eq. (22) account for
transitions between these occupied states and the single
particle states k. As shown in Appendix B, similar to the
occupation in Eq. (17), Eq. (21) can be written as an
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FIG. 3. Regular part of the distribution of quantum work for
GOE (up) and GSE (bottom) at various temperatures, for av-
erage work 〈〈w 〉〉 = 5, corresponding to velocities ṽ = 0.5 and
0.8, respectively. (a) Comparison of random matrix simula-
tions (symbols) and the ladder model (dashed lines) for GOE.
Most features are well captured by the classical ladder model.
Fingerprints of level repulsion are present for small positive
values of work at low temperatures. (b) GSE results. Level
repulsion signatures are enhanced, but disappear fast with
increasing temperature. A fast convergence towards Gaussian
statistics is observed as T̃ 2 >

∼ 〈〈w 〉〉.

integral of a determinant over an auxiliary variable,

G(u, t) =

∫ π

−π

dλ

2π

〈det
[
e−iλf + eiλ(1−f) G(u, t)

]

Z0(T )

〉

RM
,

(23)
where the matrix elements of the N × N matrix G(u, t)
are

G l l′(u, t) =

N∑

k=1

αl
k(t)e

i u ε̃k(t)
[
αl′

k (t)
]∗

e−i u ε̃l′ (t)−ε0
l′
/T ,

(24)
and f ≡ M/N .
As discussed in the Introduction, the work distribu-

tion function, obtained as the inverse Fourier transform
of the characteristic function, G(u, t), consists of a sin-
gular (adiabatic) and a regular part. We postpone the
discussion of the adiabatic part to the next subsection,
and focus first on the regular part.
Typical regular finite temperature work distribution

functions for the GOE and GSE ensembles – obtained
by a numerical evaluation of Eq. (23) followed by Fourier
transformation of the characteristic function – are shown
in Fig. 3 [62]. Unlike at zero temperature, work can now
take negative values corresponding to transitions from

excited states to lower energy states during the quench,
taking place with a finite probability.
For temperatures and injected work 〈〈w 〉〉 not too

large compared to the mean level spacing, the work dis-
tribution exhibits fingerprints of level repulsion, most
clearly visible for GSE, the ensemble with the strongest
level repulsion [40]: the probability distribution displays
peaks at integer multiples of the mean level spacing, grad-
ually washed away as T̃ increases. We note that these fea-
tures are enhanced in the negative work regime. Never-
theless, in spite of these more pronounced peaks, the large
temperature limit and a smooth distribution is reached
faster in GSE than in the GOE ensemble due to the pres-
ence of spin degeneracy, as demonstrated in Fig. 3. In the
limit of small works, i.e., for T̃ 2 >∼ 〈〈w 〉〉, the work dis-
tribution converges towards a Gaussian,

P (w, t) → 1√
2π δw2

e−
(w−〈〈w 〉〉)2

2 δw2 . (25)

As already stated earlier, the expectation value 〈〈w 〉〉
increases linearly as 〈〈w 〉〉 = D̃ t̃, with D̃ the zero tem-
perature energy diffusion constant. This is also reflected
in the properties of the characteristic function at u = 0,
where the slope remains unaffected by changing the tem-
perature as shown in Fig. 8 of Appendix B for several
temperatures.
It is an interesting question whether the universal

structures in the work distribution, observed at zero tem-
perature, survive at finite temperatures. The answer is
positive: for large enough injected work, work statistics
becomes insensitive to most microscopic details, even to
the underlying symmetry class and the velocity ṽ, and
depends only on the average work, 〈〈w 〉〉, and the di-

mensionless initial temperature, T̃ .
This is demonstrated in Fig. 4, where we plot the work

distributions for different random matrix ensembles and
quench velocities at the same temperature and for the
same average work. The precise condition for the emer-
gence of universal properties is somewhat different for
large and small velocities. For fast quenches, ṽ ≫ 1, when

0 20 40 60
0

0.01

0.02

0.03

0.04

FIG. 4. Collapse of work statistics for large average work
values and for various velocities within the three major ma-
trix ensembles. The distributions collapse to a single curve,
and agree very well with the predictions of the ‘ladder’ model
(green plus signs). Notice the non-Gaussian distribution, char-

acteristic for large works, 〈〈w 〉〉 ≫ T̃ 2.
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FIG. 5. Probability of adiabaticity for GUE at temperatures
T̃ = 0.5, 1.5, 3, for velocity ṽ = 0.8 (slow quench limit), and
average work 〈〈w 〉〉 = 5. At finite T , the initial exponential

decay crosses over to a stretched exponential for 〈〈w 〉〉 > T̃ 2.
Dashed lines denote analytical exponential and stretched ex-
ponential fits. Inset: Logarithmic plot for T̃ = 0.5 and T̃ = 3,
showing the distinct behaviors at low and high temperatures.

jumps between distant levels occur, the injected work
must exceed the size of the jumps. In the slow quench
limit, ṽ <∼ 1, where transitions happen between neighbor-
ing energy levels, the work distribution must be broader
than the mean level spacing, while the average work
should follow the linear time dependence, Eq. (18). These
conditions imply that for ṽ <∼ 1, universal features emerge

if the average work satisfies 〈〈w 〉〉 >∼ max
{
1, ṽβ/2−1

}
.

C. Probability of adiabaticity

Let us now turn to the singular part of the work dis-
tribution, corresponding to the probability of adiabatic
processes. As was shown in our previous works [40, 41],
at T = 0 the probability of staying in the initial ground
state decayed in time as a stretched exponential,

P ad
T=0(t̃) = (8πD̃t̃)1/4e−C

√
D̃t̃, (26)

with C ≈ 1.35. In the general finite temperature setting,
however, the concept of probability of adiabatic evolution
is non-trivial. Following the strategy of the T = 0 case,
we identify it with the weight of the singular part of the
work distribution, which, based on the properties of the
Fourier transformation, can be obtained from the large u
asymptotic value of the characteristic function,

P ad(t) = lim
u→∞

G(u, t) . (27)

This corresponds to the sum of probabilities of stay-
ing in the initial single particle eigenstates, weighted by

the corresponding Boltzmann factors, e−E0
n/T /Z0(T ). In-

deed, Eq. (27) can be written as (cf. Appendix C)

P ad(t) =
∑

n

〈 1

Z0(T )
lim
u→∞

det [gn(t)]
〉
RM

=
∑

n

〈det [g̃n(t)]
Z0(T )

〉
RM

,

(28)

where the u → ∞ limit of the determinants can be ex-
pressed as the determinant of the reduced matrix g̃n(t),

[g̃n(t)]
mm′

=

M∑

k=1

α
l(m)
k

[
α
l(m′)
k

]∗
e−ε0

l(m′)
/T , (29)

yielding exactly the probabilities of staying in the initial

nth many-body eigenstate, weighted by e−E0
n/T . Unfor-

tunately, the sum of the above determinants cannot be
simplified further, as the matrices g̃n(t) are not simply
M × M blocks of the same N × N matrix, unlike in
the sum of determinants for the characteristic function
in Eq. (21). We evaluated Eq. (27) numerically and con-
firmed that it accounts correctly for the missing weight
from the normalization of the work statistics.

Our numerical results for GUE are shown in Fig. 5. As
expected, the stretched exponential behavior is preserved
for large work (or low temperatures) T̃ 2 ≪ 〈〈w 〉〉, while
we observe a crossover to an exponential decay at small
work (high temperatures) T̃ 2 ≫ 〈〈w 〉〉, also highlighted
in the inset using logarithmic scales.

For small injected work, 〈〈w 〉〉 ≪ T̃ 2, we find that the
probability of adiabaticity decays exponentially,

P ad(smallW ) ∝ exp(−1.35〈〈w 〉〉 T̃ ) , (30)

where the prefactor remains unchanged compared to the
T = 0 case up to numerical precision. This result can be
understood by noting that in this regime, adiabacity is
typically first violated by one of the independent transi-
tions between ∼ T/δǫ partially occupied levels close to
the Fermi energy, yielding the prefactor in the exponent.

Remarkably, the probability of adiabatic processes re-
mains finite even at finite temperatures. This allows one
to perform mixed state adiabatic quantum computation.
Notice however, that for T̃ > 1, one needs to reduce the
injected work below 1/T̃ by reducing the velocity ṽ ap-
propriately.

D. Fluctuations of work and Crooks relation

In our previous work [40, 41], we showed that the fluc-
tuations of work grow superdiffusively at T = 0, that is

δw2 ∼ 〈〈w 〉〉3/2. At finite temperature, we can express
the fluctuations in a somewhat more general form as
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δw2 =
〈〈 (

HH(t)−Had(t)
)2 〉−

〈
HH(t)−Had(t)

〉2〉

RM

=
∑

kk′

〈
εk(t)εk′ (t)

[〈
δn̂H

k,tδn̂
H
k′,t

〉
+ 〈δn̂k,0δn̂k′,0〉 − 2

〈
δn̂H

k,tδn̂k′,0

〉]〉
RM

(31)

with δn̂k,t ≡ n̂k,t− fk(t) and fk(t) given by Eq. (17). We
provide exact expressions for the correlators appearing
here in Appendix D, in terms of the occupation ampli-
tudes αm

k (t).

In the limit of small work, 1 < 〈〈w 〉〉 ≪ T̃ 2, we find a
diffusive behavior as expected,

δw2 ∼ 〈〈w 〉〉 . (32)

For large work, 〈〈w 〉〉 ≫ T̃ 2, however, we recover the

superdiffusive characteristics, δw2 ∼ 〈〈w 〉〉3/2. Fig. 6
demonstrates this behavior for GOE, where for better
comparison we introduced the normalized variance δw̃2

as

δw̃2 =
δw2(〈〈w 〉〉)

δw2(〈〈w 〉〉 = 1)
, (33)

such that δw̃2(〈〈w 〉〉 = 1) ≡ 1. We remark that for large
enough injected work, in leading order in 〈〈w 〉〉, the vari-
ance of work coincides with that of the total energy of
the system, apart from the initial thermal fluctuations of
the latter (cf. Appendix F).
Let us now demonstrate that the numerically com-

puted work distribution obeys the celebrated Crooks
fluctuation relation [4]. The Crooks relation relates the
work statistics of time-reversed processes, A → B and
B → A, in case of thermal initial states. It states
that PA→B(W )/PB→A(−W ) = e(W−∆F )/T , where ∆F
denotes the equilibrium free energy difference between
states B and A.
To check the validity of this relation, we define a time

0 1 2 3

0

1

2

3

FIG. 6. Crossover from superdiffusive to diffusive work fluc-
tuations for 〈〈w 〉〉 > 1 in the GOE ensemble. For in-
jected work large compared to the thermal energy, fluctua-
tions preserve their superdiffusive behavior as in the T = 0

case, 〈〈 δw2 〉〉 ∼ 〈〈w 〉〉3/2. In contrast, for small average

work 1 < 〈〈w 〉〉 ≪ T̃ 2, they exhibit a diffusive character,
〈〈 δw2 〉〉 ∼ 〈〈w 〉〉.

reversal symmetrical path in the random matrix ensem-
ble,

λ(t) =

{
v t for 0 ≤ t ≤ τ ,

v (2τ − t) for 0 ≤ t ≤ τ .
(34)

In this case, since we return to the same point in param-
eter space, the free energy difference is ∆F = 0, and the
Crooks relation just states that extracting work from the
system (performing negative work) is exponentially sup-
pressed with respect to performing positive work of the
same magnitude as

P (−w, 2 τ)/P (w, 2 τ ) = e−w/T̃ . (35)

The two sides of this relation are plotted together in
Fig. 7 for all three ensembles at different quench times,
velocities, and temperatures in each case. Reassuringly,
we find that the Crooks relation is satisfied in all cases
within our numerical accuracy. Moreover, we also verified
that it remains valid even for a single randommatrix real-
ization as it is shown for the GSE ensemble in Fig. 7. The
fact that the Crooks relation is satisfied is an important
verification of the correctness of the rather complicated
numerical procedure used to compute P (w, t).

0 1 2 3 4 5
0

0.2

0.4

0.6

0.8

1

FIG. 7. Numerical verification of the Crooks fluctuation rela-
tion (35) for the three ensembles with different quench times,
velocities, and temperatures as indicated in the legend. The
GSE result was computed using a single random matrix tra-
jectory, while the GOE, GUE results were averaged over
∼ 500 disorder realizations.
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V. SIMPLE SYMMETRICAL EXCLUSION

PROCESS AND LADDER MODEL

A. Finite temperature exclusion process

The large degree of universality of the work distribu-
tion function (cf. Fig. 4) hints at the possibility of an ef-
ficient simplified description. This proved to be the case
at zero temperature [40, 41], where the work statistics
has been captured in terms of a ‘ladder’ model by a sim-
ple symmetrical exclusion process [63–66]. In this section,
we show that the ‘ladder’ model can successfully capture
essential features of work statistics even at finite temper-
atures.

Within the ‘ladder’ model, we assume infinitely strong
level repulsion [41, 67], and approximate the spectrum
by evenly spaced energy levels. We also replace site oc-
cupations by classical statistical variables taking values
nk,t = 0, 1. Electron transfers due to Landau-Zener tran-
sitions at avoided level crossings [27, 54, 68] are modeled
by classical Markovian random jumps between neighbor-
ing energy levels. At finite temperature, we also need
to average over initial configurations (occupations), dis-
tributed according to Boltzmann statistics. Since the
number of configurations is very large for N >∼ 20 en-
ergy levels, we generate the initial thermal state by the
Metropolis algorithm, i.e., we move electrons from occu-
pied to empty levels with probability

p =

{
e−∆E/T if ∆E > 0,

1 if ∆E < 0,
(36)

until thermal equilibrium is reached. For each initial state
obtained this way, we run a second, stochastic simula-
tion of the quantum quench [40], where electrons diffuse
in energy space in a symmetrical exclusion process due
to driving. Remarkably, as demonstrated in Fig. 4, for
long enough quench times, this classical approximation
captures work statistics both in the slow and fast quench
limits, and for all three ensembles. Quantum statistics
and quantum work can thus be described classically, anal-
ogously to the zero temperature case [41].

B. Occupations and average work

In the ‘ladder’ model, we consider uniformly spaced,
fixed energy levels measured from the Fermi energy,
εk/δǫ ≈ k− (M+1/2). These levels do not move in time,
though their occupation changes due to random electron
diffusion in energy space, induced by the time dependent
driving. The simple structure of this model allows us to
obtain analytical results for the energy level occupations
as well as for the mean and variance of work.

Let us first consider the initial profile. Using αm
k (0) =

δmk in Eq. (17), the average occupations are given by the

integral expression

p(k, 0) ≡ 〈f0
k 〉RM ≈ 1

Z0(T )

∫ π

−π

dλ

2π

C(λ)

e−iλ+(k−M−1/2)/T̃ + 1
.

(37)
We can derive an approximate analytical expression for
the average occupation numbers at time t by employing a
diffusive approximation of the single particle broadenings

in Eq. (17),
〈
|αm

k (t)|2
〉
RM

≈ e−(k−m)2/(4D̃t̃)/
√
4πD̃t̃.

This approximation simply follows from the diffusive mo-
tion in energy space, generated by Landau-Zener transi-
tions, as put forward in the seminal works of Wilkin-
son [27, 54, 68].
Invoking a continuous approximation, whereby k and

m are promoted to the continuous variables κ = k−(M+
1/2) and µ = m− (M +1/2) and the sum is replaced by
integral, we obtain for the occupation profile

p(κ, t) ≈
∫ ∞

−∞

dµ
e−(κ−µ)2/4D̃t̃

√
4πD̃t̃

p(µ, 0) (38)

which is just the solution of the diffusion equation with
initial profile p(κ, 0). From this equation it follows that
the average work grows linearly in time,

〈〈w 〉〉 ≈
∫ ∞

−∞

dκκ [p(κ, t)− p(κ, 0)] = D̃t̃ . (39)

For a derivation, see Appendix D.

C. Small and large work limits of work fluctuations

We now turn to the discussion of the asymptotic be-
havior of the occupation profile in the low and high tem-
perature (i.e., large and small work) limits. For large

works, T̃ 2 ≪ 〈〈w 〉〉, where the broadening is dominated
by driving-induced level-to-level transitions, the occupa-
tion numbers are given by the zero temperature diffusive
profile, with a small correction originating from the ini-
tial thermal profile (for the derivation, see Appendix E),

p(κ, t) ≈ 1

2

(
1− erf

[
κ

2 〈〈w 〉〉1/2

])
+

π2 T̃ 2

6 〈〈w 〉〉
κ e−κ2/4〈〈w 〉〉

√
4π〈〈w 〉〉

.

(40)
Interestingly, the correction term is twice the Bethe–
Sommerfeld correction in the absence of particle number
conservation. Eq. (40) is compared to quantum mechan-

ical results for T̃ 2 ≪ 〈〈w 〉〉 in Fig. 2a, yielding a very
accurate approximation.
We can also use this diffusive approximation to es-

timate the leading order behavior of the work fluctua-
tions for 〈〈w 〉〉 ≫ max(T̃ 2, 1). This approach keeps track
of diffusion-induced occupation number fluctuations, but
neglects the randomness of the individual energy levels,
as well as the correlations between their occupations,
yielding
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δw2(t) ≈
∫ ∞

−∞

dκ
κ2

4

(
1− erf2

[
κ/

√
4 〈〈w 〉〉

])
+ o

(
T̃ 2〈〈w 〉〉1/2

)
≈ 5

√
π

3
〈〈w 〉〉3/2 . (41)

As shown in Appendix F, only the first term of (31) contributes to the above formula in the leading order of the

classical approximation, coinciding with the variance of the total energy. Our numerics confirm the ∼ 〈〈w 〉〉3/2 power
law behavior, but the prefactor is slightly modified by the neglected correlation terms.
In the small work limit, 1 < 〈〈w 〉〉 ≪ T̃ 2, occupation numbers are approximately given by the Fermi function,

plus a correction term accounting for particle number conservation and for quantum quench-induced changes of the
occupation profile (for the derivation, see Appendix E),

p(κ, t) ≈ 1

eκ/T̃ + 1
+

1

2T̃

( 〈〈w 〉〉
2T̃

− 1

4

)
tanh(κ/2T̃ )

[
1− tanh2(κ/2T̃ )

]
. (42)

For large enough temperatures, this expression provides an excellent approximation for the quantum mechanical
results and the ladder model simulations (see Fig. 2a).
To compute work fluctuations in this limit, we again consider only occupation fluctuations of single particle states,

and neglect their correlations. In Appendix F, we show also for the small work case that in the classical approximation
only the first term of Eq. (31) contributes to the variance of work, thus δ2w reduces to the fluctuations of the total

energy. Keeping only the highest order of T̃ , we get

δw2(t) ≈
∫ ∞

−∞

dκκ2 〈〈w 〉〉
4T̃ 2

tanh2(κ/2T̃ )
[
1− tanh2(κ/2T̃ )

]
≈ 2.43 T̃ 〈〈w 〉〉 . (43)

Similar to the large work limit, even though the power
law behavior is correct, correlation terms yield a similar
contribution but with a smaller coefficient. The crossover
from superdiffusive to diffusive fluctuations is demon-
strated in Fig. 6 both for the quantum mechanical results
and the ladder model.

VI. CONCLUSIONS

In this work, we have extended our earlier, zero tem-
perature results [40, 41] on the full distribution of quan-
tum work in chaotic non-interacting Fermi systems to the
case of finite temperature quantum quenches. By general-
izing the determinant formula of Ref. 40, we have shown
that all information is contained in the solutions of the
single particle Schrödinger equation. This enabled us to
determine the full work distribution function, P (W, t), as
well as its moments, and the probability of adiabatic time
evolution.
The expectation value of the dimensionless work w =

W/δǫ is found to increase linearly in time in all three
major symmetry classes,

〈〈w〉〉 = D̃ t̃ ,

where t̃ is the dimensionless time, t̃ = t δǫ, and the dimen-
sionless diffusion constant D̃ depends on the dimension-
less speed of the quench and the symmetry of the underly-
ing Hamiltonian, but is independent of temperature. Let
us emphasize that this temperature independence is only
valid on time scales shorter than one period. For much
longer quenches [30], quantum effects such as dynamical
localization in energy space [31–33] may become relevant

and lead to time-dependent, and probably temperature
dependent, corrections to the diffusion constant.
Temperature has, however, a dramatic impact on the

structure of work distribution. First of all, similar to the
effect of large injected work 〈〈W 〉〉 > δǫ at T = 0 tem-
perature, a temperature larger than the level spacing,
T > δǫ, rapidly washes away ‘microscopic’ features asso-
ciated with level repulsion.
More importantly, however, at temperatures T >∼ δǫ,

the thermal energy of the Fermi gas, ET ∼ T 2/δǫ pro-
vides a natural energy scale for quantum work distribu-
tion, and the properties of quantum work statistics de-
pend crucially on the injected energy/work compared to
ET . In the ‘small work’ regime, 〈〈W 〉〉 <∼ ET , quantum
statistics does not play a major role in quantum work
statistics: P (W, t) is Gaussian with a very good accuracy,
and the variance of the injected work increases linearly
with the injected work, δw2 ∼ 〈〈w 〉〉 ∼ t. The physical
reason for this is that in this ‘small work’ regime, tran-
sitions occur in the vicinity of the thermally broadened
Fermi energy, and they are statistically independent. In
contrast, in the ‘large work’ regime, 〈W 〉 >∼ ET , work
statistics displays features similar to those at T = 0 tem-
perature; here P (W, t) is generically non-Gaussian due
to Fermi statistics, and the variance scales as δw2 ∼
〈〈w 〉〉3/2 ∼ t3/2.
The cross-over between the ‘small work’ and ‘large

work’ regimes is also striking in the adiabatic time evolu-
tion probability Pad(t). In the ’small work’ regime, Pad(t)
falls off exponentially,

Pad(smallW ) ∼ e−1.35〈〈w 〉〉 T̃ = e−a t̃

with a ≈ 1.35DT/δǫ3 = 1.35D̃ T̃ . For longer times, how-



11

ever, where 〈W 〉 > ET , the Pauli principle blocks the
transitions, and the probability of adiabatic time evolu-
tion decreases only as a stretched exponential,

Pad(largeW ) ∼ e−1.35
√

〈〈w 〉〉 = e−b t̃1/2 ,

where b = 1.35
√
D/δǫ = 1.35

√
D̃.

These results bare relevance for adiabatic quantum
computation, where the Hamiltonian of a known and sim-
ple system in some trivial quantum state is adiabatically
deformed to reach an unknown quantum state of a more
complex system. To achieve this, one needs to reach a
distance ∆λ = ṽ t̃ ∼ 1 in parameter space. If the temper-
ature is larger than the level spacing, then the dimension-
less work must be kept small to have a large adiabatic
probability, 〈〈w 〉〉 < 1/T̃ , implying a small dimension-
less velocity in parameter space, ṽ < 1. In this regime, the
diffusion constant scales as D̃ ∼ ṽ1+β/2, and we obtain

the scaling Pad ∼ e−T̃ ṽβ/2 ∆λ.

Analogously to the T = 0 temperature case, we find
that the above results are well-captured by a classical

exclusion process model with hardcore particles, mov-
ing diffusively in energy space, and starting from ther-
mally distributed random initial states. This Markovian
approach reproduces our quantum mechanically obtained
work distributions and its universal features. These lat-
ter imply that work distribution in chaotic fermionic sys-
tems is characterized by just two parameters, 〈〈w 〉〉 and
T̃ , once max(〈〈w 〉〉, T̃ ) ≫ 1, irrespective of microscopic

details,

P (W, t) → P (w, 〈〈w 〉〉, T̃ ) .

Although here we focused on quantum quenches in
fermionic random matrix ensembles, similar to the T = 0
temperature case, we expect that they apply to most dis-
ordered Fermi systems, once the appropriate dimension-
less parameters are properly identified [41]. Our results
are relevant for quantum computation as well as for quan-
tum thermodynamics, and many of our predictions could
be tested experimentally in metallic nanosystems.
Our considerations have also many natural extensions;

Floquet systems realized by cyclic drivings, or Anderson
localization and interaction effects provide exciting per-
spectives and future research directions.
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Appendix A: Occupation numbers of instantaneous eigenstates

In this appendix we derive the formula Eq. (17) for the occupation numbers in the instantaneous eigenstates. We
prove the general identity at time t; from this the special case at t = 0 follows immediately. First we write out the
trace over the M -particle initial many-body states with the corresponding Boltzmann weights,

fk(t) =
1

Z0(T )
Tr

[
U †(t)b̂†k,tb̂k,tU(t)e−Ĥ(0)/T

]
=

1

Z0(T )

∑

n

〈
Ψn(0)

∣∣U †(t)b̂†k,tb̂k,tU(t)e−Ĥ(0)/T
∣∣Ψn(0)

〉

=
1

Z0(T )

∑

n

e−E0
n/T

〈
Ψn(t)|b̂†k,tb̂k,t|Ψn(t)

〉 (A1)

with |Ψn(t)〉 =
∏M

m=1 ĉ
†
l(m)|0〉, where l(m) ∈ {1, . . . , N} labels single particle eigenstates, while m ∈ {1, . . . ,M} labels

the particles. Now the first task is to evaluate the quantum mechanical average for the arbitrary nth many-body state,

using the decomposition b̂†k,t =
∑N

m=1 [α
m
k (t)]

∗
ĉ†m,t. The result is analogous to the T = 0 temperature case, but the M

lowest levels appearing in the M -particle many-body ground state are now replaced by the general initially occupied
states,

〈
Ψn(t)

∣∣b̂†k,tb̂k,t
∣∣Ψn(t)

〉
=

M∑

m=1

∣∣∣αl(m)
k (t)

∣∣∣
2

.

Substituting this into the sum in Eq. (A1), and writing out the summation over the M unequal indices, we transfer
the summand to the exponent via the following trick,

Z0(T )fk(t) =
∑

n

e−
∑M

m=1 ε0l(m)/T
M∑

m=1

∣∣∣αl(m)
k (t)

∣∣∣
2

=
∂

∂p

∑

l(1)<···<l(M)

e
−

∑M
m=1 ε0l(m)/T+p

∑M
m=1

∣∣∣αl(m)
k (t)

∣∣∣
2 ∣∣∣

p=0
.

We insert the constraint of summing over unequal indices in the form of an integral over the auxiliary variable λ,

∑

n

M∏

m=1

hl(m) =

∫ π

−π

dλ

2π
eiλM

N∏

l=1

[
1 + e−iλhl

]
=

∫ π

−π

dλ

2π

N∏

l=1

[
eiλM/N + e−iλ(1−M/N)hl

]
,

where the two phases ensure that only M number of hk terms survive the integration. Introducing the filling factor
f ≡ M/N , performing the differentiation and setting p = 0, we obtain the desired formula

fk(t) =
1

Z0(T )

∫ π

−π

dλ

2π

∂

∂p

N∏

l=1

[
e−iλf + eiλ(1−f)−ε0l /T+p|αl

k(t)|2
] ∣∣∣∣∣

p=0

=
1

Z0(T )

∫ π

−π

dλ

2π

N∏

l=1

[
e−iλf + eiλ(1−f)−ε0l /T

] N∑

m=1

|αm
k (t)|2

e−iλ+ε0m/T + 1
.

(A2)

Substituting αm
k (0) = δmk if 1 ≤ m ≤ M and 0 otherwise, we obtain the expression for the initial profile:

f0
k =

1

Z0(T )

∫ π

−π

dλ

2π

N∏

l=1

[
e−iλf + eiλ(1−f)−ε0l /T

] 1

e−iλ+ε0k/T + 1
.

Appendix B: Determinant formula for the characteristic function

In this appendix, we derive the determinant formula for the finite temperature characteristic function given in Eq.
(21). The original expression for the Fourier transform of the work statistics, Eq. (23), can be understood as a sum

of T = 0 determinant formulae over all the possible
(
N
M

)
initial fermionic many-body sates {l(1), l(2), . . . , l(M)},

weighted by the corresponding Boltzmann weights and normalized by the initial partition function, Z0(T ). This leads
to

G(u, t) =
〈 1

Z0(T )

∑

n

det [gn(u, t)]
〉

RM
(B1)
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with the Boltzmann factors included in the M × M matrices gn(u, t) as [gn(u, t)]
mm′

=
∑N

k=1 α
l(m)
k (t)ei u ε̃k(t)

[
α
l(m′)
k (t)

]∗
e−i u ε̃l(m′)(t)−ε0

l(m′)
/T . In this expression, we can extend the summations over

all possible M -particle states without altering the results, because the determinant vanishes automatically if two or
more rows or columns are the same,

G(u, t) ∼
∑

n

det [gn(u, t)] =
1

M !

∑

P

(−1)P
∑

l(1),l(2),...,l(M)

gl(1)l(P1) . . . gl(M)l(PM )

=
∑

n1,...,nM

M∏

i=1

(−1)ni+1((i − 1)!)niTr
[
Gi
]ni

(i!)ni(ni)!
δ∑

i ini−M .

(B2)

where the matrices g and G are defined as

gl(m),l(Pm) =

N∑

k=1

α
l(m)
k (t)ei u ε̃k(t)

[
α
l(Pm)
k (t)

]∗
e−i u ε̃l(Pm)−ε0l(Pm)/T ,

Gll′ =

N∑

k=1

αl
k(t)e

i u ε̃k(t)
[
αl′

k (t)
]∗

e−i u ε̃l′−ε0
l′
/T

with the indices being in the ranges m ∈ {1, . . . ,M} and l ∈ {1, . . . , N} .

Here the 1
M ! factor compensates for the overcounting of states, and the last equation comes from combinatorial

reasonings, namely in the sum
∑

l(1),...,l(M) . . . , for all permutations, we can group the product of matrix elements

into the form gl(1),l(2)gl(2),l(3) . . . gl(i)l(1) which after summation simply yields Tr
[
Gi
]
. Suppose that we have ni such

terms that only appear if
∑

i ini = M , as the number of the gnPn elements in a product is fixed. Now in this case the
elements in the groups of length i can be permuted among themselves therefore we must compensate with a factor of

1
(i!)ni

. Then we need to count the permutations of the groups among themselves, which goes with a factor of M !
ni!

and

finally, as we have a summation over the permutations each group come up (i−1)! times with the same sign, giving an

overall factor of ((i−1)!)ni

(i!)nini!
= 1

inini!
. As for the sign, in a trace of power i, Tr

[
Gi
]
we have i−1 exchanges of indices, and

altogether we have ni such terms, resulting in a total sign of
∏M

i=1(−1)
ni(i−1)

=(−1)
M ∏M

i=1(−1)
ni ≡ ∏M

i=1(−1)
ni+1

,
where we have exploited the constraint

∑
i ini = M .

The trace of the ith powers of G is just the sum of the ith powers of its eigenvalues. With some algebra, one can
then show that the whole expression of the characteristic function can be written as the sum over M unequal indices
ranging from 1 to N , n1, ..., nm ∈ 1, ..., N , where each term is the product of M unequal eigenvalues of the matrix G.
Using this one can rewrite Eq. (B2) as

G(u, t) ∼
∑

n1,...,nM

M∏

i=1

(−1)ni+1
[∑

n µ
i
n

]ni

ini(ni)!
δ∑

i ini−M =
∑

n1<···<nM

µn1µn2 . . . µnM

=

∫ π

−π

dλ

2π

N∏

l=1

[
e−iλM/N + eiλ(1−M/N)µl

]
=

∫ π

−π

dλ

2π
det

[
e−iλf + eiλ(1−f)G(u, t)

]
,

(B3)

where µ1, µ2 . . . , µN are the eigenvalues of G(u, t), and f = M/N . Restoring the prefactor Z0(T )
−1 and the 〈. . . 〉RM

average, we obtain the desired generalized finite temperature determinant formula in Eq. (21).
The real and imaginary parts of the characteristic function are plotted in Fig. 8 for different temperatures. Note

that the slope of the characteristic function at the origin, giving the average work, is independent of the temperature.
For T̃ 2 ≫ 〈〈w 〉〉, the characteristic function converges to the Fourier transform of a Gaussian work distribution.

Appendix C: Probability of adiabaticity

In this appendix we provide the details of computing the probabilities of adiabatic processes starting from a given
initial many-body state, and the total adiabatic weight corresponding to the singular part of the work statistics. The
probability of adiabatic evolution of the nth many body state is given by the absolute value square of the overlap of
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FIG. 8. Real (a) and imaginary (b) parts of the characteristic function for the GOE ensemble, computed numerically from
Eq. (23) for dimensionless quench time t̃ = 34 and velocity ṽ = 0.5, corresponding to the slow quench limit. The zero temperature

average work is 〈〈w 〉〉T=0
= 5, and we evaluate the characteristic function at dimensionless temperatures T̃ = 0, 2, 5. The slope

of the imaginary part at u = 0 is unaffected by the increase of the temperature, implying that, keeping the quench time fixed,
the average work of the system is independent of the temperature within numerical precision. Upon increasing the temperature,
a clear convergence is seen towards the characteristic function of a Gaussian work distribution with mean 〈〈w 〉〉 and variance
δw2, shown in black dashed line.

its initial and time-evolved wave-functions. For sake of brevity, we will drop the time arguments for the energies and
α amplitudes. We get

∣∣〈Ψn(0)
∣∣Ψn(t)

〉∣∣2 =
∣∣∣
〈
0
∣∣b̂l(M) . . . b̂l(1)ĉ

†
l(1) . . . ĉ

†
l(M)

∣∣0
〉∣∣∣

2

=

∣∣∣∣∣

N∑

k1=1

[
α
l(1)
k1

]∗
· · ·

N∑

kM=1

[
α
l(M)
kM

]∗ 〈
0
∣∣b̂l(M) . . . b̂l(1)b̂

†
k1

. . . b̂†kM

∣∣0
〉
∣∣∣∣∣

2

=

∣∣∣∣∣
∑

P

(−1)P
[
α
l(1)
Pl(1)

]∗
· · ·

[
α
l(M)
Pl(M)

]∗
∣∣∣∣∣

2

= |det [αn(t)]|2 ,

where in the last step we used the anticommutation relations of the b̂k, b̂
†
k fermionic operators, implying that the

non-zero contributions come from indices {k1, . . . , kM} being permutations of {l(1), . . . , l(M)}. The last expression is

the absolute value square of the determinant of the matrix consisting of elements [αn(t)]
m
m′ = α

l(m)
l(m′)(t). Considering

this expression as the product of two determinants, it is equal to the determinant of the product of two matrices,

written as
∑M

k=1 α
l(m)
l(k)

[
α
l(m′)
l(k) (t)

]∗
. Now weighting it with the Boltzmann factor, e−E0

n/T = e−
∑M

m=1 ε0l(m)/T , we get

the determinant of the original matrix, with its columns multiplied with Boltzmann weights of the corresponding
single particle energies,

e−E0
n/T

∣∣〈Ψn(0)
∣∣Ψn(t)

〉∣∣2 = det [g̃n(t)] , (C1)

yielding Eq. (29).
We now turn to the u → ∞ limit of the finite temperature characteristic function, related to the singular part

of the work statistics. To this end we extract the u independent part of each determinant det [gn(u, t)] in the sum
determining the characteristic function, Eqs. (21) and (22), as this is the only term surviving the limit u → ∞,

lim
u→∞

det [gn(u, t)]

= lim
u→∞

∑

P

(−1)P
N∑

k1,...,kM=1

α
l(1)
k1

[
α
Pl(1)

k1

]∗
. . . α

l(1)
kM

[
α
Pl(M)

kM

]∗
e
i u

(
ε̃k1−ε̃Pl(1)

+···+ε̃kM −ε̃Pl(M)

)
−

(
ε0Pl(1)

+···+ε0Pl(M)

)
/T

=
∑

P

(−1)P
M∑

k1,...,kM=1

α
l(1)
l(k1)

[
α
Pl(1)

l(k1)

]∗
. . . α

l(1)
l(kM )

[
α
l(PM )
l(kM )

]∗
e
−

(
ε0Pl(1)

+···+ε0Pl(M)

)
/T

≡ det [g̃n(t)] ,

where in the last step we used the fact that all the u independent parts are obtained by annullating the energy

differences in the exponent of e
i u

(
ε̃k1−ε̃Pl(1)

+···+ε̃kM −ε̃Pl(M)

)

restricting the values of {k1, . . . , kM} to the permutations
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of {l(1), . . . , l(M)}. However, we can allow for equal values of k1, . . . , kM which give zeros after the summation over
the permutations P , resulting finally in all possible combinations restricted to the set k1, . . . , kM ∈ {l(1), . . . , l(M)}.
As this holds for all M -particle many-body states, we indeed obtain that

lim
u→∞

G(u, t) =
∑

n

det [g̃n(t)] .

Comparing to Eq. (C1) confirms that this is equal to the sum of probabilities of adiabatically evolving a particular
initial many-body eigenstate, weighted with the Boltzmann-factors.

Appendix D: Average work

In this appendix we show that up to numerical precision, the average work within the classical Markovian approx-

imation is independent of the temperature, 〈〈w 〉〉 = D̃t̃. In order to demonstrate this surprising feature, we first
realize that the initial profile with the function inside the integral expression, Eq (37),

1

e−iλ+κ/T̃ + 1
=

1− tanh(−iλ/2 + κ/2T̃ )

2
,

is an odd function shifted by a constant. In the integral in Eq. (37), we exploit that C(λ) =
∏N

l=1

[
e−iλf + eiλ(1−f)−ε0l /T

]
is real, thus it is an even function of λ, C(−λ) = C(λ)∗ = C(λ). By switching the

integral variable to λ → −λ, we obtain

δp(−κ, 0) =

∫ π

−π

dλ

2π
C(λ) tanh(−iλ/2− κ/2T̃ ) =

∫ π

−π

dλ

2π
C(−λ) tanh(iλ/2− κ/2T̃ )

= −
∫ π

−π

dλ

2π
C(λ) tanh(−iλ/2 + κ/2T̃ ) ≡ −δp(κ, 0) ,

where we denoted by δp(κ, t) the κ dependent part of p(κ, t), and exploited that the tangent hyperbolic is an odd
function.
Now we turn to the finite temperature average work as a function of the zero temperature average work, 〈〈w 〉〉T=0 =

D̃t̃, at time t̃, where D̃ is the diffusion constant. We again replace the summation over the occupation probabilities
of the instantaneous eigenstates by a continuous integral, and exploit the fact that κ p(n≥1)(κ → ±∞, 0) = 0,

〈〈w 〉〉 ≈
∫ ∞

−∞

dµ
e−µ2/4D̃t̃

√
4πD̃t̃

∫ ∞

−∞

dκκ [p(κ− µ, 0)− p(κ, 0)] =

∫ ∞

−∞

dµ
e−µ2/4D̃t̃

√
4πD̃t̃

∫ ∞

−∞

dκκ

[
−µp′(κ, 0) +

µ2

2
p′′(κ, 0)

]
.

Here all the odd derivatives drop out, because their product with κ is an odd function, while the higher order even

derivatives disappear due to the limiting behaviour of κp(n)(κ, 0). Evaluating the
∫
dµ . . . integral yields D̃t̃, and we

are left with

〈〈w 〉〉 ≈ D̃t̃

∫ ∞

−∞

dκκp′′(κ, 0) = D̃t̃ [κp′(κ, 0)]
∞
−∞ − D̃t̃

∫ ∞

−∞

dκ p′(κ, 0) = −D̃t̃ [p(κ, 0)]
∞
−∞ = D̃t̃

as p(κ → −∞, 0) = 1.

Appendix E: Small and large work expansion of the occupation numbers

In this appendix we first derive our approximation formula for the occupation profile in the large work limit,
T̃ 2 ≪ 〈〈w 〉〉. For sake of simplicity, we set M = N/2, which does not alter our results anyway in the continuum

limit. Furthermore, we introduce the reduced partition function Z̃0(T ) = eẼ
0
GS/T̃Z0(T ) and the corresponding C̃(λ) =

∏N/2
l=1

[
1 + 2 cosλ e−(l−1/2)/T̃ + e−2(l−1/2)/T̃

]
in the continuum approximation. We then apply the Bethe–Sommerfeld
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approach to the modified occupation profile 1

e−iλ+µ/T̃+1
, that is, for a modified chemical potential µ ≡ iλT̃ ,

p(κ, t) =
1

Z̃0(T )

∫ π

−π

dλ

2π
C̃(λ)

∫ ∞

−∞

dµ
e−(κ−µ)2/4D̃t̃

√
4πD̃t̃

1

e−iλ+µ/T̃ + 1

≈ 1

Z̃0(T )

∫ π

−π

dλ

2π
C̃(λ)



∫ iλT̃

−∞

dµ
e−(κ−µ)2/4〈〈w 〉〉

√
4π〈〈w 〉〉

+
π2T̃ 2

6

(
κ− iλT̃

)

2〈〈w 〉〉
e−(κ−iλT̃ )

2
/4〈〈w 〉〉

√
4π〈〈w 〉〉


 .

(E1)

The first term can be calculated by first changing the integration variable as µ → κ+
√
2〈〈w 〉〉µ and divide the contour

into going from −∞ to −κ/
√
2〈〈w 〉〉, and then from −κ/

√
2〈〈w 〉〉 along the imaginary axis to

(
−κ+iλT̃

)
/
√
2〈〈w 〉〉,

∫ −(κ−iλT̃ )/
√

2〈〈w 〉〉

−∞

dµ
e−µ2/2

√
2π

=
1− erf

[
κ/

√
4〈〈w 〉〉

]

2
+

∫ −(κ−iλT̃ )/
√

2〈〈w 〉〉

−κ/
√

2〈〈w 〉〉

dµ
e−µ2/2

√
2π

.

The complex valued integral appearing here can be expanded in powers of iλT̃ /
√
2〈〈w 〉〉 up to order ∼ T̃ 2/〈〈w 〉〉,

∫ −(κ−iλT̃ )/
√

2〈〈w 〉〉

−κ/
√

2〈〈w 〉〉

dµ
e−µ2/2

√
2π

≈ iλ
T̃√

2〈〈w 〉〉
e−κ2/4〈〈w 〉〉

√
2π

+
λ2

2

T̃ 2

2〈〈w 〉〉
κ√

2〈〈w 〉〉
e−κ2/4〈〈w 〉〉

√
2π

.

Now the first, purely imaginary part is an odd function of λ, integrating to zero upon multiplying with the even function
C̃(λ). The second term is exactly of the same order as the second term in Eq. (E1), lithus we can approximate the

C̃(λ) and Z̃0(T ) functions by their zeroth order expressions,

1

Z̃0(T )

∫ π

−π

dλ

2π
C̃(λ)λ2 ≈

∫ π

−π

dλ

2π
λ2 =

π2

3

giving in total the contribution π2T̃ 2

12〈〈w 〉〉
κe−κ2/4〈〈w 〉〉√

4π〈〈w 〉〉
for the first term. In the second term in Eq. (E1), the terms inside

the bracket depend only on the combination λT̃/
√
〈〈w 〉〉. Here we can set λ = 0, as all terms in their expansion

around λ = 0 would only contribute in higher orders in the small parameter T̃ /
√
〈〈w 〉〉 . This leaves us with the only

λ dependence coming from the function C̃(λ), resulting in

π2T̃ 2

12〈〈w 〉〉
e−κ2/4〈〈w 〉〉

√
4π

∫ π

−π

dλ

2π

C̃(λ)

Z̃0(T )

κ− iλT̃√
〈〈w 〉〉

eλ
2T̃ 2/4〈〈w 〉〉−iλT̃ κ/2〈〈w 〉〉 =

π2T̃ 2

12〈〈w 〉〉
κ e−κ2/4〈〈w 〉〉

√
4π〈〈w 〉〉

+ o
(
T̃ 3〈〈w 〉〉−3/2

)
.

Together with the previous term, we get a result that is twice as large as the one without particle number conservation,
that is for an initial Fermi distribution,

p(κ, t) ≈
1− erf

[
κ/

√
4〈〈w 〉〉

]

2
+

π2T̃ 2

6〈〈w 〉〉
κe−κ2/4〈w〉

√
4π〈〈w 〉〉

.

Now we turn to the small work, 1 < 〈〈w 〉〉 ≪ T̃ 2, expansion of the average occupations, with small parameter

〈〈w 〉〉/T̃ 2 ≪ 1. Here, for large injected works, 1/T̃ will also be used as small parameter, as series expansions will go

only up to leading order in both 1/T̃ and 〈〈w 〉〉/T̃ 2. Introducing the new variable µ/T̃ and expanding the integral∫∞

−∞ dµ . . . around µ = 0, we get

∫ ∞

−∞

dµ
e−µ2T̃ 2/4〈〈w 〉〉T̃ /

√
4π〈〈w 〉〉

e−iλ+(κ+µ)/T̃ + 1
≈ 1

e−iλ+κ/T̃ + 1

+

∫ ∞

−∞

dµ
e−µ2T̃ 2/4〈〈w 〉〉T̃ /

√
4π〈〈w 〉〉

e−iλ+κ/T̃ + 1

[
µ2

(eiλ−κ/T̃ + 1)2
− µ2/2

eiλ−κ/T̃ + 1

]
,

where we exploited that the Gaussian decays rapidly to zero. Performing the Gaussian integral
∫
dµ . . . , the second

term above reads
∫ π

−π

dλ

2π

C̃(λ)

Z̃0(T )

4〈〈w 〉〉
T̃ 2(e−iλ+κ/T̃ + 1)

[
1/2

(eiλ−κ/T̃ + 1)2
− 1/4

eiλ−κ/T̃ + 1

]
.
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We then exponentiate the product defining C̃(λ), and replace the sum of the emerging logarithms by a continuous

integral, C̃(λ) ≈ e
∫

∞
0

dκ ln
[
1+2 cos(λ)e−κ/T̃+e−2κ/T̃

]

. Now we apply the saddle point approximation, taking into account

quadratic corrections of C̃(λ) and Z̃0(T ) around λ = 0,

C̃(λ) ≈ exp

{∫ ∞

0

dκ ln
[
1 + e−κ/T̃

]
− e−κ/T̃

(1 + e−κ/T̃ )2
λ2

}
= e

π2T̃
6 −T̃λ2/2,

Z̃0(T ) =

∫ π

−π

dλ

2π
C̃(λ) ≈

∫ π

−π

dλ

2π
e

π2T̃
6 −T̃λ2/2.

After some algebraic manipulation, the correction terms read as

2〈〈w 〉〉e π2T̃
6

T̃ 2Z̃0(T )

∫ π

−π

dλ

2π
e−T̃λ2/2 1− tanh2(−iλ/2 + κ/2T̃ )

4

[
1

eiλ−κ/T̃ + 1
− 1

2

]
=

〈〈w 〉〉
4T̃ 2Z̃0(T )

∫ π

−π

dλ

2π
e−T̃λ2/2

×
[
1− tanh2(−iλ/2 + κ/2T̃ )

]
tanh(−iλ/2 + κ/2T̃) =

〈〈w 〉〉
4T̃ 2

[
1− tanh2(κ/2T̃ )

]
tanh(κ/2T̃ ) + o

(
〈〈w 〉〉/T̃ 5/2

)
,

where we could neglect the λ dependence in the tanh(. . . ) function, as expanding it around λ = 0 yields higher order

correction terms in the small parameter 1/T̃ for large enough values of 〈〈w 〉〉. Following a similar procedure with the
remaining initial profile integral, we get

1

Z̃0(T )

∫ π

−π

dλ

2π
C̃(λ)

1

e−iλ+κ/T̃ + 1
≈ 1

eκ/T̃ + 1
− 1

Z̃0(T )
e

π2

6 T̃

∫ π

−π

dλ

2π
e−T̃λ2/2 1

eκ/T̃ + 1

[
λ2

(e−κ/T̃ + 1)2
− λ2/2

e−κ/T̃ + 1

]

=
1

eκ/T̃ + 1
− 1

8T̃

[
1− tanh2(κ/2T̃ )

]
tanh(κ/2T̃ ) + o

(
1/T̃ 3/2

)
.

In the last steps, having evaluated all Gaussian integrals, the given approximation is also applied to Z̃0(T ). The
final result, together with the previous terms, yields the desired expansion valid for works small compared to the
temperature, 1 < 〈〈w 〉〉 ≪ T̃ 2,

p(κ, t) ≈ 1

eκ/T̃ + 1
+

( 〈〈w 〉〉
4T̃ 2

− 1

8T̃

)[
1− tanh2(κ/2T̃ )

]
tanh(κ/2T̃ ). (E2)

Appendix F: Correlation terms and variance of work

This appendix is devoted to the details of the calculations leading to the analytical expressions obtained for the
correlators 〈δn̂H

k,tδn̂
H
k′,t〉 and 〈n̂H

k,tn̂k′,0〉. We also discuss the leading order behavior of the classical approximate formula
for the variance of work.
Starting with the correlator terms appearing in the variance of work, we generalize our zero temperature result for
the two-point correlators of occupation number fluctuations expressed as a function of the expansion amplitudes α.
We show that the expression below provides a formula convenient for numerical implementation,

〈δn̂H
k,tδn̂

H
k′,t〉 = 〈n̂H

k,tn̂
H
k′,t〉 − fk(t)fk′ (t) = Tr

[(
b̂†k,t

)H

b̂Hk,t

(
b̂†k′,t

)H

b̂Hk′,t ρ0

]
− Tr

[(
b̂†k,t

)H

b̂Hk,tρ0

]
Tr

[(
b̂†k′,t

)H

b̂Hk′,tρ0

]

= − 1

Z0(T )

∫ π

−π

dλ

2π

N∏

l=1

[
e−iλf + eiλ(1−f)−ε0l /T

] ∣∣∣∣∣

N∑

m=1

[αm
k (t)]

∗
αm
k′ (t)

e−iλ+ε0m/T + 1

∣∣∣∣∣

2

(1− δkk′ ) + fk(t)(1 − fk(t)δkk′ .

Here again n̂k,t = b̂†k,tb̂k,t denotes the particle number operator of the kth state in the instantaneous basis, with n̂H
k,t

being in Heisenberg picture. The two Kronecker deltas imply that the only non-trivial part is k 6= k′, while for k = k′

we naturally have
〈 (

δn̂H
k,t

)2 〉
= fk(t)(1 − fk(t)) for fermions. For k 6= k′, we can write expressions similar to the

T = 0 case, but with different initial many-body states weighted with the corresponding Boltzmann probabilities,

〈δn̂H
k,tδn̂

H
k′,t〉 = − 1

Z0(T )

∑

n

e−
∑M

m=1 ε0l(m)/T

∣∣∣∣∣

M∑

m=1

α
l(m)
k (t)α

l(m)
k′ (t)

∣∣∣∣∣

2

.
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We can rewrite this again by differentiating a sum of exponentials over the fermionic M -particle many-body states
twice,

− 1

Z0(T )

∂

∂p

∂

∂p′

∑

l(1)<···<l(M)

e
−

∑M
m=1

(
ε0l(m)/T+p

[
α

l(m)
k (t)

]∗
α

l(m)

k′ (t)+p′α
l(m)
k (t)

[
α

l(m)

k′ (t)
]∗)

∣∣∣∣∣
p,p′=0

= − 1

Z0(T )

∫ π

−π

dλ

2π

∂

∂p

∂

∂p′

N∏

l=1

[
e−iλf + eiλ(1−f)−ε0l /T+p[αl

k(t)]
∗
αl

k′ (t)+p′αl
k(t)[αl

k′ (t)]
∗
] ∣∣∣∣∣

p,p′=0

= − 1

Z0(T )

∫ π

−π

dλ

2π

N∏

l=1

[
e−iλf + eiλ/2(1−f)−ε0l /T

] ∣∣∣∣∣

N∑

m=1

[αm
k (t)]

∗
αm
k′(t)

e−iλ+ε0m/T + 1

∣∣∣∣∣

2

,

Indeed, this gives the right formula for the nontrivial case of k 6= k′.
Turning to the non-equal time correlator 〈n̂H

k,tn̂k′,0〉, first we calculate it for a given initial state. Analogously to
the T = 0 case, we get

〈
Ψn(0)

∣∣n̂H
k,tn̂k′,0

∣∣Ψn(0)
〉
= 〈Ψn(t) |n̂k,t|Ψn(t)〉nk′ =

M∑

m=1

∣∣∣αl(m)
k (t)

∣∣∣
2

nk′ ,

with nk′ = 0, 1 constraining the summation to many-body states |Ψn(0)〉 with the k′th single particle state occupied,
i.e., l(m) = k′ for some m ∈ {1, . . . ,M}. Now inserting this into the expression of the occupation number correlator,
we can write

∑

n

e−E0
n/T nk′

M∑

m=1

∣∣∣αl(m)
k (t)

∣∣∣
2

=
∂

∂p

∑

n

nk′ e
−

∑M
m=1 ε0l(m)/T+p

∣∣∣αl(m)
k (t)

∣∣∣
2∣∣∣

p=0
.

This expression can again be transformed into an integral over the auxiliary variable λ, enforcing particle number
conservation, but with the additional constraint l(m) = k′ for some m ∈ {1, 2, . . . ,M}. This is accomplished by

bringing out the term eiλ(1−f)−ε0
k′/T in front of the product, then multiply both the nominator and denominator with

the missing term, e−iλf + eiλ(1−f)−ε0
k′/T , yielding

〈n̂H
k,tn̂k′,0〉 =

1

Z0(T )

∂

∂p

∫ π/2

−π/2

dλ

2π

N∏

l=1

[
e−iλf + eiλ(1−f)−ε0l /T+p|αl

k(t)|2
] 1

e−iλ+ε0
k′/T + 1

∣∣∣
p=0

=
1

Z0(T )

∫ π/2

−π/2

dλ

2π

N∏

l=1

[
e−iλf + eiλ(1−f)−ε0l /T

] 1

e−iλ+ε0
k′/T + 1

N∑

m=1

|αm
k (t)|2

e−iλ+ε0m/T + 1
.

This expression is convenient for studying the limits T̃ 2 ≫ 〈〈w 〉〉 and T̃ 2 ≪ 〈〈w 〉〉 in the classical approximation.
Turning to the limiting behavior of the variance of work, the key observation is that in the continuum limit, the

non-equal time correlator terms, 〈δn̂H
k,tδn̂k′,0〉, disappear in leading order for both the large and small work limiting

cases, 〈〈w 〉〉 ≫ T̃ 2 and 〈〈w 〉〉 ≪ T̃ 2, respectively. Note that, similarly to the zero temperature case [40, 41], it is
enough to focus on the k = k′ case, giving the main contributions to the fluctuations of work. Starting with the
large work limit, T̃ 2 ≪ 〈〈w 〉〉, we perform the same expansion of the integral expression of the diagonal part of the
correlator, 〈n̂H

k,tn̂k,0〉, as in the previous appendix in the classical limit. Moreover, we approximate the integrand by

the product of the T = 0 diffusion term and the factor 1

e−iλ+κ′/T̃+1
, with the latter implementing the constraint,

∫ π/2

−π/2

dλ

2π

C(λ)

Z0(T )

1

e−iλ+ε0
k′/T + 1

N∑

m=1

|αm
k (t)|2

e−iλ+ε0m/T + 1
≈

∫ π/2

−π/2

dλ

2π

1

e−iλ+κ′/T̃ + 1

1− erf
[
κ/

√
4〈〈w 〉〉

]

2

+ o
(
T̃ 2/〈〈w 〉〉

)
=

1− erf
[
κ/

√
4〈〈w 〉〉

]

2
Θ(−κ′) + o

(
T̃ 2/〈〈w 〉〉

)
+ o

(
e−|κ′|/T̃

)
.

Here, in the last step, we expanded 1
e−iλ+κ′/T̃+1

around T̃ = 0, up to exponential accuracy for temperatures that

are small compared to the the average works. Up to leading order, this expression is precisely the product of the



20

leading order approximations of fk(t) ≈
1−erf

[
κ/
√

4〈〈w 〉〉
]

2 + o
(
T̃ 2/〈〈w 〉〉

)
and f0

k′ ≈ Θ(−κ′) + o
(
e−|κ′|/T̃

)
, leading to

〈δn̂H
k,tδn̂k′,0〉 = 〈n̂H

k,tn̂k′,0〉−fk(t)f
0
k′ ∼ o

(
e−|κ′|/T̃

)
, not contributing in highest order to the ∼ 〈〈w 〉〉3/2 work variances.

Turning to the small work limit, 1 < 〈〈w 〉〉 ≪ T̃ 2, it is enough to consider the terms depending on the average
work, as these are the only terms contributing to the variance of work. For both the off-diagonal and diagonal terms,
the expansion of the single particle states’ occupation number in the classical approximation yields for the average
work dependent part up to leading order

fk(t)f
0
k′ ≈ 〈〈w 〉〉

4T̃ 2

[
1− tanh2(κ/2T̃ )

]
tanh(κ/2T̃ )

1

eκ′/T̃ + 1
.

In the case of the non-equal time correlator terms, we expand the integral along the lines of the calculation of the
occupation numbers. Finally, in the last step, we insert the constraint via the term 1

e−iλ+κ′/T̃+1
, arriving at

∫ π/2

−π/2

dλ

2π

C(λ)

Z0(T )

1

e−iλ+ε0
k′/T + 1

N∑

m=1

|αm
k (t)|2

e−iλ+ε0k/T + 1

≈ 〈〈w 〉〉
4T̃ 2Z̃0(T )

∫ π

−π

dλ

2π
e

π2

6 T̃−λ2

2 T̃ 1

e−iλ+κ′/T̃ + 1

[
1− tanh2(−iλ/2 + κ/2T̃ )

]
tanh(−iλ/2 + κ/2T̃ ).

From here we can repeat the reasoning used for the calculation of the occupation numbers, and take λ = 0 everywhere

except the first exponential, as we are already at order ∼ 〈〈w 〉〉

T̃ 2
, and all expansions of λ would just yield higher

orders ∼ o
(
〈〈w 〉〉/T̃ 5/2

)
. In the last step we also expand the partition function up to the same order, Z̃0(T ) ≈

∫
dλ
2π eT̃ π2/6−T̃λ2/6, leaving us with the final result

〈n̂H
k,tn̂k′,0〉 ≈

〈〈w 〉〉
4T̃ 2

[
1− tanh2(κ/2T̃ )

]
tanh(κ/2T̃ )

1

eκ′/T̃ + 1
.

This cancels the product of averages in leading order, 〈δn̂H
k,tδn̂k′,0〉 ∼ o

(
〈〈w 〉〉/T̃ 5/2

)
, giving no contribution to the

largest order of variances, ∼ 〈〈w 〉〉T̃ .
The variance is then calculated from the lowest order term depending on the average work, coming from

fk(t) (1− fk(t)) ≈ p(κ, t) (1− p(κ, t)) =
〈〈w 〉〉
4T̃ 2

tanh2(κ/2T̃ )
[
1− tanh2(κ/2T̃ )

]
+ o

(
〈〈w 〉〉/T̃ 5/2

)
,

matching exactly the integrand in (43).

Now one can observe that, apart from the initial thermal energy fluctuations, δE2
0(T ) ∼ T̃ 3, the variance of the total

energy of the system grows according to the same power law behavior as the variance of work in the classical picture
and within numerical precision. To verify this statement, let us write down the variance of energy in terms of the
single particle states’ correlators (again for brevity dropping the random matrix ensemble average, 〈. . . 〉RM),

〈(
δHH(t)

)2〉
=

〈(
HH(t)

)2〉−
〈
HH(t)

〉2
=

∑

kk′

εk(t)εk′ (t)
〈
δn̂H

k,tδn̂
H
k′,t

〉
.

This variance consists of an average work dependent part and a purely temperature dependent one, now not cancelling
out at t = 0. The large 〈〈w 〉〉 part originates from the approximating expression

∑

k

ε̃2k(t)fk(t)(1 − fk(t)) ≈
∫ ∞

−∞

dκκ2p(κ, t)(1 − p(κ, t)),

giving the same result as for δw2 in highest order. Here we again focused only on occupation fluctuations, and neglected
the randomness of energy levels and the correlation terms. As for thermal fluctuations, we indeed obtain via similar
approximations

〈(
δHH(0)

)2〉 ≈ δǫ2
∫ ∞

−∞

dκκ2p(κ, 0) (1− p(κ, 0)) ∼ T̃ 3

in leading order, as the approximate expression for p(k, 0), Eq. (37), contains the variable κ multiplied with the inverse

temperature, κ/T̃ .


