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a b s t r a c t

We construct a family of embedded pairs for optimal explicit strong stability preserving
Runge–Kutta methods of order 2 ≤ p ≤ 4 to be used to obtain numerical solution
of spatially discretized hyperbolic PDEs. In this construction, the goals include non-
defective property, large stability region, and small error values as defined in Dekker
and Verwer (1984) and Kennedy et al. (2000). The new family of embedded pairs offer
the ability for strong stability preserving (SSP) methods to adapt by varying the step-size.
Through several numerical experiments, we assess the overall effectiveness in terms of
work versus precision while also taking into consideration accuracy and stability.
© 2022 The Author(s). Published by Elsevier B.V. This is an open access article under the CC

BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction

We consider an initial value problem (IVP) of the form

u′(t) = f (t, u(t)), u(t0) = u0. (1)

Using the method-of-lines approach, spatial discretization of the time-dependent partial differential equations (PDEs)
gives rise to a large system of ordinary differential equations. The numerical solution of (1) at each time step with an
s-stage explicit Runge–Kutta (ERK) method is given by

un+1 = un +∆t
s∑

j=1

bjf (tn + cj∆t, Yj)

and the internal stages are computed as

Yi = un +∆t
i−1∑
j=1

aijf (tn + cj∆t, Yj), i = 1, . . . , s,

where un is an approximation to the solution of (1) at time tn = t0 + n∆t . The coefficients of the method are A = (aij),
T

= (bj) and c = (cj). These are represented in the Butcher tableau (see Table 1). In some cases we will omit the vector
from the Butcher tableau since the methods have the property c = Ae.
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Table 1
The Butcher tableau of an s-stage explicit
Runge–Kutta method.
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cs as1 as2 . . . as,s−1
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In general, most of the time integration for the numerical solution of ODEs is computed with a single formula and
a fixed step-size. This type of approach can be non-optimal if the solution varies rapidly over small subsets of the
integration interval and slowly over larger ones [1]. In an attempt to minimize the computational cost and obtain the
best possible result at ideal time-to-solution, it is necessary to use an adaptive method based on automatic step-size
selection. A sophisticated adaptive theory has been worked out for Runge–Kutta methods using linear control theory and
digital filters [2–5].

An embedded Runge–Kutta method provides the ability for time step adaptivity based on error control at minimal
additional cost. As usual, integration is advanced using the higher order p approximation while the local error estimation
s provided by embedded pairs. In this paper we denote the embedded pair of order (p − 1) by b̃T . In the last decades
everal effective non-SSP embedded formulas have been proposed: the 3(2) pair of Bogacki and Shampine [6], and some
ther well-known embedded pairs such as Merson [7], Ceschino [8] and Zonneveld [9]. Coupled with robust step control
trategy, it has been shown that embedded explicit Runge–Kutta technique is an efficient method for numerical solution
f non-stiff initial value problems [10–12].
In this paper we are interested in designing embedded pairs for optimal explicit strong stability preserving (SSP)

unge–Kutta methods. Explicit SSP Runge–Kutta methods are extensively used in numerical computation of hyperbolic
onservation laws with total variation diminishing spatial discretizations [13–16]. In many hyperbolic PDE applications,
he step-size is controlled by monitoring the CFL number, often requiring an expensive evaluation of the right-hand side.
nother motivation for providing error estimators for SSP methods is that several optimal SSP methods have good general
roperties (large stability regions, small error coefficients, etc.) and are frequently used even when SSP theory cannot be
pplied (when forward Euler condition does not hold), or even for non-hyperbolic PDEs. In such situations, how to control
he time step-size in practice may be less obvious, while control based on error estimation will be even more useful.

Only a few attempts have been made in SSP sense to design embedded pairs for explicit Runge–Kutta methods. In [17],
acdonald constructed high-order Runge–Kutta methods with embedded SSP pairs. In [18], Ketcheson realized that the
even-stage second order method and the three-stage second order method can be used as an embedded method with
ine-stage third order method and four-stage third order method for error control, respectively. These attempts treated
nly special cases. A general approach is missing in the literature to design embedded pairs for optimal explicit SSP
unge–Kutta methods. In this paper we fill this gap.
This paper is structured as follows: in the next subsection, we briefly review previous work on SSP methods, and

resent the analytical framework that enables us to construct the new family of embedded pairs. In Section 2 we
onstruct the embedded pairs for optimal explicit SSP Runge–Kutta methods. Section 3 contains numerical experiments
hat compare the newly constructed embedded pairs with existing pairs on several test problems, using different step
ontrol strategies, to investigate their performance and robustness. Finally, in Section 4, we summarize our conclusions.

.1. Explicit SSP Runge–Kutta methods

SSP time discretization methods are designed to ensure nonlinear stability properties in the numerical solution of
patially discretized hyperbolic PDEs. Typically after the spatial discretization we obtain a nonlinear system of ODEs

ut = F (u), (2)

where u is a vector of approximations to the exact solution of the PDE. We assume that the semi-discretization (2) and a
convex functional ∥ · ∥ (or norm, semi-norm) are given, and that there exists a ∆tFE such that the forward Euler condition

∥u +∆tF (u)∥ ≤ ∥u∥ for 0 ≤ ∆t ≤ ∆tFE (3)

holds for all u. An ERK method is called SSP if the estimate

∥un+1∥ ≤ ∥un∥

holds for the numerical solution of (2), whenever (3) holds and ∆t ≤ C∆tFE. The constant C is called the SSP coefficient.
For a complete introduction to the topic we recommend monograph [14]. A brief summary about theoretical results

can be found in review [15]. Next, we highlight two fundamental results of Kraaijevanger [19] which will be used in the
paper. The notations in the following were introduced in [20].
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Theorem 1.1. Let us consider the matrix

K =

(
A 0
bT 0

)
∈ R(s+1)×(s+1)

and the SSP conditions

K (I + rK )−1
≥ 0 (4a)

rK (I + rK )−1e ≤ e. (4b)

Then, the SSP coefficient of the ERK method is

C(A, bT ) = sup
{
r : (I + rK )−1exists and conditions (4a)–(4b) hold

}
.

Theorem 1.2. Consider an ERK method. If the method has positive SSP coefficient C(A, bT ), then A ≥ 0 and bT ≥ 0.

The inequalities in Theorems 1.1. and 1.2. are meant componentwise. Since there is no ERK method of order p ≥ 5
with positive SSP coefficient, therefore we only give the order conditions up to order 4. These are

bT e = 1, (p = 1) (5a)

bT c =
1
2
, (p = 2) (5b)

bT c2 =
1
3
, (p = 3) (5c)

bT
(
c2

2!
− Ac

)
= 0, (p = 3) (5d)

bT c3 =
1
4
, (p = 4) (5e)

bTA
(
c2

2!
− Ac

)
= 0, (p = 4) (5f)

bT
(
c3

3!
−

Ac2

2!

)
= 0, (p = 4) (5g)

bTdiag(c)
(
c2

2!
− Ac

)
= 0, (p = 4) (5h)

here diag(c) is the square diagonal matrix with the elements of vector c on the main diagonal.
In the sequel we will consider only optimal explicit SSP Runge–Kutta methods, i.e. these methods have the largest

possible SSP coefficient C.

2. Embedded pairs for optimal explicit SSP Runge–Kutta methods

We introduce the notation SSPERK(s, p) for optimal explicit SSP Runge–Kutta methods, where s and p are the number
of stages and order, respectively. Below we list the desired properties for embedded methods.

(i), The embedded method is of order p − 1.
(ii), The embedded method is non-defective, i.e. it violates all of the conditions of order p.
(iii), Whenever possible, the embedded method has rational coefficients and a simple structure.
(iv), The embedded method has maximum SSP coefficient C̃ where C̃ is the SSP coefficient of the optimal SSPERK method.

If this is not the case, then we are looking for embedded SSPERK methods with smaller SSP coefficients or simply
embedded ERK methods.

Taking into account the desired properties (i)–(iv) and the coefficient matrix A of the optimal SSPERK method, we look
for embedded pair b̃T such that the following constraints are satisfied:(

A 0
b̃T 0

)(
I + C̃

(
A 0
b̃T 0

))−1

≥ 0, (6)C̃
(

A 0
b̃T 0

)(
I + C̃

(
A 0
b̃T 0

))−1


∞

≤ 1, (7)

the appropriate order conditions (5a)–(5h) and property (ii) are fulfilled. (8)
3
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Inequalities (6)–(7) are equivalent with (4a)–(4b) and ∥ · ∥∞ denotes the induced matrix norm. Due to Theorem 1.2
and (5a) we have the componentwise inequality 0 ≤ b̃T ≤ e. The embedded methods should have nice stability related
quantities. These will be discussed in detail below.

The stability region is given by

S = {z ∈ C : |ψ(z)| ≤ 1},

where ψ(z) is the stability function of the given SSPERK method. The following definitions can be found in [19,21,22].

Definition 1. The absolute stability real axis inclusion is the radius of the largest interval on the real axis that is contained
in the absolute stability region. Specifically,

δR = sup{γ : γ ≥ 0 and l(−γ , γ ) ⊂ S},

where l(z1, z2) is the line segment connecting z1, z2 ∈ C.

efinition 2. The absolute stability imaginary axis inclusion is the radius of the largest interval on the imaginary axis
hat is contained in the absolute stability region. Specifically,

δI = sup{γ : γ ≥ 0 and l(−iγ , iγ ) ⊂ S},

where l(z1, z2) is the line segment connecting z1, z2 ∈ C.

Definition 3. An ERK method is called circle contractive if for r > 0

|ψ(z)| ≤ 1 for all z ∈ D(r). (9)

The radius of circle contractivity is the radius of the largest generalized disk D(r) for which (9) holds, where

D(r) ={λ ∈ C : |λ+ r| ≤ r}.

he radius of circle contractivity will be denoted by δC .

efinition 4. The radius of absolute monotonicity of the stability function ψ(z) is the largest value of r such that ψ(z)
and all of its derivatives exist and are non-negative for z ∈ (−r, 0]. It will be denoted by R(ψ).

Throughout the paper values of Definitions 1–4 are simply called stability radius values. The values δR and δI are
elevant for absolute region plots. The values δC and R(ψ) give important information for different stability properties.
Next to the constraints (6)–(8) we impose the remaining desired properties (i), (ii) and (iv). We use MATLAB’s built-in
optimization package to get the set of suggested list of embedded pairs. Then we will choose the method with the highest
sum of axis inclusion values. Thus, our stability related optimization problem is

max δR + δI

subject to (6)–(8),
desired properties (i), (ii) and (iv).

(10)

The other optimization problem will be related to error control metric values. Following [23], we quantify the L2 and
∞ principal errors of the pairs as

A(p+1)
2 = ∥τ (p+1)

∥2 and Ã(p)
2 = ∥τ̃ (p)∥2,

A(p+1)
∞

= ∥τ (p+1)
∥∞ and Ã(p)

∞
= ∥τ̃ (p)∥∞,

where τ (p+1) is the error coefficient vector of SSPERK method of order p. The vector τ̃ (p) corresponds to the error coefficient
vector for the embedded pair of order p̃ = p − 1. Furthermore, additional error controls from paper [23] are defined as

B(p+1)
2 =

A(p+1)
2

A(p)
2

B̃(p)
2 =

Ã(p)
2

Ã(p−1)
2

,

B(p+1)
∞

=
A(p+1)

∞

A(p)
∞

B̃(p)
∞

=
Ã(p)

∞

Ã(p−1)
∞

,

C (p+1)
2 =

∥τ̃ (p+1)
− τ (p+1)

∥2

∥τ̃ (p)∥2
C (p+1)

∞
=

∥τ̃ (p+1)
− τ (p+1)

∥∞

∥τ̃ (p)∥∞

,

D = max{|aij|, |ci|, |bTi |, |b̃
T
i |},

and impose that the values Ã(p)
2 and Ã(p+1)

∞ should be as small as possible, while the values B(p+1)
2 , B(p+1)

∞ , C (p+1)
2 and C (p+1)

∞

should be close to one, and a small magnitude for D. This is equivalent to Dormand and Prince’s constraints on |c | ≤ 1 and
i

4
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avoiding large values of bTi and aij to circumvent considerable rounding errors in practical applications [24]. Throughout
the paper these values will be simply called error metric values and they will support the choice of embedded pairs after
the simplified optimization problem. We note that

- the quantities A(p+1)
2 and A(p+1)

∞ are fixed and beyond our control since the original method is an optimal SSP method
of order p,

- for a defective embedded pair, τ̃ pi = 0, since it satisfies all of the order p = p̃ + 1 algebraic order conditions.
Consequently C (p+1)

2 , C (p+1)
∞ → ∞. Since the higher-order method is the optimal SSP method, we know it is a

non-defective method of order p. Otherwise, it would be a non-defective method of order p + 1.

Many of the optimal SSP methods, such as SSPERK(5,4) [19,25], optimal implicit SSP RK [14], and the newly developed
optimized SSP IMEX methods in [26], were obtained numerically following the methodology in [27]. Similarly, in
constructing an efficient and robust embedded pair for these numerically optimal methods, we construct an analogous
optimization problem using certain error control metrics:

F (A, bT , w̃T ) =

[
Ã(p)
2 Ã(p)

∞

(
B(p+1)
2 − 1

) (
B(p+1)

∞ − 1
) (

C (p+1)
2 − 1

) (
C (p+1)

∞ − 1
)]

(11)

argmin
w̃T

∥F (A, bT , w̃T )∥∞

subject to τk(A, w̃T ) = 0, k = 1, . . . , p̃

w̃T
≥ 0,

where τk(A, w̃T ) is the necessary algebraic order conditions for the embedded method of order p̃. Here, we have used w̃T

to represent the embedded pair obtained numerically. Using MATLAB’s fmincon, we search for w̃ that minimizes the cost
function best with respect to stability. Due to Theorem 1.2 and (5a), the positivity constraint on the embedded weights
is the componentwise inequality 0 ≤ w̃T

≤ e. Moreover, we find the above constraints always enforce ∥D∥ ≤ 1. For
the optimization problem here we do not impose the method to have rational coefficients since many of the numerically
optimized SSP methods do not satisfy this restriction.

2.1. Embedded pairs for SSPERK(s,2) methods

The simplest method of this family, the SSPERK(2, 2) method was introduced in [13]. In general, optimal SSPERK(s, 2)
methods have SSP coefficient C = s − 1 [19,25]. Their Butcher tableau is given in Table 2.

Table 2
The Butcher tableau of SSPERK(s, 2) methods.

0
1

s−1
1

s−1
2

s−1
1

s−1
1

s−1
.
.
.

.

.

.
.
.
.

. . .

1 1
s−1

1
s−1 . . . 1

s−1
1
s

1
s . . . 1

s
1
s

Optimization (10) led to embedded pair

b̃T =

[
s + 1
s2

,
1
s
, . . . ,

1
s
,
s − 1
s2

]
∈ Rs.

As we can see in Fig. 1 the embedded method has noticeably larger stability region than the original method until
s ≤ 6. However, for larger stage number s they have almost coincident stability regions.

Furthermore, compared to the optimal methods in Appendix A. Table 6, embedded pair b̃T has the same value of radius
of circle contractivity values δC and radius of absolute monotonicity of stability function values R(ψ) up to four digits for
stage number s ≥ 3. In addition, for stage number s = 2 the embedded method has larger radius of circle contractivity
value δC than the optimal explicit method. The error metric values in Appendix A. Table 7 also strengthen the quality of
embedded pair b̃T .

For stage numbers s = 2 and s = 3 optimization (11) led to embedded pairs

w̃T
= [0.694021459207626, 0.305978540792374]

and

w̃T
= [0.635564950337195, 0.033488381714827, 0.330946667947978] .

Their stability regions can be seen in Fig. 2.
The two-stage embedded method has larger stability region than the original method. However, its real axis inclusion

value δ is significantly smaller than the value for the embedded method with pair b̃T . The embedded method has nice
R
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Fig. 1. The stability regions of SSPERK(s, 2) method (red) and the embedded method (black contours) for different stage numbers s.

Fig. 2. The stability regions of SSPERK(s, 2) method (red) and the corresponding embedded method (black contour) for stage numbers s = 2 and
= 3.

adius of circle contractivity, radius of absolute monotonicity of stability function and error metric values. These can be
ound in Appendix A. Tables 6 and 7.

For stage number s = 3, the embedded method has moderate stability region. Furthermore, based on Appendix A.
able 6, it has small stability radius values, too. However, as we can see in Appendix A. Table 7 it has nice error metric
alues. Compared with the pair obtained by optimization (10) this pair has significantly smaller stability radius values
nd slightly better error metric values.

.2. Embedded pairs for SSPERK(s,3) methods

Kraaijevanger treated the case SSPERK(4, 3) in [19]. Later the SSPERK(s, 3) methods were characterized, where s = n2

nd n ≥ 2 is an integer [27]. These methods have SSP coefficient n2
−n = s−

√
s. Their Butcher form is given by (12)–(13)
6
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T

d

a

where the submatrix in the rectangle is a
( n(n−1)

2

)
× (2n − 1) dimensional matrix.

A =

0
1

n(n−1)

1
n(n−1)

. . .

1
n(n−1)

. . .

...
. . .

...
. . .

1
n(n−1) . . .

1
n(n−1) . . . . . . 1

n(n−1)

1
n(n−1)

1
n(n−1)

1
n(2n−1) . . .

1
n(2n−1)

1
n(n−1)

...
...

...
...

...
. . .

  
(n−2)(n−1)

2

1
n(n−1) . . .

1
n(n−1)

1
n(2n−1) . . .

1
n(2n−1)   

n(n−1)
2 − 1

1
n(n−1) . . .

1
n(n−1) 0

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

∈ Rn2×n2 , (12)

bT =

⎡⎢⎢⎢⎢⎣ 1
n(n − 1)

, . . . ,
1

n(n − 1)  
(n−1)(n−2)

2

,
1

n(2n − 1)
, . . . ,

1
n(2n − 1)  

2n−1

,
1

n(n − 1)
, . . . ,

1
n(n − 1)  

n(n−1)
2

⎤⎥⎥⎥⎥⎦ ∈ Rn2 . (13)

he case SSPERK(4, 3)
A possible embedded pair for the SSPERK(4, 3) method was suggested in [18]. The pair from the literature will be

enoted by b̃T1it.. It is

b̃T1it. =
[
1
3
,
1
3
,
1
3
, 0

]
.

The construction of this pair is related to the SSPERK(3, 2) method. Taking into account the Butcher forms of SSPERK(s, 2)
nd SSPERK(s, 3) methods, one can realize that this kind of embedded pair can be only achieved in this exceptional case.
In general, optimization (10) suggests the pair

b̃T =

[
1
n2 , . . . ,

1
n2

]
∈ Rn2 .

For the special case n2
= 4 we have

b̃T =

[
1
4
,
1
4
,
1
4
,
1
4

]
.

Optimization (11) suggests the pair

w̃T
= [0.138870252716866, 0.722259494566267, 0.138870252716866, 0] .

The stability regions of the three embedded methods are in Fig. 3. As we can see the stability region of the embedded
method obtained by optimization (10) is significantly larger than the stability regions of the other embedded methods
and the original method.

As we can see in Appendix A. Table 8, the embedded method obtained by optimization (11) has significantly smaller
radius of circle contractivity values δC and radius of absolute monotonicity of stability function values R(ψ) than the
original method. However, the literature embedded method and the embedded method obtained by optimization (10)
have the same δC and R(ψ) values as the original method. Furthermore, based on Table 9 in Appendix A., the embedded
method obtained by optimization (10) has the best error metric values. Thus, the pair b̃T is recommended for the
SSPERK(4, 3) method.
7



I. Fekete, S. Conde and J.N. Shadid Journal of Computational and Applied Mathematics 412 (2022) 114325

F
r
c

T

Fig. 3. The stability regions of SSPERK(4, 3) method (red) and the embedded methods (black contour).

The case SSPERK(n2, 3)
Now, we turn our attention to analyze the stability radius and error metric values of SSPERK(n2, 3) method and its

embedded method, where n ≥ 3 is an integer. As we have mentioned optimization (10) suggests the pair

b̃T =

[
1
n2 , . . . ,

1
n2

]
∈ Rn2 .

Based on Fig. 4 the original and the embedded method have similar stability regions.

Fig. 4. The stability regions of SSPERK(n2, 3) methods (red) and the embedded method (black contour).

As we have seen, the suggested embedded pair b̃T has big stability radius and nice error metric values for n2
= 4.

or n2
= 9 it has acceptable stability radius values. However, for higher stage numbers, expect the nice absolute stability

egions, the embedded methods have fairly low stability radius values and acceptable error metric values. The exact values
an be found in Appendix A. Tables 10 and 11.

he case SSPERK(3, 3)
One of the most popular SSP methods in the literature is the SSPERK(3, 3) or the so-called Shu–Osher method [28]. Its

Butcher tableau is given in Table 3.

Table 3
The Butcher tableau of the
SSPERK(3, 3) method.
0
1 1
1
2

1
4

1
4

1
6

1
6

2
3

8
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Using optimization (11) we obtained the embedded pair

w̃T
= [0.291485418878409, 0.291485418878409, 0.417029162243181] .

As we can see in Fig. 5 the embedded method has larger stability region than the original method. Based on Tables 12
and 13 in Appendix A., the original and embedded methods have the same δC , R(ψ) and error metric values.

Fig. 5. The stability regions of SSPERK(3, 3) method (red) and the embedded method (black contour).

2.3. Embedded pairs for fourth order methods

The optimal SSPERK(10, 4) method has simple rational coefficients. It is quite popular in the literature and applications
since it allows for a low-storage implementation [27]. It has C = 6. Its Butcher matrix is

A =
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⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

∈ R10×10

and its Butcher array is

bT =

[
1
10
,
1
10
,
1
10
,
1
10
,
1
10
,
1
10
,
1
10
,
1
10
,
1
10
,
1
10

]
∈ R10.

We cannot expect non-defective embedded pairs for this method since condition (5g) is always satisfied. Thus, we are
looking for embedded pairs which violate the other three fourth-order conditions. During our experimental investigation
we have found eight potential embedded pairs which have nice structures in terms of coefficients. These are listed below.

b̃T1 =

[
0,

3
8
, 0,

1
8
, 0, 0, 0,

3
8
, 0,

1
8

]
b̃T2 =

[
3
14
, 0, 0,

2
7
, 0, 0, 0,

3
7
, 0,

1
14

]
b̃T3 =

[
0,

2
9
, 0, 0,

5
18
,
1
3
, 0, 0, 0,

1
6

]
b̃T4 =

[
1
5
, 0, 0,

3
10
, 0, 0,

1
5
, 0,

3
10
, 0

]
b̃T5 =

[
1
10
, 0, 0,

2
5
, 0,

3
10
, 0, 0, 0,

1
5

]
b̃T6 =

[
1
6
, 0, 0, 0,

1
3
,
5
18
, 0, 0,

2
9
, 0

]
b̃T7 =

[
0,

2
5
, 0,

1
10
, 0, 0, 0,

1
5
,
3
10
, 0

]
b̃T8 =

[
1
7
, 0,

5
14
, 0, 0, 0, 0,

3
14
,
2
7
, 0

]
As we can see in Fig. 6, the embedded methods have moderate stability regions. The embedded methods have zero δC

and R(ψ) values (see in Appendix A. Table 14). We suggest pair b̃T4 since this embedded method has the highest sum of
δR and δI . The exact absolute stability real and imaginary inclusion values can be found in Appendix A. Table 15.

In an effort to showcase the effectiveness of the SSPERK(10, 4) pairs above, we explored a moderate stage number
optimized fourth order pair. Using optimization (11) we obtained the embedded pair for SSPERK(6, 4) method [29]. The
Butcher tableau of SSPERK(6, 4) method and its embedded pair are given in Table 4.
9
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Fig. 6. The stability regions of the SSPERK(10, 4) method (red) and the embedded methods (black contour).

Table 4
The Butcher tableau of the embedded SSPERK(6, 4) pair.

0
0.3552975516919 0.3552975516919
0.6022749207532 0.2704882223931 0.3317866983600
0.4697506438335 0.1223997401356 0.1501381660925 0.1972127376054
0.5648149343849 0.0763425067155 0.0936433683640 0.1230044665810 0.2718245927242
1.0006305886426 0.0763425067155 0.0936433683640 0.1230044665810 0.2718245927242 0.4358156542577

0.1522491819555 0.1867521364225 0.1555370561501 0.1348455085546 0.2161974490441 0.1544186678729
0.1210663237182 0.2308844004550 0.0853424972752 0.3450614904457 0.0305351538213 0.1871101342844

As we can see in Fig. 7, the embedded method has quite large stability region. However, based on Table 16 in
Appendix A., the embedded method has moderate stability radius values compared to the original method’s stability
radius values.

Fig. 7. The stability regions of SSPERK(6, 4) method (red) and the embedded method (black contour).
10
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3. Numerical results

First we briefly summarize the technical details about step-size control strategies. Then we apply our methods to two
lassical PDEs and compare them with well-known embedded pairs from the literature.

.1. Step-size control strategies

The starting step-size is computed following the algorithm in [10, p. 169.]. We take the minimum of the starting
tep-size returned from the algorithm and the step-size restriction based on the CFL constraints to avoid any stability
ssues from influencing the numerical study.

Following the classical approach from [10] the optimal step-size is computed in the multiplicative form

∆topt = ∆t · βn+1,

here βn+1 is determined by the choice of error control algorithm. As we pointed out in the introduction there exists
variety of error control algorithms [3–5,11]. In our numerical experiment we used the following four error control

trategies with the usual estimated local truncation error err:

(1) The standard time adaptivity I controller provides a prospective time step estimate entirely based on the current
local error estimate

βn+1 = err−k1/p
n+1 .

By default, we take k1 = 1.
(2) The PI controller uses the two most recent local truncation errors in the form

βn+1 = err−k1/p
n+1 errk2/pn .

Here, the default values are k1 = 0.8 and k2 = 0.31.
(3) The PID controller uses the information from the three most recent time steps to provide an optimal step-size:

βn+1 = err−k1/p
n+1 errk2/pn err−k3/p

n−1 .

The default values are k1 = 0.58, k2 = 0.21 and k3 = 0.1.
(4) The explicit Gustafsson controller [2] has the form

βn+1 =

{
err−1/p

1 on the first step,
err−k1/p

n+1 (errn+1/errn)k2/p on the subsequent steps.

The parameters are k1 = 0.367 and k2 = 0.268. The default values chosen are similarly used by SUNDI-
ALS/CVODE [30]. In this estimate, a floor of errn > 1e − 10 is enforced to avoid division by zero errors.

However, often the optimal step-size ∆topt is scaled conservatively by safety factors fac, facmin and facmax in the form

∆topt = ∆t · min(facmax,max(facmin, fac · βn+1)).

We chose a maximal step-size increase factor of facmax = 5 to limit large increases in the step-size. In computing the
pproximate solution immediately following a step-rejection, we set facmax = fac = 0.9 to prevent an infinite loop that
e observed on rare occasions — similar strategies are employed by [6,10,12].
If errn+1 ≤ 1, then the computed solution un+1 is accepted and advanced. The next time step is computed with ∆topt

s step-size. If errn+1 > 1, then step is rejected and the computations are repeated with the new step-size ∆topt .

.2. Numerical results for the PDE test problems

.2.1. The problems
We consider two examples of the one-dimensional hyperbolic conservation law

ut + f (u)x = 0

patially discretized by WENO5 [28,31].
The first problem is the scalar linear advection equation, i.e. f (u) = u with periodic boundary conditions and a square

ave initial condition on x ∈ [−1, 1]. The integration interval is [0, 0.2].
The second problem is the one-dimensional Euler equations

∂q
+ ∇ · F = 0,
∂t
11
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S

where the conserved variables are given as

q =

[
ρ

ρu
E

]
and F =

⎡⎣ ρu
ρu2

+ p
(E + p)u

⎤⎦ .
The equations are closed by the ideal gas law as

p = (γ − 1)
(
E −

1
2
ρu2

)
and cs =

√
γ p
ρ
,

where cs represents the speed of sound and γ is a fluid dependent constant. We take γ = 7/5 for air in typical atmospheric
conditions. We consider the Sod shock tube [32–34] with initial conditions

ρ(x, 0) =

{
1.0 x < 0.5,
0.125 x ≥ 0.5,

ρu(x, 0) = 0, E(x, 0) =
1

γ − 1

{
1.0 x < 0.5,
0.1 x ≥ 0.5.

These also serve as boundary conditions since any disturbance is assumed not to reach the boundaries of the
computational domain taken as x ∈ [0, 1]. The integration interval is [0, 0.2].

3.2.2. The numerical results
In this section we present some experiments to test the numerical efficiency of the new embedded pairs constructed

in this paper and compare them with well-known embedded pairs from the literature. The embedded pairs from the
literature are listed in Table 5. The corresponding stability radius values and stability regions can be found in Appendix B.
Table 17 and Fig. 9, respectively. As we can see in Appendix B. Table 17 almost all of the methods have zero radius of
circle contractivity values δC and radius of absolute monotonicity values R(ψ), therefore in general these methods cannot
be efficient enough.

We note that the name of Merson45 method could be misleading in Table 5. The embedded method is fifth order for
linear problems with constant coefficients and it is only third order for nonlinear problems.

Table 5
Well-known methods from the literature.

Method Order Embedded order

RKF23 [35] 2 3
RKF23b [35] 2 3

Ceschino24 [8] 2 4
BogackiShampine32 [6] 3 2

Merson45 [7] 4 3
Zonneveld43 [9] 4 3
Fehlberg45 [35] 4 5

For a better comparison, we compare the methods using relative work versus precision diagrams. In this paper, we use
precision to refer to the temporal error. The problems are computed with varying number of spatial points N = 128–512
until we obtain a constant error indicating a spatial error plateau less than 1e− 8. Thus, the reported precision indicated
the temporal accuracy. For the sake of completeness, the usual total work versus precision diagrams are also given in
Appendix C. Fig. 10. In the sequel, each method is compared against a reference method for the sake of easy comparison.
The reference methods are the following:

- For second order methods it is SSPERK(2, 2) − b̃T ,
- for third order methods it is BogackiShampine32,
- and finally for fourth order methods it is Fehlberg45.

All of the following simulations can be reproduced using the paper’s GitHub repository [36]. Furthermore, there we
report the error coefficients for all the second, third and fourth order explicit embedded pairs. The global errors are
calculated by using a very accurate solution calculated by MATLAB’s ODE45 with absolute and relative tolerances 10−14.

In all the numerical tests, PID controller performed best and so we only present this case. In Fig. 8 we can see the
relative work versus precision diagrams for different orders in case of the PDE test problems.

SSPERK(s, 2) − b̃T pairs are able to obtain a global error that is very close to the prescribed tolerance for the linear
advection problem (see Fig. 8(a)). However, the second order methods from the literature (RKF23, Ceshino24) fall short.
Although it appears that second order methods with third and fourth order (RKF23, Ceshino24) are less costly than the
newly developed SSPERK pairs, these methods fail to obtain a global error better than 1e−5 even with a restrictive
tolerance of 1e−7. For the Euler equations the SSPERK(s, 2) − b̃T easily outperform the literature methods (see Fig. 8(b)).
Summarizing the second order case we can say that, as our constructions predicted, SSPERK(s, 2) − b̃T work robustly.

Fig. 8(c) and (d) show the relative work versus precision results for the third order methods. The results show the new
SPERK pairs are more expensive when compared to the reference method BogackiShampine32. This four stage method
12
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Fig. 8. Second, third and fourth order relative work versus precision diagrams using PID controller. The ordinate is the number of function evaluations
(relative work) compared against the reference methods. The abscissa is the global error at the endpoint of integration (the precision).
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has positive coefficients but is not an SSP method. For the hyperbolic problems, as it is expected, the newly constructed
method SSPERK(4, 3) − b̃T performs better than the previous literature one SSPERK(4, 3) − b̃Tlit..

Similarly, Fig. 8(e) and (f) show the relative work versus precision results for the fourth order methods. As it is
predicted, the best performing pair among the SSPERK(10, 4) pairs is the pair b̃T4 . The new pair is more efficient than
the other methods for tolerances larger than 1e − 4. For tolerances larger than 1e − 4 the step-size restriction is more
laxed and the run is vulnerable to stability violation at larger step-size. At this regime, larger step-size is recommended
and may violate the stability requirement and ultimately resulting in poor accuracy of the solution. However, the newly
constructed pairs perform best in this region since the higher order method used to advance the solution is SSP and these
schemes were designed to be strongly stable with the largest possible step-size. The relative work versus precision figure
shows this trade off more clearly in Fig. 8 than the total work versus precision in Appendix C. Fig. 10. At a very restrictive
tolerance, i.e. when the tolerance is less than 1e− 5, the optimal step-sizes are small enough that stability is not an issue
and SSPERK pairs are no longer favorable. With the high stage count of the schemes, these methods roughly perform
20%–50% more number of function evaluations than the reference method Fehlberg45.

4. Conclusions

Due to stability issues SSP methods are heavily used for the time integration of spatially discretized hyperbolic
problems. Modern robust IVP solvers include many important features such as error estimation and automatic step-size
control. Most of these important features have not yet been developed for existing higher-order optimal explicit SSP
Runge–Kutta methods. The current work provides these important features. The numerical results provide evidence of
the effectiveness of the newly created pairs.

Based on the theoretical investigation supported by the numerical experiments we recommend the following pairs for
optimal explicit SSP Runge–Kutta methods:

- Second order methods: we recommend the lower stage pairs SSPERK(s, 2) − b̃T pairs, especially when s = 4.
- Third order methods: we recommend the SSPERK(4, 3)−b̃T pair. Based on the recent paper [37], our method performs
really well on challenging industrial compressible computational fluid dynamics problems.
Due to its popularity we have also created an embedded pair for SSPERK(3, 3) method.

- Fourth order methods: we recommend the SSPERK(10, 4) − b̃T4 pair. For the sake of users’ requirement we have
created a lower stage number embedded pair for SSPERK(6, 4) method, too.

We can conclude, depending on the problem being integrated and length of integration, the new SSPERK embedded
pairs are effective, practical and robust. At moderate tolerance level, the embedded pairs are capable of integrating at near
stability limit without the need for an expensive evaluation of the right-hand side often required for CFL computation.
One can reproduce all of the results using the paper’s GitHub repository [36].
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Appendix A. Stability radius and error metric values for optimal SSPERK methods and their embedded pairs

All of the computations in Appendices A and B. regarding stability region plots, stability radius values and error metric
alues were done by the NodePy Python package [39] and all of them can be reproduced using the Jupyter notebooks at
he paper’s GitHub repository [36].

SPERK(s, 2)

See Tables 6 and 7.

Table 6
The δC and R(ψ) values for the SSPERK(s, 2) and the embedded methods.

s = 2 s = 3 s = 4

δC R(ψ) δC R(ψ) δC R(ψ)

SSPERK(s, 2) 1.0000 0.9999 2.0000 1.9999 3.0000 2.9999
b̃T 1.2679 0.9999 2.1577 1.9999 3.0000 2.9999
w̃T 1.2805 0.9999 0.6028 0.2024 – –

s = 6 s = 8 s = 10

δC R(ψ) δC R(ψ) δC R(ψ)

SSPERK(s, 2) 5.0000 4.9999 7.0000 6.9999 9.0000 8.9999
b̃T 5.0000 4.9999 7.0000 6.9999 9.0000 8.9999

Table 7
The error metric values for the SSPERK(s, 2) and the embedded methods.

Method A(p+1)
2 A(p+1)

∞ Ã(p)
2 Ã(p)

∞ D

s = 2
SSPERK(s, 2) 0.186339 0.166667 0.144338 0.125 1

b̃T 0.25 0.25 0.171796 0.166667 1
w̃T 0.194021 0.194021 0.167227 0.166667 1

s = 3
SSPERK(s, 2) 0.093170 0.083333 0.065881 0.041667 1

b̃T 0.111111 0.111111 0.111976 0.111111 1
w̃T 0.152309 0.152309 0.083983 0.083930 1

s = 4 SSPERK(s, 2) 0.062113 0.055556 0.044406 0.032407 1
b̃T 0.0625 0.0625 0.076468 0.07639 1

s = 6 SSPERK(s, 2) 0.037268 0.033333 0.027285 0.021667 1
b̃T 0.027778 0.027778 0.044531 0.044444 1

s = 8 SSPERK(s, 2) 0.026620 0.023810 0.019760 0.016157 1
b̃T 0.015625 0.015625 0.030780 0.030506 1

s = 10 SSPERK(s, 2) 0.020704 0.018519 0.015501 0.012860 1
b̃T 0.010000 0.010000 0.023355 0.022963 1

SSPERK(s, 3)

See Tables 8–13.
Table 8
The δC and R(ψ) values for the SSPERK(4, 3)
and the embedded methods.

δC R(ψ)

SSPERK(4, 3) 2.0000 1.9999
b̃Tlit. 2.0000 1.9999
b̃T 2.0000 1.9999
w̃T 0.7282 0.3314

Table 9
The error metric values for the SSPERK(4, 3) and the embedded methods.

Method A(p+1)
2 A(p+1)

∞ Ã(p)
2 Ã(p)

∞ D

SSPERK(4, 3) 0.036084 0.020833 0.030230 0.022917 1
b̃Tlit. 0.093170 0.083333 0.065881 0.041667 1
b̃T 0.046585 0.041667 0.045405 0.031250 1
w̃T 0.132132 0.131950 0.104820 0.090282 1
15
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Table 10
The δC and R(ψ) values for the SSPERK(n2, 3) method and the embedded method.

n2
= 9 n2

= 16 n2
= 25 n2

= 36

δC R(ψ) δC R(ψ) δC R(ψ) δC R(ψ)

SSPERK(n2, 3) 6.0000 5.9999 12.0000 11.9594 20.0000 18.2029 30.0000 26.3612
b̃T 3.6886 1.1441 4.7470 1.4618 5.4710 1.7148 6.0286 1.9260

Table 11
The error metric values for the SSPERK(n2, 3) and the embedded methods.

Method A(p+1)
2 A(p+1)

∞ Ã(p)
2 Ã(p)

∞ D

n2
= 9 SSPERK(n2, 3) 0.008965 0.006944 0.009064 0.006674 0.833333

b̃T 0.019088 0.018519 0.023315 0.020062 0.833333

n2
= 16 SSPERK(n2, 3) 0.004311 0.003472 0.004763 0.003800 0.916667

b̃T 0.013997 0.012153 0.018097 0.015914 0.916667

n2
= 25 SSPERK(n2, 3) 0.002564 0.002083 0.002949 0.002404 0.95

b̃T 0.011335 0.009167 0.014752 0.013000 0.95

n2
= 36 SSPERK(n2, 3) 0.001705 0.001389 0.002001 0.001646 0.966667

b̃T 0.009544 0.007407 0.012389 0.010910 0.966667

Table 12
The δC and R(ψ) values for the SSPERK(3, 3)
and the embedded method.

δC R(ψ)

SSPERK(3, 3) 1.0000 0.9999
w̃T 1.0000 0.9999

Table 13
The error metric values for the SSPERK(3, 3) and the embedded method.

Method A(p+1)
2 A(p+1)

∞ Ã(p)
2 Ã(p)

∞ D

SSPERK(3, 3) 0.072169 0.041667 0.056486 0.033333 1
w̃T 0.072169 0.041667 0.056486 0.033333 1

SSPERK(10, 4)

See Tables 14 and 15.
Table 14
The δC and R(ψ) values for the SSPERK(10, 4) and
the embedded methods.

δC R(ψ)

SSPERK(10, 4) 6.0000 5.9999
b̃T1 , b̃

T
2 , b̃

T
3 , b̃

T
4 , b̃

T
5 , b̃

T
6 , b̃

T
7 , b̃

T
8 0.0000 0.0000

Table 15
The δR and δI values for the SSPERK(10, 4) and the embedded methods.

SSPERK(10, 4) b̃T1 b̃T2 b̃T3 b̃T4 b̃T5 b̃T6 b̃T7 b̃T8
δR 13.92 6.00 8.40 13.34 9.90 7.23 6.00 6.00 8.75
δI 0.0008 0 4.61 0 4.70 0 2.51 0 0

SSPERK(6, 4)

See Table 16.
Table 16
The δC and R(ψ) values for SSPERK(6, 4) and
embedded method.

δC R(ψ)

SSPERK(6, 4) 2.5055 2.2944
w̃ 0.8915 0.3745
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Appendix B. Stability radius values and stability regions of the well-known embedded methods

See Table 17 and Fig. 9.
Table 17
The error metric values for the well-known embedded
methods.

Method δC R(ψ)

RKF23 bT 0.2083 0
b̃T 0 0

RKF23b bT 1 0.9999
b̃T 1 0.9999

Ceschino24 bT 0 0
b̃T 0 0

BogackiShampine32 bT 0.8990 0
b̃T 0.9583 0

Merson45 bT 0 0
b̃T 0 0

Zonneveld43 bT 1 0
b̃T 0 0

Fehlberg45 bT 0 0
b̃T 0 0

Fig. 9. The stability regions of the well-known methods (red) and the corresponding embedded methods (black contour).

ppendix C. Extended numerical results

All of the numerical results below can be reproduced using the MATLAB codes at the paper’s GitHub repository [36].
urthermore, we report the error coefficients for all of the embedded pairs. In addition, we also provide the MATLAB
odes corresponding to the I, PI, and explicit Gustafsson controllers.
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(

Fig. 10. Second, third and fourth order work versus precision diagrams using PID controller. The ordinate is the total number of function evaluations
work) compared against the reference methods. The abscissa is the global error at the endpoint of integration (the precision).
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