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Abstract. The number of people who attend virtual meetings has in-
creased as a result of COVID-19. In this paper, we present a system
that consists of an expressive humanoid social robot called QTRobot,
and a recommender system that employs natural language processing
techniques to recommend images related to the content of the presen-
ter’s speech to the audience in real time. This is achieved utilising the
QTRobot’s platform capabilities (microphone, computation power, and
Wi-Fi).
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1 Introduction

Presentations and meetings are recurrent tasks in today’s workplace. Further-
more, the COVID-19 situation has shifted meetings modes and forced users
to increase the number of meetings they attend [2]. As a result, technologies
that improve the productivity of meetings are highly valuable. Some meeting
assistant technologies have been developed in recent decades to help with this.
Recommender systems (RSs) [1] are used to provide information for users and
facilitate smooth decision-making when participants are overloaded with infor-
mation. This issue has been addressed in the literature of smart assistants and
intelligent personal assistants for decades. For instance, Augmented Multi-party
Interaction (AMI) [3], a recommender system based on what the speaker says,
provides participants with textual documents and resources from previous meet-
ings in real time. However, we can identify two problems with this work.

First, the recommendations are often limited to those of previous meetings
or what the speaker has provided. This makes the system unsuitable for meet-
ings where the topic under consideration has not been previously discussed. It
also requires additional work on the part of the speaker, who needs to provide
resources to fill the database. Secondly, even though textual documents provide
a lot of valuable information, they cannot be viewed during a presentation with-
out the participants missing information from the speaker. Furthermore, reading
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documents is time-consuming. If the number of documents recommended during
a meeting is too high, people may simply ignore them due to lack of time, and
so the system is no longer valuable.

Addressing these issues requires expanding the recommendation database
while also improving its fit for the meeting context. The database can be ex-
tended with data available on the Internet. It is possible to create a whitelist
of documents from which appropriate recommendations can be taken. Websites
like Wikipedia Commons?®, the Wikipedia image database, can be added to the
whitelist. Furthermore, a recommendation fits a meeting context if it can be
viewed without the audience being distracted from what the speaker is saying.
Images fit such contexts perfectly as they can be viewed while listening to the
speaker. A photo, a schema, or a statistical graph are all examples of recom-
mended images.

This paper is a demonstration for PAAMS 2022 of our Image Recommender
Robot Meeting Assistant (IRRMA). The information is displayed through the
interface of an expressive humanoid social robot called QTRobot standing on
the meeting table in front of the participants. Figure 1 shows IRRMA during a
meeting. Figure 2 shows the architecture of our approach.

.

Fig. 1. QTRobot using IRRMA next to the main presentation monitor.

In meeting situations, IRRMA can help users better retrieve information
from the presenter, and it can fine-tune the assistance during usage. IRRMA
will provide as information in an application domain (i.e. providing “live” rec-
ommendations during meeting sessions).

3 https://commons.wikimedia.org
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More specifically, the advantages of IRRMA are threefold: (i) it provides in-
formation that can be consulted during the meeting, (ii) it can catch the atten-
tion of the audience more effectively than a monitor showing recommendations,
(iii) it can search for recommendations based on the contents of a large database
without requiring too much preparation time from the speaker.

2 Main Purpose

IRRMA’s aim is to suggest images that are related to what the speaker is saying.
The goal is to add more information and references to a presentation in order to
improve its quality. A statistical graph, for example, can be displayed to evaluate
what the speaker is currently saying, or a photo can be used to illustrate the
speech. A whitelist of websites can be used as a database to find images. This
provides access to an enormous number of suitable images. Also, if the topic is
known prior to the presentation, a whitelist can be created of websites strictly
related to the topic. This would allow recommendations of a higher quality. We
have chosen to use a QTRobot to represent IRRMA because it can grab the
attention of participants when a recommendation is made. It also better fits
the role of “assistant” in that way. We intend to design and develop an inter-
active user support system. Multiple challenges have been identified, including
(i) speech processing and keyword extraction, (ii) developing the recommenda-
tion system, and (iii) how to share the recommendation with the audience. We
propose an early stage demonstration of IRRMA in a meeting situation, with a
focus on the recommendations and the way we present them.

3 Demonstration

Figure 2 depicts the architecture of our system. Our procedure can be broken
down into several steps. To begin with, IRRMA has to extract the keywords of
the speech. It uses the QTRobot microphone to listen to the speaker. It then
uses speech-to-text technologies to convert the speech to text. It then extracts
the keywords from the transcript using a custom-made algorithm. Next, it must
choose a recommendation based on the keywords obtained. To do so, it uses the
keywords to iterate and search through the images in its whitelist. If a suitable
image is found, it is chosen as the recommendation.

Finally, the recommendation has to be presented to the audience. This step
largely depends on the type of meeting (i.e. online, offline or hybrid). The
QTRobot can be connected as a user of the remote meeting application, which
then shares its screen with the online participants. It is placed on the table next
to the presenter and faces the audience. The recommendation can then be dis-
played on the tablet held by the QTRobot. The QTRobot makes a movement
with its arms when displaying the recommendation to attract the audience’s
attention. Although the speaker’s monitor is present in our architecture, it is
possible that the speaker has nothing to show.
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Fig. 2. Architecture of IRRMA in situ and its algorithm.

4 Conclusion

Our system, an Image Recommendation Robot Meeting Assistant, aims to rec-
ommend relevant images in real time based on the contents of a presentation.
Natural language processing technologies are used to accomplish this. We also
use the possibilities that this embodiment provides to improve the trust among
audience’s into the system [4].

Our contribution is relevant for meetings where the speaker is giving a pre-
sentation, as well as for other situations where the speaker dose not necessarily
have slides to show. We plan to improve the system in the future so that it
can handle multimedia recommendations and follow a meeting with multiple
speakers.
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