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Abstract

Privacy-Aware Data Analysis: Recent Developments for Statistics and Machine Learning

Yuliia Lut

Due to technological development, personal data has become more available to collect, store

and analyze. Companies can collect detailed browsing behavior data, health-related data from

smartphones and smartwatches, voice and movement recordings from smart home devices. Anal-

ysis of such data can bring numerous advantages to society and further development of science

and technology. However, given an often sensitive nature of the collected data, people have be-

come increasingly concerned about the data they share and how they interact with new technology.

These concerns have motivated companies and public institutions to provide services and products

with privacy guarantees. Therefore, many institutions and research communities have adopted the

notion of differential privacy to address privacy concerns which has emerged as a powerful tech-

nique for enabling data analysis while preventing information leakage about individuals. In simple

words, differential privacy allows us to use and analyze sensitive data while maintaining privacy

guarantees for every individual data point. As a result, numerous algorithmic private tools have

been developed for various applications. However, multiple open questions and research areas re-

main to be explored around differential privacy in machine learning, statistics, and data analysis,

which the existing literature has not covered.

In Chapter 1, we provide a brief discussion of the problems and the main contributions that are



presented in this thesis. Additionally, we briefly recap the notion of differential privacy with some

useful results and algorithms.

In Chapter 2, we study the problem of differentially private change-point detection for un-

known distributions. The change-point detection problem seeks to identify distributional changes

in streams of data. Non-private tools for change-point detection have been widely applied in

several settings. However, in certain applications, such as identifying disease outbreaks based

on hospital records or IoT devices detecting home activity, the collected data is highly sensitive,

which motivates the study of privacy-preserving tools. Much of the prior work on change-point

detection—including the only private algorithms for this problem—requires complete knowledge

of the pre-change and post-change distributions. However, this assumption is not realistic for many

practical applications of interest. In this chapter, we present differentially private algorithms for

solving the change-point problem when the data distributions are unknown to the analyst. Addi-

tionally, we study the case when data may be sampled from distributions that change smoothly

over time rather than fixed pre-change and post-change distributions. Furthermore, our algorithms

can be applied to detect changes in linear trends of such data streams. Finally, we also provide a

computational study to empirically validate the performance of our algorithms.

In Chapter 3, we study the problem of learning from imbalanced datasets, in which the classes

are not equally represented, through the lens of differential privacy. A widely used method to ad-

dress imbalanced data is resampling from the minority class instances. However, when confidential

or sensitive attributes are present, data replication can lead to privacy leakage, disproportionally af-

fecting the minority class. This challenge motivates the study of privacy-preserving pre-processing

techniques for imbalanced learning. In this work, we present a differentially private synthetic mi-

nority oversampling technique (DP-SMOTE) which is based on a widely used non-private over-

sampling method known as SMOTE. Our algorithm generates differentially private synthetic data

from the minority class. We demonstrate the impact of our pre-processing technique on the perfor-

mance and privacy leakage of various classification methods in a detailed computational study.



In Chapter 4, we focus on the analysis of sensitive data that is generated from online internet ac-

tivity. Accurately analyzing and modeling online browsing behavior play a key role in understand-

ing users and technology interactions. Towards this goal, in this chapter, we present an up-to-date

measurement study of online browsing behavior. We study both self-reported and observational

browsing data and analyze what underlying features can be learned from statistical analysis of this

potentially sensitive data. For this, we empirically address the following questions: (1) Do struc-

tural patterns of browsing differ across demographic groups and types of web use?, (2) Do people

have correct perceptions of their behavior online?, and (3) Do people change their browsing behav-

ior if they are aware of being observed? In response to these questions, we found little difference

across most demographic groups and website categories, suggesting that these features cannot be

implied solely from clickstream data. We find that users significantly overestimate the time they

spend online but have relatively accurate perceptions of how they spend their time online. We find

no significant changes in behavior throughout the study, which may indicate that observation had

no effect on behavior or that users were consciously aware of being observed throughout the study.
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Chapter 1: Introduction and Background

The growing concern of big technology companies having too much power over users’ data

became apparent after the incident with Cambridge Analytica and Meta [1], formerly known as

Facebook. This incident was followed by data leakage events in 2018 and 2021 [2, 3]. In public

institutions, the interest in data privacy has also grown in the last few years. In particular, a critical

turning point was the discovery that with the aid of commercial data, malicious attackers can re-

identify precise information of almost 179 million people, corresponding to 58% of the population

included in the 2010 Census1. Because of the possibility of malicious events, the US Census

Bureau, along with academic experts, implemented a series of tools to address privacy concerns.

As a result, the 2020 Decennial Census data was released using an algorithmic tool that operates

under interpretable formal privacy guarantees known as differential privacy [4].

Differential privacy emerged as a dominant notion to define and quantify privacy in technical

terms. It was first introduced in the seminal work of [5] and since then the literature and appli-

cations has grown exponentially, including data analysis [6, 7, 8, 9], recommender systems [10,

10, 11], deep learning [12, 13], genomics [14, 15], etc. Differential privacy guarantees that no

individual data point can be learned from the output of a computation. This can be achieved by

bounding the worst-case probability that a single data entry changes the output of the computation.

Differential privacy allows the analyst to use sensitive data in research while addressing people’s

concerns about privacy. Multiple companies, such as Apple [16, 17, 18], Google [19, 20, 21],

Microsoft [22, 23, 24], and Meta [25, 26, 27] have adopted the framework of differential privacy

for data analysis, algorithm design and data release. Due to its popularity in research and industry

1Alabama v. Department of Commerce (2021)
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communities, the study of differential privacy has expanded to multiple fields, such as machine

learning, statistics, theoretical computer science, optimization, etc. However, with the increasing

need for private tools in applications, there is still an extensive area to be explored around differ-

ential privacy, which is not covered by the existing literature. In the following, we briefly describe

three settings where novel privacy-preserving tools are needed.

First, we study a commonly encountered in practice problem of identifying the point in which

the underlying distribution of data has changed. This setting arises in multiple applications, such

as medical condition monitoring (heart rate, sugar level) and video segmentation or speech recog-

nition for smart home devices. For example, for a glucose monitor, the goal is to detect any

abrupt change in sugar level and notify the user about this change as soon as possible. In sev-

eral cases, the data associated with these applications are sensitive; therefore, there is a need to

develop privacy-preserving tools that can adequately address privacy concerns while recognizing

this change in distributions. One of the main challenges in this setting is that the data distribution

is usually unknown. Most existing research has concentrated on parametric models that require

full or partial knowledge of the distribution. On the other hand, privacy-preserving tools for non-

parametric models, where distributions are unknown, have been studied much less extensively. In

Chapter 2 of this thesis, we study the problem of privacy-preserving change-point detection in the

nonparametric setting.

Second, as mentioned above, differential privacy has been the predominant technical notion

of privacy, and numerous machine learning algorithms have been studied and designed around

this definition. However, the commonly encountered problem of imbalanced learning has been

overlooked in the differentially private learning literature. Roughly speaking, the problem of im-

balanced learning appears when the classification task is performed on binary labeled data, and

one of the classes is significantly smaller than the other. This challenge arises in multiple sce-

narios, such as fraud detection, disease detection, and weather prediction. In non-private settings,

standard pre-processing techniques have been widely studied to adequately balance the classes

2



and, consequently, obtain improved learning outcomes. However, in several applications, such

as the ones we just mentioned above, the smaller class contains sensitive information. Much of

the research related to privacy-preserving learning for imbalanced data has focused on the task of

private classification rather than the pre-processing techniques. However, a combination of non-

private oversampling and the private classifier can lead to a higher privacy loss in the resulting

model. In Chapter 3 of this thesis, we take a different perspective, and we address the problem of

imbalanced learning by studying novel privacy-preserving pre-processing techniques.

Third, Internet activity data from consumers has been crucial for companies and other institu-

tions, in particular, to increase their revenue and impact. For instance, according to the US Digital

Ads Market report in 2022, made by Insider Intelligence [28], US digital ad spending will grow by

nearly 50% in the next four years, and, by 2025, the digital ad market will top $300 billion. This

process largely depends on the collection, sharing, and selling of user data, normally done without

the user’s approval. Because of this, there has been a growing concern among users about how

companies handle information about them. In this context, it is necessary to take a step back and

understand users’ online behavior, which will consequently allow us to design appropriate tools to

prevent the leakage of sensitive information. Towards this, in Chapter 4 of this thesis, we study

potentially sensitive browsing data and analyze what underlying features can be learned from sta-

tistical analysis. We suggest that our findings can be used towards creating private obfuscation

tools that prevent potential misuse of browsing data.

In the remainder of this chapter, in Section 1.1, we briefly recap the notion of differential

privacy together with some useful results and algorithms. In Section 1.2, we briefly discuss the

change-point detection problem and the need for privacy-preserving tools in the non-parametric

setting. In Section 1.3, we discuss the challenge of imbalance learning in private settings and re-

lated previous approaches. Finally, in Section 1.4, we provide a brief discussion on online brows-

ing behavior and how new privacy tools are needed to address the challenge of handling sensitive

data. In each of the sections above, we also provide a summary of the main contributions that are
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presented in this thesis.

1.1 Background on Differential Privacy

Differential privacy emerged as a powerful technical definition in machine learning and theo-

retical computer science to address privacy concerns using formal algorithmic tools. Informally,

differential privacy bounds the effect of any individual’s data in computation and ensures that very

little can be inferred about an individual from the output of the differentially private analysis. In

other words, differential privacy bounds the maximum amount that a single data entry can affect

analysis performed on the database. Two databases D,D′ ∈ Dn are neighboring if they differ in

one entry. Let R be a generic output space. Formally, for a given ε ≥ 0, differential privacy is

defined as follows:

Definition 1.1 (Differential Privacy [29]). An algorithmM : Dn → R is ε-differentially private

if for every pair of neighboring databases D,D′ ∈ Dn, and for every subset of possible outputs

S ⊆ R,

Pr[M(D) ∈ S] ≤ eε · Pr[M(D′) ∈ S].

In general, differential privacy is achieved algorithmically by adding noise that scales with

the sensitivity of a computation, which is the maximum change in the function’s value that can

be caused by changing a single entry in the database. In the following, we formally define the

sensitivity of a function f that maps a dataset D to the space of real numbers R:

Definition 1.2 (Sensitivity). Given a function or query f : Dn → R, we define its sensitivity as:

∆f = max
neighbors D,D′

|f(D)− f(D′)|.

One of the most well-known techniques for achieving differential privacy is adding Laplace

noise. The Laplace distribution with scale b is the distribution with probability density function:
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Lap(x|b) = 1
2b

exp
(
− |x|

b

)
. We will write Lap(b) to denote the Laplace distribution with scale b,

or (with a slight abuse of notation) to denote a random variable sampled from Lap(b). The choice

of Laplace noise is not arbitrary, the distribution has two important qualities: it is symmetric, and

the tails decay exponentially, which ensures that there is a small probability that we add a large

amount of noise. We now formally define the Laplace Mechanism [29]:

Definition 1.3. (Laplace Mechanism [29]). Given ε ≥ 0 and any function f : Dn → R, the

Laplace Mechanism is defined as:

MLap(D, f, ε) = f(D) + Lap(∆f/ε).

For algorithms with non-numeric outputs, a common technique to achieve privacy is the Ex-

ponential Mechanism introduced in [30]. The output of the Exponential Mechanism is sampled

from a range R with a probability that depends exponentially on a given score function q. This en-

sures that the algorithm is exponentially more likely to output outcomes with higher scores, which

preserves high accuracy while adding privacy.

Definition 1.4 (Exponential mechanism [30]). Let q : Dn × R → R be a utility function defined

over a space of datasets Dn and a domain of discrete outputs R. Given ε ≥ 0, the Exponential

Mechanism is defined as a mechanism MExp that returns the output r ∈ R with probability

proportional to e
εq(D,r)

2∆q , where sensitivity ∆q is defined as

∆q = max
r∈R

max
D,D′∈neighbors

|q(D, r)− q(D′, r)|.

Now we discuss some useful properties of differential privacy that play an essential role in

designing privacy-preserving algorithms. One valuable property of differential privacy is that it

composes, meaning that the privacy parameter degrades gracefully as additional computations are

performed on the same database. This property allows us to design a privacy-preserving algorithm
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by combining multiple differentially private algorithms and using them as building blocks.

Theorem 1.1 (Basic Composition [29]). Consider Dn1 ,Dn2 two dataset spaces and R1,R2 two

generic output spaces. LetM1 : Dn1 → R1 be an algorithm that is ε1-differentially private, and

let M2 : Dn2 → R2 be an algorithm that is ε2-differentially private. Then their composition

M1,2(D) = (M1(D),M2(D)) is (ε1 + ε2)-differentially private.

A second important property of differential privacy is robustness to post-processing. This

means that any further analysis of the differentially private output cannot decrease the privacy

guarantees. Formally, the post-processing property is defined as follows:

Theorem 1.2 (Post-processing [29]). Let M : Dn → R be an algorithm that is ε-differentially

private. Let f : R → R′ be an arbitrary deterministic mapping. Then f ◦ M : Dn → R′ is ε-

differentially private.

To finish this Section, we briefly review some practical differentially private algorithms that we

use later in Chapters 2 and 3.

First, we would like to highlight the REPORTMAX algorithm originally introduced in [31]. We

formally state this method in Algorithm 1. Simply put, this method takes a collection of queries as

input, computes a noisy answer to each query, and returns the index of the query with the largest

noisy value.

Algorithm 1 Report Noisy Max: REPORTMAX(X,∆, {f1, . . . , fm}, ε)
Input: database X , set of queries {f1, . . . , fm} each with sensitivity ∆, privacy parameter ε

for i = 1, . . . ,m do

Compute fi(X)

Sample Zi ∼ Lap(∆
ε
)

end for

Output i∗ = argmax
i∈[m]

(fi(X) + Zi)
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Theorem 1.3 ([31]). REPORTMAX is ε-differentially private.

The second method that we would like to formalize is the ABOVETHRESHOLD algorithm

which was first introduced in [32] and later refined into its current form in [33]. We formally define

this method in Algorithm 2. This algorithm takes as an input a potentially unbounded stream of

queries, compares the answer of each query to a fixed noisy threshold, and halts when it finds a

noisy answer that exceeds the noisy threshold.

Algorithm 2 Above Noisy Threshold: ABOVETHRESHOLD(X,∆, {f1, f2, . . .}, T, ε)
Input: database X , stream of queries {f1, f2, . . .} each with sensitivity ∆, threshold T , privacy

parameter ε

Let T̂ = T + Lap(2∆
ε

)

for each query i do

Let Zi ∼ Lap(4∆
ε

)

if fi(X) + Zi > T̂ then

Output ai = >

Halt

else

Output ai = ⊥

end if

end for

Theorem 1.4 ([32]). ABOVETHRESHOLD is ε-differentially private.

Privacy has become an important issue that must be addressed. Multiple technology companies

and other institutions, such as Google, Apple, and the U.S. Census Bureau, have increasingly used

differential privacy as a primary technical gold standard for designing their algorithmic tools and

products. This increasing interest from the private and public sectors shows the usefulness and

impact that differential privacy has had over the last years. Research around differential privacy has
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grown exponentially in recent years and has expanded over different fields, including optimization,

computer science, and machine learning. For other fundamental results and a more comprehensive

discussion about differential privacy, we refer the interested reader to the exciting book by Cynthia

Dwork and Aaron Roth [31].

1.2 Change-Point Detection

In statistics, we often observe a problem when a stream of random points changes distribution

abruptly or smoothly over time. For instance, climate time series often exhibit long-term trends

from changes in climate conditions; however, they also show that abrupt changes in distribution

can occur from undocumented changes in recording instruments or station settings [34, 35]. To

adjust for these artificial shifts, analysts need to detect the precise time when they occurred, which

is an example of a change-point detection problem. Formally, the change-point detection problem

seeks to identify distributional changes in data streams. This problem assumes that data points

are initially sampled from a pre-change distribution, and then at an unknown time that we call a

change point, data points are sampled from a post-change distribution. The task is to quickly and

accurately identify the change point. The change-point detection problem has been extensively

studied in theoretical statistics [36, 37, 38, 39, 40] as well as practical applications including

climatology [35], econometrics [41], and DNA analysis [42].

Much of the previous work on change-point detection has focused on the setting where the pre-

and post-change distributions are perfectly known to the analyst. This setting is undesirable and

unrealistic in practice as it assumes perfect distributional knowledge. In practice, an analyst may

only have access to the current (pre-change) distribution and may wish to detect a change to any

distribution that is sufficiently far from the current distribution without making specific parametric

assumptions on the future (post-change) distribution. On the other hand, in many applications,

change-point detection algorithms are applied to sensitive data and may require formal privacy

guarantees. For example, the Center for Disease Control (CDC) may wish to analyze hospital
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records to detect disease outbreaks, or the Census Bureau may wish to analyze income records

to detect changes in employment rates. As our privacy notion, we use differential privacy, as

previously defined in Section 1.1.

In Chapter 2, we study the change-point detection problem under the nonparametric setting,

where these distributions are unknown to the analyst. Specifically, we address the challenge of

nonparametric change-point detection in both offline and online settings. In the offline case, the

entire database is given up front, and the analyst seeks to estimate the change-point with a small

additive error. In the online case, the analyst observes the stream of data points sequentially over

time.

1.2.1 Summary of our contributions

We provide differentially private algorithms for accurate nonparametric change-point detec-

tion in offline and online settings. To design our main algorithmic tools, we first focus on the

non-private setting. In this case, we improve the best previously-known [43] finite sample accu-

racy guarantee of this estimation procedure from sub-linear to constant in the sample size additive

error. With this improved accuracy bound, we design an algorithm to make this estimation pro-

cedure differentially private in offline and online settings. We show that for the offline setting,

adding privacy to the estimation procedure does not create any dependence on the sample size in

the accuracy guarantee. Our offline algorithm uses the REPORTMAX framework which is formally

described in Algorithm 1 in Section 1.1. In the online case, we show that our differentially pri-

vate procedure achieves a logarithmic additive error (in the sample size). The main challenge in

this setting is that we receive one data point at a time, and if the true change occurs later in the

data stream, there is a high chance of false positive error. To prevent this, our algorithm uses the

ABOVETHRESHOLD framework described in Algorithm 2. The ABOVETHRESHOLD algorithm

chooses a fixed size interval of the data stream that contains the true change point with high prob-

ability. When this interval is found, our online algorithm runs the offline algorithm on it. We also
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show how our results can be applied to settings where data are not sampled i.i.d., but are instead

sampled from distributions changing smoothly over time.

Finally, we present an empirical study, which validates our theoretical guarantees, and provides

evidence that our algorithms perform well on both synthetic and real data. For instance, our em-

pirical findings show that our algorithm for the offline setting achieves a much higher detection

accuracy when the true change point is closer to one of the edges of the data stream.

1.3 Imbalanced Learning

The problem of imbalanced learning arises when one class of the data is significantly smaller

than the other class. This often happens when samples from one class rarely appear, e.g., fraudulent

bank transactions or natural disasters such as earthquakes. In particular, for classification tasks

that aim to predict a class label for a given instance of data, standard methods such as Random

Forest and Logistic Regression fail to achieve high classification accuracy when data is imbalanced

[44]. Moreover, in many applications, such as the detection of rare diseases, the data is not only

imbalanced but also sensitive. Despite the broad implementations of differentially private tools

in machine learning (we refer the interested reader to the survey [45] and the references therein),

privacy-preserving imbalanced classification has been much less studied in the literature [46, 47].

Imbalanced learning has been widely studied in non-private settings [48, 49, 50]. In practice,

we usually aim to balance classes, which can be achieved by randomly removing samples from the

majority class, under-sampling, or by increasing the number of samples in the minority class, called

over-sampling, which can be done by random replication or more sophisticated algorithmic tools.

A common oversampling method is the Synthetic Minority Over-sampling Technique (SMOTE)

[44]. Simply put, the algorithm generates synthetic minority examples by sampling them from the

lines that connect minority samples with their k nearest neighbors.

In private settings, private imbalanced classification is usually achieved by a pipeline of a non-

private pre-processing method and the corresponding privacy-preserving classification method.
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However, over-sampling treatment increases the privacy loss of the private classification [51]. The

sensitivity of the classifier increases when we add a large amount of synthetically generated data

that heavily depends on the minority class samples. Therefore, we need to add more noise to the

privacy-preserving classification method to keep the chosen privacy budget.

In Chapter 3, we take a different approach to privacy-preserving imbalanced learning. We

specifically focus on the pre-processing task and design a private version of SMOTE, which we

call DP-SMOTE, which ensures privacy guarantees while not losing the classification accuracy. In

an empirical study, we focus on two main directions to validate the performance of our method.

Firstly, we assess the performance of DP-SMOTE in a pipeline with a non-private classifier by

comparing our method to the original SMOTE. While the combination of DP-SMOTE and a non-

private classifier is not fully differentially private, it shows that adding privacy does not hurt the

accuracy of the classifier. Moreover, in some cases, it improves the accuracy of the minority

class. Secondly, we show that the treatment of data with DP-SMOTE before differentially private

classification improves the accuracy of the classifier when compared to the original SMOTE.

1.3.1 Summary of our contributions

We develop a new differentially private tool for tackling the problem of imbalanced learn-

ing. Our algorithm is based on a classic framework for imbalanced data known as SMOTE [44].

Roughly speaking, our technique works as follows: first, it creates a private noisy histogram of the

minority samples, then the algorithm uses it as a differentially private proxy of the minority class

and applies SMOTE directly to it. This method ensures that we achieve good accuracy while using

a minimal amount of privacy budget. Our main contributions are twofold:

1. We propose a novel framework for the generation of differentially private synthetic data that

can be used to balance data with classes of different sizes. We show that for a non-private

classifier, our approach improves the accuracy of the minority class while not considerably

affecting the overall accuracy.
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2. We create an alternative method for DP imbalanced classification that consists of DP-SMOTE

and a privacy-preserving classifier. Our algorithm ensures a lower sensitivity of the resulting

pipeline and, as a result, achieves better accuracy than a combination of non-private SMOTE

with the corresponding private classifier.

1.4 Measurement and Analysis of Digital Behavior

In the last decade, the use of internet activity data has been crucial for companies and other

institutions. However, users have raised multiple concerns related to the use of their data. For

instance, a recent survey has shown that at least 86% of the respondents show some degree of

concern about the way tech companies handle information about them [52]. In particular, Internet

Service Providers (ISPs) collect, share, and sell sensitive user data without the user’s approval.

Other institutions, such as insurance companies or banks, may use this data to infer users’ sen-

sitive characteristics. While users cannot hide their browsing data from ISPs, researchers have

proposed several solutions to address this concern [53, 54]. In particular, one possible solution is

to obfuscate browsing data with noise by issuing randomized search queries or randomly clicking

on ads. However, these methods do not consider the structure of the data and attributes that require

protection. Therefore, there is a need to understand what kind of noise can obfuscate or hide users’

sensitive attributes and browsing habits. Towards this goal, we must take a step back and learn

what underlying attributes can be implied from the collected browsing data and, therefore, have to

be protected.

A vast majority of prior work measuring users’ browsing behavior was conducted using propri-

etary, industry data to which the majority of academic researchers do not have access (see, e.g., [55,

56, 57]). As an alternative, researchers often rely on users’ self-reports of their online behavior [58,

56] or observe and measure users’ behavior directly in an experimental study [56]. However, both

methods are not without limitations. The accuracy of self-report data can suffer due to response

bias [59, 60, 61]. Additionally, due to limitations of most experimental studies, participants are
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usually aware of being observed and, as a result, may behave differently (e.g., [62, 63, 64, 65, 66]).

Therefore, such observed browsing data may not represent real browsing behavior.

Intending to contribute towards creating private tools that prevent potential misuse of browsing

data, in Chapter 4, we aim to understand users’ online behavior by doing a field study. To approach

the understanding of browsing data, we apply and compare both self-report and observational

methods to provide an up-to-date understanding of both users’ browsing behavior and compare

two academically-feasible methods for measuring this behavior. To the best of our knowledge,

the most recent measurement study of online browsing behavior was conducted in 2013 [67]. To

do so, we designed and conducted a user experiment (n = 31) in which we surveyed participants

about their browsing behavior and continuously observed participants’ browsing behavior for 14

days. Using these data, we address the following research questions:

(RQ1) Does browsing behavior differ across user groups (i.e., demographics) and types of web use?

(RQ2) Do people have accurate perceptions of their behavior online? Does perception accuracy

differ by user group or type of web use?

(RQ3) Do people change their browsing behavior if they are aware of being observed?

1.4.1 Summary of our contributions

Based on the results of our study, we observe that people spend much more time online relative

to prior work conducted in 2010 [55]. We found little difference across demographic groups,

suggesting that demographic features cannot be implied solely from clickstream data. Similarly,

we find few significant differences in within-website browsing behavior across different categories

of websites.

Also, we found that, in general, participants do not have an accurate perception of their brows-

ing habits, and therefore, self-reported data is not an accurate substitute for the original data.

Specifically, we find that people substantially overestimate their time spent online and that this
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inaccurate perception does not differ among the demographic groups. However, we find that peo-

ple have roughly accurate perceptions of their top-browsed website categories. Finally, we do not

find changes in either level of browsing activity or in the distribution of browsing across website

categories over time during the study, which could indicate that people do not change their behavior

when aware of being observed.
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Chapter 2: Differentially Private Nonparametric Change-Point Detection

2.1 Introduction

As we discussed in Section 1.2, the change-point problem has been widely studied in theo-

retical statistics [36, 37, 38, 39, 40] and finds numerous applications including climatology [35],

econometrics [41], and DNA analysis [42]. The goal in the change-point detection problem is to

identify distributional changes in streams of data. Formally, given a dataset X = {x1, . . . , xn},

where n can be finite or infinite, such that data points {x1, . . . , xk∗} are sampled from a pre-change

distribution P0, and data points {xk∗+1, . . . , xn} are sampled from a post-change distribution P1,

the goal is to quickly and accurately identify the unknown time k∗, called a change point time,

where the distribution changes from P0 to P1.

Despite the broad literature on change-point detection in statistics, in privacy literature, there is

much less work on differentially private methodologies for change-point detection problem. To the

best of our knowledge, the only two prior works on differentially private change-point detection

[68, 69] considered the parametric setting, in which the analyst has access to P0 and P1 in advance.

In this structured setting, the analyst could use algorithms tailored to details of these distributions,

such as computing the maximum log-likehood estimator (MLE) of the change-point time.

In this chapter, we focus on the nonparametric setting, where these distributions are unknown

to the analyst. This setting is closer to practice, as it removes the unrealistic assumption of perfect

distributional knowledge. The nonparametric setting requires different test statistics, as common

approaches like computing the MLE do not work without full knowledge of P0 and P1.

Unfortunately, most nonparametric estimation procedures are not amenable to differential pri-

vacy. Indeed, all prior work on private change-point detection has been in the parametric setting,
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where P0 and P1 are known [68, 69]. A standard approach in the nonparametric setting is to first

estimate a parametric model, and then perform parametric change-point detection using the esti-

mated model. Common nonparametric estimation techniques include kernel methods and spline

methods [70, 71] or nonparametric regression [72]. These methods are difficult to make private in

part because of the complexity of finite sample error bounds combined with the effect of injecting

additional noise for privacy. In contrast, simple rank-based statistics–which order samples by their

value–have an easy sensitivity analysis.

In this chapter, we estimate nonparametric change-points using the Mann-Whitney test [73,

74], which is a rank-based test statistic, which we formally present in Section 2.2.1. This test picks

an index k and measures the fraction of points before k that are greater than points after k. For the

change-point problem, this statistic should be largest around the true change-point k∗, and smaller

elsewhere (under mild non-degeneracy conditions on the pre- and post-change distributions). Also

note that this statistic simply computes pairwise comparisons of the observed data, and it does not

require any additional knowledge of P0 or P1 beyond the assumption that a data point from P0 is

larger than a data point from P1 with probability > 1/2. The test statistic has sensitivity O(1/n)

for a database of size n, and is known to have lower sensitivity than most other test statistics for

the same task [74].

2.1.1 Our contributions

In this chapter, we provide differentially private algorithms for accurate nonparametric change-

point detection in both the offline and online settings. We also show how our results can be applied

to settings where data are not sampled i.i.d., but are instead sampled from distributions changing

smoothly over time.

In the offline case, the entire database is given up front, and the analyst seeks to estimate

the change-point with small additive error. We use the Mann-Whitney rank-sum statistic and its

extension to the change-point setting due to [43]. At every possible change-point time k, the
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test measures the fraction of points before k that are greater than points after k, using statistic

V (k) =
∑n
j=k+1

∑k
i=1 I(xi>xj)

k(n−k)
. The test then outputs the index k̂ that maximizes this statistic. For

the non-private settings, we improve the best previously-known finite sample accuracy guarantees

of this estimation procedure. The previous non-private accuracy guarantee has O(n2/3) additive

error [43], whereas our Theorem 2.2 in Section 2.3.1 achieves O(1) additive error.

Next, we present in Algorithm 3 the first, to the best of our knowledge, differentially non-

parametric private change-point detection algorithm for finite dataset, which we call PNCPD. Our

algorithm uses the REPORTMAX framework of [31] that takes in a collection of queries, computes

a noisy answer to each query, and returns the index of the query with the largest noisy value. We

formally present this method in Algorithm 3 in Section 2.3.2. We instantiate this framework with

our test statistics V (k) as queries, to privately select the argmax of the statistics. One challenge is

ensuring that the test statistics V (k) have low enough sensitivity that the additional noise required

for privacy does not harm the estimation error by too much. We show that our PNCPD algorithm

is differentially private (Theorem 2.3) and has O( 1
ε1.01 ) additive accuracy (Theorem 2.4), meaning

that adding privacy does not create any dependence on n in the accuracy guarantee.

In the online case, the analyst starts with an initial database of size n, and receives a stream

of additional data points, arriving online. The analyst’s goal here is to accurately estimate the

change-point quickly after it occurs. This is a more challenging setting because the analyst will

have very little post-change data if they want to detect changes quickly. In this setting, we design

our method ONLINEPNCPD formally stated in Algorithm 4 in Section 2.4. This algorithm uses

the ABOVETHRESHOLD framework of [32, 33]. The ABOVETHRESHOLD algorithm takes in a

potentially unbounded stream of queries, compares the answer of each query to a fixed noisy

threshold, and halts when it finds a noisy answer that exceeds the noisy threshold. We formally

state ABOVETHRESHOLD in Algorithm 2 in Chapter 1. Our algorithm computes the test statistic

V (k) for the middle index k of each sliding window of the last n data points. Once the algorithm

finds a window with a high enough test statistic, it waits for enough additional data points to meet
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the requirements of our offline algorithm PNCPD for accuracy, and then calls PNCPD on the n

most recent data points to estimate the change-point time. One technical challenge in the online

setting is finding a threshold that is high enough to prevent false positives before a change occurs,

and low enough that a true change will trigger a call to the offline algorithm. We show that our

ONLINEPNCPD algorithm is differentially private (Theorem 2.5) and has O(log n) additive error

(Theorem 2.6).

In Section 2.5, we apply our results to privately solve the problem of drift change detection,

where points are not sampled i.i.d. pre- and post-change, but instead are sampled from smoothly

changing distributions whose means are shifting linearly with respect to time, and the linear drift

parameter changes at an unknown change-time k∗. We show how to reduce an instance of the

drift change detection problem with non-i.i.d. samples to an instance of the change-point detection

problem to which our algorithms can be applied. We show in Corollary 2.1 that our algorithms

also provide differential privacy and accurate estimation for the drift change detection problem. We

also suggest extensions of this reduction technique so that our algorithms may also be applied for

non-linear drift change detection for other smoothly changing distributions that exhibit sufficient

structure.

In Section 2.6, we report experimental results that empirically validate our theoretical results.

We start by applying our PNCPD algorithm to a real-world dataset of stock price time-series data

that appear by visual inspection to contain a change-point, and find that our algorithm does find

the correct change-point with minimal loss in accuracy, even for small ε values. We then apply

our PNCPD algorithm to simulated datasets sampled from Gaussian distributions, varying the

parameters corresponding to the size of the distributional change, the location of the change-point

in the dataset, and ε. We also perform simulations for our application to drift change detection

by simulating data points drawn from the drift change model, performing the reduction described

in Section 2.5, and applying our PNCPD algorithm to the resulting dataset. Lastly we apply our

ONLINEPNCPD algorithm to streaming simulated datasets drawn from Gaussian distributions,
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again varying the parameters that correspond to the size of the distributional change, the location of

the change-point in the dataset, and ε. In all cases, the empirical accuracy corresponds qualitatively

to what our theoretical results predict. Our empirical findings show that PNCPD achieves a much

higher detection accuracy when the true change-point is closer to one of the edges of the data

stream.

2.1.2 Related Work

Change-point detection is a canonical problem in statistics that has been studied for nearly a

century; selected results include [36, 37, 38, 75, 76, 77, 39, 78, 79, 80, 81, 82, 40, 83, 84]. The

problem originally arose from industrial quality control, and has since been applied in a wide vari-

ety of other contexts including climatology [35], econometrics [41], and DNA analysis [42]. In the

parametric setting where pre-change and post-change distributions P0 and P1 are perfectly known,

the Cumulative Sum (CUSUM) procedure [37] is among the most commonly used algorithms for

solving the change-point detection problem. It follows the generalized log-likelihood ratio prin-

ciple, calculating `(k) =
∑n

i=k log P1(xi)
P0(xi)

for each k ∈ [n], and declaring that a change occurs if

and only if `(k̂) ≥ T for MLE k̂ = argmaxk `(k) and appropriate threshold T > 0. Nonparamet-

ric change-point detection has also been well-studied in the statistics literature [43, 85, 86], and

requires different test statistics that do not rely on exact knowledge of the distributions P0 and P1.

The only two prior works on differentially private change-point detection [68, 69] both consid-

ered the parametric setting and employed differentially private variants of the CUSUM procedure

and the change-point MLE underlying it. [68] directly privatized non-private procedures for the

offline and online settings. [69] gave private change-point detection as an instantiation of a solu-

tion to the more general problem of private hypothesis testing, partitioning time series data into

batches of size equal to the sample complexity of the hypothesis testing problem, and then out-

puts the batch number most consistent with a change-point. Both works assumed that the pre- and

post-distributions were fully known in advance.
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In our nonparametric setting, we use the Mann-Whitney test [73, 74] instead of the MLE that

the CUSUM procedure is built on. The Mann-Whitney test was originally proposed as a rank-based

nonparametric two-sample test, to test whether two samples were drawn from the same distribution

using the null hypothesis that after randomly selecting one point from each sample, each point is

equally likely to be the larger of the two. It was extended to the change-point setting by [43], for

testing whether samples from before and after the hypothesized change-point were drawn from the

same distribution. Given a database X = {x1, . . . , xn}, for each possible change-point k, the test

statistic V (k) =
∑n
j=k+1

∑k
i=1 I(xi>xj)

k(n−k)
counts the proportion of index pairs (i, j) with i ≤ k < j for

which xi > xj . This is a nonparametric test because it does not require any additional knowledge

of the distributions from which data are drawn. Additionally, the Mann-Whitney test is known

to be more efficient [87] and have lower sensitivity [74] than most other test statistics for the

same task, including the Wald statistic [88] and the Kolmogorov-Smirnov test [89]. Differentially

private versions of related test statistics have been used in recent unpublished work in the context

of hypothesis testing, but they have not been applied to the change-point problem [90, 91].

Although the current paper largely follows the same structure as [68] for privatizing the change-

point procedure, the analysis of the algorithm is vastly different, due to new challenges introduced

by the nonparametric setting. Most test statistics for nonparametric estimation have high sensitiv-

ity, and therefore require large amounts of noise to be added to satisfy differential privacy. This

means that off-the-shelf applications of nonparametric test statistics to the differentially private

change-point framework of [68] would result in high error. Indeed, even with our use of the Mann-

Whitney test statistic which was chosen for its low sensitivity, an immediate application of the best

known finite-sample accuracy bounds [43] yielded additive error O(n2/3) in the offline setting for

databases of size n. To achieve our much tighter O(ε−1.01) error bounds required a new analysis.
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2.2 Preliminaries

This section provides the necessary background for interpreting our results for the problem

of private nonparametric change-point detection. Section 2.2.1 defines the nonparametric change-

point detection problem, Section 1.1 describes the differentially private tools that will be brought

to bear, and Section 2.2.2 gives the concentration inequality which will be used in our proofs.

2.2.1 Change-point background

Let X = {x1, . . . , xn} be n real-valued data points. The change-point detection problem is

parametrized by two distributions, P0 and P1. The data points in X are hypothesized to initially

be sampled i.i.d. from P0, but at some unknown change time k∗ ∈ [n], an event may occur (e.g.,

epidemic disease outbreak) and change the underlying distribution to P1. The goal of a data analyst

is to announce that a change has occurred as quickly as possible after k∗. Since the xi may be

sensitive information—such as individuals’ medical information or behaviors inside their home—

the analyst will wish to announce the change-point time in a privacy-preserving manner.

In the standard non-private offline change-point literature, the analyst wants to test the null

hypothesis H0 : k∗ = n, where x1, . . . , xn ∼iid P0, against the composite alternate hypothesis

H1 : k∗ < n, where x1, . . . , xk∗ ∼iid P0 and xk∗+1, . . . , xn ∼iid P1. If P1 and P0 are known, the

log-likelihood ratio of k∗ =∞ against k∗ = k will be given by

`(k,X) =
n∑

i=k+1

log
P1(xi)

P0(xi)
.

The maximum likelihood estimator (MLE) of the change time k∗ is given by argmaxk∈[n]`(k,X).

However, note that to perform this test, the analyst must have complete knowledge of distributions

P0 and P1 to compute the log-likelihood ratio.

In this chapter, we consider the situation that we do not know both the pre-change distribution
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and the post-change distribution. We require no knowledge of the pre- and post- change distribu-

tions, and assume only that the probability of an observation from P0 exceeding an observation

from P1 is different than the probability of an observation from P1 exceeding an observation from

P0, which is necessary for technical reasons. The Mann-Whitney test [73] is a commonly used

nonparametric test of the null hypothesis that it is equally likely that a randomly selected value

from one sample will be less than or greater than a randomly selected value from a second sample.

[43] proposed a modification of the Mann-Whitney test to solve the change-point estimation prob-

lem. For each possible change-point k, a test statistic counting the proportion of index pairs (i, j)

with i ≤ k, j > k for which xi > xj is calculated as follows:

V (k,X) =

∑n
j=k+1

∑k
i=1 I(xi > xj)

k(n− k)
(2.1)

For data X drawn according to the change-point model with distributions P0, P1, this statistic

is largest or smallest in expectation at the true change-point k∗ depending on the value a =

Prx0∼P0,x1∼P1 [x0 > x1]. If a > 1/2, we estimate the change-point by taking the arg max of

the Mann-Whitney statistics; otherwise we take the arg min. When X is clear from context, we

will simply write V (k). The estimator k̂ is understood to denote the argmax or argmin of V (k)

depending on whether a > 1/2.

We will measure the additive error of our estimations of the true change-point as follows.

Definition 2.1 ((α, β)-accuracy). A change-point detection algorithm that produces a change-

point estimator k̃ is (α, β)-accurate if Pr[|k̃ − k∗| > α] ≤ β, where the probability is taken over

randomness of the data X sampled according to the change-point model with true change-point

k∗ and (possibly) the randomness of the algorithm.

2.2.2 Concentration inequalities

Our proofs will also use the following concentration inequality.
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Theorem 2.1 (McDiarmid [92]). Define the discrete derivatives of the function f(X1, . . . , Xn) of

independent random variables X1, . . . , Xn as

Dif(x) := sup
z
f(x1, . . . , xi−1, z, xi+1, . . . , xn)− inf

z
f(x1, . . . , xi−1, z, xi+1, . . . , xn). (2.2)

Then forX1, . . . , Xn independent, f(X1, . . . , Xn) is subgaussian with variance proxy 1
4

∑n
i=1 ||Dif ||2∞.

In particular,

Pr[f(X1, . . . , Xn)− E [[] f(X1, . . . , Xn)] ≥ t] ≤ exp(− 2t2∑n
i=1 ||Dif ||2∞

).

2.3 Offline private nonparametric change-point detection

In this section, we give an offline private algorithm for change-point detection when the pre-

and post-change distributions are unknown. In Section 2.3.1, we first offer the finite sample ac-

curacy guarantee for the non-private nonparametric algorithm given by k̂ = argmax V (k) for the

test statistic V (k) given in Equation (2.1), which will serve as the baseline for evaluating the utility

of our private algorithm. Then in Section 2.3.2 we present our private algorithm, and give privacy

and accuracy guarantees.

2.3.1 Finite sample accuracy guarantee for the non-private nonparametric estimator

In this section, we provide error bounds for the non-private nonparametric change-point es-

timator when the data are drawn from two unknown distributions P0, P1 with true change-point

k∗ ∈ {dγne, . . . , b(1− γ)nc}, for some known γ < 1/2. This γ bounds away from the change-

point occurring too early or too late in the sample, and is necessary to ensure sufficient number of

samples from both the pre-change and post-change distributions. Without loss of generality, we

assume that a := Prx0∼P0,x1∼P1 [x0 > x1] > 1/2.

For the non-private task, we use the following estimation procedure of [43], which calculates

23



the estimated change-point k̂ as the argmax of V (k) over all k in the range permitted by γ:

k̂ = argmaxk∈{dγne,...,b(1−γ)nc}V (k),

for test statistic V (k) defined in Equation (2.1). We show in Theorem 2.2 that the additive error of

this procedure is constant with respect to the sample size n.

Our result is much tighter that the previously known finite-sample accuracy result in [43],

which gave an estimation error bound of O(n2/3). This sublinear result comes from a connection

between the accuracy and the maximal deviation of V (k) from the expected value over [γn, (1 −

γ)n] . To bound the maximal deviation, [43] first analyzed the variance approximation of V (k)

to bound the deviation for a single point k. Then they utilized a Lipschitz property to partition

[γn, (1 − γ)n] to small intervals, and took a union bound over these intervals to yield a high

probability guarantee. In contrast, we better leverage the connection between V (k) and V (k∗) for

improved accuracy and a simplified proof. At a high level, we show that the expectation of V (k)

is single-peaked around k∗, and V (k) − V (k∗) is subgaussian. We carefully analyze the discrete

derivative as a function of |k∗ − k|, γ, and n to use a concentration bound yielding our constant

error result.

Theorem 2.2. For data X = {x1, . . . , xn} drawn according to the change-point model with any

distributions P0, P1 with a = Prx∼P0,y∼P1 [x > y] > 1/2, constraint γ ∈ (0, 1/2), and change-

point k∗ ∈ {dγne, . . . , b(1− γ)nc}, we have that the estimator

k̂ = argmaxk∈{dγne,...,b(1−γ)nc}

∑n
j=k+1

∑k
i=1 I(xi > xj)

k(n− k)

is (α, β)-accurate for any β > 0 and

α = C ·
(

1

γ4(a− 1/2)2

)c
· log

1

β
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for any constant c > 1 and some constant C > 0 depending on c.

If a < 1/2 we achieve the same error bound using k̂ = argmin
∑n
j=k+1

∑k
i=1 I(xi>xj)

k(n−k)
.

Proof. We will show that for k̂ = argmax V (k) and α as in the theorem statement,

Pr[
∣∣∣k̂ − k∗∣∣∣ > α] ≤

∑
k:|k−k∗|>α

Pr[V (k) > V (k∗)] ≤ β.

To do this, we fix any k ∈ {dγne, . . . , b(1− γ)nc} and show that f(X) = V (k) − V (k∗) is

subgaussian. In particular, for k at least α away from k∗, the expectation of V (k∗) − V (k) is

sufficiently large and its discrete derivative is sufficiently small that the probability of V (k) >

V (k∗) can be tightly bounded as a function of α by application of Theorem 2.1.

First we give a lower bound the difference in expectation of V (k∗) and V (k). Observe that

E [[]V (k)] =

∑
i≤k,j>k Pr[xi > xj]

k(n− k)

=


1
2

(k∗−k)+a(n−k∗)
n−k k ≤ k∗

ak∗+ 1
2

(k−k∗)
k

k > k∗
,

achieving its maximum at E [[]V (k∗)] = a. Therefore, we can bound

E [[]V (k∗)− V (k)] =


(a− 1

2
)k
∗−k
n−k k ≤ k∗

(a− 1
2
)k−k

∗

k
k > k∗

≥ (a− 1

2
)
|k∗ − k|

n
. (2.3)

In the following bounds on the discrete derivative of f(X) = V (k)− V (k∗), we will make use
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of the fact that f can be written as:

f(X) =

∑n
j=k+1

∑k
i=1 I(xi > xj)

k(n− k)
−
∑n

j=k∗+1

∑k∗

i=1 I(xi > xj)

k∗(n− k∗)

=

(
1

k(n− k)
− 1

k∗(n− k∗)

) ∑
i=1,...,k,
j=k+1,...,n

I(xi > xj)



+
1

k∗(n− k∗)

 ∑
i=1,...,k,
j=k+1,...,n

I(xi > xj)−
∑

i=1,...,k∗,
j=k∗+1,...,n

I(xi > xj)


We bound the discrete derivativeDif separately for i ≤ min {k, k∗}, i ∈ (min {k, k∗} ,max {k, k∗}],

and i > max {k, k∗}. When xi changes arbitrarily for i ≤ min {k, k∗}, we note that
∑n

j=k+1 I(xi >

xj) can change by at most±(n−k) and
∑k∗

j=k+1 I(xi > xj) can change by at most±(k∗−k). These

counts are normalized in f , and the normalization ensures this former count contributes at most

|k∗−k|
k∗(n−k∗) + |k∗−k|

kk∗
to the discrete derivative. We bound the discrete derivative for i ≤ min {k, k∗} as

follows:

Dif ≤
∣∣∣∣ 1

k(n− k)
− 1

k∗(n− k∗)

∣∣∣∣ (n− k) +
|k∗ − k|
k∗(n− k∗)

=

∣∣∣∣1k − n− k
k∗(n− k∗)

∣∣∣∣+
|k∗ − k|
k∗(n− k∗)

=

∣∣∣∣−|k − k∗|k∗k
+
|k − k∗|
k∗(n− k∗)

∣∣∣∣+
|k − k∗|
k∗(n− k∗)

≤ |k − k
∗|

γ2n2
+

2 |k − k∗|
γ(1− γ)n2

≤ 3 |k − k∗|
γ2n2

We bound the discrete derivative for i > max {k, k∗} similarly, noting that an arbitrary change
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in xi changes
∑k

i′=1 I(xi′ > xi) by at most ±k and
∑k

i′=k∗+1 I(xi′ > xi) by at most ±(k − k∗):

Dif ≤
∣∣∣∣ 1

k(n− k)
− 1

k∗(n− k∗)

∣∣∣∣ · k +
|k∗ − k|
k∗(n− k∗)

=

∣∣∣∣ 1

n− k
− k

k∗(n− k∗)

∣∣∣∣+
|k∗ − k|
k∗(n− k∗)

=

∣∣∣∣− |k − k∗|
(n− k∗)(n− k)

+
|k − k∗|
k∗(n− k∗)

∣∣∣∣+
|k − k∗|
k∗(n− k∗)

≤ |k − k
∗|

γ2n2
+

2 |k − k∗|
γ(1− γ)n2

≤ 3 |k − k∗|
γ2n2

Finally, we bound the discrete derivative for min {k, k∗} < i ≤ max {k, k∗}. To do this, we

note that the first summation in f changes by k if k < k∗ or n− k if k > k∗, and the difference of

summations in the second term changes by at most n − (k + k∗) in either case. Then we achieve

our bound as follows:

Dif ≤
∣∣∣∣ 1

k(n− k)
− 1

k∗(n− k∗)

∣∣∣∣ ·max {k, n− k}+
n− (k∗ + k)

k∗(n− k∗)

≤ |k − k
∗|

γ2n2
+

n

γ(1− γ)n2

≤ 2

γ2n

Then since Dif is finite for each i, we have that f is subgaussian with variance proxy as

follows:

1

4

n∑
i=1

(Dif)2 ≤ n− |k∗ − k|
4

· 9 |k − k∗|2

γ4n4
+
|k∗ − k|

4

(
|k − k∗|
γ2n2

+
1

γ(1− γ)n

)2

≤ 9 |k − k∗|2

4γ4n3
+
|k∗ − k|
γ4n2

≤ 13 |k∗ − k|
4γ4n2
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We can now bound the probability of outputting any particular k = dγne, . . . , b(1 − γ)nc as

a function of |k − k∗| by applying Theorem 2.1, recalling our bound on E [[]V (k∗) − V (k)] from

Equation (2.3).

Pr[V (k) > V (k∗)] = Pr [V (k)− V (k∗)− E [[]V (k)− V (k∗)] > E [[]V (k∗)− V (k)]]

≤Pr

[
V (k)− V (k∗)− E [[]V (k)− V (k∗)] > (a− 1

2
)
|k − k∗|

n

]
≤ exp(−2γ4

13
(a− 1

2
)2|k − k∗|).

We complete the proof by bounding the probability of any incorrect k̂ such that |k̂ − k∗| > α

by β.

Pr[
∣∣∣k̂ − k∗∣∣∣ > α] ≤ 2

n∑
|k−k∗|=α

exp(−2γ4

13
(a− 1

2
)2 |k − k∗|)

≤
2 exp(−2γ4

13
(a− 1

2
)2α)

1− exp(−2γ4

13
(a− 1

2
)2)

≤ β

Rearranging shows that our accuracy result will hold for

α ≥ 13

2γ4(a− 1/2)2

(
log

2

β
+ log

1

1− exp(−2γ4

13
(a− 1

2
)2)

)

We achieve our final bound by simplifying the above expression as follows. We observe that

γ < 1/2, a < 1 implies x = 2γ4(a − 1/2)2/13 ≤ 1/416, and for small x we have log(1/(1 −

exp(−x))) ≤ 2 log(1/x). For any c > 0, we have log(1/x) ≤ C(1/x)c for any 1/x ≥ 416 and

C ≥ (log 416)/(416c), which can be applied to get our final bound.
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2.3.2 Private offline algorithm

We now give a differentially private version of the nonparametric estimation procedure of [43],

in Algorithm 3. Our algorithm uses REPORTMAX as a private subroutine, instantiated with queries

V (k) to privately compute argmax V (k). We show that our algorithm is differentially private

(Theorem 2.3) and produces an estimator with additive accuracy that is constant with respect to

the sample size n (Theorem 2.4).

The crux of the privacy proof involves analyzing the sensitivity of the Mann-Whitney statistic

to ensure that sufficient noise is added for the REPORTMAX algorithm to maintain its privacy

guarantees. The low sensitivity of this test statistic plays a critical role in requiring only small

amounts of noise to preserve privacy. The accuracy proof extends Theorem 2.2 for the non-private

estimator to incorporate the additional error due to the Laplace noise added for privacy. Since the

event V (k) > V (k∗) is less probable for k that are further away from k∗, our analysis permits

larger values of Laplace noise Zk for k far from k∗, allowing privacy “for free” with respect to

accuracy, for small constants ε.

Algorithm 3 Private Nonparametric Change-Point Detector: PNCPD(X, ε, γ)

Input: Database X = {x1, . . . , xn}, privacy parameter ε, contraint parameter γ.

for k = {dγne, . . . , b(1− γ)nc} do

Compute V (k) = 1
k(n−k)

∑n
j=k+1

∑k
i=1 I(xi > xj)

Sample Zk ∼ Lap( 2
εγn

)

end for

Output k̃ = argmax
k∈{dγne,...,b(1−γ)nc}

{V (k) + Zk}

Theorem 2.3. For arbitrary data X = {x1, . . . , xn}, privacy parameter ε > 0, and constraint

γ ∈ (0, 1/2), PNCPD(X, ε, γ) is ε-differentially private.

Proof. Privacy follows by instantiation of REPORTMAX (Algorithm 1) with queries V (k) for k ∈
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{dγne, . . . , b(1− γ)nc}, which have sensitivity ∆V = 1/(γn), with the observation that noise

parameter 2∆V/ε suffices for non-monotonic statistics. We include a proof for completeness.

Fix any two neighboring databases X,X ′ that differ on index t. For any k ∈

{dγne, . . . , b(1− γ)nc}, denote the respective rank statistics as V (k) and V ′(k). By the definition

of V (k), we have

|V (k)− V ′(k)| =


1

k(n−k)

∣∣∣∑n
j=k+1 I(xt > xj)− I(x′t > xj)

∣∣∣ ≤ 1
k

if t ≤ k

1
k(n−k)

∣∣∣∑k
i=1 I(xi > xt)− I(xi > x′t)

∣∣∣ ≤ 1
n−k if t > k,

and it follows that ∆V = 1/(γn).

Next, for a given 1 ≤ t ≤ n, fix Z−t, a draw from [Lap(2/γεn)]n−1 used for all the noisy

rank statistics values except the lth one. We will bound from above and below the ratio of the

probabilities that the algorithm outputs k̃ = t on inputs X and X ′. Define the minimum noisy

value in order for t to be selected with X:

Z∗t = min{Zt : V (t) + Zt > V (k) + Zk ∀k 6= t}

For all k 6= t we have

V ′(t) + ∆V + Z∗t ≥ V (t) + Z∗t > V (k) + Zk ≥ V ′(k)−∆V + Zk.

Hence, Z ′t ≥ Z∗t + 2∆V ensures that the algorithm outputs t on input X ′, and the theorem

follows from the following inequalities for any fixed Z−t, with probabilities over the choice of

Zt ∼ Lap (2/(γεn)).

Pr[k̃ = t | X ′, Z−t] ≥ Pr[Z ′i ≥ Z∗i + 2∆V | Z−t] ≥ e−ε Pr[Zt ≥ Z∗i | Z−t] =

e−ε Pr[k̃ = t | X,Z−i]
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Next, we provide an accuracy guarantee for our private algorithm PNCPD when the data are

drawn according to the change-point model. The first term in the error bound of Theorem 2.4

comes from the randomness of the n data points, and the second term is the additional cost that

comes from the randomness of the sampled Laplace noises, which quantifies the cost of privacy.

To ensure that the cost of privacy is as small as possible, we use k-specific thresholds tk in the

proof to optimize the trade-off between how much to tolerate the Laplace noise added for privacy

versus the randomness of the data. As |k − k∗| increases, V (k) is less likely to be close to V (k∗),

so we can allow more Laplace noise rather than set a universal tolerance for all k.

Theorem 2.4. For data X = {x1, . . . , xn} drawn according to the change-point model with any

distributions P0, P1 with a = Prx∼P0,y∼P1 [x > y] > 1/2, constraint γ ∈ (0, 1/2), change-point

k∗ ∈ {dγne, . . . , b(1− γ)nc}, and privacy parameter ε > 0, we have that PNCPD(X, ε, γ) is

(α, β)-accurate for any β > 0 and

α = max{C1 ·
(

1

γ4(a− 1/2)2

)c
· log

1

β
, C2 ·

(
1

εγ(a− 1/2)

)c
· log

1

β
},

for any constant c > 1 and some constants C1, C2 > 0 depending on c.

As with our analysis of the non-private estimator, we can take the argmin and get the same

error bounds (with a− 1/2 replaced by |a− 1/2|) if Prx∼P0,y∼P1 [x > y] < 1/2.

Proof. We will show that for k̃ = argmax {V (k) + Zk} and α as in the theorem statement,

Pr[
∣∣∣k̃ − k∗∣∣∣ > α] ≤

∑
k:|k−k∗|>α

Pr[V (k) + Zk > V (k∗) + Zk∗ ] ≤ β

by showing that V (k) − V (k∗) is subgaussian as in Theorem 2.2, and we will additionally show

that the Laplace noise does not introduce too much additional error. For the algorithm to output
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an incorrect k̃, it must either be the case that the statistic V (k) is nearly as large as V (k∗) because

of the randomness of the data points, or that Zk is much larger than Zk∗ . For each value of k, we

choose a threshold tk increasing in |k − k∗| specifying how much to tolerate bad Laplace noise

versus bad data, and we bound the probability that the algorithm outputs k as follows:

Pr[V (k) + Zk > V (k∗) + Zk∗ ] ≤ Pr[V (k∗)− V (k) < tk] + Pr[Zk − Zk∗ > tk] (2.4)

Setting tk = (a−1/2)|k−k∗|/(2n), we can bound the first term as in Theorem 2.2 using Theorem

2.1 as follows:

Pr[V (k)− V (k∗) > −tk] = Pr

[
V (k)− V (k∗)− E [[]V (k)− V (k∗)] >

(
a− 1

2

)
|k − k∗|

2n

]
≤ exp

(
−
γ4
(
a− 1

2

)2 |k − k∗|
26

)
.

We bound the second term of (2.4) by analyzing the Laplace noise directly.

Pr[Zk − Zk∗ > tk] ≤ Pr

[
2 |Lap(2/(εγn))| >

(
a− 1

2

)
|k − k∗|

2n

]
≤ exp

(
−
(
a− 1

2

)
εγ|k − k∗|
8

)

We complete the proof by bounding the probability of any incorrect k̃ such that
∣∣∣k̃ − k∗∣∣∣ > α

by β.

Pr
[∣∣∣k̃ − k∗∣∣∣ > α

]
≤ 2

n∑
k:|k−k∗|=α

exp

(
−
γ4
(
a− 1

2

)2 |k − k∗|
26

)
+ exp

(
−
(
a− 1

2

)
εγ|k − k∗|
8

)

≤
2 exp

(
−γ4

26

(
a− 1

2

)2
α
)

1− exp
(
−γ4

26

(
a− 1

2

)2
) +

2 exp
(
− εγ

8

(
a− 1

2

)
α
)

1− exp
(
− εγ

8

(
a− 1

2

))
≤ β
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We bound each term above by β/2. Rearranging shows that our accuracy result will hold for

α ≥ max

{
26

γ4 (a− 1/2)2

(
log

4

β
+ log

1

1− exp
(
−γ4

26

(
a− 1

2

)2
)),

8

εγ (a− 1/2)

(
log

4

β
+ log

1

1− exp
(
− εγ

8

(
a− 1

2

)))}.
We achieve our final bound by simplifying the above expression as follows. For the first term, we

observe that γ < 1/2, a < 1 implies x = γ4(a − 1/2)2/26 ≤ 1/1664, and for small x we have

log(1/(1− exp(−x))) ≤ 2 log(1/x). For any c > 0, we have log(1/x) ≤ C(1/x)c for any 1/x ≥

1664 and C ≥ (log 1664)/(1664c), which can be applied to get our final bound. For the second

term, we observe that x = εγ(a− 1
2
)/8 ≤ ε/32. When ε is small and the corresponding x ≤ 4/5,

we have log(1/(1 − exp(−x))) ≤ 2 log(1/x), and for any c > 0, we have log(1/x) ≤ C(1/x)c

for any 1/x ≥ 5/4 and C ≥ (log 4/5)/((4/5)c). When ε is large and the corresponding x > 4/5,

we have log(1/(1 − exp(−x))) ≤ log 2, which can be incorporated into the constant in our final

bound.

2.4 Online change point detection

In this section, we show how to extend our results for change-point detection with unknown

distributions to the online setting, where the database X is not given in advance, but instead data

points arrive one-by-one. We assume the analyst starts with a database of size n, and receives one

new data point per unit time.

Our algorithm uses the Above Noisy Threshold algorithm of [32, 33] (ABOVETHRESHOLD,

Algorithm 2) instantiated with queries of the Mann-Whitney test statistic V (k) in the center of

a sliding window of the most recent n points. With each new data point k > n, the algorithm

computes V (k) for database X =
{
xk−n/2+1, . . . xk+n/2

}
, and compares this statistic against a
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noisy threshold for significance. When this statistic is sufficiently high, the online algorithm calls

the offline algorithm PNCPD on this window to estimate k∗. For simplicity in indexing and to

avoid confusion with the notation of the previous section, we define U(k) = V (k) when V (k) is

taken over database X for each k > n/2. Since the algorithm only checks for a change-point in

the middle of the window, we assume that k∗ ≥ n/2 to ensure that the change-point does not occur

too early to be detected.

We note that the offline subroutine PNCPD assumes that a change point occurs sometime after

the first γn and before the last γn of the n data points on which it is called. We will show that for

an appropriate choice of T , ONLINEPNCPD exceeds T̂ for some k such that k∗ ∈ [k, k + n/2].

Therefore, by waiting for an additional γn data points, we ensure that the assumptions of PNCPD

are met as long as γ < 1/4.

Algorithm 4 Online Private Nonparametric Change-Point Detector: ONLINEP-
NCPD(X,n, ε, γ, T )

Input: Data stream X , starting size n , privacy parameter ε, constraint parameter γ, threshold

T .

Let T̂ = T + Lap
(

8
εn

)
for each new data point xk+n/2, k > n/2 do

Compute U(k) = 4
n2

∑k+n/2
j=k+1

∑k
i=k−n/2+1 I(xi > xj)

Sample Zk ∼ Lap(16
εn

)

if U(k) + Zk > T̂ then

Wait for γn new data points to arrive

Output PNCPD
({
xk−n/2+1+γn, . . . xk+n/2+γn

}
, ε/2, γ

)
Halt

end if

end for

Privacy follows immediately from the privacy guarantees of ABOVETHRESHOLD and PNCPD.
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Theorem 2.5. For arbitrary data stream X with starting size n, privacy parameter ε > 0, and

constraint γ ∈ (0, 1/2), ONLINEPNCPD(X,n, ε, γ) is ε-differentially private.

Proof. By Theorem 1.4, ABOVETHRESHOLD is ε-differentially private, and by Theorem 2.3, the

statistics V (k) and U(k) have sensitivity 2/n. Also by Theorem 2.3, PNCPD is ε-differentially

private. Thus the algorithm ONLINEPNCPD is simply ABOVETHRESHOLD instantiated with

privacy parameter ε/2, composed with PNCPD also instantiated with privacy parameter ε/2. By

Basic Composition (Theorem 1.1), ONLINEPNCPD(X,n, ε, γ) is ε-differentially private.

To give accuracy bounds on the performance of ONLINEPNCPD, we need to bound several

sources of error. First we need to set the threshold T such that the algorithm will not raise a false

alarm before the change-point occurs (i.e., control the false positive rate) and that the algorithm

will not fail to raise an alarm on a window containing the true change-point (i.e., control the

false negative rate). This must be done taking into account the additional error from the private

ABOVETHRESHOLD subroutine. Finally, we can use the accuracy guarantees of PNCPD to show

that conditioned on calling a window that contains the true change-point, we are likely to output

an estimator k̂ that is close to the true change-point k∗.

Theorem 2.6. For data stream X with starting size n drawn according to the change-point model

with any distributions P0, P1 with a = Prx∼P0,y∼P1 [x > y] > 1/2, constraint γ ∈ (0, 1/4), change-

point k∗ ≥ n/2, privacy parameter ε > 0, and threshold T ∈ [TL, TU ] such that

TL =
1

2
+

√
2

n
log

(
8(k∗ − n/2)

β

)
+

32 log((k∗ − n/2)/β)

nε

TU = a−

√
2

n
log

(
8

β

)
− 32 log(8(k∗ − n/2)/β)

nε
,

we have that ONLINEPNCPD(X,n, ε, γ, T ) is (α, β)-accurate for any β > 0 and

α = max

{
C1 ·

(
1

γ4(a− 1/2)2

)c
· log

n

β
,C2 ·

(
1

εγ(a− 1/2)

)c
· log

n

β

}
,
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for any constant c > 1 and some constants C1, C2 > 0 which depend only on c.

Proof. First, we find an interval [TL, TU ] for the threshold T that ensures that the algorithm neither

calls PNCPD before the true change-point has occurred nor fails to call PNCPD on the window

containing k∗ somewhere in the middle (1 − 2γ)n data points. For now we will ignore the error

from ABOVETHRESHOLD, and use T ′L, T
′
U to denote the desired thresholds ignoring this additional

source of noise. For ease of notation and reindexing, we define U(k) = V (k) when V (k) is

computed over database X =
{
xk−n/2+1, . . . xk+n/2

}
for the Mann-Whitney test statistic V (·) as

defined in Equation (2.1).

Thus we aim to find a range [T ′L, T
′
U ] such that

Pr[U(k) > T ′L|Xk−n/2+1, . . . Xk+n/2 ∼ P0] ≤ β

8(k∗ − n/2)
, (2.5)

Pr[U(k) < T ′U |Xk−n/2+1, . . . Xk ∼ P0, Xk+1, . . . Xk+n/2 ∼ P1] ≤ β

8
. (2.6)

Condition (2.5) means that after taking a union bound over all the windows that do not contain k∗,

the probability that ABOVETHRESHOLD raises the alarm on the window that does not contain the

true change point k∗ does not exceed β/8. Condition (2.6) means that on the window containing

the true change-point k∗ in the center of the window, ABOVETHRESHOLD will fail to raise the

alarm with probability at most β/8.

It will be helpful to have high probability bounds that the test statistics U(k) are close to their

means. Using McDiarmid’s Inequality (Theorem 2.1) we can obtain that for any k > n

Pr[U(k)− E [[]U(k)] > t] ≤ exp(−t2n/2), (2.7)

Pr[U(k)− E [[]U(k)] < −t] ≤ exp(−t2n/2) (2.8)

Using these bounds, we will first find T ′L. Note that Condition (2.5) on T ′L considers the setting

where all points in the current window are drawn from P0. Under this condition, E [[]U(k)] = 1/2.
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Then by plugging in t = T ′L − 1/2 into Inequality (2.7), we get the following expression:

Pr
[
U(k) ≥ T ′L|Xk−n/2+1, . . . Xk+n/2 ∼ P0

]
≤ exp

(
−n

2

(
T ′L −

1

2

)2
)

Setting the right hand side of this to less than or equal to β
8(k∗−n/2)

and solving for T ′L gives the

following lower bound, which satisfies Condition (2.5):

T ′L =
1

2
+

√
2

n
log

(
8(k∗ − n/2)

β

)
.

Next we find the upper bound TU . Note that Condition (2.6) on T ′U considers the setting where

the first n/2 points in the window are drawn from P0 and the remaining n/2 points are drawn from

P1. Under this condition, E [[]U(k)] = a. Then plugging t = a− T ′U in Inequality (2.8) and using

Condition (2.6), we get the following bound:

Pr[U(k) ≤ T ′U |X, . . . Xn/2 ∼ P0, Xn/2+1, . . . Xn ∼ P1] ≤ exp
(
−(a− T ′U)2n/2

)
≤ β

8
.

Solving this for T ′U gives the following Inequality which satisfies Condition (2.6):

T ′U ≤ a−

√
2

n
log

(
8

β

)
.

We now return to account for the error from ABOVETHRESHOLD. To ensure that this error does

not cause a window to be called before the true change-point and also does not skip the window

with the true change-point, we require the following conditions to both hold with probability β
4

For T ≥ TL, Uk < T − α′ when k < k∗

For T ≤ TU , Uk∗ > T + α′
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Thus we obtain that the new interval for T is [TL, TU ], where TL = T ′L + α′, and TU = T ′U − α′. If

both those conditions hold then for α′ = 32 log(8(k∗−n/2)/β)
nε

, ABOVETHRESHOLD will identify the

window which contains the true change point with probability (1− β/4) by the following theorem

shown in [32].

Theorem 2.7 ([32]). For any sequence of m queries f1, . . . , fm with sensitivity ∆ such that |{i <

m : fi(X) ≥ T − α}| = 0, ABOVETHRESHOLD outputs with probability at least 1 − β a stream

of a1, . . . , am ∈ {>,⊥} such that ai = ⊥ for every i ∈ [m] with f(i) < T − α and ai = > for

every i ∈ [m] with f(i) > T + α as long as

α ≥ 8∆ log(2m/β)

ε
.

Taking a union bound over the failure probabilities of Conditions (2.5) and (2.6), and the state-

ment above, we can see that ONLINEPNCPD will call PNCPD on the right window except with

small probability β/2.

Finally, we can use the accuracy guarantees of PNCPD to show that conditioned on rais-

ing an alarm in the correct window, we are likely to output an estimate k̂ that is close to the

true change-point k∗. Slightly more careful accounting is needed here, because conditioning on

raising an alarm and calling PNCPD, the data points in the chosen window are no longer dis-

tributed according to the change-point model. Let W (k) denote the event that ONLINEPNCPD

calls PNCPD(
{
xk−n/2+1+γn, . . . xk+n/2+γn

}
, ε/2, γ) on the window centered at k. Then

Pr
[∣∣∣k̃ − k∗∣∣∣ > α

]
=
∑
k>n/2

Pr
[
W (k) ∩ {|k̃ − k∗| > α}

]
≤

∑
k/∈(k∗−n/2,k∗]

Pr [W (k)] +
∑

k∈(k∗−n/2,k∗]

Pr
[
W (k) ∩

{∣∣∣k̃ − k∗∣∣∣ > α
}]

≤ β

2
+
n

2
Pr [PNCPD fails] < β
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To achieve the inequality above, the probability of PNCPD fails to report the change point within

the α-window around k∗ has to be bounded by β/n. Thus by Theorem 2.4 we set the error to be,

α = max

{
C1 ·

(
1

γ4 (a− 1/2)2

)c
· log

n

β
,C2 ·

(
1

εγ (a− 1/2)

)c
· log

n

β

}
,

for any constant c > 1 and some constant C1, C2 > 0 depending on c.

We have proved the theorem, but we should also show that the window [TL, TU ] is non-empty,

and there exists a good range in which to choose the threshold T . The condition that TL < TU is

equivalent to,

a− 1

2
>

√
2

n
log

(
8(k∗ − n/2)

β

)
+

√
2

n
log

(
8

β

)
+

64 log(8(k∗ − n/2)/β)

nε
. (2.9)

We can simplify Inequality (2.9) as,

√
2

n
log

(
8(k∗ − n/2)

β

)
+

√
2

n
log

(
8

β

)
+

64 log(8(k∗ − n/2)/β)

nε

<

√
2

n
log

(
8k∗

β

)
+

√
2

n
log

(
8

β

)
+

64 log(8k∗/β)

nε
< a− 1

2
.

Finally, solving the right hand side for n, we find the following bound on n that satisfies Inequality

(2.9).

n >
1

(a− 1/2)2

(√
2 log

(
8k∗

β

)
+

√
2 log

(
8

β

)
+

64

ε
log

(
8k∗

β

))2

.

For any starting database size that is at least this large (only n = Ω(( log(k∗/β)
ε(a−1/2)

)2)), the acceptable

region [TL, TU ] for a threshold T will be non-empty. Moreover, the log k∗ dependence of TL and

TU means that only a rough estimate of the true change-point is necessary in practice to choose an

acceptable threshold T .
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2.5 Application: Drift Change Detection

In this section, we extend our consideration of the change-point problem to the setting where

data are not sampled i.i.d. from fixed pre- and post-change distributions, but instead are sampled

from distributions that are changing smoothly over time. In particular, we consider distributions

with drift, where the parameter of the distribution changes linearly with time, and the rate of linear

drift changes at the change-point. Since the samples are not i.i.d., we consider differences between

successive pairs of samples in order to apply the algorithms from the previous sections.

The drift change detection problem is parametrized by error terms et independently sampled

from a mean-zero distribution S, two drift terms ξ0 and ξ1, a drift change-point t∗ ∈ [n], and a

mean η associated with t∗. Independent random variables X = {x1, . . . , xn} are said to be drawn

from the drift change detection model if we can write

xt = µt + et,

for µt piecewise linear as follows:

µt =


η − (t∗ − t)ξ0 t ≤ t∗

η + (t− t∗)ξ1 t > t∗
.

Our goal is to detect the drift change-point t∗ with the smallest possible error.

In order to apply our algorithms which require i.i.d. samples, we will transform the sample

X by considering differences of consecutive pairs of xi. These differences are i.i.d. with mean

ξ0 before t∗, and i.i.d. with mean ξ1 after t∗, and we can now apply PNCPD to this instance of

change-point detection. For ease of presentation, we will assume n is even and t∗ is odd.

Formally, define a new sample Y = {y1, . . . , yn/2} with sample points yt = x2t − x2t−1, for

40



t = 1, . . . n/2. Then we have

yt =


ξ0 + e2t − e2t−1, for t = 1, . . . , t

∗−1
2
,

ξ1 + e2t − e2t−1, for t = t∗+2
2
, . . . , N

2
.

Note that random variables (e2t − e2t−1) are independent and identically distributed. Thus the

yt are independent, and they are sampled from a fixed distribution before the change point, and

from another distribution after the change-point. We can then apply the PNCPD algorithm and

privately estimate the drift change-point t̂ as twice the output of PNCPD(
{
y1, . . . , yn/2

}
, ε, γ).

This estimation procedure will inherit the privacy and accuracy results of Theorems 2.3 and 2.4.1

As a concrete example, consider points sampled from a Gaussian distribution with mean µt =

ξ0t + η0 and standard deviation σ for t ≤ t∗, and from a Gaussian distribution with mean µt =

ξ1t+ η1 and standard deviation σ for t > t∗. Then yt = x2t− x2t−1 will be Gaussian with variance

2σ2 and mean ξ0 before the change-point and ξ1 after it. If any of the parameters ξ0, ξ1, or σ are

unknown, this would require nonparametric change-point estimation.

Corollary 2.1. For data X = {x1, . . . , xn} drawn according to the drift change model with drift

terms ξ0 > ξ1, constraint γ ∈ (0, 1/2), drift change time t∗ ∈ (dγ
2
ne . . . d(1− γ

2
)ne), and privacy

parameter ε > 0, there exists an ε-differentially private nonparametric change point estimator that

is (α, β)-accurate for any β > 0 and

α = max

{
C1 ·

(
1

γ4(a− 1/2)2

)c
· log

1

β
, C2 ·

(
1

εγ(a− 1/2)

)c
· log

1

β

}
,

for any constant c > 1 and some constant C1, C2 > 0 depending on c.

1This procedure finds a change-point in the sample Y , which corresponds to a pair (x2t−1, x2t) such that one of
them is the estimated change point. Under our assumption that t∗ is odd, we should output t̂ = 2t − 1. If t∗ is even,
then the estimated change-point may be off by one, and yt∗/2 is distributed differently than other data points. However,
since the PNCPD algorithm is differentially private, its performance is guaranteed be in insensitive to a single outlier
in the database, so this fact will not affect the result of the algorithm by too much.
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We note that this approach is not restricted solely to offline linear drift detection. The same

reduction in the online setting would allow us to use ONLINEPNCPD to detect drift changes

online. Additionally, a similar approach could be used to for other types of smoothly changing data,

as long as the smooth changes exhibited enough structure to allow for reduction to the i.i.d. setting.

For example, if data were sampled of the form xt = f(µt + et) for any one-to-one function

f : R → R, we could define yt = f−1(x2t) − f−1(x2t−1), and these yts would again be i.i.d..

This includes random variables of the form exp(µt + et), log(µt + et), and arbitrary polynomials

(µt + et)
k (where even-degree polynomials must be restricted to, e.g., only have positive range).

2.6 Empirical Results

We now report the results of an experiment on real data followed by Monte Carlo experiments

designed to validate the theoretical results of previous sections. We only consider our accuracy

guarantees because the nature of differential privacy provides a strong worst-case guarantee for

all hypothetical databases, and therefore is impractical and redundant to test empirically. Our

simulations consider both offline and online settings for detecting a change in the mean of Gaussian

distribution.

2.6.1 Results of Offline Algorithm with Real Data

First, we illustrate the effectiveness of our offline algorithm on real data by applying it to a win-

dow of stock price data including a sudden drop in price, and we use it to determine approximately

when this change-point occurred. We use a dataset from [93], which contains stock price data over

time, with prices collected every second over a span of 5 hours on October 9, 2012. We identified

by visual inspection a window of n = 200 seconds (indexed 6900 to 7100 in the dataset, reindexed

0 to 200 here) that appears to include a discrete change in distribution from higher mean price to

lower mean price. We then calculated the argmax of the Mann-Whitney statistic V (k) to identify

the most likely change-point as time k̂ = 92, assuming the pre-change data were drawn i.i.d. from
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one distribution and the post-change data were drawn i.i.d. from a distribution with lower mean.

We used this estimate as the ground truth (k∗ = k̂ = 92) in error analysis of our private offline

algorithm. We ran our PNCPD algorithm with γ = 0.1 on the selected dataset 103 times for each

privacy value ε = 0.1, 0.5, 1. Figure 2.1(a) plots the data in our selected window, and Figure 2.1(b)

plots the empirical accuracy β = Pr[|k̃− k∗| > α] as a function of α for our PNCPD simulations.
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Figure 2.1: Real data and accuracy results.

2.6.2 Offline Results with Synthetic Data

We now provide simulations of our algorithms using many synthetic datasets drawn exactly

according to the change-point model. In the following simulations for PNCPD, we use an initial

distribution of N (0, 1) and post-change distributions of the form N (µ1, 1), considering both a

small change µ1 = 1 and a large change µ1 = 5. We use n = 200 observations where the true

change occurs at time points k∗ = 50, 100, 150. This process is repeated 103 times for each value

of k∗ and µ1. We consider the performance of our algorithm for γ = 0.1 and ε = 0.1, 1, 5,∞,

where ε = ∞ corresponds to the non-private problem, which serves as our baseline. The results

are summarized in Figure 2.2, which plots the empirical probabilities β = Pr[|k̃ − k∗| > α] as a

function of α.
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(a) k∗ = 50, µ1 = 5 (b) k∗ = 100, µ1 = 5 (c) k∗ = 150, µ1 = 5

(d) k∗ = 50, µ1 = 1 (e) k∗ = 100, µ1 = 1 (f) k∗ = 150, µ1 = 1

Figure 2.2: Empirical accuracy β = Pr[|k̃−k∗| > α] of PNCPD from Monte Carlo simulations
using Gaussian data, where pre-change data are drawn from N (0, 1) and post-change data are
drawn from N (µ1, 1). Each simulation involves 103 runs of PNCPD with varying ε on data
generated by 200 i.i.d. samples from appropriate distributions with µ1 = 1 or 5, and change
point k∗ = 50, 100, or 150.

As expected, the algorithm finds the change-point accurately, with better performance when

the distributional change is larger or the ε value is larger. Performance is slightly diminished when

the change-point is at the center of the window, corresponding to k∗ = 100 in our experiments.

This is due to the scaling factor 1
k(n−k)

in the expression of V (k) as seen in Equation (2.1), which

places relatively higher weight on k that are close to the beginning and end of the window. This

scaling factor could be removed and our algorithm would still be differentially private and our

accuracy result would (qualitatively) continue to hold for change-points near the center of the

window. However, if an analyst already has reason to believe that the change-point occurs in the

middle of her selected window, she is unlikely to need a change-point detection algorithm.

44



We also note that our simulations use slightly larger ε values and distributional changes than

previous work on parametric private change-point detection, where the pre- and post-change dis-

tributions are given explicitly as input to the algorithm [68].2 This is to be expected since the

nonparametric problem is information theoretically harder to solve, because the test statistic can-

not be tailored to the pre- and post-change distributions.

To illustrate these accuracy guarantees, Figure 2.3 show the values of the true test statistic V (k)

and the noisy test statistic V (k) +Zk for the same distributions. We still use n = 200 observations

and k∗ = 50, 100 and µ1 = 1, 5, and run the process only once for each pair of parameter values.

We note that for the chosen distributions, a < 1/2 so our test statistic V (k) should be minimized

at k∗, and we use the variant of PNCPD that outputs k̃ = argmin{V (k) + Zk} rather than the

argmin as described in Algorithm 3. The smoother black line in the figures corresponds to the true

test statistic V (k) and the more jagged orange line corresponds to the noisy test statistic V (k)+Zk

for ε = 5. Figure 2.3 shows that in all cases, the true statistic is minimized at the true change k∗.

This is even more prominent when the distributional change is larger (µ1 = 5), so more noise can

be tolerated. Under smaller distributional changes (µ1 = 1) the minimization of V (k) around k∗

is less dramatic, and there is more opportunity for the noise terms Zk to introduce estimation error

when minimizing the noisy statistic. This also illustrates the structure of the proof of Theorem

2.4, and in particular Equation (2.4), where we separate out the failure probability of the algorithm

into two terms: the probability of bad data and the probability of bad draws from the Laplace

distribution.
2The simulations of [68] used ε = 0.1, 0.5, 1 and µ1 = 0.5, 1, whereas we use ε = 0.1, 1, 5 and µ1 = 1, 5.
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(a) k∗ = 50, µ1 = 5 (b) k∗ = 100, µ1 = 5

(c) k∗ = 50, µ1 = 1 (d) k∗ = 100, µ1 = 1

Figure 2.3: Value for statistics V (k) with (orange) and without (black) Laplace noise with
privacy parameter ε = 5 for varying settings for the size change and location of a change point.

Finally, we provide simulations of our PNCPD algorithm for our application of drift change

detection, as described in Section 2.5. Recall that our drift change detection model involved data

points X = {x1, . . . , xn} defined as xt = µt + et where

µt =


η − (t∗ − t)ξ0 t ≤ t∗

η + (t− t∗)ξ1 t > t∗
,

for drift change-point t∗, and et are mean-zero noise terms. In our simulation we use parameters

η = 1, ξ0 = 0, ξ1 = 5, and et ∼i.i.d. N (0, 1). We use n = 200 observations where the true drift

change occurs at time t∗ = 100, and repeat the process 103 times. We modify the observations X

to create a new sample Y = {y1, . . . , yn/2} as described in Section 2.5, and apply our PNCPD al-
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gorithm to this new sample. Figure 2.4 plots the empirical accuracy β = Pr[|t̃ − k∗| > α] as a

function of α for γ = 0.1 and ε = 0.1, 1, 5,∞, where ε =∞ is our non-private baseline.

Figure 2.4: Empirical accuracy β = Pr[|t̃−t∗| > α] of PNCPD for drift detection. The data are
generated from the drift change model with parameters η = 1, ξ0 = 0, ξ1 = 5, and et drawn from
N (0, 1). These data are then modified as described in Section 2.5 so that the PNCPD algorithm
can be applied.

2.6.3 Online Results with Synthetic Data

We also perform simulations for our online private change-point detection algorithm ON-

LINEPNCPD when the data points arrive sequentially. We use an initial distribution of N (5, 1)

and post-change distribution of N (0, 1), where the true change occurs at time k∗ = 5000. To help

ensure that the range of the appropriate threshold T in ONLINEPNCPD is non-empty, we choose

a larger window size n = 500, and larger privacy parameter ε = 1, 5, 10,∞.

We choose the appropriate threshold T by setting a constraint that an algorithm must have

positive and negative false alarm rates both at most 0.1, which can be ensured by setting β = 0.4.

(Recall from the proof of Theorem 2.6 that our false alarm rates are each β/4.) Since we know

k∗ and a, we can compute the theoretical upper and lower bounds on the threshold exactly for

the distributions used in our simulations using the expressions given in the statement of Theorem

2.6. The resulting lower bounds are TL = 1.28, 0.80, 0.74, 0.69 and the upper bounds are TU =

0.16, 0.74, 0.81, 0.89 for ε = 1, 5, 10,∞, respectively. Although the theoretical range of T is empty
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for ε = 1, 5, our empirical results show that T = 0.8 is sufficient to control both false alarm rates,

as the theoretical bounds are overly conservative. We choose T = 0.8 for all ε = 1, 5, 10,∞.

In practice when a and k∗ are unknown, the analyst should set a to be the smallest interesting

magnitude of distributional change, and k∗ to be the analyst’s estimate of the time of the change,

and similarly compute TL and TU using these estimates. Larger values of k∗ correspond to more

conservative estimates and result in smaller windows for the threshold. We also note the analyst

can also choose the lower and upper bounds of T via numerical methods as in [68].

We run our ONLINEPNCPD algorithm 103 times with γ = 0.1 and privacy parameters ε =

1, 5, 10,∞. Figure 2.5 summarizes these simulation results. As in the proof of Theorem 2.6,

we can separate the error into two possible sources within the algorithm: halting on an incorrect

window, and producing an incorrect estimate of the change-point, even conditioned on halting on

the correct window. Figure 2.5(a) shows the error from both of these sources, and Figure 2.5(b)

shows the error from only the latter source. These figures show that our algorithm works well

with privacy parameters ε = 5, 10,∞. For ε = 1, we can control the overall error rate to be less

than 0.4 as desired, but not much lower. Figure 2.5(b) shows that this error mainly comes from

the failure to halt on the window that contains the true change-point, because the error decreases

dramatically after conditioning on the algorithm halting on a correct window that contains the true

change-point.

48



0 50 100 150 200 250

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

α

β

ε=1
ε=5
ε=10
Non−private

(a) Error probability from inaccurate estimate

and false alarm

0 50 100 150 200 250

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

α

β

ε=1
ε=5
ε=10
Non−private

(b) Error probability from inaccurate estimate

only

Figure 2.5: Probability of inaccurate estimation and false alarm (left) and probability of inaccu-
rate report conditioned on raising an alarm correctly (right) for Monte Carlo simulations. Data
drawn from N (5, 1) pre-change and N (0, 1) post-change, with true change-point k∗ = 5000.
Each simulation involves 103 runs of ONLINEPNCPD with γ = 0.1, window size n = 500,
threshold T = 0.8, and varying ε.

2.7 Conclusions

In this chapter, we present differentially private algorithms for accurate nonparametric change-

point detection in offline and online settings. Additionally, we provide an improved analysis of the

accuracy of the non-private change-point detection algorithm that leads to a tighter bound on the

additive error of the computation. Our accuracy analysis shows that the addition of privacy to the

change-point detection algorithm does not hurt the overall performance. Specifically, we show that

the additive error of non-private and private offline algorithms does not depend on the sample size.

In the online case, this error is logarithmic in the initial sample size.

While our results are well-suited for real-life problems, as they do not require any distributional

knowledge, one could extend the results by considering the possibility of multiple change points.

Additionally, to make this more suitable for real data, this framework can be considered in high-

dimensional space.

49



Chapter 3: Private Tools for Imbalanced Learning

3.1 Introduction

The problem of imbalanced learning typically refers to classification tasks that involve data

with classification classes or categories that are not equally represented. This often happens when

some instances appear very rarely in real-world data, such as fraudulent transactions in banks or

natural disasters like earthquakes. The challenge that arises while analyzing imbalanced data is that

standard machine learning algorithms assume that classes of the data are approximately balanced or

have equal misclassification costs. Consequently, such standard algorithms fail to achieve equally

good accuracy across both classes and to represent the minority class in the resulting model.

When we do not account for imbalances of the data in a machine learning model, the cost of

the false labeling for different classes can vary substantially. Consider the problem of detecting

spam tweets. In a study conducted in 2009 [94], it was shown that the proportion of spam posts

on Twitter is approximately 3%. If we base our model choice only on predictive accuracy, a valid

choice is to have a classifier that labels every tweet as not spam, which achieves 97% accuracy.

However, this solution would not satisfactorily solve the problem of spam detection, and would still

lead to user dissatisfaction with the number of unnecessary tweets they see in their feed. However,

in the case of cancer recognition [95, 96] or fraud detection in bank transactions [97, 98] such

mistakes can lead to more significant consequences. Therefore, we cannot assess the performance

of machine learning algorithms using only predictive accuracy. To better handle imbalanced data,

in this work, along with accuracy, we consider other performance metrics such as the Receiver

Operating Characteristic (ROC) curve, the Area Under the ROC Curve (AUC), G-mean, F1 score,

and specifically minority class accuracy. We provide more details about the advantages of these
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metrics for the setting of imbalanced learning in Section 3.4.1.

In the machine learning community, the problem of imbalanced learning has been widely stud-

ied in non-private settings [48, 49, 50]. This issue has been tackled with two main approaches. The

first approach is to modify the machine learning model itself, by assigning appropriate different

weights to the classes. The second one is to balance the original dataset, which can be achieved by

randomly removing samples from the majority class, known as under-sampling, or by increasing

the number of samples from the minority class, known as over-sampling, which can be done by

random replication of points in the sample or more sophisticated algorithmic tools. A well-known

over-sampling method is the Synthetic Minority Over-sampling Technique (SMOTE) [44]. The

main idea of the algorithm is to generate new minority samples that are similar to the input sam-

ples, rather than simply replicating them. More formally, SMOTE iterates over the minority class

instances and for every instance finds its k nearest neighbors. Then it generates synthetic minority

examples by sampling them from the line segments that connect the selected minority sample with

its nearest neighbors. The number of new samples generated depends on the amount of synthetic

minority data we want to introduce to the dataset. This minority oversampling algorithm has a sim-

ple implementation and is intuitive to interpret. It has been empirically shown that SMOTE helps

machine learning models to recognize minority samples and improves the performance overall

[44].

Another advantage of SMOTE is that it does not rely on a specific structure of the data, and

therefore can be widely used for almost any dataset. However, it also comes with an accuracy

tradeoff because SMOTE does not account for any underlying structure of the data, for instance,

it does not take into consideration that neighboring samples can be from the majority class which

can increase the overlap between minority and majority classes.

In cases when data are sensitive and imbalanced, for instance, detection of rare diseases, we

need machine learning tools that preserve privacy while maintaining high classification accuracy.

As we have mentioned in previous chapters, differential privacy has emerged as a prevailing privacy
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notion in machine learning. Various private implementations of the traditional machine learning

algorithms are widely studied in the literature [45], specifically for standard classification methods

such as Random Forest [46] and Logistic Regression [47]. However, privacy-preserving methods

for imbalanced learning have been much less studied in the literature. In private settings, private

imbalanced classification has been usually achieved by applying a pipeline of a non-private pre-

processing method and the corresponding privacy-preserving classification method. However, it

has been shown that pre-processing techniques, such as oversampling, increase the level of pri-

vacy loss in private classification tasks [51]. Moreover, it has been shown that these methods can

amplify the loss of accuracy of a minority class [99, 100, 101, 102] as well as magnify bias and

unfairness [103, 99, 104, 105]. One of the reasons why accuracy is lost is because the sensi-

tivity of the classifier increases when we add a large amount of synthetically generated data (as

in over-sampling) that heavily depends on the minority class samples. There is a need for novel

privacy-preserving techniques for imbalanced learning that improve the model performance with

respect to the minority class without overuse of the privacy budget.

In this chapter, we take a different approach to privacy-preserving imbalanced learning. We

provide a private variant of SMOTE, which we call DP-SMOTE. In an empirical study, we focus on

two main directions to validate the performance of our method. First, we assess the performance of

DP-SMOTE in a pipeline with a non-private classifier by comparing our method to the non-private

SMOTE. While this method is not fully differentially private, as we still include the original data

when training the non-private classifier, we show that adding privacy does not hurt the accuracy

of the classifier and additionally, it improves the accuracy of the minority class. Second, we show

that the treatment of data with DP-SMOTE before differentially private classification, improves

the accuracy of the classifier, compared to the non-private SMOTE.
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3.1.1 Overview of Our Contributions

In this chapter, we develop, to the best of our knowledge, the first minority class oversampling

technique that generates differentially private synthetic data instances. Our algorithm is based on

a widely used non-private tool for synthetic minority oversampling algorithm known as SMOTE

[44]. Roughly speaking, our technique works in the following way. In the first step, it creates

a private synopsis of the minority samples, which is essentially a noisy histogram. This private

synopsis is used as a differentially private proxy of the minority class. In the second step, the

algorithm applies our variation of SMOTE directly to the private synopsis and generates synthetic

minority instances. Note that in our algorithm, privacy is added only at the first step, therefore, this

method ensures that we achieve a good accuracy while using a minimal amount of differentially

privacy budget.

Our main contributions are twofold. Firstly, in Section 3.3 we propose a novel framework for

the generation of differentially private synthetic data that can be used as an oversampling technique

for minority instances when data is imbalanced. In Section 3.4, we assess the performance of the

original SMOTE and our DP-SMOTE relative to a baseline. We empirically show that when used in

a pipeline with a non-private classifier SMOTE and DP-SMOTE perform similarly to the baseline

when the data is not significantly imbalanced. However, in the setting of highly imbalanced data,

both SMOTE and DP-SMOTE improve the accuracy of the minority class while not considerably

affecting the overall accuracy. As the performance of SMOTE and DP-SMOTE are similar, we

conclude that the addition of privacy does not affect significantly the performance of the algorithm.

Secondly, we create an alternative method for DP imbalanced classification that consists of DP-

SMOTE and a privacy-preserving classifier.
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3.1.2 Related work

The problem of imbalanced data often arises in machine learning when the size of one data class

is considerably smaller than the other data class. We refer the reader to comprehensive reviews

for imbalanced learning [48, 49, 50]. One of the techniques for tackling imbalanced learning is

over-sampling, which is a variant of synthetic data generation. This approach aims to overcome the

imbalance in the original data sets by artificially generating data samples. A common oversampling

method is the Synthetic Minority Over-sampling Technique (SMOTE) [44]. It generates synthetic

minority examples by sampling them from the lines that connect minority samples with their k

nearest neighbors. In empirical studies [44, 106], it is shown that SMOTE achieves a higher AUC

when combined with under-sampling techniques. A detailed empirical comparison of different

SMOTE-based techniques is presented in [107].

Differential privacy [31] is a widely accepted notion of theoretical data privacy for machine

learning models. Privacy is achieved by adding noise calibrated to the sensitivity of the query

to the output of the algorithm. Various private implementations of the traditional differentially

private algorithms are widely studied in the literature [45]. Specifically, in this work we use private

Random Forest [46] and Logistic Regression [47] implementation.

Synthetic data generation is a widely used tool for approaching imbalanced learning. In this

work, we create our private synthetic data generation technique based on a noisy histogram method

[108, 109]. This histogram would effectively be synthetic minority data, where the quality of

representation would depend on the granularity parameter α. In general, there exist better – and

more complex – methods for private synthetic data generation [110, 111, 112, 113, 114, 115].

The simplicity of this phase is two-fold. First, more nuanced and realistic-looking data will be

generated in the second phase through the application of SMOTE. Second, for the purposes of

minority oversampling and imbalanced classification, the resulting synthetic minority data need

not fully capture the richness of the true minority data. Instead, they need only enable accurate
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downstream classification. It is for this second reason that the synthetic minority data generated

by DP-SMOTE are serving a different objective than typically considered in the private synthetic

data generation literature.

The challenge of imbalanced data in machine learning becomes much harder when we want to

apply privacy. The accuracy for minority class is low even for non-private classification. There is a

line of work that shows that differentially private algorithms can disproportionally affect minority

groups by amplifying the loss of accuracy of a minority class [99, 100, 101, 102] as well as magnify

bias and unfairness [103, 99, 104, 105, 116].

In the machine learning pipeline, the choice of pre-processing model and the decision to add

pre-processing are heavily based on the knowledge about data. This creates a possibility for ad-

ditional privacy leakage. In [51] the authors emphasize a lack of private methodologies for pre-

processing techniques. In their empirical assessment of various pre-processing techniques, it is

shown that the application of resampling methods on imbalanced data leads to an increase in pri-

vacy leakage. Specifically, they show that the higher ratio of oversampling corresponds to a higher

level of privacy loss.

In our differentially private version of SMOTE, we use the uniform grid (UG) synopsis method-

ology described in [108]. This method converts the original data to a noisy histogram by dividing

the data domain into M same-size cells. The variations of the UG method are also discussed in

[109, 117].

3.2 Preliminaries

In the following, we provide the necessary background on imbalanced learning and the over-

sampling method SMOTE. Let D = (X, y) to denote a dataset, where X is a d-dimensional set

of instances from a known range [−r, r]d and y is a set of labels from {0, 1} associated with X .

Here we assume that dataset D is imbalanced and we assign the positive class (with label "1") to

be the minority class and the negative class (with label "0") to be the majority class. Let X1 and
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n1 = |X1| be the subset and number, respectively, of instances that correspond to label "1" or

minority class instances. Similarly, let X0 and n0 = |X0| be the subset and number of the subset

of instances that corresponds to label "0" or majority class instances, respectively. In the context

of imbalanced learning, we assume that n0 > n1. Finally, for an oversampling technique that aims

to balance both classes, we denote the desired ratio between the number of oversampled minority

instances and the number of majority instances by α ∈ [n1/n0, 1], where α = 1 corresponds to

a completely balanced data after oversampling. The parameter α is also known as the sampling

strategy.

SMOTE. As we mentioned earlier, SMOTE [44], formally stated in Algorithm 5, is a widely

used oversampling technique in machine learning. The algorithm consists of the following steps:

(1) on every iteration, it considers an instance from a minority class, (2) finds the k nearest neigh-

bors of each instance, (3) for each minority class instance, it randomly selectsN = (α·n0−n1)/n1

samples from the k nearest neighbors, (4) it randomly generates new minority samples from the

lines that connect the data point with the chosen nearest neighbors.
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Algorithm 5 SMOTE(X1, α, k) [44]

Input: minority class instances X1 = {x1, . . . xn1}, dataset dimension d, sampling strategy α,

number of nearest neighbors k.

Output: (α · n0 − n1) synthetic minority class samples.

N = (α · n0 − n1)/n1

for i = 1, . . . , n1 do

Compute k nearest neighbors for xi: X̄i = (x1
i , . . . , x

k
i )

while N 6= 0 do

Choose x′i uniformly at random from X̄i

for j = 1, . . . d do

Sample u uniformly from [0, 1]

z = xi,j + u · (x′i,j − xi,j)

return z

end for

N = N − 1

end while

end for

3.3 DP-SMOTE Algorithm

In this section, we present our differentially private synthetic minority oversampling tech-

nique, DP-SMOTE, which we formally present in Algorithm 6. The algorithm consists of two

phases: first, it creates a noisy histogram of the discretized minority class data, and then it per-

forms SMOTE using the noisy histogram data as input.

One might wonder why this two-phase approach is used, rather than directly applying differ-

entially private mechanisms to SMOTE (Algorithm 5), and then using a private variant of SMOTE
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to generate new points one by one. If this approach were taken, the privacy guarantees would de-

grade as new points are generated, with a resulting privacy guarantee of either (Ω(Nε), 0)-DP or

(Ω̃(
√
Nε), δ)-DP when N new points are generated. For most practical use cases, this may yield

an unacceptable privacy parameter. Instead, our approach creates a private data structure – namely,

the noisy histogram – which can then be used to generate an arbitrary number of new data points.

In this way, the algorithm’s privacy budget and accuracy guarantees do not depend on the number

of synthetic minority points generated.

Before stating our main algorithm, we introduce some notation. First, to construct the noisy

histogram, we need to partition the space [−r, r]d into M equal-width cells. Formally, for dataset

D from [−r, r]d, we define a uniform grid with granularity parameter ν as G = Id, where I =

[−r,−r + 2rν) ∪ [−r + 2rν,−r + 4rν) ∪ · · · ∪ (r − 2rν, r]. For each cell in the grid, we define

its histogram query as follows:

Definition 3.1 (Histogram query). Given dataset X partitioned by uniform grid G into M equal-

width cells with cell centers {yi}Mi=1, the histogram queryHG,qi(X) returns the number of instances

from X in the cell with center qi from uniform grid G.

We now provide a notion of connectivity between the centers of each cell.

Definition 3.2 (`-connectivity). Given uniform grid G into M equal-width cells with cell centers

{qi}Mi=1, we call cell center qi and qj `-connected, if by moving along grid G, minimal the distance

between qi and qj in no more than ` edges.
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Algorithm 6 DP-SMOTE(X1, α, `, ν ε)

Input: minority class instances X1 = {x1, . . . xn1}, dimension of the dataset d, data range

[−r, r]d, granularity parameter ν, sampling strategy α, connectivity parameter `, privacy param-

eter ε

Output: (α · n0 − n1) differentially private synthetic minority class data points

Phase 1: Privately generate noisy histogram

Let G be a uniform grid with granularity parameter ν on X1

Let Q = {q1, . . . , qM} be centers of the cells of G where M =
(

1
ν

)d
for i = 1, . . .M do

Sample Z ∼ Lap(1/ε)

Let ci = HG,qi(X1) + Z

end for

Phase 2: Apply SMOTE to noisy histogram

N = α · n0 − n1

while N 6= 0 do

Choose a center qi ∈ Q with probability ∝ ci

Let Q` be the set of all `-connected cell centers from G to qi

Randomly choose qk ∈ Q` with probability ∝ ck

for j = 1, . . . d do

Sample u uniformly from [0, 1]

z = qi,j + u · (qk,j − qi,j)

return z

end for

N = N − 1

end while
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The first phase of Algorithm 6 partitions each dimension of the dataset into equal-width cells

based on the granularity parameter ν. Then, each point in the dataset D is assigned to the cell in

which it appears, and the noisy counts of each cell are computed by adding Laplace noise to the

true count in each cell. Since this is a histogram query, the differential privacy guarantees do not

degrade with the number of cells used, and it suffices to add Laplace noise with parameter 1/ε to

each count. The granularity parameter ν should be chosen to balance the accuracy of the histogram

with the computational time of the algorithm, which both increase with finer granularity.

In the second phase of DP-SMOTE, this noisy histogram (with noisy cell counts projected as

multiple points at the corresponding cell center) is used as input for the non-private SMOTE. We

emphasize that this application of SMOTE uses only the noisy histogram data, and not the original

dataset D, so this phase maintains the privacy guarantee of Phase 1 via post-processing.

Privacy of DP-SMOTE (Theorem 3.1) follows immediately from privacy of the Laplace Mech-

anism [5], stated in Definition 1.3 in Chapter 1 applied to a histogram query in Phase 1, and by

post-processing in Phase 2; recall the post-processing result stated in Chapter 1.

Theorem 3.1. DP-SMOTE is ε-differentially private.

To evaluate the accuracy of DP-SMOTE, we use empirical evaluations in the remainder of this

chapter. We empirically evaluate the performance of the pre-processing techniques by compar-

ing ROC curves and Area Under ROC Curves (ROC AUC), similarly to [44], where non-private

SMOTE is presented. Additionally, we use other evaluation metrics that are discussed in more

detail in Section 3.4. Since both SMOTE and DP-SMOTE output a synthetic dataset of minority

points, there is not a natural notion of “accuracy” of the output. Rather, accuracy is measured

instead as the accuracy of downstream classification using these synthetic data. In Section 3.4, we

compare the performance of DP-SMOTE against non-private pre-processing methods including

SMOTE. In Section 3.5, we compare the performance of DP-SMOTE against other methods for

private imbalanced classification.
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Remark 1. The two-phased approach of DP-SMOTE can also be extended to other pre-processing

methods for imbalanced learning. For example, it could be extended to create a differentially

private version of ADASYN [118]. Roughly speaking, the idea of ADASYN is similar to SMOTE,

except for two main differences: (1) on the step of finding k nearest neighbors for each minority

instance xi, ADASYN considers both classes as candidates for the neighbors; (2) the number of

synthetic data instances that need to be generated for each minority instance xi is determined by

the ratio of majority instances among k nearest neighbors of xi. In this setting, we need a private

synopsis or noisy histogram for both classes. For this, in a similar fashion as in DP-SMOTE, we

can construct a shared uniform grid for both classes and compute noisy counts of minority and

majority instances in each cell by splitting the privacy budget.

3.4 Empirical Cost of Privacy in SMOTE

In this section, we assess the performance of DP-SMOTE as a pre-processing step for imbal-

anced classification. In this process, we first apply DP-SMOTE to increase the size of the minority

class, and then binary classification is performed on the resulting augmented dataset. To the best

of our knowledge, SMOTE was not studied in the private setting before in the literature, therefore,

we compare classification accuracy using DP-SMOTE and non-private SMOTE as pre-processing

steps. We also compare our method with a no pre-processing benchmark that consists of a clas-

sification method applied to the original (imbalanced) dataset as a baseline. The goal of these

experiments is to evaluate the impact on the classification’s performance when adding privacy

during the oversampling step.

Broadly speaking, in Section 3.4.2, we find little empirical difference in performance under

DP-SMOTE and non-private SMOTE, suggesting that there is minimal to no loss in performance

from adding privacy to this minority oversampling technique. Perhaps surprisingly, we also find

that there is little difference in performance between non-private SMOTE and no pre-processing

when using population-level metrics such as ROC or classification accuracy. However, in Section
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3.4.3, when considering metrics that prioritize the minority class, such as the false positive rate or

classification accuracy of the minority class, we do observe considerable improvements under DP-

SMOTE and SMOTE. This suggests that both oversampling techniques improve the performance

of the minority class without substantially compromising the accuracy of the majority class. More-

over, our numerical simulations demonstrate the practical relevance of SMOTE and DP-SMOTE

and show that our algorithms outperform the baseline in the setting of high imbalance in data in

the literature.

3.4.1 Methodology

Dataset. For our experimental results in the main body, we use the Pima Indians diabetes

dataset [119] which has been extensively used in the literature on imbalanced learning [107, 120,

121]. This dataset was collected to predict diabetes in females of Pima Indian heritage who are at

least 21 years old. The dataset has eight real-valued features (Pregnancies, Glucose, BloodPres-

sure, SkinThickness, Insulin, BMI, DiabetesPedigreeFunction, Age) and 768 observations, where

500 belonging to the majority class (i.e., patients without diabetes) and 268 in the minority class

(i.e., patients with diabetes). In Appendix A.1, we also replicate our findings on two additional

real-world datasets, both commonly used in the imbalanced learning literature, to show that our

results are not specific to the Pima Indians diabetes dataset. For ease of presentation, these results

are deferred to Appendix A.1.

To use these datasets as input to DP-SMOTE, they must first be re-scaled so that each feature

contains entries in [−r, r] (we use r = 1). To achieve this, we apply standard transformations such

as normalization to training samples and normalization with the same parameters to test samples.

To mitigate the effect of randomness we use multiple folds of cross-validation; we provide specific

details for each classification task below. These steps can be performed privately, e.g., [122, 123,

124], however, we perform them without differential privacy in our experiments to better focus only

on the impact of adding privacy in oversampling methods, and the empirical difference between
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DP-SMOTE and SMOTE.

Classification methods and performance metrics. For the classification step in the experi-

ments, we used non-private1 logistic regression, decision tree, and random forest classifiers with

5-fold cross-validation using all features. We use various metrics to measure the accuracy of the

classification outcomes relative to the true labels of the data. As we mentioned earlier, in the

imbalanced learning setting, predictive accuracy alone cannot assess the performance of machine

learning algorithms. Therefore we use Receiver Operating Characteristics (ROC) graphs together

with the Area Under the ROC Curve (AUC) that provide a more comprehensive evaluation [125,

126]. Additionally, we use the following metrics, defined below in terms of True Positives (TP),

False Positives (FP), False Negatives (FN), and True Negatives (TN):

Precision:

Precision =
TP

TP + FP

Minority class accuracy or Recall:

Recall =
TP

TP + FN

G-Mean:

G-Mean =

√
TP

TP + FN
· TN

TN + FP

F1:

F1 =
TP

TP + 1
2
(FP + FN)

Parameters. Except where specified otherwise, the default parameter settings in the exper-

iments were as follows: The connectivity parameter was set to ` = 2 for DP-SMOTE and the

nearest neighbors parameter was set to k = 5 for SMOTE. The sampling strategy was α = 1,

which would create parity between the majority and oversampled minority classes. The granular-

1Private classification methods are compared in Section 3.5.
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ity parameter was set to ν = 0.25, which is the smallest value (i.e., coarsest granularity) that yields

satisfactory accuracy results. This parameter balances accuracy with computational efficiency, as

the runtime of DP-SMOTE grows as O(ν−d) for a dataset of dimension d. To assess the impact of

privacy, we varied the privacy parameter ε in {0.1, 1, 10}. We also varied each of these parameters

individually in our findings to show the impact of each choice.

3.4.2 DP-SMOTE and SMOTE perform similar to baseline under ROC metrics

We begin by showing the performance of DP-SMOTE with ε = 1, SMOTE, and no pre-

processing using all three classification methods of logistic regression, decision trees, and random

forests. Figure 3.1 compares ROC curves of each classification method for each pre-processing

method, where the lines represent the mean ROC. First, we observe that logistic regression and ran-

dom forests have similar performance, and that they both significantly outperform decision trees

across all three pre-processing methods. For this reason, we will focus only on logistic regression

and random forests as classification methods for the remainder of our experiments. Second, we

observe that all three pre-processing methods have comparable performance.
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(b) SMOTE pre-processing
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(c) DP-SMOTE pre-processing

Figure 3.1: ROC Curves for multiple classifiers on diabetes datasets with varying preprocessing
techniques.

Figure 3.2 shows ROC curves for all three pre-processing methods, separated by classification

method. DP-SMOTE is now run with varying ε at values of {0.1, 1, 10}. We observe more clearly

64



that there is no significant difference in performance between DP-SMOTE with ε = {0.1, 1, 10},

SMOTE, and no pre-processing, for either classification method.
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(a) Logistic Regression
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(b) Random Forest

Figure 3.2: ROC Curves for (a) Logistic Regression, (b) Random Forest classifiers varying prepro-
cessing techniques: None, SMOTE, and DP-SMOTE on diabetes dataset.

For explicit numerical comparison, Table 3.1 shows the ROC-AUC of each combined pre-

processing method and classification method with standard errors. We observe numerically that

there is no significant difference across any of these methods at ε = 1.

Pre-processing Logistic Regression Random Forest
None 0.71 ± 0.03 0.75 ± 0.02

SMOTE(k = 5, T = 1) 0.71 ± 0.04 0.73 ± 0.03
DP-SMOTE(k = 5, ε = 1, T = 1) 0.71 ± 0.03 0.73 ± 0.02

Table 3.1: ROC AUC for diabetes dataset for various pre-processing methods: (None, SMOTE(k =
5, α = 1), DP-SMOTE(` = 2, ε = 1, α = 1)) over different classification methods: logistic
regression, random forest.

To explore the impact of the level of imbalance in the data on the classification task, we ran-

domly under-sample the diabetes dataset such that we can control the ratio between minority and

majority classes that we denote by β = n1/n0. For this case, sampling strategy parameter α, which

controls the quantity of synthetic minority data points created by SMOTE and DP-SMOTE is set to

1 which means full balance in the over-sampled data. Figure 3.3 shows the impact of varying ratio

65



β between 0.05 and 1 for baseline, SMOTE, and DP-SMOTE under Logistic Regression classifier.

To highlight the impact of β, ε is held fixed at 1 for DP-SMOTE. We observe that the accuracy

does not differ substantially between baseline, SMOTE, and DP-SMOTE for different levels of

imbalance in the dataset. However, we observe a difference in ROC-AUC values between the pre-

processing methods at very high levels of imbalance, β < 0.4, which suggests that this metric

might be the most valuable with highly imbalanced data. These findings confirm that when ana-

lyzing a learning procedure for imbalanced data, we need to consider various performance metrics

to account for both classes.

(a) Accuracy (b) ROC-AUC

Figure 3.3: Performance metrics (a) accuracy and (b) ROC-AUC for diabetes dataset for no pre-
processing, SMOTE and DP-SMOTE under varying values of β with Logistic Regression classifier
and α = 1, ε = 1

3.4.3 DP-SMOTE and SMOTE outperform baseline on minority-focused accuracy metrics

The results of Section 3.4.2 have been focused on the ROC-AUC metric, which captures global

performance across the full population. This is a potential explanation for observing no difference

in performance even between non-private SMOTE and the baseline without any oversampling tech-

niques applied: since the minority class is smaller in size than the majority class, global accuracy
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can still be high while providing poor performance on the minority class. Indeed, we observe

here that when using metrics that require accurate classification of the minority class, there is a

statistically significant difference between the two SMOTE-based methods and the baseline.

Figure 3.4 shows the performance of each pre-processing method across a variety of metrics:

minority class accuracy or Recall, G-mean, F1 score. These metrics are more sensitive to the

minority class and therefore, we can see how SMOTE and DP-SMOTE outperform the baseline

when the imbalance in the dataset is high (which corresponds to smaller values of β). For every

metric, we compute an average score over 5 cross-validation folds for each value of β.

We observe that for performance metrics that focus on global accuracy, such as accuracy and

ROC-AUC, performance is comparable or even slightly improved under the three pre-processing

methods. However, for metrics such as minority class accuracy or G-mean, which depend heavily

on the classification performance for the minority class, DP-SMOTE, and SMOTE are both ob-

served to outperform the baseline of no pre-processing. This suggests that the benefits of using

minority oversampling techniques are primarily realized as improved accuracy for the minority

class. This can be particularly beneficial in applications where accurately identifying members of

the minority class is of elevated importance, such as identifying fraudulent financial transactions

or diagnosis of a rare disease.
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(a) Minority class accuracy (b) G-Mean (c) F1

Figure 3.4: Performance metrics (a) minority class accuracy, (b) G-mean, (c) F1 for diabetes dataset
for no pre-processing, SMOTE and DP-SMOTE under varying values of β with Logistic Regres-
sion classifier and α = 1, ε = 1.

Table 3.2 presents the results of Figures 3.3 and 3.4 numerically with an average score and

standard deviation over all 5 cross-validation folds. Again, we observe that SMOTE and DP-

SMOTE improve the minority class accuracy compared to the baseline. However, we do not see

such a drastic improvement as of Figure 3.4 because here we use the original data with β = 0.54.

We can conclude that SMOTE and DP-SMOTE offer a drastic improvement for minority class

accuracy, G-Mean, and F1 when the dataset is heavily imbalanced.

Pre-processing Classifier ROC-AUC Accuracy
Minority class
accuracy G-Mean F1

None
LR 0.72±0.02 0.77±0.02 0.56±0.05 0.70±0.03 0.63±0.03
RF 0.73±0.04 0.76±0.03 0.61±0.08 0.72±0.05 0.64±0.05

SMOTE
LR 0.73±0.03 0.74±0.02 0.71±0.07 0.73±0.03 0.66±0.04
RF 0.75±0.04 0.76±0.04 0.69±0.07 0.74±0.05 0.67±0.06

DP-SMOTE
LR 0.71±0.03 0.73±0.02 0.63±0.07 0.70±0.03 0.62±0.04
RF 0.75±0.04 0.77±0.03 0.65±0.09 0.74±0.05 0.67±0.06

Table 3.2: Pre-processing methods (vanilla, SMOTE(k = 5, α = 1), DP-SMOTE(` = 2, ε =
1, α = 1)) for diabetes dataset across various metrics: G-Mean, F1, ROC-AUC. The metrics are
averaged for different classification methods: logistic regression and random forest.
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3.5 Empirical Comparison of Methods for Private Imbalanced Classification

In this section, we compare DP-SMOTE against other methods for private imbalanced clas-

sification. The data analysis pipeline for imbalanced classification includes first applying a pre-

processing method such as SMOTE, and then performing classification on the augmented dataset.

To privatize this process, one could privatize the pre-processing step – as we do with DP-SMOTE

– and then the classification step with privacy is done via post-processing, or one could privatize

the classification step directly using existing methods for differentially private classification [46,

47].

When applying DP-SMOTE as a private pre-processing step, special care must be paid to the

treatment of the original imbalanced dataset. If the original data are included when training the

classifier, then private classification is still required to ensure end-to-end privacy of the full algo-

rithmic process. In this section, we compare these three different methods for private imbalanced

learning: (1) no pre-processing with DP classification, (2) SMOTE with DP classification, (3)

DP-SMOTE with DP classification including original data.

3.5.1 Alternative methods for private imbalanced classification

Before presenting the experimental results, we formally describe the private imbalanced clas-

sification methods that will be compared here.

• Baseline + DP classification. We keep our baseline method of applying differentially private

classification tools without any pre-processing to increase the size of the minority class.

This is a natural baseline to show the performance of private classification on imbalanced

datasets. One would expect poor performance from this method in applications where the

minority class is very small relative to the size of the dataset, which is the typical use case

for oversampling methods.

• SMOTE + DP classification. This method first applies non-private SMOTE with parame-
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ters (k = 5, α = 1) and then applies differentially private classification to the resulting aug-

mented data. This method must account for the increased sensitivity of applying SMOTE

before classification. We use privacy budget ε = 1 for the private classifier.

• DP-SMOTE + DP classification including original data. This method first applies DP-

SMOTE with parameters (` = 2, α = 1) and then applies a differentially private classifica-

tion tool to the original dataset augmented by the synthetic data generated by DP-SMOTE.

The privacy budget is split equally between DP-SMOTE and the private classifier.

Experiment setup. Similarly to the previous section, the parameter settings in the experiments

are as follows: The nearest neighbors parameter was set to k = 5 for SMOTE and the connectivity

parameter is set to ` = 2 for DP-SMOTE. The sampling strategy was α = 1, which would create

parity between the majority and oversampled minority classes. The granularity parameter was set

to δ = 0.25 for DP-SMOTE.

Unlike the previously presented experiments, in this section, we consider differentially private

classification methods. Specifically, we use differentially private logistic regression [47]. We use

the implementation in Python package diffprivlib [124]. For the SMOTE and the DP-SMOTE

pipelines, we compare differentt privacy levels ε = 1, 5, 10.

3.5.2 Increased sensitivity from SMOTE as pre-processing

In this section, we emphasize the necessity of managing the increase in sensitivity that arises,

when the input data is treated with a pre-processing technique such as over-sampling, before a dif-

ferentially private algorithm is applied. This detail is often overlooked in private machine learning,

even though it affects the correctness of the privacy guarantees, and resampling methods on im-

balanced data have been shown to cause an increase in privacy leakage [51]. Specifically, SMOTE

generates synthetic minority samples that are highly dependent on the original data, which, as we

show in Theorem 3.2, leads to an increase in the sensitivity of analysis on the resulting dataset. In
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contrast, we show in Theorem 3.3 that the application of DP-SMOTE leads to a dratically smaller

increase in the privacy budget of the resulting model, meaning that DP-SMOTE causes signifi-

cantly less privacy leakage than SMOTE.

Theorem 3.2. Let X be a d-dimensional dataset with n entries, where n1 entrees correspond

to minority class and n0 entrees correspond to majority class. Let M be an arbitrary ε-DP

algorithm. Then the instantiation of algorithm M on the dataset X with synthetically gener-

ated data by SMOTE(X,α, k) is (ε′, δ)-differentially private, where ε′ = ε(1 + γ) l(d,k)·(α·n0−n1)
n1·k ,

δ = e
l(d)(α·n0−n1)

n1

(
ε− γ2

k(2+γ)

)
, l(d, k) is the maximum number of times one point from Rd can appear

among k-nearest neighbors of other points from Rd, and γ ≥ 0 controls the trade-off between ε′

and δ.

Proof. Let X,X ′ be two neighboring datasets such that X ′ = X ∪ {x}. For the rest of the proof,

fix SMOTE parameters α ∈ (0, 1] and k ∈ Z+. To compare the outputs of SMOTE(X,α, k)

and SMOTE(X ′, α, k), we fix the randomness that comes from drawing a uniform sample in the

inner for-loop of Algorithm 5. In the worst case, when all l(d, k) points are affected by adding

a point x, the added point x is a k-nearest neighbor to all points from X , which means x will

replace one of the k nearest neighbors for every point from X . Let {xi}l(d,k)
i=1 be minority points

that have x as their k-nearest neighbor. Note, that SMOTE(X ′, α, k) has a different output from

SMOTE(X,α, k) only if on some iteration the algorithm draws x. Then, for every iteration i of

the SMOTE(X ′, α, k), the probability of choosing x as the nearest neighbor for xi is 1/k. Now

let Y = |SMOTE(X,α, k)⊕ SMOTE(X ′, α, k)|, where ⊕ denotes a symmetric difference. Then

Y =
∑l·N/n1

k=1 I{draw the nearest neighbor x for xk}. Note that Y ∼ Binomial
(
l·N
n1
, 1/k

)
and

E [Y ] = l·N
n1·k . To simplify notations, we remove dependence of l(·, ·) on d and k when it is clear

from the context, and denote l = l(d, k).

Note that if the value of Y were known then we could obtain a group privacy guarantee for the

output of SMOTE. However, Y is a random variable and therefore we find a high probability bound
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for Y . Using the one-sided Chernoff bound, we constrain the probability that Y is significantly

greater than its average and later we incorporate this probability in δ:

Pr
[
Y ≥ (1 + γ)

l ·N
n1 · k

]
≤ e

− γ2

2+γ
l·N
n1·k

Let M(·) be an ε-differentially private algorithm with the space of outputs M. Denote Nl =

l ·N/n1. Let T (X) = X ∪ SMOTE(X,α, k). Then for an arbitrary set of M outputs S ⊂M

Pr [M(T (X)) ∈ S] =

Nl∑
j=1

Pr [M(T (X)) ∈ S|Y = j] · Pr [Y = j]

≤
Nl∑
j=1

eε·jPr [M(T (X ′)) ∈ S|Y = j] · Pr [Y = j]

=

(1+γ)Nl/k∑
j=1

eε·jPr [M(T (X ′)) ∈ S|Y = j] · Pr [Y = j]

+

Nl∑
j=(1+γ)Nl/k+1

eε·jPr [M(T (X ′)) ∈ S|Y = j] · Pr [Y = j]

≤ eε·(1+γ)Nl/k

(1+γ)Nl/k∑
j=1

Pr [M(T (X ′)) ∈ S|Y = j] Pr [Y = j]

+ eε·NlPr
[
Y ≥ (1 + γ)

Nl

k

]
≤ eε·(1+γ)Nl/kPr [M(T (X ′)) ∈ S] + eε·Nl−

γ2

2+γ

Nl
k ,

where the first equality is due to the law of total probability; the second inequality is due to the

definition of group privacy; in the third and fourth inequalities, we apply earlier derived Chernoff

bound to the components with large j and use the law of total probability and differential privacy

definition for the components with small j.

Therefore, we show that M(T (X)) is
(
ε(1 + γ) l·N

n1·k , e
ε· l·N
n1
− γ2

2+γ
l·N
k·n1

)
-differentially private.
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Notice, that the bound achieved in Theorem 3.2 provides an upper bound on the epsilon and

delta parameters of the resulting DP guarantee, but due to the use of the Chernoff inequality is not

necessarily tight.

In Lemma 3.1, we give a lower bound for a parameter l(d, k) that describes the maximum

number of times one point from Rd can appear among k-nearest neighbors of other points from

Rd.

Lemma 3.1. Let l(d, k) be the maximum number of times one point from Rd can appear among

k-nearest neighbors of other points from Rd. Then l(d, k) ≥ 20.2075d(1+o(1)).

Proof. Let X be a d-dimensional dataset with n entries, where n1 entrees correspond to minority

class and n0 entrees correspond to majority class. Consider a minority class instance x0. Now

we construct an instance of a dataset such that x0 is a 1-nearest neighbor to at least 20.2075d(1+o(1))

minority points.

Let K denote a kissing number for Rd [128], which is defined as the greatest number of non-

overlapping unit spheres that can be arranged in the space such that they each touch a common

unit sphere. Let x1, . . . , xK be the centers of such non-overlapping spheres corresponding to the

minority points that have x0 as their nearest neighbor, where x0 is the center of the central unit

sphere, with which the non-overlapping K spheres intersect only in one point. Then for all i =

1, . . . K, ||x0 − xi||2 = 2 and for all i, j = 1, . . . K, i 6= j ||xi − xj||2 ≥ 2.

Note that in this case x0 is 1-nearest neighbor for instances x1, . . . xK and thus is also a k-

nearest neighbor for any k ≥ 1. This example shows that there exists a d-dimensional dataset

such that one point from this dataset can be the nearest neighbor to at least K points. Therefore,

l(d, k) ≥ K. In [127, 128] it was shown that the lower bound for a kissing number K in a d-

dimensional space is 20.2075d(1+o(1)), which is a desired lower bound for l(d, k).

Remark 2. Lemma 3.1 provides a lower bound for l(d, k), which means that the amount of noise

added to the private classifier according to this bound is necessary, but not sufficient. Additionally,
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the combination of results from Theorem 3.2 and Lemma 3.1 may not be sufficient to guarantee

differential privacy of the composition of SMOTE and DP algorithm. Specifically, the upper bound

for the privacy budget from Theorem 3.2 is given as a function of l(d, k) and Lemma 3.1 gives

a lower bound on the value of l(d, k), however, it is not currently known whether either of these

bounds is tight. In Section 3.5.3, we empirically show that even with less noise added to the DP

classifier with SMOTE, the private classification pipeline with DP-SMOTE performs significantly

better.

Now we show a privacy guarantee for the pipeline of the private classifier with DP-SMOTE:

Theorem 3.3. Let X be a d-dimensional dataset with n entries, where n1 entrees correspond

to minority class and n0 entrees correspond to majority class. Let M be an arbitrary ε1-DP

algorithm. Then the instantiation of algorithm M on the dataset X with synthetically generated

data by DP-SMOTE(X, `, α, ε2) is (ε1 + ε2)-differentially private.

Proof. By Theorem 3.1, synthetically generated data by DP-SMOTE(X, `, α, ε2) is ε-differentially

private. Formally, the composition of M and DP-SMOTE is computed in two steps. The first step

is an instantiation of DP-SMOTE(X, `, α, ε2). The second step is a differentially private algo-

rithm M instantiated on a dataset X ∪ DP-SMOTE(X, `, α, ε2) with privacy budget ε1, which

is ε1-defferentially private by post-processing (Theorem 1.2). In other words, DP algorithm M

applied to the output of DP-SMOTE retains the ε2 privacy guarantee of DP-SMOTE due to the

post-processing guarantees of differential privacy; the instantiation of M on dataset X incurs an

additional ε1 privacy cost. Basic composition over these two uses of the same database X yields

to the (ε1 + ε2) privacy guarantee.

According to the results in this section, we adjust privacy parameters in the experiments in

Section 3.5.3.
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3.5.3 Experimental Results

In this experimental study, we compare the performances of the SMOTE and DP-SMOTE

pipelines under differentially private classifications. Unlike in the previously considered exper-

iment, these pipelines offer full privacy guarantees to the whole dataset. To accommodate the

privacy conditions from Theorem 3.2, according to Remark 2, for a given diabetes dataset, we

have to lower the privacy budget of the classifier in the SMOTE pipeline by a scale of 0.024, which

corresponds to a kissing number l(8) = 240. For the DP-SMOTE pipeline, we split the privacy

budget equally between DP-SMOTE and DP classifier, according to Theorem 3.3.

ε = 1 ε = 5 ε = 10
SMOTE 0.51 ± 0.09 0.55 ± 0.07 0.59 ± 0.04

DP-SMOTE 0.68 ± 0.06 0.71 ± 0.05 0.73 ± 0.05

Table 3.3: Mean ROC-AUC values with standard error for SMOTE and DP-SMOTE with DP
logistic regression.

To have a better understanding of how pre-processing techniques compare, in Figure 3.5 we

show ROC curves for SMOTE and DP-SMOTE pre-processing methods with varying privacy bud-

get ε for the resulting model at values of {1, 5, 10}. In Table 3.3, we present the mean ROC-AUC

metric for both pre-processing methods with different ε of the resulting model. Contrasting the

results from Section 3.4.2, we can see a clear difference between the pre-processing techniques.

We observe that DP-SMOTE outperforms SMOTE for all values of ε = 1, 5, 10.

Finally, to assess the performance of SMOTE and DP-SMOTE compared to the baseline with

DP classifiers, we consider metrics that prioritize accuracy on the minority class. We compare

SMOTE and DP-SMOTE pipelines for the privacy budget value ε = 10. In Table 3.4, we present

the performance of each pre-processing method across a variety of metrics: ROC-AUC, accuracy,

minority class accuracy or Recall, G-mean, F1 score. For each metric, we compute an average

score and standard error over all 5 cross-validation folds.
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(a) ε = 1
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(b) ε = 5
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(c) ε = 10

Figure 3.5: ROC Curves SMOTE and DP-SMOTE with privacy budget of the resulting pipeline
(a) ε = 1, (b) ε = 5, (c) ε = 10.

We observe that for DP logistic regression DP-SMOTE outperforms SMOTE for all considered

metrics. In particular, our methodology leads to a better performance in terms of the metrics such as

minority class accuracy, G-mean, and F1, which depend heavily on the classification performance

of the minority class.

sampler ROC-AUC Accuracy
Minority class
accuracy G-Mean F1

SMOTE 0.59±0.04 0.5±0.06 0.46±0.13 0.48±0.06 0.39±0.08
DP-SMOTE 0.73±0.05 0.71±0.02 0.63±0.09 0.69±0.03 0.61±0.04

Table 3.4: Pre-processing methods ( SMOTE(k = 5, α = 1), DP-SMOTE(` = 2, ε = 5, α = 1))
for diabetes dataset across various metrics. The metrics are computed for DP logistic regression
classifier.

3.6 Conclusions

In this chapter, we develop a new differentially private tool for tackling the problem of im-

balanced learning based on a classic framework known as SMOTE (Synthetic Minority Class

Over-sampling Technique). We propose a novel framework for the generation of differentially

private synthetic data that can be used to balance data with classes of different sizes. We show that

for a non-private classifier, our approach improves the accuracy of the minority class while not

considerably affecting the overall accuracy. We create an alternative method for DP imbalanced
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classification that consists of DP-SMOTE and a privacy-preserving classifier. Our algorithm en-

sures a lower sensitivity of the resulting pipeline and, as a result, achieves better accuracy than a

combination of non-private SMOTE with the corresponding private classifier.

As we discussed in this chapter, the original algorithm SMOTE has multiple variations [129,

130] that can achieve better accuracy for a classification model by taking into consideration the

internal structure of the data. We hope that the algorithm developed in this thesis can be a base

for the differentially private versions of these SMOTE variations. Additionally, in this work, we

considered only the case of continuous data, and therefore the next open problem is to extend our

result to the case of categorical data.
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Chapter 4: Measurement and Analysis of Digital Behavior

4.1 Introduction

The amount of time users spend online, and how they spend that time, has been found to relate

to their digital skills [131], to the amount of social capital and other benefits they can derive from

online activity [132], and to students’ academic performance [133]. Thus, to draw inferences and

conclusions about a variety of different digital constructs, researchers seek to measure people’s

digital behavior.

However, given that some companies may use user’s browsing data to make inferences about

user’s sensitive characteristics, users have raise multiple concerns related to the use of their data.

While users cannot hide their browsing data from ISPs, researches have proposed several solutions

to address this concern [53, 54]. In particular, one possible solution is to obfuscate browsing data

with noise by issuing randomized search-queries or randomly clicking on ads. However, these

methods do not consider the structure of the data and attributes that require protection. Therefore,

there is a need to understand what kind of noise can obfuscate or hide users’ sensitive attributes and

browsing habits. Towards this goal, we must take a step back and learn what underlying attributes

can be implied from the collected browsing data and, therefore, have to be protected.

While ideally researchers would be able to directly observe users’ browsing behavior, due to

difficulties obtaining access to such data, researchers often rely of users’ self reports of their online

behavior [58, 56]. Potential concerns have been raised about the accuracy of such self-report

data [59, 60, 61]. An alternative to self-reports that are feasible in an academic research setting,

are observational methods such as having participants install a browser plugin that observes and

measures their behavior. Such methods are not without limitations, however. A broad literature
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in behavioral economics has shown that people behave differently when they are aware that their

actions are observed (e.g., [62, 63, 64, 65, 66]). However, this literature has focused primarily on

behavior in incentivized economic games, not web behavior.

To understand user’s browsing behavior, we designed and conducted a user experiment (n =

31) in which we both surveyed participants about their browsing behavior and observed partic-

ipants’ browsing behavior continuously for 14 days. Using this empirical data we examine the

relationship between participants’ observed and self-reported behavior. Specifically, we address

the following research questions:

(RQ1) Does browsing behavior differ across user groups (i.e., demographics) and types of web use?

(RQ2) Do people have accurate perceptions of their behavior online? Does perception accuracy

differ by user group or type of web use?

(RQ3) Do people change their browsing behavior if they are aware of being observed?

4.1.1 Our Contributions

For RQ1, we discover that, comparing to prior work conducted in 2010, people spend much

more time online: median of 2.9 hours per day in our study versus one hour per day in [55]. We

found little difference across demographic groups by race and gender, but did find significant dif-

ferences by age, with older participants (aged 35-44) browsing less than younger groups (aged

18-24 and 25-34) across multiple metrics of browsing activity. We find few significant differences

in within-website browsing behavior across different categories of websites. One notable excep-

tion is the Security Concerns category, which had significantly different within-website browsing

patterns than all other categories (p < 10−5). We suggest ways that this finding can be used to

automate detection of security concerns online.

For RQ2, we find that people substantially overestimate their time spent online (80.6% of our

participants, by an average overestimate of 4.5 hours). This overestimation effect persists, even
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after controlling for various methodological alternatives. We find no significant difference across

demographic groups, meaning that all groups overestimate their time spent online. However, we

find that people have approximately accurate perceptions of their top-browsed website categories:

50.3% of reported top browsing categories were indeed in the participant’s observed top browsing

categories.

We are unable to directly test RQ3 because we obtained informed consent for data collection

from all participants in our study. Instead, we test whether behavior changed over time during the

study, under the hypothesis that participants will have higher awareness of observation early in

the study, shortly after providing consent, and lower awareness later in the study. We do not find

changes in either level of browsing activity or in distribution of browsing across website categories,

over time during the study. This could indicate that people do not change their behavior when aware

of being observed, or it could be that a 14-day study is not sufficient time for participants to forget

that their browsing data are being collected.

4.2 Related Work

In this section, we review prior work on users’ browsing behavior and perceptions of that

browsing behavior.

Browsing Behavior Measurements. Prior work finds correlations between users’ browsing be-

havior and their demographic or behavioral type. In [56] the authors use large-scale measurement

data to study the differences in how various demographic groups use the internet, and show that

use of different website types depends more on users’ level of education than on their demographic

features. [55] propose taxonomy of page views for popular website categories and study the be-

havior of Yahoo! users based on search and toolbar log data. Their analysis includes website

categorization but does not include demographic data. They show that the distribution of page

views across website categories is skewed, with the top five categories (news, portals, games, ver-

80



ticals, multimedia) accounting for more than half of all Web activity. [57] offer a methodology to

predict certain demographic features such as gender and age from a user’s observed browsing be-

havior, which provides 30.4% and 50.3% improvements on gender and age prediction respectively

compared to baseline algorithms. [67] show that a user’s pattern of web browsing behavior can

be uniquely identified by the types of websites they access and the time-of-day they access those

websites with at least 75% accuracy.

While these works lay a foundation for measuring user behavior online, the most recent work

in this literature [67] is nearly a decade old. A more updated understanding of browsing behavior

under modern internet usage is needed. Additionally, these works measure user browsing behavior,

but do not elicit user perceptions of their own browsing behavior. In this chapter, we both elicit

self-perceptions of browsing and measure browsing behavior, which allows us to evaluate accuracy

of users’ perceptions.

Accuracy of user perceptions. The accuracy of user perceptions of browsing behavior has been

previously studied in limited contexts. [60] study how accurately users estimate their time spent

on Facebook. They show that self-reported data can be often unreliable, and that people tend

to overestimate the time they spend on Facebook but underestimate the number of times they

visit. [133] study dependencies between academic grades and the time students spend on an online

educational platform, and find that longer times spent online are associated with higher grades. We

extend this work in two key ways. First, we examine the accuracy of users’ perceptions of their

overall browsing behavior rather than their behavior on one specific website. Second, we test not

only the accuracy of users’ perceptions about the time they spend online, but also which categories

of websites they most frequently browse.

Outside of studies of online browsing behavior, prior work in the security domain has examined

the accuracy of people’s self reports. [61] follow a methodology similar to our own, comparing

observed behavior via software that participants installed and which logged their behavior over
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six weeks to self-reports from those same participants about their digital security behavior. They

find low correlation between participants’ self-reported and actual behavior across a majority of

behaviors that were observed. [59] specifically examine software updating behavior, comparing

self-reported behavioral intentions in response to software update prompts with behavioral re-

sponses to the same prompts observed through proprietary industry data. They find a significant

correlation between responses, but find that self-reporting participants reported that they would

update significantly faster than observed users did.

4.3 Methods

To answer our research questions we observed the browsing behavior of 31 participants over

a period of 14 days in August and September 2019, and additionally assessed participants’ self-

reported perceptions of their browsing behavior. In this section, we describe our study procedures

(Section 4.3.1), data collection from both the Chrome extension and self-reported data (Section

4.3.2), data analysis (Section 4.3.3), and the limitations of our work (Section 4.3.4). All study

procedures were approved by the Georgia Institute of Technology’s Institutional Review Board

(IRB).

4.3.1 Study Procedures

We recruited participants by advertising flyers on bulletin boards and student gathering spaces

on the campus of the Georgia Institute of Technology, which is a large public institution for higher

education. The flyers advertised an “Internet Browsing Study” stating: “The purpose of this study

is to determine how real people interact with the internet so that we can better protect user data.”

The flyer also included a link to the online screening survey where participants could verify eligi-

bility and sign up for the study. This flyer is shown in Figure B.5 in Appendix B.3.

The brief screening survey was hosted on Qualtrics, and verified that participants met the eli-

gibility criteria for our study: participants needed to be aged 18 or older, native English speakers,
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and needed to browse the internet at least 5 hours per week. The age requirement ensured we did

not have any minors in our study; the English language requirement ensured that our collected

data would focus primarily on English-language websites; and the browsing activity requirement

ensured that our study participants would generate sufficient browsing data during the study.

Participants who met the eligibility criteria were invited to come into the lab to complete a

consent form for the experimental portion of the study, complete a pre-study survey, and install the

Chrome extension that would collect their browsing data. We asked participants to come in-person

so that we could provide support in installing the extension, as an effort to mitigate issues of digital

inequity. The pre-study survey asked participants to self-report their demographic information and

perceptions of their own browsing habits.

Over the next 14 days, the extension collected data on participants’ web browsing, including

their websites visits, actions within each website, and timestamps of each browsing action. Finally,

on the 14th day of the study, participants returned to the lab, where they uninstalled the Chrome

extension and completed a brief post-study survey that asked whether participants changed their

browsing behavior over the course of the study. For those individuals who were not able to return

to the lab in-person on their 14th day, we truncated data collection after 14 days. More details on

the pre-study survey, post-study survey, and extension-based data collection are all given in Section

4.3.2 below.

Participants were paid $200 for their full participation in the study. Participants had the option

of exiting the study early and receiving payment proportional to the length of their participation.

No participants exercised this option.

4.3.2 Data Collection

In this section, we describe the data that were collected in our study. Data from the browsing

extension are described first in Section 4.3.2, and then survey data are summarized in Section 4.3.2.
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Extension-based Data

In order to record participants’ browsing behavior and the metadata related to it, we developed

a system that includes a Chrome browser extension for data collection and a server where the

collected data are sent and stored. The extension monitors events in a browser using scripts in its

background service worker.

We chose a set of user browsing actions to observe through this extension, which included:

hitting the back button or forward button (backButton), creating a new tab either manually or by

opening a link in a new tab (newTab), changing tabs (tabChange), typing in the address bar (omni-

Box), going to a new URL either by using the address bar or clicking a link in a page (urlChange),

clicking a button in a webpage that does not change the URL (e.g., ‘Like’ on social media) (click),

and typing in a textbox within a webpage (type). We chose these because they are common brows-

ing actions that generate or affect internet packets from a user’s browsing activity. Note that some

of these actions occur within a fixed webpage (urlChange, click, type), while others are not neces-

sarily affiliated with a specific website (backButton, newTab, omniBox, tabChange). We added an

additional awake action which the extension would generate every 5 minutes if the browser was

open and their computer was connected to the internet. This signal was intended to verify that

participants had not uninstalled or disabled the extension during the study. No participants were

removed from the analysis from missing awake actions. These observable events are summarized

in Table 4.1.

When one of these actions occurred in a user’s browsing, the Chrome extension recorded the

action and relevant metadata including the time the event occurred, the URL (if any) on which

the action occurred, and participant performing this action, and forwarded these data to a secure

server.

To ensure privacy of the participants, each one was assigned a random ID that was used to asso-

ciate them with their browsing actions. In this way, we could track the actions of each participant
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awake
This action indicates that a user is online. Appears
every 5 minutes when browser is open and online.
Can occur when a user is not actively browsing.

backButton Clicking on the back button
click Click that does not cause URL change.
newTab Opening new tab
omnibox Typing in omnibox (address bar / search engine)
tabChange Alternating between existing tabs
type Typing a single character
urlChange Click that causes URL change.

Table 4.1: Action types collected through the extension

without linking these data to his or her identity. The pre- and post-study surveys described next

were also associated with participants’ random IDs, rather than their names or other identifiers.

However, it is still possible that the URLs of visited websites may be disclosive, particularly for

long URLs that embed information beyond the domain name. To protect participants, we truncated

the URLs in our collected data to contain only the domain name of the website that was visited,

and removed the subdirectory information. For example, www.facebook.com/UserName be-

came www.facebook.com. This did not affect our analysis because we are still able to track

URL changes within a fixed domain name with the urlChange action.

To enable analysis of patterns of web use, we categorized the websites browsed by participants

using the Symantec WebPulse Site Review tool [134]. This tool offers three levels of website

categorization: categories, subgroups, groups of categories. For this work, we focus on subgroups

of categories because they give the right level of granularity for our analysis: groups are too broad

and not informative, while categories are too narrow and do not allow for statistical significance

of tests due to the large number of categories. For ease of presentation, we refer to the subgroups

simply as “categories”, since these are our unit of measure for website categorization. These

categories – along with examples of each – are presented in Table 4.2.

The JavaScript code for the extension, along with a description, can be found at https://

github.com/mzywang/browsing-experiment-extension. This code can be used
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Category Subcategory (examples)
Adult Related Adult/Mature Content, Gore/Extreme
Liability Concerns Piracy/Copyright Concerns, Violence/Intolerance
Security Threats Malicious Outbound Data/Botnets, Phishing
Security Concerns Compromised Sites, Hacking, Spam
File Transfer File Storage/Sharing, Peer-to-Peer (P2P)
Society/Government Charitable/Non-Profit, Government/Legal
Social Interaction Personal Sites, Social Networking
Multimedia Audio/Video Clips, Media Sharing
Communication Email, Internet Telephony, Online Meetings
Health Related Health, Restaurants/Food, Tobacco
Leisure Art/Culture, Entertainment, Games
Commerce Cryptocurrency, Job Search/Careers, Shopping
Technology Cloud Infrastructure, Computer/Information Security
Information Related Education, News, Reference, Search Engines/Portals

Table 4.2: Website categories, Symantec WebPulse Site Review [134]

for replication of our study, and may be of independent interest for future research involving brows-

ing data collection.

Self-reported Data

Two surveys were used to assess participants’ self-perceptions of their browsing behavior and

to collect demographic data. They were conducted immediately before and after the period of

browsing data collection.

In the pre-study survey, we asked participants to report their age, gender, ethnicity, and race.

We also asked participants to report “How many hours per day, on average, would you say that

you spend online?”, reported on a slider from 0 to 24 hours; and “What are your most frequented

categories of websites to visit? Please select all that apply.”, with answer choices: “Social Network

(Facebook, Instagram, Reddit, etc)”, “Business (Onenote, Dropbox, Linkedin, etc)”, “Entertain-

ment (Youtube, Netflix, IMDB, etc)”, “News (CNN, ESPN, etc)”, “Search (Google, Bing, etc)”,

“Banking (Paypal, Any personal bank, etc)”, “Shopping (Amazon, Walmart, etc)”, “Blogging

(Tumblr, Wordpress, etc)”, “Reference (Wikipedia, Weather, etc)”. Additional questions related
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to internet use and identity were asked, but are not analyzed in this work.

In the post-study survey, we asked participants whether: “During the course of the study, did

you change your browsing behavior to prevent information from being learned about you?”, with

answer choices “Yes” and “No”. (As in the pre-study survey, additional questions related to internet

use were asked but are not analyzed in this work.)

Demographic Group Number (%)

Gender
Female 12 (38.7%)
Male 19 (61.3%)

Age
18-24 14 (45.2%)
25-34 14 (45.2%)
35-44 3 (9.7%)

Race1

Asian 7 (22.6%)
Black or African American 10 (32.3%)
White 9 (29.0%)
Two or more races 3 (9.7%)

Nationality
USA 16 (51.6%)
Other 15 (48.4%)

Table 4.3: Participant demographics

Our participants were primarily undergraduate and graduate students at the Georgia Institute

of Technology. Demographics features of our participants are presented in Table 4.3.

4.3.3 Data Analysis

RQ1: Differences in behavior. We first examine differences in web use between participants

of different genders, races, and ages, using two metrics of browsing activity: time spent browsing

and number of browsing actions. To compute the amount of time participants spent browsing,

we convert sequences of instantaneous browsing actions into clickstreams of consecutive actions

performed by one participant, which represent a period of continuous active browsing. Prior work

ended a clickstream after periods of inactivity ranging from 30 seconds on Facebook [60] to 30

1One participant preferred not to disclose their race, and one participant responded with their ethnicity instead of
race.
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minutes across all websites. We chose to use 30 minutes of inactivity as a cutoff because we

considered the full range of internet browsing.

We use a one-sided t-test with the null hypothesis of no difference between the mean number

of daily browsing actions (or mean number of hours spent browsing) on average across days with

observed online behavior, for each relevant pair of demographic groups. For brevity, we refer to

these two metrics respectively as “daily average number of browsing actions” and “daily average

browsing time,” as we use these same metrics when measuring browsing activity for the other RQs.

We apply bootstrapping to account for smaller sample sizes, and we correct for multiple testing

using Bonferonni-Holm correction. For statistical significance reasons, for race we compare only

Asian, Black or African American, and white groups, since these have sufficient representation in

our sample.

To investigate patterns of web use, we test whether participants had similar distribution of

browsing actions within websites of different categories. Only three types of browsing actions

could occur within a website: click, type, and urlChange.2 We measure the empirical distribution

of these actions across category, and use a Pearson’s χ2-test for homogeneity to test whether the

distribution of actions were the same (pairwise) across categories.

RQ2: Accuracy of perceptions. To address RQ2, we compare participants’ observed brows-

ing behavior with their self-reported daily time spent browsing and most browsed website cate-

gories. To measure differences in terms of time spent browsing, we introduce a value δi for each

participant i, which is defined as the difference between their daily average browsing time, and

their self-reported daily time spent online. That is, if participant i spent Si total hours of active

browsing across ni days of the study (i.e., they were active for ni out of the 14 days), and they

self-report spending ti hours per day online, then δi is defined as δi = Si
ni
− ti. We use a t-test to de-

termine whether the mean of the δis among participants in our study is significantly different from

2All other actions involved changing websites or actions outside of a website, such as creating a new tab, and thus
could not be associated with a particular website category.
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0, to determine whether there is a significant difference in observed and perceived browsing time.

We additionally examine whether differences between observed and perceived browsing time vary

based on demographic group. We use a t-test for mean equality of the δis between demographic

groups, and apply bootstrap techniques to improve the statistical power of our small sample.

We then examine whether participants’ perceptions of their most commonly browsed types of

websites are correct. Our pre-study survey asked participants to select any number of website

categories that they most frequently browse. For participant i who reported ki top browsing cate-

gories, we compare their reports to their top ki categories of observed browsing time. We report

true/false positive/negative rates for each website category, as well as overall percentage of partici-

pants with correct/incorrect perceptions. To determine browsing time in each category, we separate

clickstream browsing time by category, by dividing browsing sessions when the participant began

browsing a URL of another category. For this portion of the analysis, we use categorization from

Alexa Top Websites [135] because our pre-study survey listed these category choices. Unfortu-

nately, this Alexa Top Websites tool was retired after our study was conducted. Thus we use

Alexa Top Websites categorization here for consistency with the survey, and we use the Symantec

WebPulse Site Review Request for the remainder of analysis in the paper to enable reproducibility.

RQ3: Changes with observation. With RQ3, we aim to test whether people behave differently

online when they are consciously aware of being observed. We hypothesize that participants’

conscious awareness of being observed may be the most salient early in the study, shortly after

they provide informed consent for data collection, and that this awareness may diminish over

time. This is consistent with evidence that the behavioral effects of observation are amplified by

interpersonal reminders of the observation [66, 65]. If this were the case, we would expect to

observe a change in participants’ behavior over time during the study. As a proxy measure for this

analysis, we test whether the distribution of participants’ activity during the first half of the study

(Days 1-7) is different from the second half (Days 8-14).

We first test for changes in participants’ level of browsing activity, as measured by both the
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daily average number of browsing actions and daily average browsing time. For both activity

metrics, we test for changes in the mean and the variance in participants’ level of browsing activity,

using a t-test and Levene test, respectively. We then test for changes in the distribution of website

categories browsed under both metrics. We use a Wilcoxon signed-rank test to evaluate if the

aggregated distribution of activity across categories from the first and the second halves of the

study are different.

4.3.4 Limitations

As with any user study, our findings are subject to multiple practical limitations. First, our

sample population was relatively small and consisted primarily of undergraduate and graduate

students. We used bootstrapping, which is a robust and commonly-used technique for calculating

estimators when sample sizes are small or assumptions about normality of the sampling distribution

cannot be made [136]. Our sample is not fully representative of the internet-using population, and

our results should be interpreted in this context.

Second, our surveys relied on self-reported user data. While one of the goals of this work

was to measure whether users’ perceptions of their browsing behavior were accurate, certain self-

reported data (e.g., demographics) were unverifiable in the study. Participants could also have

misinterpreted the survey questions, or changed their answers due to desirability bias towards a

more acceptable behavior [137].

Third, users could turn off the data collecting extension at any point during the study. While

this feature was necessary for ethical data collection — participants must have the option to opt out

of the study at any time — it also allowed for a potential bias in the collected data, as participants

could disable data collection on embarrassing or sensitive websites.

Finally, our metric of active browsing time converts a series of instantaneous events into an

aggregate measure of time spent browsing, as is the convention in prior work [60, 133, 67]. This

approach does not capture passive browsing activities, such as streaming a movie or reading an

90



article, although we do explore alternative methodologies for measuring active browsing time in

Appendix B.2.

4.4 RQ1: Does browsing behavior differ across user demographic groups and type of web

use?

In this section, we measure our participants’ browsing behavior in terms of time spent browsing

and number of browsing actions. We test whether that behavior differs based on the type of user

(i.e., demographics) in Section 4.4.1 and type of web use (i.e., website category) in Section 4.4.2.

Overall, we observe that our participants spent an average of 146 minutes (SD = 100.5) brows-

ing daily during the course of the study. Participants averaged 968 browsing actions per day (SD =

1529). Figure 4.1 illustrates the distribution of time participants spent on each website category and

number of browsing actions in each category. We see that “Information Related”, “Commerce”,

and “Technology” websites are the most popular according to both metrics of activity. Some cat-

egories, such as “Social Interaction,” “Leisure,” and “Multimedia”, are popular under one metric,

but not the other. This suggests, for example, that browsing “Leisure” and “Multimedia” websites

does not involve as many click actions as other categories of websites. Recall the descriptions

and examples of each website category given in Table 4.2. Figure B.1 in Appendix B.1 shows the

distribution of browsing actions and website category for the top 100 most browsed websites by

all users during the study.

Compared to prior work conducted 6 and 9 years prior to our study, respectively, we observe

that our participants visit similar numbers of pages per session (5-151 per session vs. 14-130 in

[67]), but spend more time online (median of 2.9 hours per day vs. a median of an hour per day in

[55]).
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Figure 4.1: Distribution of number of browsing actions (blue) and browsing time in hours (orange)
on different website categories averaged over all participants in our study.

4.4.1 Differences across demographic groups

First, we consider the differences in participants’ behavior across demographic groups, moti-

vated by prior work showing relationships between browsing behavior and demographic features

[56, 57]. We explore this by testing for differences in daily average number of browsing actions

and daily average browsing time (per person) across demographic groups.

With daily average number of browsing actions, we find no significant difference between

genders (t = −0.228, p = 0.822), between Black or African American and Asian participants

(t = 0.688, p = 0.502), between white and Asian participants (t = −0.321, p = 0.754), and

between white and Black or African American participants (t = −0.760, p = 0.461). We also

observe no significant difference in daily activity level between those aged 18-24 and those aged

25-34 (t = 0.322, p = 0.999). However, the daily activity of older participants (aged 35-44) is

significantly lower than that of those aged 18-24 years and 25-34 years (t = 3.301, p = 0.007 and

t = 2.994, p = 0.051, respectively).

With daily average browsing time, we find that there is no significant difference between gen-

ders (t = −0.073, p = 0.950) and among races (pairwise, t = −0.842, p = 0.381; t = −0.642,
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p = 0.501; t = 0.114, p = 0.918). We do not observe a significant difference in daily average

browsing time between those 18-24 years old and those aged 25-34 (t = −0.467, p = 0.999). How-

ever, participants aged 35-44 on average spend significantly less time online daily than younger

participants (t = 3.297, p = 0.007 in comparison to those aged 18-24, and t = 3.187, p = 0.013 in

comparison to those aged 25-34, respectively). See Table 4.4 and 4.5 below for a full presentation

of these tests and their p-values.

Feature p-value
Gender

Male vs Female 0.822
Race

Asian vs Black or African American 0.502
Asian vs White 0.754
Black or African American vs White 0.461

Age
18-24 vs 25-34 0.999
18-24 vs 35-44 0.007
25-34 vs 35-44 0.051

Table 4.4: Test for equality of means of daily
average number of browsing actions

Feature p-value
Gender

Male vs Female 0.950
Race

Asian vs Black or African American 0.381
Asian vs White 0.501
Black or African American vs White 0.918

Age
18-24 vs 25-34 0.999
18-24 vs 35-44 0.007
25-34 vs 35-44 0.013

Table 4.5: Test for equality of means of daily
average browsing time.

4.4.2 Differences in behavior across types of web use

Next, we explore how users’ behavior within a website changes across different categories of

websites. This is motivated in part by existing literature showing that users interact differently

with different websites [55, 67]. We aim to understand whether this behavior varies structurally by

website category. We measure behavior by the distribution of browsing actions within each website

category, rather than total number of browsing actions or time spent browsing because our goal is

to measure differences in how users interact with a website, rather than their level of interaction.

Figure 4.2 shows the empirical distribution of click events on different website categories.

We observe qualitatively that for most website categories, participant actions were mostly click,

slightly fewer urlChanges, and a small number of type actions. A notable exception is Security
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Concerns websites, which saw significantly different behavior from all categories (χ2 > 27, p <

10−5 for all categories). Behavior on Multimedia websites was found to be significantly different

from behavior on File Transfer (χ2 = 15.349, p = 0.036) and Security Threats (χ2 = 15.969,

p = 0.027) websites. The observed differences between all other pairs of websites were not

significant. Table B.1 in Appendix B.1 shows the p-values from this test, presented for each pair

of website categories.
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Figure 4.2: Empirical distributions of participants’ click, type, and urlChange browsing actions
within each website category.

Security Concerns. In our study, 10 out of 31 participants visited a total of 62 Security

Concerns websites during the two-week period during which they were observed. There were

four Security Concerns subcategories that were visited by these participants: Suspicious (e.g.,

www.netlflix.com), Placeholders (e.g., www.canvas.com, www.richvideos.com),

Potentially Unwanted Software (e.g., www2.securybrowse.com), and

Hacking (e.g., www.recoverlostpassword.com). The majority of the Security Concerns

websites visited in our study were in the Suspicious subcategory (48 out of 62).

The fact that user behavior on Security Concerns websites differs from all other types of brows-

ing makes sense given known typical behavior of malicious websites, which aim to redirect users to

further malicious pages and/or capture their credentials [138]. The behavior-distribution signals we

94



observe may serve to augment existing approaches to detecting new or unknown Security Concerns

websites [139, 140, 141]. Additionally, such signals may be useful for developing just-in-time in-

browser warnings about a potential security concern based on observed browsing behavior on the

website.

4.5 RQ2: Do people have correct perceptions of their behavior online?

In this section, we test whether participants had accurate perceptions of their online browsing

behavior. We first evaluate participants’ perceptions of their time spent online and how this varies

by demographic group in Section 4.5.1, and then we measure participants’ perceptions of the

website categories that they most frequently browse in Section 4.5.2.

Overall, we observe that our participants think they spend on average 6.87 hours (SD = 4.6) per

day browsing. In response to the question, “What are your most frequented categories of websites

to visit?”, the most common answers were “Entartainment”, “Search”, and “Social Network” (re-

spectively from 27, 27, and 23 participants out of 31). The full list of categories with the number

of participants who chose each category as their most frequently visited can be found in Table B.2

in Appendix B.1.

4.5.1 Perceptions of time spent browsing

We find that the majority of participants (26 out of 31, 80.6%) significantly over-reported their

daily browsing time. Figure 4.3 illustrates the relationship between participants’ observed time

spent browsing and their perceived (self-reported) time spent browsing. Figure 4.3a shows a scatter

plot with one dot corresponding to each participant, where the x-coordinate is their daily average

browsing time, and the y-coordinate is the self-reported daily time spent browsing. The red line

(x = y) corresponds to no error in perceptions, and points further from this line have larger error

between perceptions and actual browsing behavior. We observe that most participants substantially

overestimated their time spent browsing, as evidenced by the number of points above the red line.
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Figure 4.3b aggregates this information to illustrate the error in participants’ perceptions of

their browsing behavior at the population-level. Recall that δi is the difference between the actual

(observed) daily average browsing time of participant i, and their self-reported (perceived) daily

browsing time. Since a large fraction of participants had a negative value of δi, we see that most

participants over-reported their time spent browsing. The average error δi among our participants

is -4.5 hours (SD=5.24). A more detailed visualization of this error at the participant-level is

illustrated in Figure B.2 in Appendix B.1.
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Figure 4.3: (a) Scatter plot illustrating actual daily average browsing time vs. perceived (self-
reported) number of hours spent browsing per day. Each point corresponds to one participant. (b)
Distribution of error values δi in the participant population.

Alternative measures of activity. For measurements of active browsing time, we followed the

convention of [67] to assume that a browsing session ends after 30 minutes of inactivity (i.e.,

no browsing actions aside from the awake action were recorded by the browser extension for 30

minutes). Other existing literature used cutoffs ranging from 30 seconds [60] to 20 minutes [133]

of inactivity. Using shorter cutoff times to indicate inactivity would only reduce the recorded time

spent browsing, and thus increase overestimation of browsing activity. In Figure B.3 in Appendix

B.2, we consider the impact of using 5 minutes of inactivity as a cutoff. Since this only reduces

the recorded time spent browsing, unsurprisingly, we find that overestimation of browsing activity
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increases.

In the analysis above, we only counted time spent browsing on a laptop or desktop, as measured

by our browsing extension, and did not include mobile browsing activity. Recent 2021 data [142]

show that users spend 55.9% of their browsing time on a desktop or laptop. We repeat the analysis

above with this adjustment factor, by scaling down each participant’s self-report by a factor of

0.559 to account for only measuring desktop/laptop browsing. Even after the adjustment, most

participants still overestimate the amount of time they spend online, relative to our observational

measurements (80.6% of without adjustment vs. 77.4% with adjustment). A more detailed analysis

can be found in Appendix B.2.

Feature p-value

Gender

Male vs Female 0.599

Race

Asian vs Black or African American 0.970

Asian vs White 0.420

Black or African American vs White 0.511

Age

18-24 vs 25-34 0.433

18-24 vs 35-44 0.791

25-34 vs 35-44 0.659

Table 4.6: p-values for pairwise t-test for equality
of means for perceptions δis across demographic
groups.

Demographic variance. We additionally in-

vestigate whether the biases in participants’

perceptions differ across demographic groups.

For each feature, we test for equality of means

for δi across groups. We find no significant

difference among genders (t = −0.536, p =

0.599), age groups (pairwise, t = −0.796,

p = 0.433; t = 0.300, p = 0.791; t = 0.508,

p = 0.659), and races (pairwise, t = 0.038,

p = 0.970; t = −0.831, p = 0.420; t =

−0.673, p = 0.511). A complete presentation

of these results is given in Table 4.6.

4.5.2 Perceptions of browsing activity by website category

Next, we investigate whether participants had correct perceptions about the type of websites

they browse most frequently. In the pre-study survey, we asked participants “What are your most
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frequented categories of websites to visit?” Each participant could select as many as they desired

from the list of: Social Network, Business, Entertainment, News, Search, Banking, Shopping,

Blogging, and Reference. These options correspond to categories on Alexa Top Websites by Cat-

egory [135] (see Section 4.3.3 for details). Each participant i reported their ki most frequently

visited categories; we compared this with their top ki website categories, as measured by total time

spent browsing. Participants on average chose 4.53 categories (SD = 1.34). See Table B.2 in Ap-

pendix B.1 for the number of participants who chose each category and the number of participants

for whom each category was among their top ki.

A table on Figure 4.4 presents a confusion matrix that summarizes whether participants’ self-

reported top browsing categories were among their actual most browsed categories. Figure 4.4

also shows the percentage of participants with correct and incorrect perceptions for each category.

In the table on Figure 4.4, orange shaded cells indicate incorrect perceptions. Specifically, the

orange shaded column on the left (observed in top ki categories of browsing, but not self-reported

in top ki) corresponds to participants who underestimated the amount of time they spent on each

category, which indicates false positive rate. The orange shaded column on the right (not observed

in top ki categories of browsing, but self-reported to be in top ki) corresponds to participants who

overestimated the time they spent on each category, which indicates false negative rate.

We observe that while participants over-report their time online (see prior section), they are

relatively accurate in their perceptions of where they spend their time. Out of 145 total top cate-

gories reported in total by our 31 participants, 50.3% truly were top categories of the participant’s

observed behavior. The categories are sorted in the table on Figure 4.4 by accuracy of participant

perceptions. We see that participants had the most accurate perceptions of their browsing on Blog-

ging and News websites, and the least accurate perceptions of Shopping and Business websites.

We also see that most of the error in perceptions came from participants overestimating their level

of browsing a particular category (i.e., false positive), which happened uniformly across website

categories.
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Observed Among Top ki Observed Not Among Top ki
Category Self-Report

Top ki

Self-Report
Not Top ki

Self-Report
Top ki

Self-Report
Not Top ki

Correct
perception

Incorrect
perception

Blogging 0% 3.1% 12.5% 84.4% 84.4% 15.6%

News 0% 3.1% 18.8% 78.1% 78.1% 21.9%

Search 65.6% 9.4% 18.7% 6.3% 71.9% 28.1%

Social Network 53.1% 9.4% 18.7% 18.8% 71.9% 28.1%

Banking 6.3% 0% 31.2% 62.5% 68.8% 31.2%

References 28.1% 15.6% 21.9% 34.4% 62.5% 37.5%

Entertainment 56.3% 9.4% 28.1% 6.2% 62.5% 37.5%

Shopping 12.5% 6.3% 40.6% 40.6% 53.1% 46.9%

Business 6.3% 18.7% 34.4% 40.6% 46.9% 53.1%
1

Figure 4.4: Confusion matrix showing accuracy of participants perceptions regarding the website
categories they most frequently browse. Each participant i self-reported their ki top website cate-
gories, and these were compared with their top ki categories of observed browsing based on time
spent browsing. Blue shaded cells indicate correct perceptions (true positives or true negatives),
and orange shaded cells indicate incorrect perceptions (false positives or false negatives). Total
correct and incorrect perceptions are also calculated for each category.

4.6 RQ3: Do people change browsing behavior if they are aware of being observed?

In this section, we aim to test whether people behave differently online when they are con-

sciously aware of being observed. We hypothesize that participants’ conscious awareness of being

observed may be the most salient early in the study, shortly after they provide informed consent for

data collection, and that this awareness may diminish over time. If this were the case, we would

expect to observe a change in participants’ behavior over time during the study. As a proxy mea-

sure for this analysis, we test a hypothesis that the distribution of participants’ activity during the

first half of the study (Days 1-7) is different from the second half (Days 8-14). We first test for

changes in level of browsing activity in Section 4.6.1, and then for differences in website categories

browsed in Section 4.6.2.

4.6.1 Changes in level of activity

We investigate whether participants changed their level of browsing activity during the course

of the study. We use as activity metrics both daily average number of browsing actions and daily

average browsing time. Figure 4.5 shows the daily average number of browsing actions and the
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daily average browsing time, both averaged across all participants. We note that participants in-

stalled the browsing extension during the first day of the study, so browsing activity is noticeably

lower on Day 1 since a full day of browsing was not captured.
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Figure 4.5: Average number of actions and time spent browsing, per participant per active browsing
day of the study.

While we observe variance in average daily activity, we do not find significant differences

in the level of browsing activity observed over the duration of the study. Specifically, under the

activity metric of daily average number of browsing actions per active browsing day, we find that

neither the mean number of actions (t = −0.915, p = 0.348) nor variance in number of actions

(L = 2.009, p = 0.182) differs significantly between the first and second half of the study. Under

the metric of daily average browsing time, similarly, both mean of the number of hours (−1.230,

p = 0.208) and variance (L = 2.191, p = 0.165) do not show a significant difference between

the first and second half of the study. Participants’ reports in our post-study survey support these

findings, with only 2 of 31 participants reporting that that they altered their behavior during the

study.
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4.6.2 Changes in type of web use

We also investigate whether participants’ browsing activity across website categories changed

over the course of the study. Figure 4.6 shows the proportion of browsing activity across website

categories as measured by both the number of browsing actions and hours spent browsing. With

number of browsing actions, we do not observe a significant change in distribution of web use

across website categories between the first half of the study (Days 1-7) and the second half (Days

8-14) (W = 37.0, p = 0.357); similarly, under time spent browsing, we do not observe a significant

difference (W = 38.0, p = 0.390).
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Figure 4.6: Proportion of (a) browsing actions and (b) time spent browsing on each website cate-
gory on each day of the study.

4.7 Discussion and Conclusions

In this chapter, we provide an up-to-date picture of a young (under 45 years old) sample of

internet users’ browsing behavior (RQ1). We find that people are viewing similar numbers of

pages today as in prior work but are spending significantly more time online (those in our sample

spent an average of three hours a day online compared to prior work conducted nearly a decade

ago, which observed an average of one hour of daily online activity [67, 55]). Echoing prior work

conducted nearly a decade ago [56], we find relatively little demographic variance in browsing

activity, although differently from prior work that leveraged demographic inference data [56], we
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do observe that the older users (35-44) in our sample browse significantly less than those who are

younger.

Our work adds to the body of knowledge on digital browsing behavior in that we examine not

only how much time people spend online and how many pages they view, but what they do online.

Prior work has studied user behavior in terms of webpage access time [67] and number of page

revisits [55]. To the best of our knowledge, this is the first work to study user behavior in terms of

the proportion of types of actions performed on websites and across different website categories.

We find that people spend most of their time on Information Related, Commerce, Technology,

Leisure, and Communication websites, with Social Interaction (social media) websites ranking

seventh. While people spend different amounts of time on different types of pages, they behave

quite similarly in terms of the actions they take (clicks, typing, urlChanges) on these pages. There

are a few exceptions: Multimedia websites see less typing and urlChanges, as people are primarily

clicking on and watching videos; File Transfer websites see a high number of urlChanges charac-

terizing file uploads; and Security Concern websites, which include suspected phishing URLs and

misspellings of popular URLs, and can be characterized by a high number of urlChanges, in line

with prior findings that malicious websites aim to redirect users to additional malicious pages and

opportunities for credential capture [138]. These findings suggest that one potentially promising

direction for augmenting existing approaches [139, 140, 141] to keeping people safe online is to

add common website interaction patterns as signals for detecting malicious websites.

Further, our work addresses a critical question for the study of online behavior: we examine the

relationship between participants’ self-reported online browsing — in terms of time spent online

and types of web uses — and their actual behavior as we observe it using our measurement tools

(RQ2). We find that participants significantly over-report their daily time spent online, by an

average of 4.5 hours per day; this overreporting does not vary with demographics (age, gender,

or race). This finding aligns with prior work that examined the accuracy of people’s self-reports

about their Facebook behavior, specifically, finding that people overestimated their time spent on
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the platform [60]. This suggests that findings regarding the relationship between various digital

constructs (e.g., social capital, digital skill [131, 132]) and self-reported time spent online should

be interpreted with care: people’s perceptions of how much time they spend online may over-

represent the time they actually spend online.

While participants in our study over-reported their time spent online, they were relatively ac-

curate in their reports about the types of websites where they spent the most time. This suggests,

in line with prior work examining the accuracy of people’s self reports about the speed with which

they update their computers [59], that people may have an accurate relative sense of their digital

behavior, but inaccurate absolute perceptions (i.e., about the exact amount of time they spend on-

line or the precise strength of their passwords [61]). This suggests that observational methods of

measurement may be most appropriate for use when precise absolute measurements are necessary,

but that self-report measurements may be an appropriate proxy when only relative measurements

are required.

Finally, given prior findings from other fields on possible observational biases that may occur

when participants are aware that their behavior is being observed [62], we examine whether par-

ticipants’ observed behavior changed over the course of our experiment to see whether we could

detect such observational biases in our measurements of web behavior (RQ3). We find no signif-

icant changes in participant behavior over the course of the study. It is possible that we observe

no behavior change because 14 days is not a sufficiently long period of time for participants to

forget that they are being observed. Alternately, people may have such a pervasive sense of being

observed online [143] that even installing a browser plugin that they know observes their behavior

may not change their activity. Future work is necessary to further explore the question of observa-

tion bias in measurements of digital behavior, perhaps through comparison of proprietary industry

measurement data – which a user is not actively aware is being collected – with measurement data

from a disclosed browser plugin such as the one we use in this study.
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Appendix A: Additional Figures for Chapter 3

A.1 Experimental results on other datasets

A.1.1 Datasets

Phoneme dataset We use the Phoneme dataset [missing citation] that aims to distinguish be-

tween nasal (class 0) and oral sounds (class 1). The dataset has 5 numeric features and 5404

instances (3818 or 70.65% belonging to class 0 and 1586 or 29.35% belonging to class 1). The

features were chosen to characterize each vowel. We apply standard transformations such as nor-

malization to training samples and normalization with the same parameters to test samples.

A.1.2 Additional figures
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Figure A.1: ROC Curves for multiple classifiers on phoneme datasets with varying preprocessing
techniques.
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Figure A.2: ROC Curves for multiple classifiers on abalone datasets with varying preprocessing
techniques.

0.0 0.2 0.4 0.6 0.8 1.0
False Positive Rate

0.0

0.2

0.4

0.6

0.8

1.0

Tr
ue

 P
os

iti
ve

 R
at

e

None
SMOTE
DP-SMOTE =0.1
DP-SMOTE =1
DP-SMOTE =10
Chance

(a) Logistic Regression

0.0 0.2 0.4 0.6 0.8 1.0
False Positive Rate

0.0

0.2

0.4

0.6

0.8

1.0

Tr
ue

 P
os

iti
ve

 R
at

e

None
SMOTE
DP-SMOTE =0.1
DP-SMOTE =1
DP-SMOTE =10
Chance

(b) Random Forest

Figure A.3: ROC Curves for (a) Logistic Regression, (b) Random Forest classifiers varying pre-
processing techniques: None, SMOTE, and DP-SMOTE on diabetes dataset.
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Figure A.4: ROC Curves for (a) Logistic Regression, (b) Random Forest classifiers varying pre-
processing techniques: None, SMOTE, and DP-SMOTE on phoneme dataset.
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Figure A.5: ROC Curves for (a) Logistic Regression, (b) Random Forest classifiers varying pre-
processing techniques: None, SMOTE, and DP-SMOTE on abalone dataset.
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Figure A.6: Performance metrics for diabetes dataset for no pre-processing, SMOTE and DP-
SMOTE under varying values of balance parameter β with random forest classifier and α = 1, ε =
1.
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Figure A.7: Performance metrics for phoneme dataset for no pre-processing, SMOTE and DP-
SMOTE under varying values of balance parameter β with logistic regression classifier and α =
1, ε = 1.
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Figure A.8: Performance metrics for phoneme dataset for no pre-processing, SMOTE and DP-
SMOTE under varying values of balance parameter β with random forest classifier and α = 1, ε =
1.
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Figure A.9: Performance metrics for abalone dataset for no pre-processing, SMOTE and DP-
SMOTE under varying values of balance parameter β with logistic regression classifier and α =
1, ε = 1.
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Figure A.10: Performance metrics for abalone dataset for no pre-processing, SMOTE and DP-
SMOTE under varying values of balance parameter β with random forest classifier and α = 1, ε =
1.
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Appendix B: Additional Results for Chapter 4

B.1 Additional figures and tables

Figure B.1 shows the distribution of browsing actions and website category for the top 100

most browsed websites (as measured by number of browsing actions) by all users during the study.

Each website is color-coded to indicate the category of that website. We observe that the top

nine websites have high levels of activity, and that the level of activity drops off quickly in the

distribution to leave a long tail.

0

3000

6000

9000

website

category

commerce

communication

file transfer

health related

information related

leisure

multimedia

social interaction

society/government

technology

uncategorized

Figure B.1: Distribution of browsing actions performed on the 100 most browsed websites in the
study (as measured by number of browsing actions), color-coded by category.

Table B.1 supports the analysis of RQ1 in Section 4.4.2, and presents the p-values of pairwise

tests for differences in browsing behavior across website categories. Specifically, it shows the p-

values for Pearson’s χ2-test for homogeneity of the distribution of browsing actions within each

category, as illustrated in Figure 4.2, across all pairs of website categories.

Figure B.2 supports the analysis of RQ2 in Section 4.5.1 by providing a more detailed vi-

sualization of the δis in Figure 4.3a at a per-participant level. Each subfigure corresponds to a
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Techno-
logy

Information
Related

Commun-
ication

Society/
Government

Social
Interaction

Multi-
media Leisure

Health
Related

File
Transfer

Adult
Related

Security
Threats

Liability
Concerns

Security
Concerns

Commerce 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.07 0.95 0.41 1.00 < 10−5

Technology 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.24 1.00 1.00 1.00 < 10−5

Information
Related 1.00 1.00 1.00 0.12 1.00 1.00 1.00 1.00 1.00 1.00 < 10−5

Commun-
ication 1.00 1.00 1.00 1.00 1.00 0.22 1.00 0.74 1.00 < 10−5

Society/
Government 1.00 1.00 1.00 1.00 0.09 1.00 0.41 1.00 < 10−5

Social
Interaction 1.00 1.00 1.00 1.00 1.00 1.00 1.00 < 10−5

Multi-
media 1.00 1.00 0.04 1.00 0.03 1.00 < 10−5

Leisure 1.00 1.00 1.00 1.00 1.00 < 10−5

Health
Related 1.00 1.00 1.00 1.00 < 10−5

File
Transfer 1.00 1.00 1.00 < 10−5

Adult
Related 1.00 1.00 < 10−5

Security
Threats 1.00 < 10−5

Liability
Concerns < 10−5

Table B.1: p-values for Pearson’s χ2-test for homogeneity based on distribution of browsing ac-
tions within websites. Tests were performed pairwise for all website categories.

single participant, with their δi shown for each day of the study. Recall that δi = 0 corresponds

to perfectly accurate perceptions of time spent browsing, δi < 0 (resp. δi > 0) corresponds to an

overestimation (resp. underestimation) of browsing time. The red line in each subfigure illustrates

the participant’s average δi across all days in the study. We see that most users overestimate their

time spent browsing, some by small amounts and some by large amounts.

Table B.2 supports the analysis of RQ2 in Section 4.5.2 by showing the number of participants

who selected each category in the pre-study survey as one of their most browsed categories, and

the number of participants who were observed to have each website category as one of their most

browsed categories. Recall that in the pre-study survey, participants could select as many categories

as they wished. For participant i who selected ki categories in the pre-study survey, we included

their ki most browsed categories in the latter evaluation.
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category
number of participants

who chose each
category

number of participants
for whom each category
was among their top ki

Shopping 17 6
Reference 16 14

Social Network 23 20
Entertainment 27 21

Business 13 8
Search 27 24
News 6 1

Banking 12 2
Blogging 4 1

Table B.2: Alexa Top Websites [135] categories offered in the pre-study survey, along with number
of participants who named each category as among their most frequently browsed and number of
participants for whom each category was among their observed top categories of browsing during
the study.

B.2 Alternative Methodologies for RQ2

In this section, we consider two alternative methodologies for measuring the difference be-

tween participants’ perceived and actual time spent browsing.

Using 5 minutes of inactivity as a cutoff. We first consider using 5 minutes of inactivity as a

cutoff to end an active browsing session, rather than 30 minutes as in Section 4.5.1. Intuitively, this

will shorten each browsing session by 25 minutes, as participants will be considered inactive sooner

after their last browsing action. This alternative methodology gives a more accurate measure of

browsing activities that involve the actions listed in Table 4.1, but may be less likely to capture

passive browsing experiences, such as watching a video or reading a long article.

Similar to the findings in Section 4.5.1, we find that the majority of participants (29 out of

31, 93.55%) overestimate their daily browsing time. Figure B.3 is analogous to Figure 4.3, as it

visualizes the relationship between participants’ actual time spent browsing and their perceived

time spent browsing. Figure B.3a shows a scatter plot of the observed daily average browsing
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time versus the perceived (self-reported) number of hours spent browsing per day, with one point

corresponding to each participant. For ease of comparison with the results of Section 4.5.1, the

orange dots correspond to analysis with 5 minutes as a cutoff time, and the blue dots correspond

to analysis with 30 minutes as a cutoff time. The red line x = y corresponds to perfectly accurate

perceptions. Figure B.3b shows the distribution of error δi in hours among participants. Recall that

δi is the difference between participant i’s observed daily average browsing time (now, as measured

using a 5 minute cutoff for inactivity) and the number of hours per day they reported to spend

browsing in the pre-study survey. Using a t-test, we find that the mean of the δis among participants

is significantly different from 0 (t = −6.497, p < 10−7), which implies that participants still do

not have accurate perceptions of their active browsing time, even under this alternative analysis

method.

We additionally investigate whether the biases in participants’ perceptions differ among demo-

graphic groups. We find no significant difference between δis for different genders (t = −0.595,

p = 0.505), age groups (t = −.724, p = 0.487; t = 0.220, p = 0.607; t = 0.394, p = 0.531), and

races (t = 0.223, p = 0.794; t = −0.803, p = 0.537; t = −0.794, p = 0.428). These results are

presented in Table B.3.

Adjustments for desktop versus mobile browsing. Our pre-study survey asked participants

about their perceived time spent browsing, without distinguishing between desktop1 and mobile

browsing, but our extension was only able to capture browsing on a desktop or laptop. Recent 2021

data [142] found that 55.9% of users’ browsing time is spent on a desktop device. We account for

discrepancy by scaling down each participant’s self-reported time spent browsing by a factor of

0.559 and repeating the analysis of Section 4.5.1.

Even after the adjustment, most participants still overestimate the amount of time they spend

online, relative to our observational measurements (80.6% of without adjustment vs. 77.4% with

1Desktop here refers to devices that default to desktop versions of websites, which includes desktop and laptop
personal computers, but does not include phones or tablets.
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adjustment). However, the mean of adjusted error δis is lower (-1.41 hours) than for non-adjusted

values (-4.5 hours), suggesting that while participants still overestimate their time spent browsing,

they overestimate by a smaller amount, relative to no adjustment. Figure B.4 is analogous to Figure

4.3, showing (a) a scatter plot of participants’ observed daily average browsing time versus their

adjusted perceived (self-reported) hours of daily browsing, and (b) distribution of errors δi.

Using a t-test, we find that the mean of the adjusted δis is significantly different from 0 (t =

−2.348, p = 0.026). When we look for differences in perception errors across demographic

groups, we find no significant difference between adjusted δis for different genders (t = −0.485,

p = 0.621), age groups (t = −0.783, p = 0.446; t = 0.465, p = 0.535; t = 0.708, p = 0.472),

and races (t = −0.125, p = 0.937; t = −0.838, p = 0.479; t = −0.561, p = 0.569). A complete

presentation of these results is given in Table B.4.

Feature p-value
Gender

Male vs Female 0.505
Race

Asian vs Black or African American 0.794
Asian vs White 0.537
Black or African American vs White 0.428

Age
18-24 vs 25-34 0.487
18-24 vs 35-44 0.607
25-34 vs 35-44 0.531

Table B.3: p-values for pairwise t-test for
equality of means of perception errors δis
across demographic groups using 5 minutes
of inactivity as a cutoff.

Feature p-value
Gender

Male vs Female 0.621
Race

Asian vs Black or African American 0.937
Asian vs white 0.479
Black or African American vs white 0.569

Age
18-24 vs 25-34 0.446
18-24 vs 35-44 0.535
25-34 vs 35-44 0.472

Table B.4: p-values for pairwise t-test for
equality of means of perception errors δis
across demographic groups using adjusted
self-reports of browsing activity.
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Figure B.4: (a) Scatter plot illustrating observed daily average browsing time vs. adjusted per-
ceived (self-reported) number of hours spent browsing per day. Each point corresponds to one
participant. Adjusted and original (non-adjusted, as in Section 4.5.1) points are shown. Red line
x = y corresponds to no error in perceptions. (b) Distribution of error values δi in the participant
population based on the adjusted perceived values. The average error δi is -1.41 hours (SD=3.35),
with 77.4% of participants over-estimating their time spent online.

B.3 Screenshots of Study Materials

In this appendix, we show images related to participants’ experience during the study. Figure

B.5 shows the recruitment flyer advertising the study that was used to recruit participants. Figure

B.6(a) shows the extension logo that appeared continuously in the Chrome browser to the partici-

pants during the study, Figure B.6(b) shows the extension menu that would appear if the participant

clicked on the extension logo, and Figure B.6(c) shows extension information that was viewable

on the Chrome Extensions page. These were all designed to look generic and to neither reveal the

purpose of the study, nor to remind participants that their browsing behaviors were being collected,

to better address RQ3. This drove our design of the logo as simply a mouse cursor and the exten-

sion name as simply “Browsing Extension”. Since the extension was designed to collect browsing

data in the background without interfering with participant browsing, this was the only visual that

participants experienced during data collection.
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(a) Extension logo (b) Extension menu

displayed when logo is

clicked

(c) Extension information available in

the Chrome Extensions page

Figure B.6: Screenshots of the browsing extension in the Chrome browser as seen by the partici-
pants during the study.
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Figure B.2: Differences between the actual number of hours spent browsing per day and self-
reported number of browsing hours per day, for each participant in the study. On non-active
browsing days, the time spent browsing was set to zero. The x-axis enumerates the day of the
experiment. The red horizontal line is a mean of these differences over the days of experiment.
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Figure B.3: (a) Scatter plot illustrating observed daily average browsing time vs. perceived (self-
reported) number of hours spent browsing per day. Each point corresponds to one participant.
Orange dots correspond to analysis with 5 minutes of inactivity as a cutoff, and the blue dots
correspond to analysis with 30 minutes as a cutoff time as in Section 4.5.1. Red line x = y corre-
sponds to no error in perceptions. (b) Distribution of error values δi in the participant population
using 5 minutes of inactivity as a cutoff.

Figure B.5: Recruitment flyer
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