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ABSTRACT This paper presents a set of algorithms for the synthesis of kinematic structures of serial
manipulators using multiple constraint formulation and provides a performance comparison of different
kinematic representations, the Denavit-Hartenberg notation, the Product of Exponentials (screws), and Roll-
Pitch-Yaw angles with translation parameters. Synthesis is performed for five given tasks, and both revolute
and prismatic joints can be synthesized. Two different non-linear programming optimization algorithms
were used to support the findings. The results are compared and discussed. Data show that the choice of
the constraint design method has a significant impact on the success rate of optimization convergence. The
choice of representation has a lower impact on convergence, but there are differences in the optimization
time and the length of the designed manipulators. Furthermore, the best results are obtained when multiple
methodologies are used in combination. An arbitrary manipulator was designed and assembled based on
a trajectory in the collision environment to demonstrate the advantages of the proposed methodology. The
input/output data and synthesis methodology algorithms are provided through an open repository.

INDEX TERMS Robot design, manipulator synthesis, numerical optimization, kinematic representations.

I. INTRODUCTION
The synthesis of a kinematic structure of a robot manipulator
is the process of finding kinematic parameters with which the
structure fulfills a given task. As a task, one can imagine a
path or trajectory that goes through the previously specified
poses, i.e., a predefined translation and orientation of the end-
effector. In industry, a typical manipulator has the so-called
angular kinematic structure with 6 degrees of freedom (DoF),
and it can universally serve in various tasks. A synthesized
(customized) manipulator can overcome the angular robot in
ways such as providing the possibility of avoiding collisions
due to its task-specific design, reducing the cost when fewer
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joints (motors) are needed, or even the ability to change its
kinematic structure during the working process as presented
by Brandstötter et al. [1], where increased temperature of the
links makes them flexible, and Clark and Rojas [2], where it
is done with the change in air pressure in the links. One can
imagine many industrial applications of synthesized manipu-
lators in densely built environments; however, there are also
other applications, such as in healthcare to help with upper
limb rehabilitation [3], [4], or in maintenance such as arm
exoskeletons [5]. If there is a task for which no typical manip-
ulator on the market made by ABB, KUKA, Yaskawa, or oth-
ers can be deployed, a customized robotic arm can replace
them. This study expands the findings of the serial manip-
ulator numerical synthesis problem by introducing multiple
representations and multiple constraint methods. The outputs
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can be combined with each other, greatly increasing the num-
ber of possible solutions obtained by optimization.

A robot kinematic representation is a mathematical
description of the kinematic structure of the robot. Prob-
ably the most common mathematical representation of
robot kinematics is the Denavit–Hartenberg (DH) convention
[6], [7]. Another widely known representation is based on
screw theory [8], where the joint axes are represented as
normalized twists defined by a directional vector and a linear
velocity vector at the origin [9]. It is also called the Product
of Exponentials (PoE) representation and is an extension to
Plücker coordinates [10]. Lately, due to the application of
the Robot Operating System (ROS) and the related Universal
Robot Description Format (URDF), the orientation repre-
sented by the Roll-Pitch-Yaw (RPY) angles [11] accompa-
nied by displacement along the x, y and z axes has been
significantly employed. In this study, we refer to this repre-
sentation as RPYXYZ.

In numerical optimization, constraints are conditions that
must be met at the end of the optimization process. For
example, as used in this study, the pose of an end-effector
calculated by forward kinematics has to be equal to the pose
of a given path.

In this study, we present a robust synthesis methodology
that applies fast local optimum search algorithms to obtain the
kinematic parameters of a manipulator based on a given task.
The algorithms chosen are interior-point (IP) and sequen-
tial quadratic programming (SQP). The output provides an
arbitrary kinematic structure that does not depend on any
predefined set of modules or actuators. The major distinction
of the methods already presented is that they always use only
one kinematic representation of the robot and only one way
of creating constraints. However, the methodology that will
be presented applies three well-known and commonly used
kinematic representations, DH parameters, RPYXYZ values,
and Product of Exponentials (screw) representation, and six
methods to create constraints. It will be shown that multi-
ple application of these methods is able to overcome local
minimum by starting a new optimization using the previous
results that were obtained using different representation or
constraints formulation. This can significantly increase con-
vergence and speed of optimization while providing shorter
manipulators.

II. RELATED WORK
There are two approaches to solve the synthesis problem
of a manipulator. The analytical approach [12] is based on
solving algebraic equations to obtain kinematic parameters
(expressed algebraically). It mainly focuses on mechanisms
interesting from the mathematical point of view, for example,
a synthesis of the well-known Bennett mechanism [13].
There are papers dealing with the synthesis of arbitrary
mechanisms, as in the work of Hauenstein et al. [14] where
the synthesis of three-revolute spatial chains for five gen-
eral poses was solved. If more than 3 degrees of freedom
are needed, it becomes very complicated to obtain such

a description of a robot analytically. The reason is that
the number of possible solutions increases, and the related
algebra demands a lot of computational power. Therefore,
Perez-Gracia and McCarthy [15] combined their analytical
approach with numerical optimization. Today, researchers
tend to use optimization algorithms to synthesize manipu-
lators for complex tasks. Mathematical optimization is a set
of numerical methods that search for an optimal solution that
meets a given objective function while satisfying constraints,
if specified. Mostly, global or local minimum search algo-
rithms are applied. Among global optimization algorithms,
in the case of synthesis of a robot manipulator, Genetic
Algorithms (GA) have been applied in various studies. The
comparison of straight, rounded, and curved links was stud-
ied by Pastor et al. [16], using Schunk actuator modules as
joints. The design parameters vary depending on the type
of link, without directly specifying any kinematic represen-
tation. Valsamos et al. and Katrantzis et al. [17], [18] also
used Schunk actuators with pseudo-joints between them
and generated the optimal kinematic structure based on the
manipulability of the manipulator. Another global optimum
search algorithm is the Simulated Annealing implemented
in [19], where they composed a manipulator from predefined
links and joints models. Singh et al. [20] applied Binary
Search Algorithm to synthesize DH parameters to assembly
a modular manipulator.

The studies mentioned above were based on the synthesis
of predefined motor models, and their approach is limited
to those actuators; that is, the output kinematic structures
are not purely arbitrary. The synthesis of arbitrary struc-
tures was investigated by Patel and Sobh [21] who searched
with Simulated Annealing Algorithm the optimal set of
Denavit–Hartenberg (DH) parameters for a given goal and
then tested the inverse kinematics with Particle Swarm Opti-
mization (PSO). Singla et al. [22] obtained DH parameters
of an arbitrary manipulator using the Augmented Lagrangian
method.

The main disadvantage of global optimum search
algorithms is that, for complex tasks, they can search for
a solution within minutes, hours, or days, even on today’s
powerful computers. Therefore, local optimization algo-
rithms can serve better, especially at the beginning of the
custom manipulator design process. Dogra et al. [23] utilize
a non-linear programming method based on the minimiza-
tion of joint torques, which means that it is a dynamical
synthesis and the objective is not to reach given poses, but
to fulfill criteria based on energy consumption. The design
parameters do not follow any standard kinematic representa-
tion, since they include dynamics parameters. Whitman and
Choset [24] search for the optimal design of a robotic arm
with an objective function that minimizes the length of the
path in the joint space. The design parameters are presented
vaguely without any specified standardization as a matter
of choice and can include ‘‘link lengths, twists about link
axes, base locations, or other offsets’’. Shirafuji and Ota [25]
implemented a synthesis method based on differential inverse
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kinematics, where they avoided dual optimization of inverse
kinematics and robot design parameters. This contrasts with
the majority of applied methods, including the approach
presented in this paper. However, one of the disadvantages is
that the orientation of the goal pose is not taken into account.
The optimization constraints are based on Jacobian, and the
outputs are screw coordinates.

Based on our literature review, two major questions are
raised and will be addressed in this study. At first, there
are multiple robot kinematic representations; however, the
cited papers always apply only a single one. The PoE was
used in [15], [25] and the DH convention was used in
[20]–[22]. The other referenced studies used kinematic
parameters defined by themselves, mostly in relation to a
given set of actuators or link modules. No studies searched
for robot design using the RPYXYZ parameters. The opti-
mization of kinematic structure is a challenging task, and at
the same time, all studies tend to distinguish one from each
other. Therefore, it is impossible to compare the performance
of different representations used in those studies. However,
we assume that the choice of representation has an impact on
the optimization output.

Second, there are a few ways to define constraints to
compare the positioning error between the robot end-effector
and the given poses. The goal is to minimize these errors so
that a manipulator can reach all given poses with forward
kinematics. Again, the presented studies always used only
one constraint definition method. In this paper, we compare
six methods and - because there is no such limitation - their
combinations. To summarize the state of the art in terms
of constraints: the norms of the rotational matrix and the
translation vector were used in [24], however, the paper does
not specify if it is calculating the 2-norm, the Frobenius
norm, or some other type of matrix norm. A method that
uses the dual-quaternion representationwas presented in [15].
RPYXYZ values were applied in [16], [20]–[22]. In addition
to that, we added a method that does not apply the norm
of the transformation matrix but its elements, a method that
uses the norm of the dual quaternions, and we also applied a
new method given as a metric in a 12-dimensional Euclidean
space E12.

Three kinematic representations and sixty-three combina-
tions of six constraint methods can create up to 3 · 63 =
189 different local solutions for a single initial estimation
(guess of the optimized values), which is often required by
a local minimum-based solver. If there are no limits for
the initial estimations, there will be a substantial number of
possible solutions for a single task. This can serve as an initial
population for genetic algorithms [16] or as a data set for the
synthesis using neural networks [26]. Other benefits of the
presented method are as follows. Synthesis can be performed
for both revolute and prismatic joints, which was investigated
in the case of arbitrary structures in [21], [22]. The search
for the optimal position of a robot base is included in the
optimization process. If the output of the synthesis does not
satisfy all requirements, it can be used as an initial guess for

another iteration using a different representation, constraints,
or both.

The methodology is presented in Section III. The results
are summarized and discussed in Sections IV andV.We com-
pare the performance of the representation and constraint
creation methods for the same input paths and initial esti-
mation. There is no randomness included in the optimization
process; that is, the same input provides the same out-
put. In Section VI we present the proof-of-concept of the
3-revolute (3R)mechanism that was built based on a specified
collision environment. In this section, one can also find a
per-partes optimization process that leads to the final manipu-
lator design. This contrasts with other studies that synthesize
kinematics, dynamics, and collision avoidance at the same
time. A simple method for avoiding joint collisions with the
environment is presented.

III. METHODOLOGY
This section is divided into three parts. In the beginning, the
mathematical background is briefly introduced. The descrip-
tion of the differences between the optimization of DH, PoE,
and RPYXYZ follows. The last part describes the methods
for creating constraints.

For optimization itself, the MATLABTM function fmin-
con [27] was chosen, which is a non-linear programming
solver. It searches for the local minimum of an objective func-
tion within defined constraints. Beside others, it supports two
optimization algorithms that were suitable for the synthesis
problem – interior-point (IP) [28] and sequential quadratic
programming (SQP) [29]. These algorithms are deterministic
(the same input provides the same output) and therefore suit
perfectly for measuring the performance of representations
and constraints formulation in comparison with, for example,
global search algorithms such as PSO or GA, which include
some randomization during the optimization process.

In this study, 3780 optimizations of the kinematic struc-
tures were performed, as shown in Table 1. The number of
representations is three, and the number of constraint types
is the combination of six methods, i.e., sixty-three possi-
bilities from using every method individually to using all
six combined. Five different paths were chosen; they are
shown in Figure 1. For every path, the placement of a base
of the robot was restricted in two ways – in the world frame
(that is, the position of the base was not optimized) and in
the interval [−0.3, 0.3] [m] in every direction around the
world frame. Those two options were chosen to demonstrate

TABLE 1. Number of optimizations.
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FIGURE 1. The visualization of the given paths. The captions express number of given task poses (TP), the description after dash line express number
and type of joints – revolute (R) or prismatic (P) of the synthesised serial chain; the world frame has blue color.

how the possibility of adjusting the base of a robot during
optimization can influence its convergence. One can also see
it as a different task (a new given path) when the searched
kinematic structure can be completely different.

For each optimization run, the synthesis algorithm requires
specifying these inputs by a user:

• Poses of given task,
• interval to place base of the robot,
• number of joints,
• type of joints (revolute or prismatic),
• chosen robot kinematic representation to be synthesized,
• constraint design method.

The output is the numerical parameters of the chosen rep-
resentation (DH, PoE, RPYXYZ), including the position of
its base and end-effector displacement, and the set of joint
variables to reach every given pose.

The open-source Matlab toolboxes prepared by Lynch and
Park [9] and Corke [30] were used for the calculations pre-
sented. The MathWorks Robotics System Toolbox was used
for visualization, inspection, and verification.

A. RELATED MATH
In this study, the Special Euclidean group SE(3) is used to
represent rigid body displacements as homogeneous transfor-
mation matrices. We denote them by J with axis vectors and

position coordinates as shown in (1). En (normal) is the X-axis
vector, Eo (orientation) is the Y-axis vector, Ea (approach) is
the Z-axis vector. They form the rotational matrix Rot. Et
(translation) is the position coordinate vector of a pose.

J =

 Rot Et

0 0 0 1

 =
En Eo Ea Et

0 0 0 1

 (1)

Furthermore, the one-to-one mapping of SE(3) in the pro-
jective space P(R)7 was used over the eight-dimensional
vector space of dual quaternions [31]. Dual quaternion p

p = p0 + εp1 (2)

consists of

p0 = a0 + a1Ei+ a2Ej+ a3Ek (3)

which is the quaternion representing orientation, and

p1 = c0 + c1Ei+ c2Ej+ c3Ek (4)

which is the dual part representing the position in space.
Together, they form homogeneous coordinates (a0 : a1 : a2 :
a3 : c0 : c1 : c2 : c3) in P(R)7, where the elements of
SE(3) can be represented by points. One of the benefits of
this representation is that both position and orientation can
be expressed in a single vector.
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Joints can be kinematically expressed using homogeneous
transforms, or as normalized twists called the screw axis S ,
which is 6× 1 vector

S =
[
Eω

Ev

]
(5)

The vector Eω is the direction of the rotational axis and cor-
responds to the vector Ea of a transformation matrix. A coordi-
nate q is any point on the axis. Their cross product Ev = −Eω×q
forms a moment of the axis about origin. Note the difference
with the Plücker coordinates where Ev′ = Eω× q. The forward
kinematics of a manipulator is calculated using the product
of exponentials formula, as shown in (6). The matrixM is the
transformation from a manipulator base to its end-effector in
the home configuration. [Si] is the representation of a screw
axis written in matrix (skew-symmetric) form. θ stands for
the set of joint variables.

J(θ ) = e[S1]θ1 . . . e[Sn]θnM (6)

On the other hand, the forward kinematics of a manipulator
represented by DH or RPYXYZ parameters is calculated as
the multiplication of partial transformation matrices between
the joints.

J(θ ) = A01A12(θ1) . . .Ai−1,n(θn) (7)

where, in the case of DH convention,

Ai−1,i = Rzi−1(θi)Tzi−1(di)Tx(ai)Rx(αi) (8)

is obtained by multiplying the rotation matrix Rz(θi) around
the zi−1 axis, translation matrix Tz(di) along the zi−1 axis,
translation matrixTx(ai) along the xi axis, and rotation matrix
Rx(αi) around the xi axis. Clearly, the translation along and
rotation around the y axis is missing – this is overcome by
placing the coordinate frames in a special order following the
Denavit-Hartenberg convention.

The displacement calculated with RPYXYZ parameters is

Ai−1,i = Ti(xi, yi, zi)Rzi (γi)Ry(βi)Rx(αi) (9)

where Ti is the translation matrix between the origins of the
two frames and Rxi ,Ryi ,Rzi are rotations around the axes
with angles α, β, γ representing the Roll-Pitch-Yaw angles,
respectively.

In the next sections, the norms of vectors and matrices
are used. They are all calculated as the 2-norm (Eucleadean
length) type.

B. REPRESENTATIONS IN THE SYNTHESIS ALGORITHM
The presented algorithm design differs in some parts for the
three considered representations; however, the purpose of this
studywas to keep asmuch as possible in common for all those
three variants to provide a relevant comparison.

The objective function is to minimize the final length of
the manipulator, i.e., reducing the torques needed in actuators
while meeting the given constraints and optimized parameter
boundaries. At the beginning of every iteration, the algorithm
checks whether the forward kinematics of the robot is equal

to the given poses. If there is a positioning error (constraints
are violated), the algorithm adjusts the optimized parameters,
i.e., the robot kinematic structure, and passes them to the next
iteration to observe how the objective function and constraints
violation values have changed. It is important to note that,
along with the optimization of the kinematic parameters, the
algorithm solves the inverse kinematics problem at the same
time.

In the options of the fmincon solver, the maximum itera-
tion value was increased to 300. The number of maximum
function evaluations was set to 30, 000. The Step Tolerance
was set to 10−300. The other function options were kept as
default values. The fmincon requires an initial estimation of
the optimized parameters. For a local optimum search, this
first guess may have a major impact on the outcome. To avoid
any randomness, we applied the methodology D described in
our previous paper [32], where four methods are presented to
create kinematic structures represented in the DH parameters
using geometrical analysis between a given pose and the base
of the manipulator. The methodology D places the joints
according to the DH convention on a Bézier curve. The last
joint is placed out of the curve but in a way that the forward
kinematics of the serial chain can reach the chosen pose,
in this study, the most distant pose on the path. The distance
is measured from the center of the given interval where the
base of the robot can be placed. The fmincon solver also
requires the specification of the bounds. These limits were set
as presented in Table 2. The length and moment parameters
are determined again in relation to the most distant pose of
a given path and the norm of its position vector Et . The dual
quaternions are in projective space; therefore, the bound is set
to infinity.

TABLE 2. Variable boundaries.

The base of a robot is represented as a dual quaternion pb
with the orientation part set to the identity (pb0 = 1; a0 =
1, a1 = 0, a2 = 0, a3 = 0), that is, no rotation is allowed, and
only the dual part pb1 (base translation) is being optimized.
The end-effector is represented as dual quaternion pe with-
out any optimization restrictions. These are in total the first
twelve optimization parameters that enter the optimization
process:

nbe = nb + ne = 4+ 8 = 12 (10)

Note that if no base interval is given, then the robot base
frame displacement is not optimized, but set to the input value
or the world frame.
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The following subsections describe how the algorithm
design varies according to the chosen robot kinematic
representation.

1) DENAVIT–HARTENBERG PARAMETERS
The objective function is to minimize the length parameters
given by the DH convention, that is, the absolute distances ai
and di between the axes zi−1 to zi and xi−1 to xi of the joints,
as shown in (11).

fDH (x) = ||Ete|| +
nj+1∑
i=1

|ai| +
nj+1∑
i=1

|di| (11)

where nj is the number of joints and Ete is the 4 × 1 vector
of the dual part (position) of the end-effector displacement
– the partial transform from the last joint. In each iteration
of the optimization process, the forward kinematics of the
current manipulator J1..n(θi,n) is calculated and compared to
the target pose values P1..n. The number of poses given is n.
The difference (positioning error) is processed to define the
constraints using one to six methods. The details are given in
Section III-C.
Equation (11) works with scalar norms. We also tried to

implement its version using squares of scalars, for exam-
ple a2i instead of |ai|, which was expected to provide a better
output during optimization since the square function is con-
tinuous and differentiable; however, the results were worse
than compared to the objective function presented. This is
probably due to internal calculations of the fmincon solver
that can better handle such input.

2) PRODUCT OF EXPONENTIALS
The objective function for the screw representation is
designed as follows.

fPoE (x) = || Em|| +
nj∑
i=1

||Evi|| (12)

where Em is 4 × 1 vector of the dual part (position) of the
end-effector displacement – the distance of thematrixM from
the base frame. The other element minimized is the sum of
moments of the screws Evi.

Constraints are created in a similar way as in the case
of synthesis using DH parameters. The forward kinematics
of the current manipulator Jn(θi,n) is calculated using the
product of exponentials formula (6). The results are compared
with the goal poses P1..n.
The DH parameters ai, di, and αi have no relation to each

other, that is, the value of one element has no impact on the
value of the others. That is not the case for screws, where two
conditions apply. First, as already mentioned, the screws have
to be normalized – the part representing the direction of every
joint axis Eωi must obey

|| Eωi|| = 1 (13)

In addition to that, every pair of vectors Eωi and Evi preserves
the perpendicularity between these vectors and their dot prod-
uct shall be equal to zero.

Eωi · Evi = 0 (14)

Therefore, equations (13) and (14) are also added to the set
of optimization constraints.

3) ROLL-PITCH-YAW ANGLES AND XYZ
TRANSLATION VECTOR
The objective function for the RPYXYZ parameters is set

frpyxyz(x) = ||Ete|| +
nj∑
i=1

||Eti|| (15)

where Ete is again the dual part of the end-effector displace-
ment in relation to the last joint frame, Eti is the vector of the
translational coordinates XYZ between consecutive joints.

C. CONSTRAINTS
Only the type of equality constraints of the fmincon solver are
applied in the presented methodology, and the inequality con-
straint vector remains empty. The algorithm tries to minimize
the objective function (provide as short linkages as possible)
which is expected to not be zero in the end, but on the other
hand, it has to satisfy the given constraints, i.e., the constraint
violation is not allowed and the sum of constraint errors has
to be minimized to zero.

Let us define the sum of errors E – the constraint violation
value as the sum of all constraints equality equations ceq.

E =
k∑
i=1

ceqi ∼
k∑
i=1

(Jn,k (θn,k )− Pn,k ) −→ 0 (16)

which is equivalent to the difference between the forward
kinematics of the synthesized arm Jn,k (θn,k ) and the given
poses Pn,k . The number of constraining equations k depends
on the chosenmethod of constraint creation and, because they
can be combined, also on their combination.

For each given pose P1..n, the constraints are calculated
in every iteration and based on this output, the kinematic
structure design parameters are altered and parsed in the next
iteration.

1) METHOD A
There is a set ceqA of twelve constraint equations defined as

ceq1..9 = w(Ri,J(θ ) − Ri,P) (17)

ceq10..12 = EtJ(θ ) −EtP (18)

w = 0.1 (19)

where Ri represents i = 1..9th element of rotational part of
matrix J or P, Et represents x, y, z elements of the translational
vector of homogeneous matrices J or P. w is the weight that
compensates the ratio between meters and radians.
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2) METHOD B
There is a set ceqB of six constraint equations defined as

ceq1 = w(αRJ(θ) − αRP ) (20)

ceq2 = w(βRJ(θ) − βRP ) (21)

ceq3 = w(γRJ(θ) − γRP ) (22)

ceq4..6 = EtJ(θ ) −EtP (23)

where α, β, γ are roll-pitch-yaw angles obtained from rota-
tional matrix R of J or P. This method was used in
[16], [20]–[22]. Weight w = 0.1 again.

3) METHOD C
There is a set ceqC of four constraint equations defined as

ceq1 = w||EnRJ(θ) − EnRP || (24)

ceq2 = w||EoRJ(θ) − EoRP || (25)

ceq3 = w||EaRJ(θ) − EaRP || (26)

ceq4 = 6||EtJ(θ ) −EtP|| (27)

where the vectors En, Eo, Ea represent x, y, z axis vectors of
the two poses. This metric is presented in [33] using a
12-dimensional Euclidean space E12. Weight w = 0.1.

4) METHOD D
There is a set ceqD of two constraint equations defined as

ceq1 = w||RJ(θ) − RP|| (28)

ceq2 = ||EtJ(θ ) −EtP|| (29)

where the 2-norms of R and Et are taken into account instead
of their elements. This method was used in [24]. Weight
w = 0.1.

5) METHOD E
There is a set ceqE of eight constraint equations using ele-
ments of dual quaternions

ceq1..8 = pJ(θ ) − pP (30)

where pJ(θ ) and pP are dual quaternion representation of
J and P. Similar method was used in [15].

6) METHOD F
There is only one ceqE constraint equation defined as

ceq1 = ||pJ(θ ) − pP|| (31)

which is the norm between those two dual quaternions.

IV. RESULTS
This section presents an analysis of the output data from
the optimization process. The input data (paths), multi-
representations and multi-constraints synthesis algorithm,
and the results are available on public repository [34]. Based
on the analysis of obtained data, the performance of the
representations is similar; however, the choice of constraint
design seems to have a major impact on the overall synthesis

FIGURE 2. Visualization of an optimized kinematic structure performing
Path 5; the base and the end-effector frames are pink; the joint frames
have RGB color, joint rotational axis is blue.

problem. An example of an output kinematic structure from
a single optimization run out of those 1890 is visualized in
Figure 2.

The convergence success rate is presented. It shows how
often the algorithm provides an output with the constraint
violation valueE < 10−5, i.e. the structure is able to precisely
reach all poses on a given path; see again Equation (16) for
details. Another parameter that is compared is the length
of the optimized manipulator, calculated as the sum of the
distances between consecutive joint axes given by the nearest
points on those axes. Instead of the number of iterations,
which did not differ much for the same inputs, the optimiza-
tion time is provided. The length of the manipulator and the
optimization time are also presented only for the outputs with
E < 10−5.

A. OPTIMIZATION WITH INTERIOR-POINT ALGORITHM
Table 3 shows how the complexity of a given path can influ-
ence the output, i.e. when the given task is more complicated
from the synthesis point of view, the convergence success rate
drops.

TABLE 3. Convergence success rate, 378 runs performed per path.

In Figure 3(a), the performance of robot kinematic repre-
sentations can be observed. In general, there are no unex-
pected differences between them. For every representation,
630 optimizations were performed. As already mentioned
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FIGURE 3. Analysis for IP algorithm – comparison of representations, base specification, and constraint design methods.

in the Introduction part, the RPYXYZ was not used in any
research, but based on the results, it provides the highest
convergence success rate and the shortest linkages, even
though it tends to take more time to provide the output.
The reason is probably the number of parameters that are

optimized. In addition to the twelve parameters of the base
and end-effector frames (shown in Equation (10)) that all
three representations share, the number of parameters for
each joint differs. For DH parameters, it is a, d, α, and the
joint variable θ , that is, four parameters per joint. The PoE
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FIGURE 4. Performance of constraint combination methods only for complex Paths 2, 4, and 5 – convergence success rate.

representation has 6 × 1 screw vector S plus joint variable
θ , but two constraints must be neglected as explained in
equations (13) and (14). That is, five parameters per joint. The
RPYXYZ representation has five parameters plus the yaw
angle that is considered as a joint variable, i.e. six parameters
per joint in total. In a 3D space, there are 6 degrees of
freedom; therefore, the RPYXYZ representation seems to
be the most relevant. However, the ‘‘minimal’’ approach of
DH parameters brings advantages, for example as examined,
faster optimization time. In the case of numerical optimiza-
tion of spatial chains, these results indicate that researchers
relying on a single representation may be losing possible
configurations of their kinematic structures.

Figure 3(b) shows the comparison between the bases of the
robot given directly and by an interval. For both, 945 opti-
mization runs were done. One can see that the interval option
converges more often and provides shorter links; however, the
difference is not significant. On the other hand, the interval
may play a key role if a given trajectory itself requires fewer
degrees of freedom. An obvious example is Path 3, where,
if the interval of the Y-axis was covering the planar part of
the trajectory, only two prismatic DoFs would be necessary.

The output data in Figure 3(c) focusing on constraint
design methods show that this choice has an impact on the
optimization results. For each method or combination of
methods, 30 optimization runs were performed. The excep-
tional outcome is provided by method A and its combination
with methods C and D. On the other hand, method C itself
has a very poor performance. Method B, which was applied
most often in other studies of robot synthesis, has a conver-
gence success rate 43%, and for comparison, the combina-
tion method AD has a success rate of 93%. Unfortunately,
no other paper shares the convergence success rates of their
algorithms. Some of them state that the convergence success
rate is not always certain in their case [15], [16], [22]. The
lack of such measures is even more visible in Figure 4, where
the convergence success rate is shown only for complicated
(from the synthesis point of view) Paths 2, 4, and 5. Although
some methods keep their success rate similar regardless of
what task is given, many other methods do not achieve even
a single successful run.

Another interesting observation is that the combination of
constraint methods neither extends the optimization time nor

seems to have an impact on the length of the manipulator.
The shorter optimization time indicates that the evaluation of
constraint violation is fast enough in comparison with other
evaluation parts of the algorithm. However, based on the data
obtained, the combination of more than three methods does
not produce a higher success rate.

B. OPTIMIZATION WITH SQP ALGORITHM
In Figure 5, the same data are provided for the SQP algorithm.
The average manipulator length is similar, the convergence
success rate is slightly lowered, and the optimization time is
extended a lot. Therefore, the IP algorithm provides better
results than SQP.

The most interesting comparison provides the plot of the
convergence success rate for the constraint design methods.
The performance of particular methods A to F is reduced.
The most successful combinations of AC, AD and ACD
also decreased, but not so much. This leads to the suggestion
that the combination of AC, AD, or ACD methods should be
used as the first choice in future research on the problem of
synthesis of kinematic structures.

V. DISCUSSION
The serial manipulator synthesis problem using numerical
optimization is a very challenging and time-consuming task,
where many variables can have an impact on the outcome.
Therefore, we do not want to claim that constraint design
method A and its combination are the best choice for the
synthesis of robot kinematic structures. It can be a coinci-
dence that these methods suffer less in terms of singularities
in combination with the chosen optimization solver fmincon
and the two chosen algorithms. This shall be verified in
future studies; however, we want to highlight this problem
because the constraints design methodology has not been
studied before and seems to be of particular importance.
Moreover, the implementation of other constraint methods
is not as challenging as the implementation of another robot
representation; it can be done and checked for convergence
relatively quickly.

On the other hand, all three investigated representations
perform in a similar way, and their selection is not crucial for
the output. It is necessary to mention that the DH parameters
were struggling with their convergence until a tool frame was
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FIGURE 5. Analysis for SQP algorithm – comparison of representations, base specification, and constraint design methods.

added and its displacement optimized along with the joint
parameters.

The presented results led us to the idea of running only
one optimization for every path using the successful method
A in combination with the DH parameters and applying those

results as the initial estimation for these ten other constraint
design methods: A, B, C, D, E, F, AC, AD, ACD, ABCDEF,
and using all three representations. The mapping between the
representations was achieved using our algorithms presented
in [35]. The base frame position was fixed in the world frame,
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FIGURE 6. Comparison of performance of constraint methods A, B, C, D, E, F, AC, AD, ACD, and ABCDEF for every path.

it was not optimized. The IP algorithm was chosen as it was
shown that it converges better and provides results faster.

Figure 6 shows that applying the initial estimation that
can reach every given pose already at the beginning of the
optimization process significantly decreases both the opti-
mization time and the length of the manipulator and increases
the convergence success rate. Note that it was still achieved
by avoiding any randomness in the optimization process. This
fast iterative procedure may speed up the overall time of
the synthesis and custom manipulator design process. While
the DH convention and the RPYXYZ parameters share the
idea of partial transformations between joints,the PoE uses a
completely different computational approach for direct and
inverse kinematics problems, so switching between these
representations during synthesis, especially in local minima
search algorithms, can help overcome a local minimum to
get closer to the global minimum. The workflow of such an
optimization approach is visualized in Figure 7.

There are other variables that need to be investigated in
more detail. We chose the weight w = 0.1 to compensate the
relation between meters and radians based on our experience
with overall performance. Definitely, every constraint method
would perform differently if an exact value was determined
for each separately on the basis of its performance. However,
the value of w can also vary based on the number of poses of
a given path and the overall size of the trajectory (and output
manipulator). This requires another broad study. On the other
hand, even though in some presentedmethods the translantion
may seem preferred over the orientation with this weighing,
we strived to reduce its impact using a very strict convergence
threshold (sum of positioning errors) E < 10−5.
So far, six constraint design methods have been examined.

These can be extended to other ones, e.g. the combination of a

FIGURE 7. Re-optimization process to avoid local minima.

quaternion for rotation and XYZ coordinates for translation,
their norms, or even other metrics such as Method C. Also
there is a possibility to test performance of other norm types
than 2-norm, for example the Frobenius norm.

VI. PROOF OF CONCEPT
This chapter describes how the presented methodology can
be applied in the design of serial robotic manipulators.
After the optimal kinematic structure is synthesized, there
are a few challenges related to dynamics and collision
avoidance problems. In contrast to other studies [16], [19],
[20], [22]–[24] that try to synthesize kinematics along with
dynamics and/or collision avoidance at the same time,
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we propose a per-partes optimization approach. This means
dividing the optimization process into steps:

1) Early synthesis of kinematic structure to obtain better
initial estimation of the optimized values.

2) Synthesis of kinematic structure using the output from
the previous optimization as initial estimation, chang-
ing representations and/or constraint design methods to
achieve optimal result.

3) Finding collision-free position of joints.
4) Finding collision-free shapes of links.
5) Choosing the motors and link design based on dynamic

analysis.

If the optimization process takes into account many param-
eters (variables), it becomes time demanding and the conver-
gence is less feasible. The proposed division may decrease
the time needed for optimization with the possibility of
finding results that could be difficult to achieve if the pro-
cedure is tried by brute-force optimization of all possible
variables. In this paper, we have investigated so far Steps
1) and 2). Note that the optimization process may involve
an extended objective function to take into account joint
velocities [25], torques [24], or other constraints. However,
this is not necessary.

For Step 3), a simple solution is proposed in
Subsection VI-A. Optimization step 4) was addressed in [36],
where the links between the joints are shaped using Bézier
curves to avoid collision on a trajectory. Step 5) has been
investigated in other studies, for example, in the case of
links [37] and in the case of choosing the right actuators [38].

A. FINDING COLLISION-FREE POSITION OF JOINTS
The fmincon function was implemented again with a similar
goal as in the previous ones, the objective being to keep the
links as short as possible:

fc(x) =
nj+1∑
i=3

||Eti|| (32)

where ||Eti|| is the distance between two consecutive joints in
RPYXYZ representation. The start index is i = 3, which is
the displacement between the first and second joints in this
representation. The displacement between the world frame
and the robot base frame has i = 1, the displacement between
the base frame and the first joints with i = 2 is expected to
be in a position without any collision.

The physical position of every joint i represented by a
homogeneous matrix Ji can be expressed as a point ri on its
rotation axis using the parametric equation of a line:

ceqi−1,i=2..i = ri = Eti + siEai (33)

with parameter si. The vector Et represents the position and Ea
the vector of the z axis of Ji. Equation (33) therefore forms
a set of constraint equations. Another constraint set deals
with collisions. The environment is represented by spheres

of diameter ds and the joints by spheres of diameter dj.

ceqk =


0, if ||Etj − Ets|| >

dj + ds
2

dj + ds
2
− ||Etj − Ets||, otherwise

(34)

where k is the number of pairs to be compared – every
joint sphere with every environment sphere. ||Etj − Ets|| is the
distance between those two spheres in the world frame. This
methodology for creating ceqk constraints can be replaced
by some more advanced collision check methods [39]. Con-
straints defined by Equations (33) and (34) are taken for
every given pose. They can also be extended to the collision
check between particular joints if there is such a risk. The
set of optimized variables consists only of the parameters s
for 2nd to nth joint. The principle of finding the collision-free
position of a physical joint is shown in Figure 8. The proposed
solution does change the kinematic parameters for DH or
RPYXYZ representations, but it does not change the kine-
matic structure (placement of the joint axes) of the manip-
ulator, i.e. the kinematic parameters in case of PoE stay the
same.

FIGURE 8. Translation of a physical joint along the axis to avoid the
collision environment (red).

B. MANIPULATOR DESIGN
Path 1 was chosen with a given collision environment visual-
ized in Figure 9(a). It has three poses:

P1 =


0.707 0 0.707 0.45

0 1 0 0.1

−0.707 0 0.707 0.3

0 0 0 1



P2 =


1 0 0 0.3

0 1 0 0.5

0 0 1 0.25

0 0 0 1
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FIGURE 9. Collision environment of the path 1 and optimized kinematic structure.

FIGURE 10. Collision environment of the path 1 and optimized kinematic structure.

P3 =


0 0.707 0.707 0.4

0 0.707 −0.707 −0.15

−1 0 0 0.25

0 0 0 1

 (35)

The synthesis was performed, an interval where the base
of the synthesized robot can be placed was given in XYZ
coordinates as [0.05, 0.3] for X axis, [0.05, 0.2] for Y axis,
and [0.05, 0.3] for Z axis. The units are in meters. PoE
output of the optimal manipulator given by the algorithm is
following:

B =


1 0 0 0.242
0 1 0 0.10
0 0 1 0.24
0 0 0 1

 (36)

M =


0.235 0.282 0.930 −0.231
0.682 0.635 −0.365 −0.115
−0.693 0.720 −0.043 −0.123

0 0 0 1

 (37)

S1 =


−0.469
−0.149
0.87
0
0
0

 ; S2 =


0.185
−0.429
0.884
−0.215
0.104
0.095

 ; S3 =


0.157
0.634
−0.757
0.217
−0.2
−0.123


(38)

whereB is the position of the base frame of the robot,M is the
displacement between the base and the end-effector frame,
and S1..3 are rotational screws.

When reaching pose 2, the structure collides with one
of the walls of the environment as shown in Figure 9(b).
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The methodology described in the previous subsection was
applied to find the collision-free position of the joints. The
joint position optimization result in a simplified collision
environment (spheres only) is visualized in Figure 9(c).

The final robot design is visualized in Figure 10. The
links between the joints were manually modeled and 3D
printed. The motors Dynamixel XH430-V350-R were chosen
for assembly in an experiment to perform the given trajectory.
A video of the robot performing the given task is attached to
this paper and may be found in the supplementary material.
For fast evaluation, the trajectory was planned using the
rapidly-exploring random tree (RRT) algorithm implemented
in MATLAB, which provided ‘‘shaky’’ behavior at some
parts of the path in both simulation and experiment. In future
applications, this problem should be addressed.

VII. CONCLUSION
This study expands our understanding of the synthesis of arbi-
trary kinematic structures of serial robotic manipulators using
numerical optimization. It focuses on the performance of two
main related problems that were not investigated before: what
is the impact of the chosen kinematic representation and what
is the impact of the chosen constraint creation method. Thou-
sands of optimization runs were performed for various paths,
and a broad analysis is provided and discussed. Any random-
ness was avoided in themethodology design. The results were
supported by the application of two different optimization
algorithms, interior point and sequential quadratic program-
ming, with similar outcomes. In the case of robot kinematic
representation (choice between Denavit-Hartenberg param-
eters, Product of Exponentials, and RPYXYZ parameters),
the data show that there is no big difference in terms of
convergence success rate, but the results differ in optimization
time and output manipulator length.

On the other hand, the constraint design method seems to
have a major impact on the convergence success rate. In this
study, six methods and their combinations were investigated
and the success rate differs from 0 to 93 % for the same
input. These results shall be verified for other optimization
algorithms in future work, including global minimum search
methods. Since the implementation of other constraints is not
a challenging task, we encourage other researchers who deal
with the numerical synthesis of kinematic structures to test
their algorithms applying the proposed approach.

In this particular synthesis algorithm, the focus of upcom-
ing research is to expand the objective function to take into
account the parameters of velocity or torque between partic-
ular poses, as implemented in [24], [25]. The issue is that
since the presented approach is a discrete optimization, it is
possible that between two consecutive poses the manipulator
may need to change configuration.

In addition to the overview on the performance
of representations and constraints, this study presents
multi-representation and multi-constraint methodologies that
can combine the results between each other. The applied
optimization algorithm demands an initial estimation of

the optimized values, that is, the guess of the robot kine-
matic structure. Using this multi-representation and multi-
constraint approach, it is possible to apply a relatively good
result from one optimization, where, for example, DH param-
eters were searched for, convert them to PoE, and start
over with a kinematic structure that is already close to the
optimal result, but calculating with a very different approach
–matrix exponentials and screw coordinates instead of partial
transformations. This increases the convergence success rate
and decreases the length of the output manipulator along with
the time needed for optimization.

To verify the results presented, an arbitrary manipulator
was built, and an experiment was carried out along with the
introduction of the split optimization process. The complex
task of finding the optimal manipulator design was divided
into five steps, where the task of finding the kinematic struc-
ture, collision-free performance on a given trajectory, and
dynamics analysis was either demonstrated in this paper or
referenced in existing studies.
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