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#### Abstract

Despite the recent widespread success of machine learning, we still do not fully understand its fundamental limitations. Going forward, it is crucial to better understand learning complexity, especially in critical decision making applications, where a wrong decision can lead to catastrophic consequences. In this thesis, we focus on the statistical complexity of learning unknown linear dynamical systems, with focus on the tasks of system identification, prediction, and control. We are interested in sample complexity, i.e. the minimum number of samples required to achieve satisfactory learning performance. Our goal is to provide finite-sample learning guarantees, explicitly highlighting how the learning objective depends on the number of samples. A fundamental question we are trying to answer is how system theoretic properties of the underlying process can affect sample complexity.

Using recent advances in statistical learning, high-dimensional statistics, and control theoretic tools, we provide finite-sample guarantees in the following settings. i) System Identification. We provide the first finite-sample guarantees for identifying a stochastic partially-observed system; this problem is also known as the stochastic system identification problem. ii) Prediction. We provide the first end-to-end guarantees for learning the Kalman Filter, i.e. for learning to predict, in an offline learning architecture. We also provide the first logarithmic regret guarantees for the problem of learning the Kalman Filter in an online learning architecture, where the data are revealed sequentially. iii) Difficulty of System Identification and Control. Focusing on fully-observed systems, we investigate when learning linear systems is statistically easy or hard, in the finite sample regime. Statistically easy to learn linear system classes have sample complexity that is polynomial with the system dimension. Statistically hard to learn linear system classes have worst-case sample complexity that is at least exponential with the system dimension. We show that there actually exist classes of linear systems, which are hard to learn. Such classes include indirectly excited systems with large degree of indirect excitation. Similar conclusions hold for both the problem of system identification and the problem of learning to control.
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## Abstract

## STATISTICAL LEARNING FOR SYSTEM IDENTIFICATION, ESTIMATION, AND CONTROL <br> Anastasios Tsiamis <br> George J. Pappas

Despite the recent widespread success of machine learning, we still do not fully understand its fundamental limitations. Going forward, it is crucial to better understand learning complexity, especially in critical decision making applications, where a wrong decision can lead to catastrophic consequences. In this thesis, we focus on the statistical complexity of learning unknown linear dynamical systems, with focus on the tasks of system identification, prediction, and control. We are interested in sample complexity, i.e. the minimum number of samples required to achieve satisfactory learning performance. Our goal is to provide finite-sample learning guarantees, explicitly highlighting how the learning objective depends on the number of samples. A fundamental question we are trying to answer is how system theoretic properties of the underlying process can affect sample complexity.

Using recent advances in statistical learning, high-dimensional statistics, and control theoretic tools, we provide finite-sample guarantees in the following settings. i) System Identification. We provide the first finite-sample guarantees for identifying a stochastic partially-observed system; this problem is also known as the stochastic system identification problem. ii) Prediction. We provide the first end-to-end guarantees for learning the Kalman Filter, i.e. for learning to predict, in an offline learning architecture. We also provide the first logarithmic regret guarantees for the problem of learning the Kalman Filter
in an online learning architecture, where the data are revealed sequentially. iii) Difficulty of System Identification and Control. Focusing on fully-observed systems, we investigate when learning linear systems is statistically easy or hard, in the finite sample regime. Statistically easy to learn linear system classes have sample complexity that is polynomial with the system dimension. Statistically hard to learn linear system classes have worst-case sample complexity that is at least exponential with the system dimension. We show that there actually exist classes of linear systems, which are hard to learn. Such classes include indirectly excited systems with large degree of indirect excitation. Similar conclusions hold for both the problem of system identification and the problem of learning to control.
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## Chapter 1

## Introduction

In the last decade, we have witnessed an unprecedented growth of machine learning and artificial intelligence applications. Renewed interest was sparked by the successful deployment of deep learning in tasks like computer vision (Krizhevsky et al., 2012), recommendation systems (Zhang et al., 2019), natural language processing (Young et al., 2018), biology (Jumper et al., 2021), and finance (Heaton et al., 2017). This success was also accelerated by the availability of large-scale data and specialized hardware. It is more accessible than ever to apply machine learning tools in any task with potential real-world impact.

However, despite its potential, it is still challenging to apply machine learning in certain settings, especially when dealing with critical physical applications involving decision making, e.g. self-driving cars, autonomous systems etc. Reinforcement learning has been effectively used to control systems in structured environments, e.g. in games (Silver et al., 2017), robotic manipulation in the lab (Levine et al., 2016), and simulated physics tasks (Lillicrap et al., 2015) to name a few. However, unless the environment is structured, e.g. games, simulators, or the lab, it is a very challenging problem to guarantee safe deployment of machine learning systems in real world decision and control systems. Without any guarantees, in the worst case there could be unpredictable consequences leading to system failure. Naturally, a question that arises is can we learn to control systems with guarantees? What are the fundamental limitations of learning in the context of control systems?

In this thesis, we take a step towards studying the limitations of learning in the context of control systems. We focus on linear systems driven by stochastic noise. Linear systems are simple enough to allow for an in-depth theoretical analysis, yet exhibit sufficiently rich behavior so that we can draw conclusions about control of more general system classes (Recht, 2019). Even in this simple setting, understanding learning limitations is quite challenging and highly non-trivial.

There are many different aspects of learning complexity. From a computational point of view, a learning task is difficult if it requires a lot of computational resources. From a statistical point of view, the difficulty of learning is captured by the amount of data needed to achieve satisfactory performance. In this thesis, we are interested in the latter, i.e. the statistical difficulty of learning in stochastic control systems.

Typically, there are two main tasks in stochastic control systems, the prediction and the regulation problem. In the former task, our goal is to predict the state of the underlying physical process based on noisy measurements, while in the latter our goal is to drive the process to a desired set-point or trajectory based on state feedback. Traditionally, the implementation of both procedures requires a model of the underlying system. However, in reality, the system might be unknown and we might not have access to such a model. This might happen if, for example, the physics are complex or some parameters are uncertain. In this case, we need to learn how to do control/prediction based on data.

Of course, the problem of learning unknown linear dynamical systems from data was studied extensively before in the context of system identification (Ljung, 1999) and adaptive control (Goodwin et al., 1981), long before the recent resurgence of machine learning. The convergence and statistical properties of such algorithms has been well understood in the asymptotic regime, i.e. when we have an infinite number of samples. However, in reality we only have access to a finite number of samples. In the finite-sample regime, tools like the Central Limit Theorem, can be only applied heuristically, while any existing rigorous results are conservative (Vershynin, 2018). Besides, under the big-O notation, it is not always clear how the learning performance depends on various system theoretic properties. Hence, there
is a gap in our theoretical understanding of the statistical complexity of learning.
With the advances in statistical learning and high-dimensional statistics (Vershynin, 2018), there has been a recent shift of focus from asymptotic analysis with infinite data to statistical analysis with finite data (Matni \& Tu, 2019; Matni et al., 2019). Inspired by this recent line of work, the goal of this thesis is to contribute towards a finite-sample complexity theory for dynamical systems learning. We aim to understand the relation between the number of samples and accuracy of control/prediction. We are also interested in understanding how system theoretic properties affect statistical learning difficulty. Towards this goal, we leverage modern statistical learning results (Vershynin, 2018) to bypass the limitations of asymptotic tools. Such tools should be applied carefully since the learning and control components interact with each other. Besides, time-series data are highly correlated, unlike the standard statistical learning setting where the collected samples are independent (Shalev-Shwartz \& Ben-David, 2014).

### 1.1 Learning unknown linear systems

In this thesis, we focus on unknown linear systems of the form:

$$
\begin{align*}
x_{k+1} & =A x_{k}+B u_{k}+w_{k}  \tag{1.1}\\
y_{k} & =C x_{k}+v_{k},
\end{align*}
$$

where $x_{k}$ is the state, $u_{k}$ is the control input, and $y_{k}$ is the measured output. The noise signals $w_{k}, v_{k}$ represent the process and measurement noise respectively. Typically, we have access to an input-output data-set of length $N$, where $N$ denotes the number of samples; the data can belong to either a single trajectory or multiple trajectories. Since system (1.1) is unknown, we have to use data in order to learn how to control the system or predict its evolution. Our main focus in this thesis is how the number of samples $N$ affects learning performance. Of course learning performance can vary since there are many different learning methods that we can deploy. The selection of learning method depends
on the nature of the data but also on our own engineering choices. Below, we list some of the most important conceptual and architectural distinctions.

Model-based versus model-free learning. One way to control or predict the evolution of system (1.1) is to first learn a model, i.e. estimate the unknown parameters $A, B, C$ and potentially the noise profiles from data. This problem is of independent interest and has been known as the system identification problem Ljung (1999). After obtaining the model, we can design a controller or a filter. Any method that uses some kind of a model representation in order to control or predict system (1.1), will be called a model-based method. At the other end, we have model-free learning methods. In this case, we directly parameterize the control policy or the predictor based on some parameter, say $\theta$, and use the data to find a value of $\theta$ that leads to good control/prediction performance. Of course, the distinction between model-based and model-free methods goes beyond the class of linear systems. It is a design choice whether to choose the former or the latter as both have advantages and disadvantages. For example, model-based methods can be more interpretable for some systems; also it might be easier to argue about robustness or guarantees once we have a model. However, if the assumed model class is wrong, the introduced bias might affect control performance significantly. Such methods are paired well with Model Predictive Control implementations. On the other hand, model-free methods might be more suitable for complex control tasks, but they might require more samples. Such methods have been studied in the model-free Reinforcement Learning literature. In this thesis we focus mostly on model-based methods.

Offline versus online learning. An important architectural distinction is whether learning is performed offline or online. In the offline setting, we have access to pre-collected input-output data. We perform learning once and we deploy the learned controller or predictor without using any of the new data that become available as the system is evolving. Learning and decision making happen in separate steps. In the online setting, at every time step the new measurement data $y_{t}$ are revealed sequentially, and only after the con-
troller applies input $u_{t-1}$ or we make a prediction $\hat{y}_{t}$. Learning and decision making occur and interact simultaneously. The problem of learning to control/predict (1.1) online is also known as the adaptive control/filtering problem in the control theoretic literature. In principle, the online learning setting seems superior since the learning algorithm can adapt to changes in the dynamics or the environment. However, deploying adaptive algorithms in practice has proved to be challenging; because of their complexity, they might lead to unpredictable and abrupt behaviors (Anderson \& Dehghani, 2007), unless we carefully tune their parameters (Moden, 1995).

Statistical versus adversarial learning. In the stochastic noise setting, the process and measurement noises $w_{k}, v_{k}$ are randomly generated, typically independent from the control inputs $u_{k}$. In this case, the noise does not act against the control/prediction objective but it corrupts the measurement data, reducing learning accuracy. The name statistical learning suggests that we are dealing with stochastic noise. In the adversarial noise (adversarial learning) setting, the process and measurement noises $w_{k}, v_{k}$ corrupt the process and the measurements to actively obstruct the learning algorithm. In practice, it is a design choice whether we assume that the noise is stochastic or adversarial. Typically, the former choice prioritizes performance, while the latter prioritizes safety.

### 1.2 Contributions

In this thesis, we focus on the model-based statistical learning paradigm, where the uncertainty is stochastic. Our contributions can be divided into two main themes: i) Statistical Learning of the Kalman Filter and ii) Statistical Difficulty of Learning Linear Systems.

Statistical Learning of the Kalman Filter In the first part of this thesis, we study the finite-sample complexity of learning the Kalman Filter, i.e. we focus on the problem of prediction. Prediction is a critical component of decision making. It is also the main task of interest in the case of time-series data, i.e. when $B=0$ in (1.1).

When system (1.1) is known with known noise statistics, we can employ the celebrated Kalman filter which is the optimal predictor, namely it minimizes the mean square prediction error. The stability and statistical properties of the Kalman filter have been well studied when the system model is known. However, when the model is unknown, we have to learn how to predict from data. Our goal is to learn a data-based predictor that competes with the Kalman Filter that has access to the true underlying model.

Here, we study this scenario, and provide finite-data prediction guarantees. We consider both an offline and an online learning architecture. In the offline architecture-see Chapters 3 , 4, we perform system identification based on pre-collected data followed by a filter design stage. In the online learning architecture-see Chapter 5 we simultaneously predict and update the model continuously.

Our contributions are the following.

1. Finite-Sample Analysis of Stochastic Identification. We perform, to the best of our knowledge, the first finite sample analysis of identifying an unknown autonomous LTI system (1.1), with $B=0$, also known as the stochastic system identification problem (Van Overschee \& De Moor, 2012). We provide the first finite-sample guarantees for the estimation of matrices $A, C$ as well as the Kalman filter gain of (1.1). We show that we can achieve a finite-sample statistical rate of $O(1 / \sqrt{ } N)$, up to logarithmic factors, where $N$ is the number of samples. More details can be found Chapter 3.
2. Offline Learning Guarantees. We provide, to the best of our knowledge, the first end-to-end sample complexity bounds for the Kalman Filtering of an unknown system, in the case of offline learning. In particular, we show that the mean square error between our data-driven predictor and the Kalman Filter with access to the true model is, with high probability, bounded by $O(1 / \sqrt{N})$, where $N$ is the number of samples collected in the system identification step. More details can be found Chapter 4.
3. Online Learning Guarantees. To capture the finite-sample suboptimality of online
prediction, we adopt the notion of regret (Cesa-Bianchi \& Lugosi, 2006). It measures how far our online predictions are from the optimal Kalman Filter predictions that has access to the full system model. We define a notion of regret that has a natural, system theoretic interpretation. The prediction error of an online prediction algorithm is compared against the prediction error of the Kalman filter that has access to the exact model, which is allowed to be arbitrary. We present the first online prediction algorithm with provable logarithmic regret upper bounds for the classical Kalman Filter. In fact, we prove that with high probability the regret of our algorithm is of the order of $\tilde{O}(1)$, where $\tilde{O}$ hides poly $\log N$ terms, where $N$ is the number of observations collected so far. More details can be found Chapter 5 .

The material is based on our recent works Tsiamis \& Pappas (2019); Tsiamis et al. (2020); Tsiamis \& Pappas (2020).

Statistical Difficulty of Learning Linear Systems In our second part, we study when learning is statistically easy or hard in the case of fully observed linear systems (1.1) with $y_{k}=x_{k}$. In Chapter 6, we study the difficulty of system identification. We define as statistically easy, classes of systems whose finite-sample complexity is polynomial with the system dimension. Most prior research in the finite-sample analysis of fully observed systems falls in this category by assuming system (1.1) is fully excited by the process noise $w_{k}$. We define as statistically hard, classes of linear systems whose worst-case sample complexity is at least exponential with the system dimension, regardless of the learning algorithm. Using tools from minimax theory, we show that classes of linear systems which are statistically hard to learn do indeed exist. Such system classes include indirectly excited systems with large degree of indirect excitation, also known as controllability index. As we show in Chapter 6, structural properties like the controllability index can crucially affect learnability, determining whether a problem is hard or not. In Chapter 7, we extend these results to the problem of learning to control linear systems. In summary, our contributions are the following.

1. Exponential sample complexity of system identification is possible. We identify classes of under-actuated linear systems whose worst-case sample complexity increases exponentially with the state dimension $n$ regardless of learning algorithm (see Chapter 6). These hardness results hold even for robustly controllable systems.
2. Stabilization from data can exhibit exponential sample complexity. We extend the previous results to the problem of stabilizing a system from data (see Chapter 7). We show that certain classes of under-actuated linear systems might exhibit worst-case sample complexity which increases exponentially with the state dimension $n$ regardless of stabilization algorithm.
3. The regret of the online LQR problem can be exponential We also study the difficulty of the online learning of the Linear Quadratic Regulator (LQR). We show that the regret of online LQR can scale exponentially with the dimension as $\exp (n) \sqrt{T}$, where $T$ is the number of samples collected so far (see Chapter 7) and $n$ is the state dimension of the system. Once again, this behavior can arise in the case of under-actuated systems, which are in general hard to control.
4. Controllability index affects sample-complexity/regret. We prove that under some standard algorithms, the sample complexity of identification is upper-bounded by an exponential function of the system's controllability index (see Chapter 6). Similar results hold for the sample complexity of stabilization and the regret of the online LQR (see Chapter 7). This implies that if the controllability index is small $O(1)$ (with respect to the dimension $n$ ), then learning is guaranteed to be easy.

The material of Chapter 6 is based on our recent paper (Tsiamis \& Pappas, 2021). At the time of writing this thesis, the material of Chapter 7 was submitted for publication (Tsiamis et al., 2022).

### 1.3 Related work

Asymptotic analyses Control theory has a long history studying the statistical properties of system identification (Ljung, 1999), adaptive control (Åström \& Wittenmark, 1973; Goodwin et al., 1981), and adaptive filtering (Lai \& Ying, 1991). Until recently, the main focus was providing guarantees in the asymptotic regime, when the number of collected samples $N$ tends to infinity. In the finite-sample regime, tools like the Central Limit Theorem, can be only applied heuristically, while any existing rigorous results are conservative (Vershynin, 2018). Besides, under the big-O notation, it is not always clear how the learning performance depends on various system theoretic properties. Some more recent work in the asymptotic regime can be found in Wang \& Janson (2021); Lu \& Mo (2021).

Finite-sample analysis of system identification The first works on the finite-sample analysis of system identification appeared in the 90s (Dahleh et al., 1993; Poolla \& Tikku, 1994; Weyer et al., 1999) and 2000s (Campi \& Weyer, 2002; Vidyasagar \& Karandikar, 2008). After the papers by Abbasi-Yadkori \& Szepesvári (2011) and Dean et al. (2017), there has been a resurgence of interest. Over the past years there have been significant advances in understanding finite sample system identification for both fully-observed systems Simchowitz et al. (2018); Faradonbeh et al. (2018a); Sarkar \& Rakhlin (2018); Fattahi et al. (2019); Jedra \& Proutiere (2019); Wagenmaker \& Jamieson (2020) as well as partially-observed systems Oymak \& Ozay (2018); Sarkar et al. (2019); Simchowitz et al. (2019); Tsiamis \& Pappas (2019); Lee \& Lamperski (2020); Zheng \& Li (2020); Lee (2020); Lale et al. (2020b). A tutorial can be found in Matni \& Tu (2019). The above approaches offer mainly dataindependent bounds which reveal how the state dimension $n$ and other system theoretic parameters affect the sample complexity of system identification qualitatively. This is different from finite sample data-dependent bounds-see for example bootstrapping Dean et al. (2017) or Carè et al. (2018), which might be more tight and more suitable for applications but do not necessarily reveal this dependence.

Prediction In Tsiamis et al. (2020); Lee \& Zhang (2020) the problem of end-to-end prediction guarantees was studied, in an offline learning architecture. Online prediction was studied in the case of systems without internal states (such as ARMA - autoregressive moving average) Anava et al. (2013). Prediction of observations generated by state space models in the case of exogenous inputs and adversarial noise but with a bounded budget was studied in Hazan et al. (2018). Recently, Kozdoba et al. (2019) introduced regret bounds for the Kalman Filter in the restricted context of scalar and bounded observations. The regret is shown to be of the order of $\sqrt{N}$ along with a small linear term. Here, we improve the state of the art to logarithmic bounds for general observations. Concurrently and independently Ghai et al. (2020) also proved logarithmic regret bounds for the Kalman Filter. Our analysis here is different focusing on persistency of excitation, which can also provide simultaneous parameter estimation guarantees. After our work Tsiamis \& Pappas (2020), regret bounds were extended to the case where the Kalman Filter closed-loop matrix is close to instability Rashidinejad et al. (2020).

Sample Complexity of Learning Feedback Laws. The sample complexity of learning (stabilizing) feedback laws from data was studied before in the case of stochastic (Dean et al., 2017; Tu et al., 2017; Faradonbeh et al., 2018b; Mania et al., 2019) as well as adversarial (Chen \& Hazan, 2021) disturbances. The standard paradigm has been to perform system identification, followed by a robust control or certainty equivalent gain design. Typically, apart from stability, another goal is to also achieve as good control performance as the optimal LQR controller that has access to the true model Dean et al. (2017); Mania et al. (2019). Similar issues were studied in the partially observed setting (Zheng et al., 2021).

Online Control Recently, there have been important results addressing the online learning of the Linear Quadratic Regulator (LQR) problem Abbasi-Yadkori \& Szepesvári (2011); Faradonbeh et al. (2020b); Ouyang et al. (2017b); Dean et al. (2018); Mania et al. (2019); Cohen et al. (2019). The best regret for LQR is sublinear and of the order of $\tilde{O}(\sqrt{N})$, where
$N$ is the numbers of state samples collected; an in-depth survey can be found in Matni et al. (2019). It was shown recently that this rate is in fact tight; in the worst case, the regret is indeed of the order of $\Omega(N)$ Simchowitz \& Foster (2020); Ziemann \& Sandberg (2020). Online control of linear systems has also been studied in the case of more general convex consts Plevrakis \& Hazan (2020). When the system model is known, then the Kalman filter is the dual of the Linear Quadratic Regulator, suggesting that this duality can be exploited in deriving learning guarantees for the Kalman filter. However, when the system model is unknown, the Linear Quadratic Regular and the Kalman filter are not dual problems. As the state is fully observed in LQR, the system identification reduces to a simple least squares problem. In the Kalman filter case, the state is partially observed resulting in non-convex system identification problems requiring us to consider a different approach.

A different line of work studies adaptive stabilization of unstable systems in the setting of noiseless (Talebi et al., 2021) or noisy (Faradonbeh et al., 2018b) systems.

## Part I

## Statistical Learning of the Kalman

## Filter

## Chapter 2

## Introduction and Background

The celebrated Kalman Filter (Anderson \& Moore, 2005; Kailath et al., 2000) has been a fundamental approach for estimation and prediction of time-series data, with diverse applications ranging from control systems and robotics (Bertsekas, 2017; Durrant-Whyte \& Bailey, 2006) to computer vision (Coskun et al., 2017), economics (Harvey, 1990; Bauer \& Wagner, 2002), and machine learning. Given a known system model with known noise statistics, the Kalman Filter predicts future observations of a partially observable dynamical process by filtering past observations. A well-studied setting is the case of autonomous linear time invariant (LTI) systems driven by Gaussian noise:

$$
\begin{align*}
x_{k+1} & =A x_{k}+w_{k}  \tag{2.1}\\
y_{k} & =C x_{k}+v_{k},
\end{align*}
$$

where $x_{k}$ is the internal state, $y_{k}$ are the observations (measurements), $w_{k}$ is the Gaussian process noise, and $v_{k}$ is the Gaussian measurement noise. In this setting, the Kalman Filter is optimal in the sense that it minimizes the mean square prediction error of the state/observations. Since Kalman's seminal paper (Kalman, 1960), the stability and statistical properties of the Kalman Filter have been well studied when system (2.1) is known.

In reality, in many practical cases of interest (e.g., tracking moving objects, stock price forecasting), the system model (2.1) is unknown, and we have to learn how to predict based
on data. However, learning to predict unknown partially observable systems is a significantly more challenging problem. Even in the case of linear systems, learning directly the model parameters of the system results in nonlinear, non-convex problems (Yu et al., 2018). Besides, learning the system under finite samples, inevitably introduces parametric errors in model (2.1), which leads to a KF with suboptimal prediction performance (El Ghaoui \& Calafiore, 2001).

In this part, we study exactly this scenario, and provide finite-sample prediction guarantees for the Kalman filtering of an unknown autonomous LTI system (2.1). We consider two possible architectures: a) an offline learning scheme, where we perform system identification based on batch data followed by a filter design stage-see Chapters 3,$4 ; \mathrm{b}$ ) an online learning scheme, where we simultaneously predict and update the model continuously-see Chapter 5.

In this chapter, we provide a brief high-level overview of the offline/online learning architectures. We also review for completeness, some well-known properties of the Kalman Filter in Section 2.3.

### 2.1 Offline learning architecture

In the offline learning architecture-see Fig. 2.1, we have access to batch observation data $y_{0}, \ldots, y_{N}$ collected offline, where $N$ is the number of data. Based on the collected samples, we learn a Kalman Filter for system (2.1), which predicts the system's state. In this architecture, the learning and the prediction phases are decoupled. As shown in Fig. 2.1, the online data are only used for prediction. For the learning phase, we consider the following simple two step procedure, which has been a standard paradigm in control theory. In the first step, using system identification tools rooted in subspace methods, we obtain finitedata estimates of the state-space parameters, and Kalman gain describing system (2.1). Then, in the second step, we use these approximate parameters to design a filter which predicts the system state.

Note that in this offline architecture, we only perform learning once. As a result, we


Figure 2.1: Offline Learning Architecture. In the offline architecture, we learn a filter $\mathcal{F}_{N}$ once based on batch offline collected data. First, we learn a model of the system based on system identification, and then we perform filter design to obtain a (suboptimal) filter $\mathcal{F}_{N}$. Second, we deploy the filter for prediction. The learning and prediction phases are decoupled. The online data are only used for prediction.
cannot adapt to changes in the dynamics or the environment. Hence, offline learning is more suitable for applications where the environment is in steady-state or does not change significantly. Nonetheless, offline learning algorithms are more simple, they are easier to analyze, and they lead to more predictable behaviors when deployed online.

Here, our goal is to provide finite-sample guarantees for the prediction performance of the offline learning architecture. We study the stages of system identification and filter design separately in Chapter 3 and Chapter 4 respectively. The material is based on the publications Tsiamis \& Pappas (2019); Tsiamis et al. (2020). Our contributions are summarized as follows. More details can be found in Chapters 3, 4.
i) We perform the first finite-sample analysis of identifying the stochastic system (2.1), also known as the stochastic system identification problem (Van Overschee \& De Moor, 2012). We provide the first non-asymptotic guarantees for the estimation of matrices $A, C$ as well as the Kalman Filter gain of (2.1).
ii) We analyze the sensitivity to modeling error of the filter design phase. We show that if the system identification step produces sufficiently accurate estimates, or if the underlying true Kalman Filter is sufficiently robust, then the data-based Kalman Filter enjoys near optimal mean square prediction error.
iii) We integrate the above results with the finite-data system identification guarantees, to provide, to the best of our knowledge, the first end-to-end sample complexity bounds for the Kalman filtering of an unknown system. In particular, we show that the mean square


Figure 2.2: Online Learning Architecture. In the online architecture, the data are revealed sequentially. Learning and prediction are performed simultaneously and continuously. Since we continuously adapt to the data, the filter $\mathcal{F}_{t}$ changes with time $t$. Unlike the offline architecture, the learning data are also used for prediction.
prediction error of the data-based Kalman Filter produced by the two step offline procedure is, with high probability, bounded by $\tilde{O}(1 / \sqrt{N})$, where $N$ is the number of samples collected in the system identification step.

### 2.2 Online learning architecture

In the online learning architecture-see Fig. 2.1, the data are revealed sequentially. At each time step we use the new information to both adapt and predict. Learning and prediction are performed simultaneously and continuously using the same data-set. From a machine learning perspective this problem has been known as the online learning problem, while from a control theoretic perspective this problem has been known as the adaptive (Kalman) filtering problem. Similar to the offline case, our learning algorithm is based system identification techniques, properly modified to account for the online adaptation. The advantage of the online architecture is that the learning algorithm can adapt to changes in the dynamics or the environment. However, online learning algorithms are more complex in general and might be more challenging to analyze.

In Chapter 5, we provide finite-sample guarantees for the prediction performance of the online architecture. The material is based on our preprint Tsiamis \& Pappas (2020). To capture the finite-sample suboptimality of online prediction, we adopt the notion of regret Cesa-Bianchi \& Lugosi (2006). It measures how far our online predictions are from the optimal Kalman Filter predictions that has access to the full system model. Our goal is to find an online prediction algorithm that has provably small regret. Our technical contributions are (for more details see Chapter 5):
i) System theoretic regret. We define a notion of regret that has a natural, system
theoretic interpretation. The prediction error of an online prediction algorithm is compared against the prediction error of the Kalman Filter that has access to the exact model.
ii) Logarithmic regret for the Kalman Filter. We present the first online prediction algorithm with provable logarithmic regret upper bounds. In particular, we prove that with high probability the regret of our algorithm is of the order of $\tilde{O}(1)$, where $\tilde{O}$ hides poly $\log N$ terms, where $N$ is the number of observations collected. Our regret guarantees hold for the class of non-explosive systems, which includes marginally stable linear systems.
iii) Learning gap between LQR and Kalman Filter: One of the implications of our bounds is that learning to predict observations like the Kalman Filter is provably easier than solving the online Linear Quadratic Regulator (LQR) problem, which in general requires $\Omega(\sqrt{N})$ regret Simchowitz \& Foster (2020); Ziemann \& Sandberg (2020). This might not be surprising due to the fact that, in the case of exogenous inputs, we need to inject exploratory signals into the system.

### 2.3 Kalman Filter preliminaries

Consider system (2.1), where $x_{k} \in \mathbb{R}^{n}$ is the system state, $y_{k} \in \mathbb{R}^{m}$ is the output, $A \in \mathbb{R}^{n \times n}$ is the system matrix, $C \in \mathbb{R}^{m \times n}$ is the output matrix, $w_{k} \in \mathbb{R}^{n}$ is the process noise, and $v_{k} \in \mathbb{R}^{m}$ is the measurement noise. The noises $w_{k}, v_{k}$ are assumed to be i.i.d. zero mean Gaussian, with covariance matrices $Q$ and $R$ respectively, and independent of each other. The initial state $x_{0}$ is also assumed to be zero mean Gaussian, independent of the noises, with covariance $\Sigma_{0}$. Matrices $A, C, Q, R, \Sigma_{0}$ are initially unknown.

Let $\mathcal{F}_{k} \triangleq\left\{y_{0}, \ldots, y_{k}\right\}$ be the filtration generated by the observations up to time $k$. Let $\mathcal{L}_{2}^{d}\left(\mathcal{F}_{k}\right)$ denote the space of square integrable, $\mathcal{F}_{k}$-measurable random vectors in $\mathbb{R}^{d}$, for some dimension $d$. Then, the minimum mean square error predictor is defined as:

$$
\begin{aligned}
& \hat{y}_{k+1} \triangleq \arg \min _{z \in \mathcal{L}_{2}^{m}\left(\mathcal{F}_{k}\right)} \mathbb{E}\left\|y_{k+1}-z\right\|_{2}^{2} \\
& \hat{x}_{k+1} \triangleq \arg \min _{z \in \mathcal{L}_{2}^{n}\left(\mathcal{F}_{k}\right)} \mathbb{E}\left\|x_{k+1}-z\right\|_{2}^{2}
\end{aligned}
$$

In the case of Gaussian noise, the above optimal predictors admit a closed-form expression, which is the celebrated Kalman Filter

$$
\begin{aligned}
\hat{x}_{k+1} & =A \hat{x}_{k}+K_{k}\left(y_{k}-\hat{y}_{k}\right), \quad \hat{x}_{0}=0 \\
\hat{y}_{k+1} & =C \hat{x}_{k+1} \\
P_{k+1} & =A P_{k} A^{*}+Q-A P_{k} C^{*}\left(C P_{k} C^{*}+R\right)^{-1} C P A^{*}, \quad P_{0}=\Sigma_{0} \\
K_{k} & =A P_{k} C^{*}\left(C P_{k} C^{*}+R\right)^{-1},
\end{aligned}
$$

where $K_{k}$ is the Kalman Filter gain. Matrix $P_{k}=\mathbb{E}\left(x_{k}-\hat{x}_{k}\right)\left(x_{k}-\hat{x}_{k}\right)^{*}$ is the state prediction error covariance and satisfies a standard Riccati recursion.

For the Kalman Filter to be stable and well-behaved we typically make the following standard observability assumption.

Assumption 2.1. The pair $(A, C)$ is detectable, $\left(A, Q^{1 / 2}\right)$ is stabilizable and $R$ is strictly positive definite.

Under the above assumption, the Kalman Filter converges exponentially to its steadystate, in the sense that the second order statistics converge.

Proposition 2.1 (KF convergence Anderson \& Moore (2005)). Consider system (2.1) under Assumption 2.1. The Kalman gain $K_{k}$ and the covariance $P_{k}$ converge exponentially fast to their respective limits, which are well-defined

$$
\lim _{k \rightarrow \infty} K_{k}=K, \quad \lim _{k \rightarrow \infty} P_{k}=P
$$

The steady-state gain is given by

$$
\begin{equation*}
K=A P C^{*}\left(C P C^{*}+R\right)^{-1}, \tag{2.2}
\end{equation*}
$$

while $P$ is the unique stabilizing solution ${ }^{1}$ to

$$
\begin{equation*}
P=(A-K C) P(A-K C)^{*}+Q+K R K^{*} . \tag{2.3}
\end{equation*}
$$

As a result, the closed-loop matrix $A-K C$ is stable, i.e. it has spectral radius $\rho(A-K C)<1$.

The above expressions can be simplified if the initial covariance $\Sigma_{0}$ is chosen such that we start from steady state.

Corollary 2.1 (KF steady-state Anderson \& Moore (2005)). Consider system (2.1) under Assumption 2.1. Let $\Sigma_{0}=P$, where $P$ is the solution to the algebraic Riccati equation (2.3). Define the innovation process:

$$
\begin{equation*}
e_{k} \triangleq y_{k}-\hat{y}_{k} \tag{2.4}
\end{equation*}
$$

Then, the Kalman Filter recursion is simplified to:

$$
\begin{align*}
\hat{x}_{k+1} & =A \hat{x}_{k}+K e_{k}, \quad \hat{x}_{0}=0  \tag{2.5}\\
y_{k} & =C \hat{x}_{k}+e_{k}
\end{align*}
$$

We conclude this brief section with some interesting observations about the Kalman Filter and we also highlight two of its fundamental properties.

Remark 1 (equivalent representation). The Kalman Filter (2.5) is also sometimes called predictor form (or innovation form) of system (2.1) in the system identification literature. Interestingly, under Assumption 2.1 and $\Sigma_{0}=P$, systems (2.1), (2.5) are indistinguishable from the perspective of the outputs/observations; both systems can produce observations with identical distributions. Hence, we can view (2.5) as an alternative system representation. This implies that if system (2.1) is completely unknown, then we might have multiple systems that explain the same observations. In other words, the representation of the statistics of the observations is not unique, even if we keep $A$ the same.

Remark 2 (KF properties). Consider the steady-state Kalman Filter (2.5). Two of the

[^1]properties that make it desirable are i) stability, and ii) the orthogonality principle. Stability of the Kalman Filter follows from observability ( Assumption 2.1) and implies that the innovation sequence $e_{k}$ can reach steady-state. The orthogonality principle states that the innovation process $e_{k}$ is orthogonal, i.e. $\mathbb{E} e_{k} e_{t}^{*}=0$ for $k \neq t$. However, by Gaussianity of $e_{k}$, this will also imply that the sequence $e_{k}$ is independent. In addition, since we are at steady state, the innovation $e_{k}$ is an i.i.d. sequence.

## Chapter 3

## Finite Sample Analysis of

## Stochastic System Identification

### 3.1 Introduction

In this chapter, we study the finite-sample complexity of system identification in the case of stochastic systems. Recall from Chapter 2 that stochastic systems have the following form:

$$
\begin{align*}
x_{k+1} & =A x_{k}+w_{k}  \tag{3.1}\\
y_{k} & =C x_{k}+v_{k}
\end{align*}
$$

namely the state is only driven by noise and we have no exogenous inputs. Our approach will serve as the backbone of our analysis for both the offline and the online architecture. Before we present the problem formulation, let us give a brief historical overview.

Most identification methods (Ljung, 2010) for linear systems either follow the prediction error approach (Ljung, 1999) or the subspace method (Van Overschee \& De Moor, 2012; Verhaegen \& Verdult, 2007). The prediction error approach is usually non-convex and directly searches over the system parameters $A, B, C, D$ by minimizing a prediction error cost. The subspace approach is a convex one; first, Hankel matrices of the system are estimated, then, the parameters are realized via steps involving singular value decom-
position (SVD). Methods inspired by machine learning have also been employed (Chiuso \& Pillonetto, 2019). In this thesis, we focus on the subspace identification approach-see (Qin, 2006) for an overview.

The asymptotic statistical properties of subspace algorithms have been well-studied in the stationary regime (Deistler et al., 1995; Peternell et al., 1996; Viberg et al., 1997; Jansson \& Wahlberg, 1998; Knudsen, 2001; Bauer et al., 1999; Chiuso \& Picci, 2004). In (Deistler et al., 1995; Peternell et al., 1996), it is shown that the identification error can decay as fast as $O(1 / \sqrt{N})$ up to logarithmic factors, where $N$ is the number of data. In (Bauer et al., 1999; Chiuso \& Picci, 2004) Central Limit Theorems for the identification errors are established. The aforementioned results rely on the assumption of asymptotic stability (spectral radius $\rho(A)<1$ ) and hold as the number of data $N$ grows to infinity. In the non-stationary case, subspace identification for a subclass of marginally stable systems was considered in Bauer \& Wagner (2002), where it is shown that consistency can be guaranteed asymptotically if the unit circle eigenvalues of $A$ are all equal to 1 with simple Jordan blocks.

From a machine learning perspective, finite sample analysis has been a standard tool for comparing algorithms in the non-asymptotic regime. A series of papers Faradonbeh et al. (2018a); Simchowitz et al. (2018); Sarkar \& Rakhlin (2018); Fattahi et al. (2019) studied the finite sample properties of system identification from a single trajectory, when the system state is fully observed $(C=I)$. Finite sample results for partially observed systems $(C \neq I)$, which is a more challenging problem, appeared recently in Oymak \& Ozay (2018); Simchowitz et al. (2019); Sarkar et al. (2019). These papers provide a non-asymptotic convergence rate of $1 / \sqrt{N}$ (up to logarithmic factors) for the recovery of matrices $A, B, C, D$ up to a similarity transformation. The results rely on the assumption that the system can be driven by external inputs, i.e. $B, D \neq 0$. In Simchowitz et al. (2019), it was shown that consistency can be achieved even for arbitrary marginally stable systems, where $\rho(A) \leq 1$. Sample complexity of prediction error methods has also been considered Weyer et al. (1999); Campi \& Weyer (2002); Vidyasagar \& Karandikar (2008); Hazan et al. (2018); Hardt et al. (2018), where the main metric is prediction performance. Finite sample properties of system
identification algorithms have also been used in robust and adaptive control Dean et al. (2017); Rantzer (2018). The dual problem of Kalman filtering has not been studied yet in this context; preliminary results for scalar observations appeared in Kozdoba et al. (2019).

In this thesis, we perform the first finite sample analysis of identifying system (3.1) in the case $B, D=0$, when we have no inputs, also known as stochastic system identification (SSI) Van Overschee \& De Moor (2012). We provide the first non-asymptotic guarantees for the estimation of matrices $A, C$ as well as the Kalman filter gain of (3.1). Similar to Sarkar \& Rakhlin (2018); Oymak \& Ozay (2018), the analysis is based on new tools from machine learning and statistics Vershynin (2018); Abbasi-Yadkori et al. (2011); Tu et al. (2016). As in Weyer et al. (1999); Campi \& Weyer (2002); Vidyasagar \& Karandikar (2008); Faradonbeh et al. (2018a); Simchowitz et al. (2018); Sarkar \& Rakhlin (2018); Fattahi et al. (2019); Oymak \& Ozay (2018); Simchowitz et al. (2019); Sarkar et al. (2019), we focus on data-independent bounds, i.e. bounds which reveal how the identification error depends on the number of data $N$, and the system's and algorithm's parameters. An alternative approach is to derive data-dependent bounds, see for example Carè et al. (2018). Such bounds could potentially be more tight, however it is not yet clear how they vary with the number of data $N$. In summary, our main contributions are:

- To the best of our knowledge, we provide the first finite sample upper bounds in the case of stochastic system identification, where we have no inputs and the system is only driven by noise. We also provide the first finite sample guarantees for the estimation error of the Kalman filter gain.
- We prove that the outputs of the system satisfy persistence of excitation in finite time with high probability. This result is fundamental for the analysis of many subspace identification algorithms which use outputs as regressors.
- We show that we can achieve a non-asymptotic learning rate of $O(\sqrt{1 / N})$ up to logarithmic factors in the case of general marginally stable systems $\rho(A)=1$, generalizing the asymptotic results of Bauer \& Wagner (2002). The learning rate is also
valid in the case of repeated unit circle eigenvalues, when the system is unstable but non-explosive. For stable systems $(\rho(A)<1)$, the non-asymptotic learning rate is consistent with classical asymptotic results Deistler et al. (1995).


### 3.2 Problem formulation

Consider system (3.1), where $x_{k} \in \mathbb{R}^{n}$ is the system state, $y_{k} \in \mathbb{R}^{m}$ is the output, $A \in \mathbb{R}^{n \times n}$ is the system matrix, $C \in \mathbb{R}^{m \times n}$ is the output matrix, $w_{k} \in \mathbb{R}^{n}$ is the process noise, and $v_{k} \in \mathbb{R}^{m}$ is the measurement noise. The noises $w_{k}, v_{k}$ are assumed to be i.i.d. zero mean Gaussian, with covariance matrices $Q$ and $R$ respectively, and independent of each other. The initial state $x_{0}$ is also assumed to be zero mean Gaussian, independent of the noises, with covariance $\Sigma_{0}$.

Assumption 3.1. Matrices $A, C, Q, R, \Sigma_{0}$ are initially unknown. The order of the system $n$ is known ${ }^{2}$. The spectral radius $\rho(A)$ of $A$ is $\rho(A) \leq 1$. The pair $(A, C)$ is observable, $\left(A, Q^{1 / 2}\right)$ is controllable and $R$ is strictly positive definite.

The assumption $\rho(A) \leq 1$ includes marginally stable systems as well as non-explosive unstable systems with repeated unit circle roots. It is more general than the stricter condition $\rho(A)<1$ found in previous works, see Deistler et al. (1995); Peternell et al. (1996); Viberg et al. (1997); Jansson \& Wahlberg (1998); Knudsen (2001); Bauer et al. (1999); Chiuso \& Picci (2004). The remaining conditions in Assumption 3.1, are standard for Kalman filter to be well-behaved-see also Section 2.3. They are slightly stricter compared to the conditions of Assumption 2.1 to guarantee that the system we try to learn is minimal. Next, we also assume that the Kalman filter has reached its steady state.

Assumption 3.2. We assume that the initial state covariance is equal to the steady-state covariance of the Kalman filter $\Sigma_{0}=P$, where $P$ is defined in (2.3).

Since the Kalman filter converges exponentially fast to the steady-state gain, this assumption is reasonable in many situations; it is also standard Deistler et al. (1995); Knudsen

[^2](2001). Based on the above assumptions, by Corollary 2.1 the steady-state Kalman filter of system (3.1) takes the following form:
\[

$$
\begin{align*}
\hat{x}_{k+1} & =A \hat{x}_{k}+K e_{k}, \quad \hat{x}_{0}=0  \tag{3.2}\\
y_{k} & =C \hat{x}_{k}+e_{k},
\end{align*}
$$
\]

where $\hat{x}_{k}$ is the Kalman filter predicted state, $e_{k}=y_{k}-\hat{y}_{k}$ is the innovation process, and $K$ is the filter gain, given by (2.2). We denote the covariance matrix of the prediction $\hat{x}_{k}$ by:

$$
\begin{equation*}
\Gamma_{k}=\mathbb{E}\left[\hat{x}_{k} \hat{x}_{k}^{*}\right] . \tag{3.3}
\end{equation*}
$$

The innovation error sequence $e_{k}$ has covariance

$$
\begin{equation*}
\bar{R} \triangleq \mathbb{E}\left[e_{k} e_{k}^{*}\right]=C P C^{*}+R . \tag{3.4}
\end{equation*}
$$

Since the original errors are Gaussian i.i.d., by the orthogonality principle the innovation error sequence $e_{k}$ is also Gaussian and i.i.d.

In the classical stochastic subspace identification problem, the main goal is to identify the Kalman filter parameters $A, C, K$ from output samples $y_{0} \ldots, y_{N}$, see for example Chapter 3 of Van Overschee \& De Moor (2012). The problem is ill-posed in general since the outputs are invariant under any similarity transformation $\bar{A}=S^{-1} A S, \bar{C}=C S, \bar{K}=S^{-1} K$. Thus, we can only estimate $A, C, K$ up to a similarity transformation.

Here, we will analyze the finite sample properties of a subspace identification algorithm, which is based on least squares.

Problem 3.1 (Finite Sample Analysis of SSI). Consider a finite number $N$ of output samples $y_{0}, \ldots, y_{N-1}$, which follow model (3.1), and an algorithm $\mathcal{A}$, which returns estimates $\hat{A}, \hat{C}, \hat{K}$ of the true parameters. Given a confidence level $\delta$ provide upper bounds $\epsilon_{A}(\delta, N)$,
$\epsilon_{C}(\delta, N), \epsilon_{K}(\delta, N)$ such that with probability at least $1-\delta$ :

$$
\begin{align*}
& \left\|\hat{A}-S^{-1} A S\right\|_{2} \leq \epsilon_{A}(\delta, N) \\
& \|\hat{C}-C S\|_{2} \leq \epsilon_{C}(\delta, N)  \tag{3.5}\\
& \left\|\hat{K}-S^{-1} K\right\|_{2} \leq \epsilon_{K}(\delta, N),
\end{align*}
$$

for some invertible matrix $S$, where $\|\cdot\|_{2}$ denotes the spectral norm. The bounds $\epsilon$ can also depend on the model parameters $n, A, C, R, Q$ as well as the identification algorithm used. $\diamond$

### 3.3 Subspace Identification Algorithm

The procedure of estimating the parameters $A, C, K$ is based on a least squares approach, see for example Deistler et al. (1995); Knudsen (2001). It involves two stages. First, we regress future outputs to past outputs to obtain a Hankel-like matrix, which is a product of an observability and a controllability matrix. Second, we perform a balanced realization step, similar to the Ho-Kalman algorithm, to obtain estimates for $A, C, K$.

Before describing the algorithm, we need some definitions. Let $p, f$, with $p, f \geq n$ be two design parameters that define the horizons of the past and the future respectively. Assume that the total number of output samples is $\bar{N}=N+p+f-1$. Then, the future outputs $Y_{k} \in \mathbb{R}^{m f}$ and past outputs $Z_{k} \in \mathbb{R}^{m p}$ at time $k \geq p$ are defined as follows:

$$
Y_{k} \triangleq\left[\begin{array}{c}
y_{k}  \tag{3.6}\\
\vdots \\
y_{k+f-1}
\end{array}\right], \quad Z_{k} \triangleq\left[\begin{array}{c}
y_{k-p} \\
\vdots \\
y_{k-1}
\end{array}\right], k \geq p
$$

By stacking the outputs for all sample sequences, over all times $p \leq k \leq N+p-1$, we form
the batch outputs:

$$
\begin{aligned}
& \bar{Y} \triangleq\left[\begin{array}{lll}
Y_{p} & \ldots & Y_{N+p-1}
\end{array}\right], \\
& \bar{Z} \triangleq\left[\begin{array}{lll}
Z_{p} & \ldots & Z_{N+p-1}
\end{array}\right],
\end{aligned}
$$

The past and future noises $E_{k}, E_{k}^{+}$and the respective batch noises $\bar{E}, \bar{E}_{+}$are defined similarly as

$$
\begin{array}{ll}
E_{k}^{+} \triangleq\left[\begin{array}{c}
e_{k} \\
\vdots \\
e_{k+f-1}
\end{array}\right], & E_{k} \triangleq\left[\begin{array}{c}
e_{k-p} \\
\vdots \\
e_{k-1}
\end{array}\right], k \geq p  \tag{3.7}\\
\bar{E}_{+} \triangleq\left[\begin{array}{lll}
E_{p}^{+} & \ldots & E_{N+p-1}^{+}
\end{array}\right], & \bar{E} \triangleq\left[\begin{array}{lll}
E_{p} & \ldots & E_{N+p-1}
\end{array}\right]
\end{array}
$$

where we hide the dependence on the past and future horizons $p f$, as well as the dependence on the number of samples $N$. Next, define the batch states:

$$
\bar{X} \triangleq\left[\begin{array}{lll}
\hat{x}_{0} & \ldots & \hat{x}_{N-1}
\end{array}\right] .
$$

The (extended) observability matrix $\mathcal{O}_{k} \in \mathbb{R}^{m k \times n}$ and the reversed (extended) controllability matrix $\mathcal{K}_{k} \in \mathbb{R}^{n \times m k}$ associated to system (3.2) are defined as:

$$
\begin{gather*}
\mathcal{O}_{k} \triangleq\left[\begin{array}{llll}
C^{*} & A^{*} C^{*} & \ldots & \left(A^{*}\right)^{k-1} C^{*}
\end{array}\right]^{*}  \tag{3.8}\\
\mathcal{K}_{k} \triangleq\left[\begin{array}{llll}
(A-K C)^{k-1} K & \ldots & (A-K C) K & K
\end{array}\right] \tag{3.9}
\end{gather*}
$$

respectively. We denote the Hankel-like matrix $\mathcal{O}_{f} \mathcal{K}_{p}$ by:

$$
\begin{equation*}
G \triangleq \mathcal{O}_{f} \mathcal{K}_{p} \tag{3.10}
\end{equation*}
$$

Finally, for any $s \geq 2$, define the block-Toeplitz matrix:

$$
\mathcal{T}_{s} \triangleq\left[\begin{array}{cccc}
I_{m} & 0 & & 0  \tag{3.11}\\
C K & I_{m} & \cdots & 0 \\
\vdots & \vdots & & \vdots \\
C A^{s-2} K & C A^{s-3} K & \cdots & I_{m}
\end{array}\right]
$$

Based on the definition of the Toeplitz matrix, we can define the covariance matrices of the weighted past and future noises in a compact way:

$$
\begin{align*}
& \Sigma_{E}^{+} \triangleq \mathbb{E}\left(\mathcal{T}_{f} E_{k}^{+} E_{k}^{+*} \mathcal{T}_{f}^{*}\right)=\mathcal{T}_{f} \operatorname{diag}(\bar{R}, \ldots, \bar{R}) \mathcal{T}_{f}^{*}  \tag{3.12}\\
& \Sigma_{E} \triangleq \mathbb{E}\left(\mathcal{T}_{p} E_{k} E_{k}^{*} \mathcal{T}_{p}^{*}\right)=\mathcal{T}_{p} \operatorname{diag}(\bar{R}, \ldots, \bar{R}) \mathcal{T}_{p}^{*} \tag{3.13}
\end{align*}
$$

### 3.3.1 Regression for Hankel Matrix Estimation

First, we establish a linear relation between the future and past outputs. From (3.2), for every $k$, the future outputs can be written as a linear combination of the initial predicted state $\hat{x}_{k}$ at time $k$ and the future noises:

$$
Y_{k}=\mathcal{O}_{f} \hat{x}_{k}+\mathcal{T}_{f} E_{k}^{+}
$$

Meanwhile, from (3.2), the predicted state $\hat{x}_{k}$ can be expressed in terms of the past outputs:

$$
\hat{x}_{k}=K y_{k-1}+\cdots+(A-K C)^{p-1} K y_{k-p}+(A-K C)^{p} \hat{x}_{k-p}
$$

Combining the above expressions in their batch form, we arrive at

$$
\begin{equation*}
\bar{Y}=G \bar{Z}+\mathcal{O}_{f}(A-K C)^{p} \bar{X}+\mathcal{T}_{f} \bar{E}_{+} \tag{3.14}
\end{equation*}
$$

which expresses the future outputs as a linear combination of past outputs, the initial predicted states, and the future noises. Note that the regressors $\bar{Z}$ and the residuals $\bar{E}_{+}$are
independent from each other column-wise. Hence, equation (3.14) resembles the standard linear regression setting. However, the term $\mathcal{O}_{f}(A-K C)^{p} \bar{X}$ introduces a bias due to the Kalman filter truncation, where we use only $p$ past outputs instead of all of them. Based on (3.14), we compute the least squares estimate

$$
\begin{equation*}
\hat{G}=\bar{Y} \bar{Z}^{*}\left(\bar{Z} \bar{Z}^{*}\right)^{-1} . \tag{3.15}
\end{equation*}
$$

The Hankel matrix $G$ can be interpreted as a (truncated) Kalman filter which predicts future outputs directly from past outputs, independently of the internal state-space representation Van Overschee \& De Moor (2012). In this sense, the estimate $\hat{G}$ is a "data-driven" Kalman filter. Notice that persistence of excitation of the outputs (invertibility of $\bar{Z} \bar{Z}^{*}$ ) is required in order to compute the least squares estimate $\hat{G}$.

### 3.3.2 Balanced Realization

This step determines a balanced realization of the state-space, which is only one of the possibly infinite state-space representations-see Section 3.6 for comparison with other subspace methods. First, we compute a rank- $n$ factorization of the full rank matrix $\hat{G}$. Let the SVD of $\hat{G}$ be:

$$
\hat{G}=\left[\begin{array}{ll}
\hat{U}_{1} & \hat{U}_{2}
\end{array}\right]\left[\begin{array}{cc}
\hat{\Sigma}_{1} & 0  \tag{3.16}\\
0 & \hat{\Sigma}_{2}
\end{array}\right]\left[\begin{array}{l}
\hat{V}_{1}^{*} \\
\hat{V}_{2}^{*}
\end{array}\right],
$$

where $\hat{\Sigma}_{1} \in \mathbb{R}^{n \times n}$ contains the $n$-largest singular values. Then, a standard realization of $\mathcal{O}_{f}, \mathcal{K}_{p}$ is:

$$
\begin{equation*}
\hat{\mathcal{O}}_{f}=\hat{U}_{1} \hat{\Sigma}_{1}^{1 / 2}, \hat{\mathcal{K}}_{p}=\hat{\Sigma}_{1}^{1 / 2} \hat{V}_{1}^{*} \tag{3.17}
\end{equation*}
$$

This step assumed knowing the order $n$ of the system, see Assumption 3.1. In addition, matrix $\mathcal{K}_{p}$ should have full rank $n$. This is equivalent to the pair $(A, K)$ being controllable. Otherwise, $\mathcal{O}_{f} \mathcal{K}_{p}$ will have rank less than $n$ making it impossible to accurately estimate $\mathcal{O}_{f}$.

Assumption 3.3. The pair $(A, K)$ is controllable.

The above assumption is standard-see for example Knudsen (2001).
Based on the estimated observability/controllability matrices, we can approximate the system parameters as follows:

$$
\hat{C}=\hat{\mathcal{O}}_{f}(1: m,:), \quad \hat{K}=\hat{\mathcal{K}}_{p}(:,(p-1) m+1: p m)
$$

where the notation $\hat{\mathcal{O}}_{f}(1: m,:)$ means we pick the first $m$ rows and all columns. The notation for $\hat{\mathcal{K}}_{p}$ has similar interpretation. For simplicity, define

$$
\hat{\mathcal{O}}_{f}^{u} \triangleq \hat{\mathcal{O}}_{f}(1: m(f-1),:),
$$

which includes the $m(f-1)$ "upper" rows of matrix $\hat{\mathcal{O}}_{f}$. Similarly, we define the lower part $\hat{\mathcal{O}}_{f}^{l}$. For matrix $A$ we exploit the structure of the extended observability matrix and solve $\hat{\mathcal{O}}_{f}^{u} \hat{A}=\hat{\mathcal{O}}_{f}^{l}$ in the least squares sense by computing

$$
\hat{A}=\left(\hat{\mathcal{O}}_{f}^{u}\right)^{\dagger} \hat{\mathcal{O}}_{f}^{l}
$$

where $\dagger$ denotes the pseudoinverse.
The finite sample analysis of the above algorithm is divided in two parts. First, in Section 3.4, we provide high probability upper bounds for the error $\|G-\hat{G}\|_{2}$ in the regression step. Then, in Section 3.5, we analyze the robustness of the balanced realization step.

### 3.4 Finite Sample Analysis of Regression

In this section, we provide the finite sample analysis of the linear regression step of the identification algorithm. We provide high-probability upper bounds for the estimation error $\|G-\hat{G}\|_{2}$ of the Hankel-like matrix $G$. Before we state the main result, recall the definition of the covariance matrix $\bar{R}$ in (3.4). Recall the definition of the past noises' weighted covariance

$$
\Sigma_{E}=\mathbb{E}\left[\mathcal{T}_{p} E_{k} E_{k}^{*} \mathcal{T}_{p}^{*}\right]=\mathcal{T}_{p} \operatorname{diag}(\bar{R}, \ldots, \bar{R}) \mathcal{T}_{p}^{*}
$$

The least singular value of the above matrix is denoted by:

$$
\begin{equation*}
\sigma_{E} \triangleq \sigma_{\min }\left(\Sigma_{E}\right) \tag{3.18}
\end{equation*}
$$

Lemma 3.3 in Section 3.7 proves that $\sigma_{E} \geq \sigma_{\min }(R)>0$.

Theorem 3.1 (Regression Step). Consider system (3.2) and let Assumptions 3.1, 3.2, 3.3 be in effect. Let $\hat{G}$ be the estimate (3.15) of the subspace identification algorithm given an output trajectory $y_{0}, \ldots, y_{N+p+f-1}$ and let $G$ be as in (3.10). Fix a confidence $\delta>0$ and define:

$$
\begin{equation*}
\delta_{N} \triangleq(2(N+p-1) m)^{-\log ^{2}(2 p m) \log (2(N+p-1) m)} \tag{3.19}
\end{equation*}
$$

There exist $N_{0}, N_{1}, N_{2}$ such that if $N \geq N_{0}, N_{1}, N_{2}$, (see definitions (3.37), (3.41), (3.44) in Section 3.7), then with probability at least $1-\delta_{N}-6 \delta$ :

$$
\begin{equation*}
\|G-\hat{G}\|_{2} \leq \underbrace{\mathcal{C}_{1} \sqrt{\frac{f m p}{N} \log \frac{5 f \kappa_{N}}{\delta}}}_{O(\sqrt{p \log N / N})}+\underbrace{\mathcal{C}_{2}\left\|(A-K C)^{p}\right\|_{2}}_{O\left(\rho(A-K C)^{p}\right)}, \tag{3.20}
\end{equation*}
$$

where

$$
\begin{equation*}
\kappa_{N}=\frac{4}{\sigma_{E}}\left(\left\|\mathcal{O}_{p}\right\|_{2}^{2} \operatorname{tr} \Gamma_{N-1}+\operatorname{tr} \Sigma_{E}\right)+\delta \tag{3.21}
\end{equation*}
$$

over-approximates the condition number of $\mathbb{E}\left[\bar{Z} \bar{Z}^{*}\right]$ and

$$
\begin{equation*}
\mathcal{C}_{1}=8 \sqrt{\frac{\left\|\Sigma_{E}^{+}\right\|_{2}}{\sigma_{E}}}, \quad \mathcal{C}_{2}=4\left\|\mathcal{O}_{f}\right\|_{2}\left\|\mathcal{O}_{p}^{\dagger}\right\|_{2} \tag{3.22}
\end{equation*}
$$

are system-dependent constants.

Remark 3 (Interpretation). From (3.14), (3.15) the estimation error consists of two terms:

$$
\begin{equation*}
\hat{G}-G=\underbrace{\mathcal{T}_{f} \bar{E}_{+} \bar{Z}^{*}\left(\bar{Z} \bar{Z}^{*}\right)^{-1}}_{\text {Cross term }}+\underbrace{\mathcal{O}_{f}(A-K C)^{p} \bar{X} \bar{Z}^{*}\left(\bar{Z} \bar{Z}^{*}\right)^{-1}}_{\text {Kalman filter truncation bias term }} \tag{3.23}
\end{equation*}
$$

The first term in (3.20) corresponds to the cross-term error, while the second term corre-
sponds to the Kalman filter truncation bias term. To obtain consistency for $\hat{G}$, we have to let the term $\left\|(A-K C)^{p}\right\|_{2}$ go to zero with $N$. Recall that the matrix $A-K C$ has spectral radius less than one, thus, the second term decreases exponentially with $p$. By selecting $p=\beta \log N$, for some sufficiently large $\beta$, we can force the Kalman truncation error term to decrease at least as fast as the first one, see for example Deistler et al. (1995). In this sense, the dominant term is the first one, i.e. the cross-term-this is formalized in the following corollary. Notice that $f$ can be kept bounded as long as it is larger than $n$.

The following result directly follows from Theorem 3.1.

Corollary 3.1 (Consistency). Consider the conditions of Theorem 3.1 and the definition of $\delta_{N}$ in (3.19). Fix a confidence $\delta>0$ and let $\rho>\rho(A-K C)$. Select

$$
\begin{equation*}
p=\beta \log N, \beta>-1 / 2 \frac{1}{\log \rho} \tag{3.24}
\end{equation*}
$$

If $N \geq N_{0}, N_{1}, N_{2}$, (see definitions (3.37), (3.41), (3.44) in Section 3.7), then with probability at least $1-\delta_{N}-6 \delta$ :

$$
\begin{equation*}
\|G-\hat{G}\|_{2} \leq \sqrt{\frac{\left\|\Sigma_{E}^{+}\right\|_{2}}{\sigma_{E}}} \sqrt{f m p} \tilde{O}\left(\sqrt{\frac{\log 1 / \delta}{N}}\right) \tag{3.25}
\end{equation*}
$$

where $\tilde{O}$ hides logarithmic terms of $N$, constants, and other system parameters.
The condition (3.24) guarantees that if we select a sufficiently large $\beta$, then the truncation term will decay as fast as $\left\|(A-K C)^{p}\right\|_{2}=o(1 / \sqrt{N})$, i.e. the truncation error will decay faster than the statistical error.

Remark 4 (Statistical rates). For marginally stable systems or non-explosive unstable $\operatorname{systems}(\rho(A)=1)$ and $p=\beta \log N$, we have $\log \kappa_{N}=O(\log N)$, since $\left\|\mathcal{O}_{p}\right\|_{2}, \operatorname{tr} \Gamma_{N}$ depend at most polynomially on $p, N$. In this case, (3.20) results in a rate of:

$$
\|G-\hat{G}\|_{2}=O\left(\frac{\log N}{\sqrt{N}}+\sqrt{\frac{\log N}{N} \log \frac{1}{\delta}}\right) .
$$

To the best of our knowledge, there have not been any bounds for subspace algorithms in the general case of $\rho(A)=1$.

In the case of asymptotically stable systems $(\rho(A)<1)$, we have $\kappa_{N}=O(p)$, since $\left\|\mathcal{O}_{p}\right\|_{2}, \operatorname{tr} \Gamma_{N},\left\|\mathcal{T}_{p}\right\|_{2}$ are now $O(1)$. Hence, if $p=c \log N$, we obtain a rate of:

$$
\|G-\hat{G}\|_{2}=O\left(\sqrt{\frac{\log N \log \log N}{N}}+\sqrt{\frac{\log N}{N} \log \frac{1}{\delta}}\right) .
$$

As a result, our finite sample bound (3.20) resembles the asymptotic bound in equation (14) of Deistler et al. (1995).

In the absence of inputs $(B, D=0)$, the noise both helps and obstructs identification. Larger noise leads to better excitation of the outputs, but also worsens the convergence of the least squares estimator. To see how our finite sample bounds capture that, observe that large noise leads to more excitation $\sigma_{E}$ but also to larger future noise $\left\|\Sigma_{E}^{+}\right\|_{2}$. This trade-off is captured by the condition number of the noise $\mathcal{C}_{1}$.

If $N$ is sufficiently large (condition $N \geq N_{0}, N_{1}$ ), the outputs are guaranteed to be persistently exciting in finite time; more details can be found in Sections 3.4.1, 3.7. Meanwhile, condition $N \geq N_{2}$ is not necessary; it just leads to a simplified expression for the bound of the Kalman filter truncation error-see Sections 3.4.3, 3.7. The definitions of $N_{0}, N_{1}, N_{2}$ can be found in (3.37), (3.41), (3.44). Their existence is guaranteed even if $p$ varies slowly with $N$, i.e. logarithmically.

Obtaining the bound on the error $\|G-\hat{G}\|_{2}$ in (3.20) of Theorem 3.1 requires the following three steps:

1. Proving persistence of excitation (PE) for the past outputs, i.e. invertibility of $\bar{Z} \bar{Z}^{*}$.
2. Establishing bounds for the cross-term error in (3.23).
3. Establishing bounds for the the truncation term in (3.23).

In the following subsections, we sketch the proof steps.

### 3.4.1 Persistence of Excitation in Finite Time

The next theorem shows that with high probability the past outputs and noises are persistently exciting in finite time. The result is of independent interest and is fundamental since many subspace algorithms use past outputs as regressors.

Theorem 3.2 (Persistence of Excitation). Consider the conditions of Theorem 3.1 and $N_{0}$, $N_{1}$ as in (3.37), (3.41). If $N \geq N_{0}, N_{1}$, then with probability at least $1-\delta_{N}-2 \delta$ both of the following events occur:

$$
\begin{align*}
\mathcal{E}_{P E} & =\left\{\bar{Z} \bar{Z}^{*} \succeq \frac{1}{2} \mathcal{O}_{p} \bar{X} \bar{X}^{*} \mathcal{O}_{p}^{*}+\frac{1}{2} \mathcal{T}_{p} \bar{E} \bar{E}^{*} \mathcal{T}_{p}^{*}\right\}  \tag{3.26}\\
\mathcal{E}_{E} & =\left\{\mathcal{T}_{p} \bar{E} \bar{E}^{*} \mathcal{T}_{p}^{*} \succeq \frac{N}{2} \Sigma_{E}\right\} \tag{3.27}
\end{align*}
$$

where $\succeq$ denotes comparison in the positive semidefinite cone. Hence, with probability at least $1-\delta_{N}-2 \delta$ the outputs satisfy the PE condition:

$$
\bar{Z} \bar{Z}^{*} \succeq \frac{N}{4} \sigma_{E} I_{m p}
$$

where $\sigma_{E}>0$ is defined in (3.18).

The above result implies that if the past noises satisfy a PE condition, then PE for the outputs is also guaranteed; the noises are the only way to excite the system in the absence of control inputs. The see why the outputs are persistently exciting, notice that the past output correlations satisfy:

$$
\begin{gather*}
\bar{Z} \bar{Z}^{*}=\mathcal{O}_{p} \bar{X} \bar{X}^{*} \mathcal{O}_{p}^{*}+\mathcal{T}_{p} \bar{E} \bar{E}^{*} \mathcal{T}_{p}^{*}+ \\
\mathcal{O}_{p} \bar{X} \bar{E}^{*} \mathcal{T}_{p}^{*}+\mathcal{T}_{p} \bar{E} \bar{X}^{*} \mathcal{O}_{p}^{*} \tag{3.28}
\end{gather*}
$$

We can first show PE for the noise correlations $\mathcal{T}_{p} \bar{E} \bar{E}^{*} \mathcal{T}_{p}^{*}$, i.e. show that the event $\mathcal{E}_{E}$ occurs with high probability when $N$ is sufficiently large (condition $N \geq N_{0}$ ). This behavior is due to the fact that $\mathbb{E}\left[\mathcal{T}_{p} \bar{E} \bar{E}^{*} \mathcal{T}_{p}^{*}\right]=N \Sigma_{E}$ and the sequence $\bar{E}_{k}$ is component-wise i.i.d.

To prove this step, we use Lemma C. 2 from Oymak \& Ozay (2018)-see Lemma 3.2 in Section 3.7.

Meanwhile, the cross terms $\bar{X} \bar{E}^{*}$ are much smaller and their norm increases with a rate of at most $O(\sqrt{N})$ up to logarithmic terms. This is since $\mathbb{E}\left[\bar{X} \bar{E}^{*}\right]=0$ and the product $\bar{X} \bar{E}^{*}$ has martingale structure (see Section 3.7 and Theorem 3.3 below). Eventually, if the number of samples $N$ is large enough (condition $N \geq N_{1}$ ), the cross-terms will be dominated by the noise and state correlations with high probability, which establishes output PE.

### 3.4.2 Cross-term error

To bound the cross-term error, we express it as a product of $\bar{E}_{+} \bar{Z}^{*}\left(\bar{Z} \bar{Z}^{*}\right)^{-1 / 2},\left(\bar{Z} \bar{Z}^{*}\right)^{-1 / 2}$, as in Sarkar \& Rakhlin (2018). The second term of the product can be bounded by applying Theorem 3.2. The first term is self-normalized and has martingale structure componentwise. In particular, the product $\bar{Z} \bar{E}_{+}^{*}$ is equal to:

$$
\bar{Z} \bar{E}_{+}^{*}=\left[\begin{array}{ccc}
\sum_{k=p}^{N+p-1} Z_{k} e_{k}^{*} & \ldots & \sum_{k=p}^{N+p-1} Z_{k} e_{k+f-1}^{*}
\end{array}\right]
$$

where every sum above is a martingale. To bound it, we apply the next theorem, which generalizes Theorem 1 in Abbasi-Yadkori et al. (2011) and Proposition 8.2 in Sarkar \& Rakhlin (2018).

Theorem 3.3 (Cross terms). Let $\left\{\mathcal{F}_{t}\right\}_{t=0}^{\infty}$ be a filtration. Let $\eta_{t} \in \mathbb{R}^{m}, t \geq 0$ be $\mathcal{F}_{t^{-}}$ measurable, independent of $\mathcal{F}_{t-1}$. Suppose also that $\eta_{t}$ has independent components $\eta_{t, i}$ $i=1, \ldots, m$, which are $1-$ sub-Gaussian:

$$
\mathbb{E}\left[e^{\lambda \eta_{t, i} \mid \mathcal{F}_{t-1}}\right]=\mathbb{E}\left[e^{\lambda \eta_{t, i}}\right] \leq e^{\lambda^{2} / 2}, \text { for all } \lambda \in \mathbb{R} .
$$

Let $X_{t} \in \mathbb{R}^{d}, t \geq 0$ be $\mathcal{F}_{t-1}$-measurable. Assume that $V$ is a $d \times d$ positive definite matrix.

For any $t \geq 0$, define:

$$
\bar{V}_{t}=V+\sum_{s=1}^{t} X_{s} X_{s}^{*}, \quad S_{t}=\sum_{s=1}^{t} X_{s} H_{s}^{*}
$$

where

$$
H_{s}^{*}=\left[\begin{array}{lll}
\eta_{s}^{*} & \ldots & \eta_{s+r-1}^{*}
\end{array}\right] \in \mathbb{R}^{r m}
$$

for some integer $r$. Then, for any $\delta>0$, with probability at least $1-\delta$, for all $t \geq 0$

$$
\left\|\bar{V}_{t}^{-1 / 2} S_{t}\right\|_{2}^{2} \leq 8 r\left(\log \frac{r 5^{m}}{\delta}+\frac{1}{2} \log \operatorname{det} \bar{V}_{t} V^{-1}\right)
$$

The above theorem along with a Markov upper bound on $\bar{Z} \bar{Z}^{*}$ (see Lemma 3.4 in Section 3.7) are used to bound $\bar{E}_{+} \bar{Z}^{*}\left(\bar{Z} \bar{Z}^{*}\right)^{-1 / 2}$.

### 3.4.3 Kalman truncation error

For the Kalman truncation error term, we need to bound the term $\bar{X} \bar{Z}^{*}\left(\bar{Z} \bar{Z}^{*}\right)^{-1}$, which is $O(1)$. Using the identities $\mathcal{O}_{p}^{\dagger} \mathcal{O}_{p} \bar{X}=\bar{X}$, and $\bar{Z}=\mathcal{O}_{p} \bar{X}+\mathcal{T}_{p} \bar{E}$, we derive the following equality:

$$
\begin{align*}
\bar{X} \bar{Z}^{*}\left(\bar{Z} \bar{Z}^{*}\right)^{-1}=\mathcal{O}_{p}^{\dagger} & \left(I_{m p}-\mathcal{T}_{p} \bar{E} \bar{E}^{*} \mathcal{T}_{p}^{*}\left(\bar{Z} \bar{Z}^{*}\right)^{-1}\right. \\
& \left.-\mathcal{T}_{p} \bar{E} \bar{X}^{*} \mathcal{O}_{p}^{*}\left(\bar{Z} \bar{Z}^{*}\right)^{-1}\right) \tag{3.29}
\end{align*}
$$

From Theorem 3.2, we obtain $\left\|\mathcal{T}_{p} \bar{E} \bar{E}^{*} \mathcal{T}_{p}^{*}\left(\bar{Z} \bar{Z}^{*}\right)^{-1}\right\|_{2} \leq 2$. The last term in (3.29) can be treated like the cross-term in Section 3.4.2, by applying Theorems 3.2, 3.3 and Lemma 3.4. It decreases with a rate of $O(1 / \sqrt{N})$ up to logarithmic terms, so it is much smaller than the other terms in (3.29). To keep the final bound simple, we select $N_{2}$ such that

$$
\begin{equation*}
\left\|\mathcal{T}_{p} \bar{E} \bar{X}^{*} \mathcal{O}_{p}^{*}\left(\bar{Z} \bar{Z}^{*}\right)^{-1}\right\|_{2} \leq 1 \tag{3.30}
\end{equation*}
$$

with high probability-see also (3.44) for the definition of $N_{2}$.

### 3.5 Robustness of Balanced Realization

In this section, we analyze the robustness of the balanced realization. In particular, we upper bound the estimation errors of matrices $A, C, K$ in terms of the estimation error $\|G-\hat{G}\|_{2}$ obtained by Theorem 3.1.

Assume that we knew $G$ exactly. Then, the SVD of the true $G$, would be:

$$
G=\left[\begin{array}{ll}
U_{1} & U_{2}
\end{array}\right]\left[\begin{array}{cc}
\Sigma_{1} & 0 \\
0 & 0
\end{array}\right]\left[\begin{array}{c}
V_{1}^{*} \\
V_{2}^{*}
\end{array}\right]=U_{1} \Sigma_{1} V_{1}^{*},
$$

for some $\Sigma_{1} \in \mathbb{R}^{n \times n}$. Hence, if we knew $G$ exactly, the output of the balanced realization would be:

$$
\begin{equation*}
\overline{\mathcal{O}}_{f}=U_{1} \Sigma_{1}^{1 / 2}, \overline{\mathcal{K}}_{p}=\Sigma_{1}^{1 / 2} V_{1}^{*} . \tag{3.31}
\end{equation*}
$$

The respective matrices $\bar{C}, \bar{K}, \bar{A}$ are defined similarly, based on $\overline{\mathcal{O}}_{f}, \overline{\mathcal{K}}_{p}$, as described in Section 3.3. The original matrices $\mathcal{O}_{f}, \mathcal{K}_{p}$ and $\overline{\mathcal{O}}_{f}, \overline{\mathcal{K}}_{p}$ are equivalent up to the similarity transformation $\mathcal{O}_{f} S=\overline{\mathcal{O}}_{f}, S^{-1} \mathcal{K}_{p}=\overline{\mathcal{K}}_{p}$ where

$$
\begin{equation*}
S \triangleq \mathcal{O}_{f}^{\dagger} \overline{\mathcal{O}}_{f} \tag{3.32}
\end{equation*}
$$

The system matrices $\bar{C}, \bar{K}, \bar{A}$ are also equivalent to the original matrices $C, K, A$ up to the same similarity transformation $\bar{C}=C S, \bar{K}=S^{-1} K, \bar{A}=S^{-1} A S$, with $S$ defined as above.

For simplicity, we will quantify the estimation errors in terms of the similar $\bar{A}, \bar{C}, \bar{K}$ instead of the original $A, C, K$. The next result follows the steps of Oymak \& Ozay (2018) and relies on Lemma 5.14 of Tu et al. (2016) and Theorem 4.1 of Wedin (1973). Let $\sigma_{n}(\cdot)$ denote the $n$-th largest singular value.

Theorem 3.4 (Realization robustness). Consider the true Hankel-like matrix $G$ defined in (3.10) and the noisy estimate $\hat{G}$ defined in (3.15). Let $\hat{A}, \hat{C}, \hat{K}, \hat{\mathcal{O}}_{f}, \hat{\mathcal{K}}_{p}$ be the output of the balanced realization algorithm based on $\hat{G}$. Let $\bar{A}, \bar{C}, \bar{K}, \overline{\mathcal{O}}_{f}, \overline{\mathcal{K}}_{p}$ be the output of the balanced realization algorithm based on the true $G$. If $G$ has rank $n$ and the following
robustness condition is satisfied:

$$
\begin{equation*}
\|\hat{G}-G\|_{2} \leq \frac{\sigma_{n}(G)}{4}, \tag{3.33}
\end{equation*}
$$

then there exists an orthonormal matrix $T \in \mathbb{R}^{n \times n}$ such that:

$$
\begin{aligned}
& \left\|\hat{\mathcal{O}}_{f}-\overline{\mathcal{O}}_{f} T\right\|_{2} \leq 2 \sqrt{\frac{10 n}{\sigma_{n}(G)}}\|G-\hat{G}\|_{2} \\
& \|\hat{C}-\bar{C} T\|_{2} \leq\left\|\hat{\mathcal{O}}_{f}-\overline{\mathcal{O}}_{f} T\right\|_{2} \\
& \left\|\hat{A}-T^{*} \bar{A} T\right\|_{2} \leq \underbrace{\frac{\sqrt{\|G\|_{2}}+\sigma_{o}}{\sigma_{o}^{2}}}_{O(1)}\left\|\hat{\mathcal{O}}_{f}-\overline{\mathcal{O}}_{f} T\right\|_{2} \\
& \left\|\hat{K}-T^{*} \bar{K}\right\|_{2} \leq 2 \sqrt{\frac{10 n}{\sigma_{n}(G)}}\|G-\hat{G}\|_{2},
\end{aligned}
$$

where $\sigma_{o}=\min \left(\sigma_{n}\left(\hat{\mathcal{O}}_{f}^{u}\right), \sigma_{n}\left(\overline{\mathcal{O}}_{f}^{u}\right)\right)$. The notation $\hat{\mathcal{O}}_{f}^{u}, \overline{\mathcal{O}}_{f}^{u}$, refers to the upper part of the respective matrix ( $\operatorname{first}(f-1) m$ rows)-see Section 3.3.2.

Remark 5. The result states that if the error of the regression step is small enough, then the realization is robust. The singular value $\sigma_{n}(G)$ can be quite small. Hence, the robustness condition (3.33) can be restrictive in practice. However, such a condition is a fundamental limitation of the SVD procedure; it guarantees that the singular vectors related to small singular values of $G$ are separated from the singular vectors coming from the noise $G-\hat{G}$, which can be arbitrary. See also Wedin's theorem Wedin (1972). Such robustness conditions have also appeared in model reduction theory Pernebo \& Silverman (1982).

The term $\frac{\sqrt{\|G\|_{2}}+\sigma_{o}}{\sigma_{o}^{2}}$ which appears in the bound of $A$ is $O(1)$. Although, the value of $\sigma_{o}^{-1}$ is random and depends on $\hat{\mathcal{O}}_{f}^{h}$, we could replace it by a deterministic bound. From

$$
\sigma_{n}\left(\hat{\mathcal{O}}_{f}^{h}\right) \geq \sigma_{n}\left(\overline{\mathcal{O}}_{f}^{h}\right)-\left\|\hat{\mathcal{O}}_{f}-\overline{\mathcal{O}}_{f} T\right\|_{2},
$$

$\sigma_{o}$ will eventually be lower bounded by $\sigma_{n}\left(\overline{\mathcal{O}}_{f}^{h}\right) / 2$ if the error $\left\|\hat{\mathcal{O}}_{f}-\overline{\mathcal{O}}_{f} T\right\|_{2}$ is small enough. The norm $\|G\|_{2} \leq\left\|\mathcal{O}_{f}\right\|_{2}\left\|\mathcal{K}_{p}\right\|_{2}$ is upper bounded for all $p$, since $A-K C$ is asymptotically
stable and $f$ is fixed.
Remark 6 (Total bounds). The final upper bounds for the estimation of the system parameters $A, C, K$, as stated in Problem 3.1, can be found by combining the finite sample guarantees of the regression step (Theorem 3.1) with the robustness analysis of the realization step (Theorem 3.4). All matrix estimation errors depend linearly on the Hankel matrix estimation error $\|G-\hat{G}\|_{2}$. As a result, all matrix errors have the same statistical rate as the error of $G$, i.e. their estimation error decreases at least as fast as $O(1 / \sqrt{N})$ up to logarithmic factors.

### 3.6 Open Problems

One of the differences between the subspace algorithm considered in our work and other subspace identification algorithms is the SVD step. Other algorithms perform SVD on $W_{1} G W_{2}$ instead of $G$, where $W_{1}, W_{2}$ are full rank weighting matrices, usually data dependent Van Overschee \& De Moor (1995); Ljung (1999); Van Overschee \& De Moor (2012). From this point of view, the results of Section 3.4 (upper bound for $\|G-\hat{G}\|$ in Theorem 3.1 and persistence of excitation in Theorem 3.2) are fundamental for understanding the finite sample properties of other subspace identification algorithms. Here, we studied the case $W_{1}=I, W_{2}=I$, which is not the standard choice Knudsen (2001). Our results can be extended to the case where $W_{2}=\left(\bar{Z} \bar{Z}^{*}\right)^{1 / 2} / \sqrt{N}$, which is a variation of the MOESP algorithm Qin (2006). Since we proved persistency of excitation, matrix $W_{2}$ will be well-behaved and all steps of our analysis carry through with minor changes. It is subject of future work to formally treat the above choice as well as explore how other choices of $W_{1}, W_{2}$ affect the realization step, especially the robustness condition of the SVD step.

### 3.7 Proofs

### 3.7.1 Proof of Theorem 3.3

Let us first state a result which follows from the arguments of Chapter 4 of Vershynin (2018). See also Proposition 8.1 of Sarkar \& Rakhlin (2018).

Proposition 3.1 (Vershynin (2018)). Consider a matrix $M \in \mathbb{R}^{m \times n}$. Let $S^{n-1}$ denote the unit sphere. Then for any $\epsilon>0$ :

$$
\mathbb{P}\left(\|M\|_{2} \geq t\right) \leq\left(1+\frac{2}{\epsilon}\right)^{n} \max _{x \in S^{n-1}} \mathbb{P}\left(\|M x\|_{2} \geq t(1-\epsilon)\right)
$$

Second, we state Theorem 1 of Abbasi-Yadkori et al. (2011), which upper bounds selfnormalized martingales.

Theorem 3.5 (Theorem 1 in Abbasi-Yadkori et al. (2011)). Let $\left\{\mathcal{F}_{t}\right\}_{t=0}^{\infty}$ be a filtration. Let $\eta_{t} \in \mathbb{R}, t \geq 0$ be real-valued, $\mathcal{F}_{t}$-measurable, and conditionally 1 -sub-Gaussian:

$$
\begin{equation*}
\mathbb{E}\left[e^{\lambda \eta_{t}} \mid \mathcal{F}_{t-1}\right] \leq e^{\lambda^{2} / 2}, \text { for all } \lambda \in \mathbb{R} \text {. } \tag{3.34}
\end{equation*}
$$

Let $X_{t} \in \mathbb{R}^{d}, t \geq 0$ be vector valued and $\mathcal{F}_{t-1}$-measurable. Assume that $V$ is a $d \times d$ positive definite matrix. For any $t \geq 0$, define:

$$
\bar{V}_{t}=V+\sum_{s=1}^{t} X_{s} X_{s}^{*}, \quad S_{t}=\sum_{s=1}^{t} \eta_{s} X_{s} .
$$

Then, for any $\delta>0$, with probability at least $1-\delta$, for all $t \geq 0$

$$
\begin{equation*}
\left\|\bar{V}_{t}^{-1 / 2} S_{t}\right\|_{2}^{2} \leq 2 \log \frac{\operatorname{det}\left(\bar{V}_{t}\right)^{1 / 2} \operatorname{det}(V)^{-1 / 2}}{\delta} \tag{3.35}
\end{equation*}
$$

Finally, we state a standard linear algebra result. We include the proof for completeness.

Lemma 3.1 (Block Matrix Norm). Assume

$$
M=\left[\begin{array}{llll}
M_{1} & M_{2} & \ldots & M_{r}
\end{array}\right]
$$

for matrices of appropriate dimensions. Then:

$$
\|M\|_{2} \leq \sqrt{r} \max _{i=1, \ldots, r}\left\|M_{i}\right\|_{2}
$$

Proof. Consider a vector $x$ such that $M x$ is defined. Then, from triangle inequality, the definition of matrix norm and Cauchy-Schwartz:

$$
\begin{aligned}
\|M x\|_{2}=\left\|M_{1} x_{1}+\cdots+M_{r} x_{r}\right\|_{2} & \leq\left\|M_{1}\right\|_{2}\left\|x_{1}\right\|_{2}+\cdots+\left\|M_{r}\right\|_{2}\left\|x_{r}\right\|_{2} \\
& \leq \sqrt{\left\|M_{1}\right\|_{2}^{2}+\cdots+\left\|M_{r}\right\|_{2}^{2}}\|x\|_{2} \\
& \leq \sqrt{r} \max _{i=1, \ldots, r}\left\|M_{i}\right\|_{2}\|x\|_{2}
\end{aligned}
$$

where we used that $\|x\|_{2}^{2}=\left\|x_{1}\right\|_{2}^{2}+\cdots+\left\|x_{r}\right\|^{2}$.
Now, we can prove Theorem 3.3. Notice that:

$$
S_{t}=\left[\begin{array}{llll}
\sum_{s=1}^{t} X_{s} \eta_{s}^{*} & \cdots & \sum_{s=1}^{t} X_{s} \eta_{s+r-1}^{*}
\end{array}\right] .
$$

We can analyze each component $\bar{V}_{t}^{-1 / 2} \sum_{s=1}^{t} X_{s} \eta_{k+i}^{*}$ separately and apply a union bound afterwards, since by Lemma 3.1:

$$
\begin{equation*}
\left\|\bar{V}_{t}^{-1 / 2} S_{t}\right\|_{2} \leq \sqrt{r} \max _{i=0, \ldots, r-1}\left\|\bar{V}_{t}^{-1 / 2} \sum_{s=1}^{t} X_{s} \eta_{s+i}^{*}\right\|_{2} \tag{3.36}
\end{equation*}
$$

Now, fix a $0 \leq i<r$ and let

$$
S_{t}^{i} \triangleq \sum_{s=1}^{t} X_{s} \eta_{s+i}^{*}
$$

Consider an arbitrary element of the unit sphere $\xi \in S^{m-1}$. The scalar $\eta_{s+i}^{*} \xi$ is conditionally 1-sub-Gaussian and satisfies the conditions of Theorem 3.5. Thus, with probability at least $1-\frac{\delta}{r 5^{m}}$ :

$$
\left\|\bar{V}_{t}^{-1 / 2} S_{t}^{i} \xi\right\|_{2}^{2} \leq \mathcal{C}_{X H} \triangleq 2\left(\log \frac{r 5^{m}}{\delta}+\frac{1}{2} \log \operatorname{det} \bar{V}_{t} V^{-1}\right)
$$

Now, we apply Proposition 3.1 for $\epsilon=1 / 2$ :

$$
\begin{aligned}
& \mathbb{P}\left(\left\|\bar{V}_{t}^{-1 / 2} S_{t}^{i}\right\|_{2} \geq 2 \sqrt{\mathcal{C}_{X H}}\right) \\
& \leq 5^{m} \max _{\xi \in S^{m-1}} \mathbb{P}\left(\left\|\bar{V}_{t}^{-1 / 2} S_{t}^{i} \xi\right\|_{2} \geq \sqrt{\mathcal{C}_{X H}}\right) \leq \frac{\delta}{r} .
\end{aligned}
$$

Finally, by (3.36) and a union bound over all components:

$$
\begin{aligned}
\mathbb{P}\left(\left\|\bar{V}_{t}^{-1 / 2} S_{t}\right\|_{2} \geq 2 \sqrt{r} \sqrt{\mathcal{C}_{X H}}\right) & \leq \mathbb{P}\left(\max _{i=0, \ldots, r-1}\left\|\bar{V}_{t}^{-1 / 2} S_{t}^{i}\right\|_{2} \geq 2 \sqrt{\mathcal{C}_{X H}}\right) \\
& \leq \sum_{i=0}^{r-1} \mathbb{P}\left(\left\|\bar{V}_{t}^{-1 / 2} S_{t}^{i}\right\|_{2} \geq 2 \sqrt{\mathcal{C}_{X H}}\right) \leq \delta
\end{aligned}
$$

### 3.7.2 Persistence of Excitation

The main focus of this section is the proof of Theorem 3.2, which provides finite sample guarantees for the PE of the past noises and the past outputs. We also include upper bounds for the sample correlations of the past outputs and the states $\hat{x}_{k}$. Finally, we provide the definition of $N_{0}, N_{1}$ that we hided in the main theorem statements.

The following result shows that with high probability, the past noises are persistently exciting. It follows from Lemma C. 2 of Oymak \& Ozay (2018), which in turn is based on results for random circulant matrices Krahmer et al. (2014).

Lemma 3.2 (Noise PE). Consider the conditions of Theorem 3.2 and the definition of $\delta_{N}$
in (3.19):

$$
\delta_{N} \triangleq(2(N+p-1) m)^{-\log ^{2}(2 p m) \log (2(N+p-1) m)} .
$$

There exists a universal constant c (independent of system and algorithm parameters) such that if $N \geq 2 c p m \log 1 / \delta_{N}$, then with probability at least $1-\delta_{N}$ the event:

$$
\mathcal{E}_{E}=\left\{\frac{1}{2} \Sigma_{E} \preceq \frac{1}{N} \mathcal{T}_{p} \bar{E} \bar{E}^{*} \mathcal{T}_{p}^{*}\right\},
$$

occurs, where $\Sigma_{E}$ is defined in (3.12).
Proof. We can rewrite $E_{k}=\operatorname{diag}\left(\bar{R}^{1 / 2}, \ldots, \bar{R}^{1 / 2}\right) U_{k}$, where $U_{k}$ is defined similarly to $E_{k}$ but has components with unit covariance. Now from Lemma C. 2 of Oymak \& Ozay (2018) applied on $U_{k}$ we obtain that with probability at least $1-\delta_{N}$ :

$$
\frac{1}{N} \sum_{k=p}^{N+p-1} U_{k} U_{k}^{*} \succeq I_{m p} / 2 .
$$

Multiplying by $\mathcal{T}_{p} \operatorname{diag}\left(\bar{R}^{1 / 2}, \ldots\right)$ from the left and $\operatorname{diag}\left(\bar{R}^{1 / 2}, \ldots\right) \mathcal{T}_{p}^{*}$ from the right gives the desired result.

From the above lemma it follows that $N$ should be large enough to guarantee PE for the noises. In particular, $N$ should be larger than $N_{0}$, where

$$
\begin{align*}
N_{0} & =\min \left\{N: N \geq 2 c p m \log 1 / \delta_{N}\right\}  \tag{3.37}\\
& =\min \left\{N: N \geq 2 c p m \log ^{2}(2 p m) \log ^{2}(2(N+p-1) m)\right\} .
\end{align*}
$$

Such a $N_{0}$ exists since the term $2 c p m \log ^{2}(2 p m) \log ^{2}(2(N+p-1) m)$ depends logarithmically on $N$.

To guarantee PE for the noises, we also need to show that the smallest singular value $\sigma_{E}=\sigma_{\min }\left(\Sigma_{E}\right)$ is positive.

Lemma 3.3. Let $\Sigma_{E}$ be as in (3.12). Then:

$$
\sigma_{E} \geq \sigma_{\min }(R)>0
$$

Proof. The past errors $\mathcal{T}_{p} E_{k}$ can be rewritten as:

$$
\mathcal{T}_{p} E_{k}=Z_{k}-\mathcal{O}_{p} \hat{x}_{k-p}=\mathcal{O}_{p}\left(x_{k-p}-\hat{x}_{k-p}\right)+V_{k}+\mathcal{T} W_{k},
$$

where $V_{k}, W_{k}$ are defined similarly to $Z_{k}$ and consist of the past measurement and process noises respectively. Matrix $\mathcal{T}$ is a block Toeplitz matrix; we omit its analytical expression. By independence of the measurement noise, the process noise and $x_{k-p}-\hat{x}_{k-p}$ :

$$
\Sigma_{E} \succeq \mathbb{E}\left[V_{k} V_{k}^{*}\right]=\operatorname{diag}(R, \ldots, R)
$$

This in turn implies $\sigma_{E} \geq \sigma_{\min }(R)$. By Assumption 3.1, $R \succ 0$ and $\sigma_{\min }(R)>0$.

Lemma 3.4 (Markov upper bounds). Consider system (3.2) and recall the definition of $\Gamma_{k}, \Sigma_{E}$ in (3.3), (3.12). We have the following upper bounds:

$$
\begin{align*}
& \mathbb{P}\left(\left\|\bar{X} \bar{X}^{*}\right\|_{2} \geq N \frac{\operatorname{tr} \Gamma_{N-1}}{\delta}\right) \leq \delta  \tag{3.38}\\
& \mathbb{P}\left(\left\|\bar{Z} \bar{Z}^{*}\right\|_{2} \geq N \frac{\left\|\mathcal{O}_{p}\right\|_{2}^{2} \operatorname{tr} \Gamma_{N-1}+\operatorname{tr} \Sigma_{E}}{\delta}\right) \leq \delta . \tag{3.39}
\end{align*}
$$

Proof. We only show (3.39). The proof of (3.38) is similar. From Markov's inequality we obtain:

$$
\mathbb{P}\left(\left\|\bar{Z} \bar{Z}^{*}\right\|_{2} \geq \epsilon\right) \leq \frac{\mathbb{E}\left\|\bar{Z} \bar{Z}^{*}\right\|_{2}}{\epsilon}
$$

What remains is to bound the expectation in the right-hand side. Notice that

$$
\left\|Z_{k}\left(Z_{k}\right)^{*}\right\|_{2}=\operatorname{tr} Z_{k} Z_{k}^{*},
$$

since $Z_{k}$ has unit rank. Hence, by the triangle inequality:

$$
\mathbb{E}\left\|\bar{Z} \bar{Z}^{*}\right\|_{2} \leq \sum_{k=p}^{N+p-1} \operatorname{tr} \mathbb{E}\left[Z_{k} Z_{k}^{*}\right]
$$

The right hand side of the above inequality is

$$
\operatorname{tr} \mathbb{E}\left[Z_{k} Z_{k}^{*}\right]=\operatorname{tr}\left(\mathcal{O}_{p} \Gamma_{k-p} \mathcal{O}_{p}^{*}+\Sigma_{E}\right)
$$

The result follows from $\operatorname{tr}\left(\mathcal{O}_{p} \Gamma_{k-p} \mathcal{O}_{p}^{*}\right) \leq\left\|\mathcal{O}_{p}\right\|_{2}^{2} \operatorname{tr} \Gamma_{k-p}$ along with

$$
\operatorname{tr} \sum_{k=p}^{N+p-1} \Gamma_{k-p} \leq N \operatorname{tr} \Gamma_{N-1}
$$

since the sequence $\Gamma_{k}$ is monotone (see the following Lemma).
The following result is standard and we include it for completeness.

Lemma 3.5 (Monotonicity of $\Gamma_{k}$ ). Consider system (3.2), under Assumption 3.1. The sequence $\Gamma_{k}=\mathbb{E}\left[\hat{x}_{k} \hat{x}_{k}^{*}\right]$ is monotone: $\Gamma_{k} \succeq \Gamma_{k-1}$.

Proof. Notice that since $\hat{x}_{0}=0$, we have $\Gamma_{0}=0$. Define $\bar{Q}=K \bar{R} K^{*}$. By the orthogonality principle, $\hat{x}_{k}$ and $e_{k}$ are uncorrelated. Hence

$$
\Gamma_{k}=\mathcal{L}\left(\Gamma_{k-1}\right) \triangleq A \Gamma_{k-1} A^{*}+\bar{Q} .
$$

For $k=1$ we obtain:

$$
\Gamma_{1}=\bar{Q} \succeq 0=\Gamma_{0} .
$$

But the operator $\mathcal{L}$ is monotone, which implies:

$$
\Gamma_{2}=\mathcal{L}\left(\Gamma_{1}\right) \succeq \mathcal{L}\left(\Gamma_{0}\right)=\Gamma_{1}
$$

The result $\Gamma_{k} \succeq \Gamma_{k-1}$ follows by induction.

## Proof of Theorem 3.2

Some arguments are similar to Section 9 of Sarkar \& Rakhlin (2018).
Step 1: Noise PE. Under the condition $N \geq N_{0}$, from Lemma 3.2 the event $\mathcal{E}_{E}$ occurs with probability at least $1-\delta_{N}$.

Step 2: Cross terms are small. Next, we show that the cross terms $\bar{X} \bar{E}^{*}$ are small. As in Lemma 3.2, express $\bar{E}=\operatorname{diag}\left(\bar{R}^{1 / 2}, \ldots, \bar{R}^{1 / 2}\right) \bar{H}$, where $\bar{H}$ is defined similarly to $\bar{E}$ but has unit variance components. Define:

$$
\bar{V}_{N}=\bar{X} \bar{X}^{*}+\frac{N}{\left\|\mathcal{O}_{p}\right\|_{2}^{2}} I_{n}, \quad V=\frac{N}{\left\|\mathcal{O}_{p}\right\|_{2}^{2}} I_{n}, \quad V_{N}=\bar{X} \bar{X}^{*}, \quad S_{N}=\bar{X} \bar{E}^{*} .
$$

Notice that

$$
\left\|\bar{V}_{N}^{-1 / 2} S_{N}\right\|_{2}^{2} \leq\|\bar{R}\|_{2}\left\|\bar{V}_{N}^{-1 / 2} \bar{X} \bar{H}^{*}\right\|_{2}^{2}
$$

Hence, by Theorem 3.3 applied to $\bar{V}_{N}, \bar{X} \bar{H}^{*}$ the event:

$$
\mathcal{E}_{1}=\left\{\left\|\bar{V}_{N}^{-1 / 2} S_{N}\right\|_{2}^{2} \leq 8 p\|\bar{R}\|_{2}\left(\log \frac{p 5^{m}}{\delta}+\frac{1}{2} \log \operatorname{det} \bar{V}_{N} V^{-1}\right)\right\}
$$

occurs with probability at least $1-\delta$.
Next we upper bound term $\bar{V}_{N}$. From Lemma 3.4, the event:

$$
\mathcal{E}_{2}=\left\{V_{N} \preceq N \frac{\operatorname{tr} \Gamma_{N-1}}{\delta} I_{n}\right\}
$$

occurs with probability at least $1-\delta$. This implies that:

$$
\begin{aligned}
\log \operatorname{det} \bar{V}_{N} V^{-1} & \leq \log \operatorname{det}\left[\left(\frac{N \operatorname{tr} \Gamma_{N-1}}{\delta}+\frac{N}{\left\|\mathcal{O}_{p}\right\|_{2}^{2}}\right) I_{n} \frac{\left\|\mathcal{O}_{p}\right\|_{2}^{2}}{N}\right] \\
& =\log \left(\frac{\left\|\mathcal{O}_{p}\right\|_{2}^{2} \operatorname{tr} \Gamma_{N-1}}{\delta}+1\right)^{n}=n \log \left(\frac{\left\|\mathcal{O}_{p}\right\|_{2}^{2} \operatorname{tr} \Gamma_{N-1}}{\delta}+1\right)
\end{aligned}
$$

Combining the two events $\mathcal{E}_{1}, \mathcal{E}_{2}$ and by a union bound, with probability at least $1-2 \delta$
the event:

$$
\mathcal{E}_{X E}=\left\{\left\|\bar{V}_{N}^{-1 / 2} S_{N}\right\|_{2}^{2} \leq \mathcal{C}_{X E}\|\bar{R}\|_{2}\right\},
$$

occurs, where

$$
\mathcal{C}_{X E} \triangleq 8 p\left(\frac{n}{2} \log \left(\frac{\left\|\mathcal{O}_{p}\right\|^{2} \operatorname{tr} \Gamma_{N-1}}{\delta}+1\right)+\log \frac{p 5^{m}}{\delta}\right) .
$$

As a consequence, if $u \in \mathbb{R}^{m p},\|u\|_{2}=1$ is an arbitrary unit vector:

$$
\begin{align*}
& \left|u^{*} \mathcal{O}_{p} \bar{X} \bar{E}^{*} \mathcal{T}_{p}^{*} u\right| \leq\left\|u^{*} \mathcal{O}_{p} \bar{V}_{N}^{1 / 2} \bar{V}_{N}^{-1 / 2} S_{N} \mathcal{T}_{p}^{*}\right\|_{2} \\
& \leq \sqrt{u^{*} \mathcal{O}_{p} \bar{X} \bar{X}^{*} \mathcal{O}_{p}^{*} u+N \frac{u^{*} \mathcal{O}_{p} \mathcal{O}_{p}^{*} u}{\left\|\mathcal{O}_{p}\right\|_{2}^{2}} \sqrt{\mathcal{C}_{X E}\|\bar{R}\|_{2}}\left\|\mathcal{T}_{p}\right\|_{2}} \\
& \leq \sqrt{u^{*} \mathcal{O}_{p} \bar{X} \bar{X}^{*} \mathcal{O}_{p}^{*} u+N} \sqrt{\mathcal{C}_{X E}\|\bar{R}\|_{2}}\left\|\mathcal{T}_{p}\right\|_{2}, \text { conditioned on } \mathcal{E}_{X E} \tag{3.40}
\end{align*}
$$

Step 3: Output PE Consider an arbitrary unit vector $u \in \mathbb{R}^{m p},\|u\|_{2}=1$. Consider the events $\mathcal{E}_{E}$ and $\mathcal{E}_{X E}$ from steps 1,2 . With probability $1-\delta_{N}-2 \delta$, since $N \geq N_{0}$ the event $\mathcal{E}_{E} \cap \mathcal{E}_{X E}$ occurs. It remains to show that on $\mathcal{E}_{E} \cap \mathcal{E}_{X E}$ the outputs satisfy PE for sufficiently large $N$. Define

$$
\alpha \triangleq \frac{1}{N} u^{*} \mathcal{O}_{p} \bar{X} \bar{X}^{*} \mathcal{O}_{p}^{*} u, \beta \triangleq \frac{1}{N} u^{*} \mathcal{T}_{p} \bar{E} \bar{E}^{*} \mathcal{T}_{p}^{*} u
$$

From (3.28), (3.40) for $N \geq N_{0}$ on $\mathcal{E}_{E} \cap \mathcal{E}_{X E}$ :

$$
\frac{1}{N} u^{*} \bar{Z} \bar{Z}^{*} u \geq \alpha+\beta-\underbrace{2\left\|\mathcal{T}_{p}\right\|_{2} \sqrt{\frac{\mathcal{C}_{X E}\|\bar{R}\|_{2}}{N}}}_{\gamma_{N}} \sqrt{\alpha+1}
$$

with $\beta \geq \sigma_{E} / 2$. Now let $N_{1}$ be such that:

$$
\begin{equation*}
N_{1}=\min \left\{N: \gamma_{N} \leq \min \left\{1, \frac{\sigma_{E}}{4}\right\}\right\} . \tag{3.41}
\end{equation*}
$$

Since $\mathcal{C}_{X E}$ grows at most logarithmically with $N, N_{1}$ always exists. Now, since $N \geq N_{1}$
and $\beta \geq \sigma_{E} / 2$ :

$$
\alpha+\beta-\gamma_{N} \sqrt{\alpha+1} \geq \frac{\alpha+\beta}{2} .
$$

The above inequality follows from the following lemma.

Lemma 3.6 (Minimum of function). Let $\beta \geq b>0$, for some $b>0$ and consider the function:

$$
f(\alpha, \beta)=\frac{\alpha+\beta}{2}-\gamma \sqrt{\alpha+1}, \text { for } \alpha \geq 0, \beta \geq b>0
$$

If $\gamma \leq 1, \frac{b}{2}$, then

$$
f(\alpha, \gamma) \geq 0, \text { for all } \alpha \geq 0, \beta \geq b>0 .
$$

Proof. By elementary calculus:

$$
\min _{\alpha \geq 0} f(\alpha, \beta)=\begin{array}{ll}
\frac{\beta-1-\gamma^{2}}{2}, & \text { if } \gamma \geq 1 \\
\frac{\beta}{2}-\gamma, & \text { if } \gamma<1
\end{array}
$$

Thus, if $\gamma \leq 1, b / 2$, we have $f(\alpha, \beta) \geq 0$.

### 3.7.3 Proof of Theorem 3.1

Step 1: Since $N \geq N_{0}, N_{1}$, from Theorem 3.2, with probability at least $1-\delta_{N}-2 \delta$, the event $\mathcal{E}_{Y} \cap \mathcal{E}_{E}$ occurs.

Step 2: Next, we analyze the cross term. Define:

$$
\Psi_{N}=\bar{Z} \bar{Z}^{*}, \quad \bar{\Psi}_{N}=\Psi_{N}+N \frac{\sigma_{E}}{4} I_{m p}, \quad S_{N}=\mathcal{T}_{f} \bar{E}_{+} \bar{Z}^{*}
$$

Notice that on the event $\mathcal{E}_{Y} \cap \mathcal{E}_{E}$, we have that $\bar{\Psi}_{N} \preceq 2 \Psi_{N}$ since $\Psi_{N} \succeq N \frac{\sigma_{E}}{4} I_{m p}$. Hence,

$$
\left\|S_{N} \Psi_{N}^{-1 / 2}\right\|_{2} \leq \sqrt{2}\left\|S_{N} \bar{\Psi}_{N}^{-1 / 2}\right\|_{2} .
$$

Now the proof continues as in the case of cross-terms in the proof of Theorem 3.2. We
apply Theorem 3.3 to $\bar{\Psi}_{N}, S_{N}$ and use Lemma 3.4 to upper bound $\bar{\Psi}_{N}$. Then, conditioned on $\mathcal{E}_{Y} \cap \mathcal{E}_{E}$, with probability $1-2 \delta$ :

$$
\begin{equation*}
\left\|S_{N} \Psi_{N}^{-1 / 2}\right\|_{2}^{2} \leq 16\left\|\Sigma_{E}^{+}\right\|_{2}\left(\frac{f m p}{2} \log \frac{\kappa_{N}}{\delta}+f \log \frac{5^{m} f}{\delta}\right) \tag{3.42}
\end{equation*}
$$

where

$$
\kappa_{N}=\frac{4}{\sigma_{E}}\left(\left\|\mathcal{O}_{p}\right\|_{2}^{2} \operatorname{tr} \Gamma_{N-1}+\operatorname{tr} \Sigma_{E}\right)+\delta .
$$

Next, we bound $\left\|\Psi_{N}^{-1 / 2}\right\|$ separately on the event $\mathcal{E}_{Y} \cap \mathcal{E}_{E}$ by $\frac{2}{\sqrt{N \sigma_{E}}}$.
Finally, conditioned on $\mathcal{E}_{E} \cap \mathcal{E}_{Y}$, with probability at least $1-2 \delta$ :

$$
\begin{equation*}
\left\|\mathcal{T}_{f} \bar{E}_{+} \bar{Z}^{*}\left(\bar{Z} \bar{Z}^{*}\right)^{-1}\right\| \leq \frac{\mathcal{C}_{1}}{\sqrt{N}} \sqrt{\frac{f m p}{2} \log \frac{\kappa_{N}}{\delta}+f \log \frac{5^{m} f}{\delta}} \tag{3.43}
\end{equation*}
$$

Step 3: We bound the Kalman truncation term. Recall that:

$$
\bar{X} \bar{Z}^{*}\left(\bar{Z} \bar{Z}^{*}\right)^{-1}=\mathcal{O}_{p}^{\dagger}\left(I_{m p}-\mathcal{T}_{p} \bar{E} \bar{E}^{*} \mathcal{T}_{p}^{*}\left(\bar{Z} \bar{Z}^{*}\right)^{-1}-\mathcal{T}_{p} \bar{E} \bar{X}^{*} \mathcal{O}_{p}^{*}\left(\bar{Z} \bar{Z}^{*}\right)^{-1}\right)
$$

On the event $\mathcal{E}_{E} \cap \mathcal{E}_{Y}$, we have:

$$
\left\|\mathcal{T}_{p} \bar{E} \bar{E}^{*} \mathcal{T}_{p}^{*}\left(\bar{Z} \bar{Z}^{*}\right)^{-1}\right\|_{2} \leq 2
$$

since $\bar{Z} \bar{Z}^{*} \succeq \frac{1}{2} \mathcal{T}_{p} \bar{E} \bar{E}^{*} \mathcal{T}_{p}^{*}$. Hence we obtain:

$$
\left\|\bar{X} \bar{Z}^{*}\left(\bar{Z} \bar{Z}^{*}\right)^{-1}\right\|_{2} \leq\left\|\mathcal{O}_{p}^{\dagger}\right\|_{2}\left(3+\left\|\mathcal{T}_{p}\right\|_{2}\left\|\bar{E} \bar{X}^{*} \mathcal{O}_{p}^{*}\left(\bar{Z} \bar{Z}^{*}\right)^{-1}\right\|_{2}\right)
$$

From the discussion in Section 3.4, we only need to find $N_{2}$ such that for $N \geq N_{2}$ with high probability:

$$
\left\|\mathcal{T}_{p}\right\|_{2}\left\|\bar{E} \bar{X}^{*} \mathcal{O}_{p}^{*}\left(\bar{Z} \bar{Z}^{*}\right)^{-1}\right\|_{2} \leq 1
$$

Define

$$
B_{N}=\mathcal{O}_{p} \bar{X} \bar{X} \mathcal{O}_{p}, B=\frac{\sigma_{E}}{2} N I_{m p}, \bar{B}_{N}=B_{N}+B
$$

Notice that on the event $\mathcal{E}_{E} \cap \mathcal{E}_{Y}$, we have $\bar{Z} \bar{Z}^{*} \succeq \frac{1}{2} \bar{B}_{N}$, which implies:

$$
\left\|\bar{E} \bar{X}^{*} \mathcal{O}_{p}^{*}\left(\bar{Z} \bar{Z}^{*}\right)^{-1 / 2}\right\| \leq \sqrt{2}\left\|\bar{E} \bar{X}^{*} \mathcal{O}_{p}^{*} \bar{B}_{N}^{-1 / 2}\right\|
$$

Now we can treat the right-hand side in the same way as the cross-term above. By an application of Theorem 3.3 and Lemma 3.4, we obtain that conditioned on $\mathcal{E}_{Y} \cap \mathcal{E}_{E}$, with probability $1-2 \delta$ :

$$
\begin{aligned}
\left\|\bar{E} \bar{X}^{*} \mathcal{O}_{p}^{*}\left(\bar{Z} \bar{Z}^{*}\right)^{-1}\right\| & \leq \sqrt{2}\left\|\bar{E} \bar{X}^{*} \mathcal{O}_{p}^{*} \bar{B}_{N}^{-1 / 2}\right\|\left\|\left(\bar{Z} \bar{Z}^{*}\right)^{-1 / 2}\right\|_{2} \\
& \leq 8 \sqrt{\frac{\|\bar{R}\|_{2}}{\sigma_{E}}} \frac{\mathcal{C}_{N}}{\sqrt{N}}
\end{aligned}
$$

where

$$
\mathcal{C}_{N}=\sqrt{\frac{m p^{2}}{2} \log \left(\frac{2\left\|\mathcal{O}_{p}\right\|_{2}^{2} \operatorname{tr} \Gamma_{N-1}}{\delta \sigma_{E}}+1\right)+p \log \frac{p 5^{m}}{\delta}}
$$

Thus, we define:

$$
\begin{equation*}
N_{2}=\min \left\{N: 8 \sqrt{\frac{\|\bar{R}\|_{2}}{\sigma_{E}}}\left\|\mathcal{T}_{p}\right\|_{2} \frac{\mathcal{C}_{N}}{\sqrt{N}} \leq 1\right\} \tag{3.44}
\end{equation*}
$$

Such an $N_{2}$ exists since $\mathcal{C}_{N}$ grows at most logarithmically with $N$.
Step 4: Final expression From the previous step and a union bound, for $N \geq$ $N_{0}, N_{1}, N_{2}$ with probability at least $1-\delta_{N}-6 \delta$ :

$$
\begin{equation*}
\|G-\hat{G}\|_{2} \leq \frac{\mathcal{C}_{1}}{\sqrt{N}} \sqrt{\frac{f m p}{2} \log \frac{\kappa_{N}}{\delta}+f \log \frac{5^{m} f}{\delta}}+\mathcal{C}_{2}\|A-K C\|_{2}^{p}, \tag{3.45}
\end{equation*}
$$

Step 5: Simplification of final expression To simplify the final expression, we use

$$
\frac{f m p}{2} \log \kappa_{N}+f \log \left(5^{m} f\right) \leq f m p\left(\log \kappa_{N}+\log (5 f)\right)=f m p \log \left(5 f \kappa_{N}\right)
$$

and

$$
\frac{f m p}{2} \log \frac{1}{\delta}+f \log \frac{1}{\delta} \leq f m p \log \frac{1}{\delta}
$$

since $p \geq n+1 \geq 2$.

### 3.7.4 Proof of Theorem 3.4

The proof follows the steps of Oymak \& Ozay (2018).

## Step 1: Bounds for observability/controllability matrix

Denote the rank $n$ approximation of $\hat{G}$ by

$$
\hat{G}_{n} \triangleq \hat{\mathcal{O}}_{f} \hat{\mathcal{K}}_{p}
$$

By definition, $\hat{G}_{n}$ is the matrix which minimizes $\|\hat{G}-M\|_{2}$, among all rank $n$ matrices $M$. Thus, by optimality:

$$
\left\|\hat{G}-\hat{G}_{n}\right\|_{2} \leq\|\hat{G}-G\|_{2},
$$

since $G$ has also rank $n$. As a result, we have:

$$
\begin{equation*}
\left\|G-\hat{G}_{n}\right\|_{2} \leq\|G-\hat{G}\|_{2}+\left\|\hat{G}-\hat{G}_{n}\right\|_{2} \leq 2\|\hat{G}-G\|_{2} \tag{3.46}
\end{equation*}
$$

From (3.46) and the robustness condition (3.33) we have:

$$
\begin{equation*}
\left\|G-\hat{G}_{n}\right\|_{2} \leq 2\|\hat{G}-G\|_{2} \leq \frac{\sigma_{n}(G)}{2} . \tag{3.47}
\end{equation*}
$$

Hence, we can now apply Theorem 5.14 of Tu et al. (2016), which states that there exists an orthonormal matrix $T$ such that:

$$
\begin{equation*}
\sqrt{\left\|\hat{\mathcal{O}}_{f}-\overline{\mathcal{O}}_{f} T\right\|_{F}^{2}+\left\|\hat{\mathcal{K}}_{p}-T^{*} \overline{\mathcal{K}}_{p}\right\|_{F}^{2}} \leq \sqrt{\frac{2}{(\sqrt{2}-1) \sigma_{n}(G)}}\left\|G-\hat{G}_{n}\right\|_{F}, \tag{3.48}
\end{equation*}
$$

where $\|\cdot\|_{F}$ denotes the Frobenius norm.
Since matrices $G, \hat{G}_{n}$ have rank- $n$, the sum $G-\hat{G}_{n}$ has rank at most $2 n$. Thus, we can
bound the Frobenius norm $\left\|G-\hat{G}_{n}\right\|_{F}$ in terms of spectral norm:

$$
\begin{equation*}
\left\|G-\hat{G}_{n}\right\|_{F} \leq \sqrt{2 n}\left\|G-\hat{G}_{n}\right\|_{2} \leq 2 \sqrt{2 n}\|\hat{G}-G\|_{2} \tag{3.49}
\end{equation*}
$$

where the second inequality follows from (3.46). For simplicity, we also use $\frac{2}{\sqrt{2}-1} \leq 5$. Thus, from (3.48) and the above inequalities:

$$
\sqrt{\left\|\hat{\mathcal{O}}_{f}-\overline{\mathcal{O}}_{f} T\right\|_{F}^{2}+\left\|\hat{\mathcal{K}}_{p}-T^{*} \overline{\mathcal{K}}_{p}\right\|_{F}^{2}} \leq 2 \sqrt{\frac{10 n}{\sigma_{n}(G)}}\|G-\hat{G}\|_{2} .
$$

Finally, since the spectral norm is always smaller than the Frobenius one:

$$
\begin{equation*}
\sqrt{\left\|\hat{\mathcal{O}}_{f}-\overline{\mathcal{O}}_{f} T\right\|_{2}^{2}+\left\|\hat{\mathcal{K}}_{p}-T^{*} \overline{\mathcal{K}}_{p}\right\|_{2}^{2}} \leq 2 \sqrt{\frac{10 n}{\sigma_{n}(G)}}\|G-\hat{G}\|_{2}, \tag{3.50}
\end{equation*}
$$

As a corollary,

$$
\max \left\{\left\|\hat{\mathcal{O}}_{f}-\overline{\mathcal{O}}_{f} T\right\|_{2},\left\|\hat{\mathcal{K}}_{p}-T^{*} \overline{\mathcal{K}}_{p}\right\|_{2}\right\} \leq 2 \sqrt{\frac{10 n}{\sigma_{n}(G)}}\|G-\hat{G}\|_{2},
$$

## Step 2: Bounds for system parameters

Bounds for $C, K$
Since $\hat{C}-\bar{C} T$ is a sub-matrix of $\hat{\mathcal{O}}_{f}-\overline{\mathcal{O}}_{f} T$, we immediately obtain:

$$
\|\hat{C}-\bar{C} T\|_{2} \leq\left\|\hat{\mathcal{O}}_{f}-\overline{\mathcal{O}}_{f} T\right\|_{2} \leq 2 \sqrt{\frac{10 n}{\sigma_{n}(G)}}\|G-\hat{G}\|_{2}
$$

Similarly, for $K$ we have:

$$
\left\|\hat{K}-T^{*} \bar{K}\right\|_{2} \leq\left\|\hat{\mathcal{K}}_{p}-T^{*} \overline{\mathcal{K}}_{p}\right\|_{2} \leq 2 \sqrt{\frac{10 n}{\sigma_{n}(G)}}\|G-\hat{G}\|_{2}
$$

## Bounds for $A$

For simplicity, denote $\hat{M} \triangleq \hat{\mathcal{O}}_{f}^{h}, \bar{M} \triangleq \overline{\mathcal{O}}_{f}^{h}$ and $\hat{N} \triangleq \hat{\mathcal{O}}_{f}^{l}, \bar{N} \triangleq \overline{\mathcal{O}}_{f}^{l}$. Based on this notation:

$$
\hat{A}=\hat{M}^{\dagger} \hat{N}, \quad \bar{A}=\bar{M}^{\dagger} \bar{N}
$$

After some algebraic manipulations:

$$
\hat{A}-T^{*} \bar{A} T=\left(\hat{M}^{\dagger}-T^{*} \bar{M}^{\dagger}\right) \bar{N} T+\hat{M}^{\dagger}(\hat{N}-\bar{N} T)
$$

First, notice that $\|\bar{N}\|_{2} \leq\left\|\overline{\mathcal{O}}_{f}\right\|_{2}=\sqrt{\|G\|}$, where the inequality follows from the fact that $\bar{N}$ is a submatrix of $\overline{\mathcal{O}}_{f}$; equality follows from the definition of $\overline{\mathcal{O}}_{f}=U_{1} \Sigma_{1}^{1 / 2}$. Second, $\left\|\hat{M}^{\dagger}\right\|_{2}=\frac{1}{\sigma_{n}(\hat{M})} \leq \frac{1}{\sigma_{o}}$ and third

$$
\|\hat{N}-\bar{N} T\|_{2} \leq\left\|\hat{\mathcal{O}}_{f}-\overline{\mathcal{O}}_{f} T\right\|_{2},
$$

since $\hat{N}-\bar{N} T$ is a submatrix of $\hat{\mathcal{O}}_{f}-\overline{\mathcal{O}}_{f} T$. Finally, from Theorem 4.1 of Wedin (1972)

$$
\left\|\hat{M}^{\dagger}-T^{*} \bar{M}^{\dagger}\right\|_{2} \leq\left\|\hat{M}-T^{*} \bar{M}\right\|_{2} \max \left\{\frac{1}{\sigma_{n}^{2}(\hat{M})}, \frac{1}{\sigma_{n}^{2}(\bar{M})}\right\} \leq\left\|\hat{\mathcal{O}}_{f}-\overline{\mathcal{O}}_{f} T\right\|_{2} \frac{1}{\sigma_{o}^{2}}
$$

Combining all previous bounds, we obtain

$$
\left\|\hat{A}-T^{*} \bar{A} T\right\|_{2} \leq\left(\frac{\sqrt{G}}{\sigma_{o}^{2}}+\frac{1}{\sigma_{o}}\right)\left\|\hat{\mathcal{O}}_{f}-\overline{\mathcal{O}}_{f} T\right\|_{2} .
$$

### 3.7.5 Bounds for system matrices

In this section, we formally prove bounds for $\mathcal{O}_{k}, \mathcal{T}_{k}, \Gamma_{k}$, which we implicitly used in Section 3.4.

First, we prove a standard result for the norm of (block) Toeplitz matrices.
Lemma 3.7 (Toeplitz norm). Let $M \in \mathbb{R}^{m_{1} n \times m_{2} n}$, for some integers $n, m_{1}, m_{2}$ be an
(upper) block triangular Toeplitz matrix:

$$
M=\left[\begin{array}{cccccc}
M_{1} & M_{2} & M_{3} & \cdots & \cdots & M_{n} \\
0 & M_{1} & M_{2} & & & M_{n-1} \\
\vdots & & \ddots & \ddots & & \vdots \\
& & & & & \\
& & & & & \\
& & & & M_{1} & M_{2} \\
0 & 0 & \cdots & & 0 & M_{1}
\end{array}\right]
$$

where $M_{i} \in \mathbb{R}^{m_{1} \times m_{2}}, i=1, \ldots, n$. Then:

$$
\|M\|_{2} \leq \sum_{i=1}^{n}\left\|M_{i}\right\|_{2}
$$

Proof. A standard technique in the analysis of Toeplitz matrices is to write them in terms of linear combinations of powers of companion matrices (see Horn \& Johnson (2012), equation (0.9.7)). We can write $M$ as:

$$
M=I_{n} \otimes M_{1}+\sum_{i=1}^{n-1} J_{n}^{i} \otimes M_{i}
$$

where $\otimes$ is the Kronecker product, $I_{n}$ is the identity matrix of dimension $n$, and $J_{n}$ is the companion matrix:

$$
J_{n}=J=\left[\begin{array}{ccccc}
0 & 1 & \cdots & 0 & 0 \\
0 & 0 & \ddots & \vdots & \vdots \\
& & \ddots & & \\
& & & 0 & 1 \\
& 0 & \cdots & 0 & 0
\end{array}\right],
$$

But we have $\|D \otimes F\|_{2}=\|D\|_{2}\|F\|_{2}$ for any matrices $D, F$ (see Theorem 4.2.15 in Horn \& Johnson (1994)). Also the companion matrix has norm one $\left\|J_{n}\right\|_{2}=1$ since $J_{n} J_{n}^{*}=$ $\operatorname{diag}(1, \ldots, 1,0)$. The result follows from the triangle inequality.

Next, we provide a bound for the sum of powers of $A$.
Lemma 3.8. Consider the series $S_{t}=\sum_{i=0}^{t}\left\|A^{i}\right\|_{2}$. We have the following two cases:

- If the system is asymptotically stable $\rho(A)<1$, then $\left\|S_{t}\right\|_{2}=\mathcal{O}(1)$
- If the system is marginally stable $(\rho(A)=1)$, then $\left\|S_{t}\right\|_{2}=\mathcal{O}\left(t^{\kappa}\right)$, where $\kappa$ is the largest Jordan block of $A$ corresponding to a unit circle eigenvalue $|\lambda|=1$.

Proof. Proof of first part. By Gelfand's formula Horn \& Johnson (2012), for every $\epsilon>0$, there exists a $i_{0}=i_{0}(\epsilon)$ such that $\left\|A^{i}\right\| \leq(\rho(A)+\epsilon)^{i}$, for all $i \geq i_{0}$. Just pick $\epsilon$ such that $\rho(A)+\epsilon<1$. Then,

$$
S_{t} \leq \sum_{i=0}^{i_{0}}\left\|A^{i}\right\|_{2}+\frac{1}{1-\rho(A)-\epsilon}=\mathcal{O}(1)
$$

Proof of second part. Assume that $A$ is equal to a $n \times n$ Jordan block corresponding to $\lambda=1$. The proof for the other cases is similar. Then we have that:

$$
A^{i}=\left[\begin{array}{cccc}
1 & \binom{i}{1} & \ldots & \binom{i}{n-1} \\
0 & 1 & \ldots & \binom{i}{n-2} \\
& & \ddots & \\
0 & 0 & \ldots & 1
\end{array}\right]
$$

By Lemma 3.7, we obtain:

$$
\left\|A^{i}\right\|_{2} \leq \sum_{k=0}^{n-1}\binom{i}{k} \leq\left(\frac{e i}{n-1}\right)^{n-1}
$$

where the second inequality is classical, see Exercise 0.0.5 in Vershynin (2018).
Finally, we have:

$$
S_{t} \leq t\left(\frac{e t}{n-1}\right)^{n-1}=\mathcal{O}\left(t^{n}\right)
$$

Corollary 3.2. The norms $\left\|\mathcal{O}_{k}\right\|_{2},\left\|\mathcal{T}_{k}\right\|_{2},\left\|\Gamma_{k}\right\|_{2}$ depend at most polynomially in $k$ if $\rho(A) \leq 1$ (they are $\mathcal{O}(\operatorname{poly}(k)))$. If the system is asymptotically stable they are upper
bounded for all $k$ (they are $\mathcal{O}(1))$.
Proof. Observability matrix: Consider the sum $S_{t}=\sum_{i=0}^{t}\left\|A^{i}\right\|_{2}$ of the previous lemma. We have:

$$
\left\|\mathcal{O}_{k}\right\|_{2} \leq\|C\|_{2} S_{k-1}=\mathcal{O}\left(S_{k}\right)
$$

The result follows by applying the previous lemma.
Block Toeplitz matrix Consider the sum $S_{t}=\sum_{i=0}^{t}\left\|A^{i}\right\|_{2}$ of the previous lemma. By Lemma 3.7 we have:

$$
\left\|\mathcal{T}_{k}\right\|_{2} \leq 1+\|C\|_{2}\|K\|_{2} S_{k-2}=\mathcal{O}\left(S_{k}\right)
$$

The result follows by applying the previous lemma.
Covariance matrix We have

$$
\left\|\Gamma_{k}\right\|_{2} \leq\left\|K \bar{R} K^{*}\right\|_{2} \sum_{i=0}^{k-1}\left\|A^{i}\right\|^{2}
$$

The result follows by using a similar argument as in the previous lemma for $\sum_{i=0}^{k-1}\left\|A^{i}\right\|^{2}$.

Lemma 3.9 (Lest non-zero singular values of $G, \mathcal{O}_{p}$ are increasing). The $n-t h$ singular value of $\mathcal{O}_{p}$ is increasing with $p$ :

$$
\sigma_{n}\left(\mathcal{O}_{p_{1}}\right) \geq \sigma_{n}\left(\mathcal{O}_{p_{2}}\right), \text { for } p_{1} \geq p_{2}
$$

The same is true for the $n$-th singular value of $G$ :

$$
\sigma_{n}\left(\mathcal{O}_{f} \mathcal{K}_{p_{1}}\right) \geq \sigma_{n}\left(\mathcal{O}_{f} \mathcal{K}_{p_{2}}\right), \text { for } p_{1} \geq p_{2}
$$

Proof. We only prove the first part. The other proof is similar. Notice that $\mathcal{O}_{p_{1}}$ can be rewritten as:

$$
\mathcal{O}_{p_{1}}=\left[\begin{array}{c}
\mathcal{O}_{p_{2}} \\
M
\end{array}\right]
$$

for some matrix $M$. Hence

$$
\mathcal{O}_{p_{1}}^{*} \mathcal{O}_{p_{1}} \succeq \mathcal{O}_{p_{2}}^{*} \mathcal{O}_{p_{2}}
$$

Thus $\sigma_{n}^{2}\left(\mathcal{O}_{p_{1}}\right) \geq \sigma_{n}^{2}\left(\mathcal{O}_{p_{2}}\right)$.

## Chapter 4

## Offline Learning of the Kalman

## Filter

### 4.1 Introduction

In this chapter, we study the problem of learning the Kalman Filter (KF) for unknown systems. Similar to the previous chapters, we focus on autonomous LTI systems

$$
\begin{align*}
x_{k+1} & =A x_{k}+w_{k}  \tag{4.1}\\
y_{k} & =C x_{k}+v_{k} .
\end{align*}
$$

We provide finite-sample guarantees for the performance of the offline learning architecture, where we learn the filter once based on batch data of finite size.

We consider a simple two step procedure. In the first step, using system identification tools rooted in subspace methods (see Chapter 3), we obtain finite-data estimates of the state-space parameters, and Kalman gain describing system (4.1). Then, in the second step, we use these approximate parameters to design a filter which predicts the system state. We provide an end-to-end analysis of this two-step procedure, and characterize the sub-optimality of the resulting filter in terms of the number of samples used during the system identification step. The sub-optimality is measured in terms of the mean square
prediction error of the filter. A key insight that emerges from our analysis is that using a Certainty Equivalent (CE) Kalman Filter, i.e., using a Kalman Filter computed directly from estimated parameters, can yield poor estimation performance if the resulting Certainty Equivalent Kalman Filter has eigenvalues close to the unit circle. To address this issue, we propose a Robust Kalman Filter that mitigates these effects and that still enjoys provable sub-optimality guarantees.

Our main contributions are that: i) we show that if the system identification step produces sufficiently accurate estimates, or if the underlying true Kalman Filter is sufficiently robust, then the Certainty Equivalent Kalman Filter has near optimal mean square prediction error, ii) we show when the Certainty Equivalent Kalman Filter is marginally stable, i.e., when it has eigenvalues close to the unit circle, that a Robust Kalman Filter synthesized by explicitly imposing bounds on the magnitude of certain closed loop maps of the system enjoys similar mean square prediction error bounds as the Certainty Equivalent Kalman Filter, while demonstrating improved stability properties, and iii) we integrate the above results with the finite-data system identification guarantees of Chapter 3, to provide, to the best of our knowledge, the first end-to-end sample complexity bounds for the Kalman filtering of an unknown system. In particular, we show that the mean square estimation error of both the Certainty Equivalent and Robust Kalman Filter produced by the two step procedure described above is, with high probability, bounded by $\tilde{O}(1 / \sqrt{N})$, where $N$ is the number of samples collected in the system identification step.

Related work. A similar two step process was studied for the Linear Quadratic (LQ) control of an unknown system in Dean et al. (2017); Mania et al. (2019). While LQ optimal control and Kalman filtering are known to be dual problems, this duality breaks down when the state-space parameters describing the system dynamics are not known. In particular, the LQ optimal control problem assumes full state information, making the system identification step much simpler - in particular, it reduces to a simple least-squares problem. In contrast, in the Kalman Filter setting, as only partial observations are available, the additional challenge of finding an appropriate system order and state-space realization
must be addressed. On the other hand, in the Kalman Filter problem one can directly estimate the filter gain from data, which makes analyzing performance of the Certainty Equivalent Kalman Filter simpler than the performance of the Certainty Equivalent LQ optimal controller (Mania et al., 2019).

System identification of autonomous LTI systems (4.1) is referred to as stochastic system identification (Van Overschee \& De Moor, 2012). Classical results consider the asymptotic consistency of stochastic subspace system identification, as in Deistler et al. (1995); Bauer et al. (1999), whereas contemporary results seek to provide finite data guarantees (Tsiamis \& Pappas, 2019; Lee \& Lamperski, 2020). Finite data guarantees for system identification of partially observed systems can also be found in Oymak \& Ozay (2018); Simchowitz et al. (2019); Sarkar et al. (2019), but these results focus on learning the non-stochastic part of the system, assuming that a user specified input is used to persistently excite the dynamics. More references can be found in Chapter 3.

Classical approaches to robust Kalman filtering can be found in El Ghaoui \& Calafiore (2001); Sayed et al. (2001); Levy \& Nikoukhah (2012), where parametric uncertainty is explicitly taken into account during the filter synthesis procedure. Although similar in spirit to our robust Kalman Filter procedure, these approaches assume fixed parametric uncertainty, and do not characterize the effects of parametric uncertainty on estimation performance, with this latter step being key in providing end-to-end sample complexity bounds. We also note that although not directly comparable to our work, the filtering problem for an unknown LTI system was also recently studied in the adversarial noise setting in Hazan et al. (2018), where a spectral filtering technique is used to directly predict the output bypassing the system identification step. In the stochastic noise case, onlinelearning of the Kalman Filter was studied in Kozdoba et al. (2019), where the goal is to predict a scalar output

Notation. We let bold symbols denote the frequency representation of signals. For example, $\boldsymbol{\Phi}=\sum_{t=0}^{\infty} \Phi_{t} z^{-t}$. If $M$ is stable with spectral radius $\rho(M)<1$, then we denote its resolvent by $\mathfrak{R}_{M} \triangleq(z I-M)^{-1}$. The $\mathcal{H}_{2}$ system norm is defined by $\|\boldsymbol{\Phi}\|_{\mathcal{H}_{2}}^{2} \triangleq$


Figure 4.1: The proposed identification and filter synthesis pipeline. Using a single trajectory of $N$ samples $\left\{y_{t}\right\}_{t=0}^{N}$ generated by system (4.2), a system identification algorithm computes estimates of ( $\hat{A}, \hat{C}, \hat{K}$ ) with corresponding identification error bounds $\epsilon:=\max \left(\epsilon_{A}, \epsilon_{C}, \epsilon_{K}\right)$. Then, using these estimates, we synthesize a filter defined by dynamic gains $\left\{L_{t}\right\}_{t=1}^{\infty}$, which has mean square prediction error $\tilde{J}$, defined in (4.3).
$\sum_{t=0}^{\infty}\left\|\Phi_{t}\right\|_{F}^{2}$, where $\|\cdot\|_{F}$ is the Frobenius norm. The $\mathcal{H}_{\infty}$ system norm is defined by $\|\boldsymbol{\Phi}\|_{\mathcal{H}_{\infty}} \triangleq \sup _{\|z\|=1}\|\boldsymbol{\Phi}(z)\|_{2}$, where $\|\cdot\|_{2}$ is the spectral norm. Let $\frac{1}{z} \mathcal{R} \mathcal{H}_{\infty}$ be the set of real rational stable strictly proper transfer matrices.

### 4.2 Problem Formulation

Similar to Chapter 3, we consider the steady-state Kalman Filter form of system (4.1):

$$
\begin{align*}
\hat{x}_{k+1} & =A \hat{x}_{k}+K e_{k}  \tag{4.2}\\
y_{k} & =C \hat{x}_{k}+e_{k},
\end{align*}
$$

where $\hat{x}_{k} \in \mathbb{R}^{n}$ is the prediction (state), $y_{k} \in \mathbb{R}^{m}$ is the output, $e_{k} \in \mathbb{R}^{n}$ is the innovation process, and $K$ is the Kalman filter gain defined in (2.2). The innovations $e_{k}$ are i.i.d. zero mean Gaussians, with positive definite covariance matrix $\bar{R}$-see (3.4), and the initial predicted state is assumed to be $\hat{x}_{0}=0$. In general, the system (4.1) driven by i.i.d. zero mean Gaussian process and sensor noise is equivalent to system (4.2) for a suitable gain matrix $K$, as both noise models produce outputs with identical statistical properties-see Remark 1 or (Van Overschee \& De Moor, 2012, Chapter 3). Similar to Chapter 3, we assume that the system is observable and minimal.

Assumption 4.1. Matrices $A, C, K, \bar{R}$ are unknown. The order of the system $n$ is known. Let Assumptions 3.1, 3.2, 3.3 hold. Assume that matrix A has spectral radius less than 1, i.e., $\rho(A)<1$.

Assumptions 3.1, 3.2, 3.3 guarantee that the Kalman filter is well-defined and in steady
state (see Corollary 2.1). They also guarantee minimality of system (4.2). We note that the filter synthesis procedures we propose can be applied even if $\rho(A) \geq 1$ - however, in this case, we are unable to guarantee bounded estimation error for the resulting CE and robust KFs (see Theorem 4.1 and Lemma 4.2).

Our goal is to provide end-to-end sample complexity bounds for the two step pipeline illustrated in Fig. 4.1. First, we collect a trajectory $\left\{y_{t}\right\}_{t=0}^{N}$ of length $N$ from system (4.2), and use system identification tools with finite data guarantees to learn the parameters $\hat{A}, \hat{C}, \hat{K}$ and bound the corresponding parameter uncertainties by $\left(\epsilon_{A}, \epsilon_{C}, \epsilon_{K}\right)$. Second, we use these approximate parameters to synthesize a filter from the following class:

$$
\begin{equation*}
\tilde{x}_{k}=\hat{A} \tilde{x}_{k-1}+\sum_{t=1}^{k} L_{t}\left(y_{k-t}-\hat{C} \tilde{x}_{k-t}\right), \quad \tilde{J} \triangleq \sqrt{\lim _{T \rightarrow \infty} \frac{1}{T} \sum_{k=0}^{T}\left\|\tilde{x}_{k}-\hat{x}_{k}\right\|_{2}^{2}} \tag{4.3}
\end{equation*}
$$

where $\left\{L_{t}\right\}_{t=1}^{\infty}$ are to be designed and $\tilde{J}$ is the filter's mean square prediction error as defined with respect to the optimal KF. Note that the predictor class above includes the CE KF - see Section 4.4 - and that if the the true system parameters are known, i.e., if $\hat{A}=A$, $\hat{C}=C, \hat{K}=K$, then the optimal mean squared prediction error $\tilde{J}=0$ is achieved.

Problem 4.1 (End-to-end Sample Complexity). Fix a failure probability $\delta>0$. Given a single trajectory $y_{0}, \ldots, y_{N}$ of system (4.2), compute system parameter estimates $\hat{A}, \hat{C}, \hat{K}, \hat{R}$, and design a Kalman filter in class (4.3), defined by gains $\left\{L_{t}\right\}_{t=1}^{\infty}$, such that with probability at least $1-\delta$, we have that $\tilde{J} \leq \epsilon_{J}$, so long as $N \geq \operatorname{poly}\left(1 / \epsilon_{J}, \log (1 / \delta)\right)$.

To address Problem 4.1, we will: i) leverage the results of the previous chapter regarding the sample complexity of stochastic system identification, ii) provide estimation guarantees for certainty equivalent as well as robust Kalman filter designed using the identified system parameters (see Problem 4.2 below), and (iii) provide end-to-end performance guarantees by integrating steps (i) and (ii) (see Problem 4.1 above).

In Chapter 3, we provided a finite sample analysis for stochastic system identification which provides bounds on the identification error $\epsilon:=\max \left(\epsilon_{A}, \epsilon_{C}, \epsilon_{K}\right)$. In this chapter, we focus more on solving the Filter Synthesis task described below using both a certainty
equivalent Kalman filter as well as a robust Kalman filter.

Problem 4.2 (Near Optimal Kalman Filtering of an Uncertain System). Consider system (4.2). Let $\hat{A}, \hat{C}, \hat{K}$ be estimates satisfying $\|A-\hat{A}\|_{2} \leq \epsilon_{A},\|C-\hat{C}\|_{2} \leq \epsilon_{C}, \| K-$ $\hat{K} \|_{2} \leq \epsilon_{K}$. Design a Kalman filter in class (4.3), defined by gains $\left\{L_{t}\right\}_{t=0}^{\infty}$, with mean square prediction error decaying with the size of the parameter uncertainty, i.e., such that $\tilde{J} \leq O\left(\epsilon_{A}, \epsilon_{C}, \epsilon_{K}\right)$.

Estimating the parameters of a partially observed system (4.2) is ill-posed, in that any similarity transformation $S$ can be applied to generate parameters ( $S^{-1} A S, C S, S^{-1} K, \bar{R}$ ) describing the same system. Formally, we should state Problems 4.1, 4.2 up to some similarity transformation $S$; to be more formal, we should define $\tilde{J}$ in terms of $S \tilde{x}_{k}-\hat{x}_{k}$ up to such a similarity transformation. For ease of exposition, we omit the transformation $S$ in the problem formulation. However, we include it in the formal end-to-end sample complexity result.

### 4.3 System Identification Algorithm

In this section, we briefly present the stochastic identification algorithm. Here, we will consider a slightly more general version of the identification algorithm considered in Section 3.3. We borrow the notation of Section 3.3. The past and future horizons are denoted by $p, f$. The future outputs $Y_{k} \in \mathbb{R}^{m f}$ and past outputs $Z_{k} \in \mathbb{R}^{m p}$ at time $k \geq p$ are defined as

$$
Y_{k} \triangleq\left[\begin{array}{c}
y_{k} \\
\vdots \\
y_{k+f-1}
\end{array}\right], \quad Z_{k} \triangleq\left[\begin{array}{c}
y_{k-p} \\
\vdots \\
y_{k-1}
\end{array}\right], k \geq p,
$$

where we assume that we are given $N+p+f-2$ output samples. The (extended) observability matrix $\mathcal{O}_{k} \in \mathbb{R}^{m k \times n}$ and the reversed (extended) controllability matrix $\mathcal{K}_{k} \in \mathbb{R}^{n \times m k}$ are defined in (3.8) and (3.9) respectively. The Hankel-like matrix is defined as $G=\mathcal{O}_{f} \mathcal{K}_{p}$. The covariance of the future noises $\Sigma_{E}^{+}$is defined in (3.13).

```
Algorithm 1 Stochastic Identification Algorithm
Require: \(p, f, y_{0}, \ldots, y_{N+p+f-2}, W\).
Ensure: Estimates: \(\hat{C}, \hat{A}, \hat{K}, \hat{R}\).
Compute \(\hat{G}=\sum_{k=p}^{N+p-1} Y_{k} Z_{k}^{*}\left(\sum_{k=p}^{N+p-1} Z_{k} Z_{k}^{*}\right)^{-1}\).
    Compute SVD: \(\hat{G} W=\left[\begin{array}{ll}\hat{U}_{1} & \hat{U}_{2}\end{array}\right]\left[\begin{array}{cc}\hat{\Sigma}_{1} & 0 \\ 0 & \hat{\Sigma}_{2}\end{array}\right]\left[\begin{array}{c}\hat{V}_{1}^{*} \\ \hat{V}_{2}^{*}\end{array}\right], \hat{\Sigma}_{1} \in \mathbb{R}^{n \times n}\).
    Set \(\hat{\mathcal{O}}_{f}=\hat{U}_{1} \hat{\Sigma}_{1}^{1 / 2}, \hat{\mathcal{K}}_{f}=\hat{\Sigma}_{1}^{1 / 2} \hat{V}_{1}^{*} W^{-1}\).
    Set \(\hat{C}=\hat{\mathcal{O}}_{f}(1: m,:), \hat{K}=\hat{\mathcal{K}}_{p}(:, m(p-1)+1: m p)\).
    Set \(\hat{A}=\hat{\mathcal{O}}_{f}(:, 1: m(f-1))^{\dagger} \hat{\mathcal{O}}_{f}(:, m+1: m f)\).
    Set \(\hat{\Sigma}_{E}^{+}=1 / N \sum_{k=p}^{N+p-1}\left(Y_{k}-\hat{G} Z_{k}\right)\left(Y_{k}-\hat{G} Z_{k}\right)^{*}\).
    Set \(\hat{R}=\hat{\Sigma}_{E}^{+}(1: m, 1: m)\).
```

Again, we first regress future outputs to past outputs to obtain a Hankel-like matrix. Then, we perform a realization step based on Singular Value Decomposition-see Section 3.3 for more details. The outline can be found in Algorithm 1. The algorithm is slightly more general since we allow the use of a weighting matrix $W$ that post-multiplies $\hat{G}$ before the realization step; carefully choosing the weighting matrix might often improve the performance of subspace identification algorithms Van Overschee \& De Moor (1995); Ljung (1999); Van Overschee \& De Moor (2012). We also provide an estimate $\hat{R}$ of $\bar{R}$. Note that our finite-sample guarantees in Chapter 3 are for $W=I$ and do not cover the recovery of the innovation covariance $\bar{R}$. It is straightforward to extend the sample-complexity bounds to the case $W=\left(\sum_{k=p}^{N+p-1} Z_{k} Z_{k}^{*}\right)^{1 / 2}{ }^{3}$, which is the value we selected in simulations. It is also straightforward to obtain upper bounds for the estimation error $\hat{R}-\bar{R}$ using the tools of Chapter 3. We omit the formal proof here and we leave the detailed analysis for future work.

[^3]
### 4.4 Prediction Error Guarantees for Certainty Equivalent Kalman Filtering

For the Certainty Equivalent (CE) Kalman Filter, we directly use the estimated state-space parameters from the system identification step. Based on the estimated $\hat{K}, \hat{R}$ we compute the covariance:

$$
\left[\begin{array}{cc}
\hat{Q} & \hat{S} \\
\hat{S}^{*} & \hat{R}
\end{array}\right] \triangleq \mathbb{E}\left[\begin{array}{c}
\hat{K} e_{k} \\
e_{k}
\end{array}\right]\left[\begin{array}{ll}
e_{k}^{*} \hat{K}^{*} & e_{k}^{*}
\end{array}\right]=\left[\begin{array}{c}
\hat{K} \hat{R}^{1 / 2} \\
\hat{R}^{1 / 2}
\end{array}\right]\left[\begin{array}{ll}
\hat{R}^{1 / 2} \hat{K}^{*} & \hat{R}^{1 / 2}
\end{array}\right] .
$$

Then, based on standard Kalman Filter theory, we compute the stabilizing solution (see Chapter 2), of the following Riccati equation with correlation terms (Kailath et al., 2000):

$$
\begin{equation*}
P=\hat{A} P \hat{A}^{*}+\hat{Q}-\left(\hat{A} P \hat{C}^{*}+\hat{S}\right)\left(\hat{C} P \hat{C}^{*}+\hat{R}\right)^{-1}\left(\hat{C} P \hat{A}^{*}+\hat{S}^{*}\right) . \tag{4.4}
\end{equation*}
$$

Then, the CE Kalman Filter gain is static and takes the form

$$
\begin{equation*}
L_{1}=L_{C E} \triangleq\left(\hat{A} P \hat{C}^{*}+\hat{S}\right)\left(\hat{C} P \hat{C}^{*}+\hat{R}\right)^{-1}, L_{t}=0, \text { for } t=2, \ldots \tag{4.5}
\end{equation*}
$$

Trivially, if $\rho(\hat{A}-\hat{K} \hat{C})<1$, then the stabilizing solution of the Riccati equation is $P=0$ with $L_{C E}=\hat{K}$; the solution does not depend on $\hat{R}$. Formally this follows from the theory of non-stabilizable Riccati equations Chan et al. (1984). The following result explicitly describes the certainty equivalent gain.

Lemma 4.1. Consider the assumptions of Problem 4.2. Assume that $(\hat{A}, \hat{C})$ is observable and $\hat{R}$ is positive definite. The CE Kalman Filter gain $L_{C E}$ (4.5) has the following properties:

- If $\rho(\hat{A}-\hat{K} \hat{C})<1$, then $L_{C E}=\hat{K}$ and $\hat{A}-L_{C E} \hat{C}$ is asymptotically stable.
- If $\rho(\hat{A}-\hat{K} \hat{C})>1$, and $\hat{A}-\hat{K} \hat{C}$ has no eigenvalues on the unit circle, then $\hat{A}-L_{C E} \hat{C}$ is asymptotically stable.
- If $\hat{A}-\hat{K} \hat{C}$ has eigenvalues on the unit circle, then (4.4) does not admit a stabilizing solution.

Proof. After some algebraic manipulations-see also Kailath et al. (2000), the Riccati equation (4.4) can be rewritten as:

$$
P=(\hat{A}-\hat{K} \hat{C}) P(\hat{A}-\hat{K} \hat{C})^{*}-(\hat{A}-\hat{K} \hat{C}) P \hat{C}^{*}\left(\hat{C} P \hat{C}^{*}+\hat{R}\right)^{-1} \hat{C} P(\hat{A}-\hat{K} \hat{C})^{*}
$$

Notice that there is no $Q$ term in the equivalent algebraic Riccati equation. If $\hat{A}-\hat{K} \hat{C}$ is already stable then the trivial solution $P=0$ is the stabilizing one. If $\hat{A}-\hat{K} \hat{C}$ is not asymptotically stable the results follow from Theorem 3.1 of Chan et al. (1984).

The next result shows that if the underlying true Kalman Filter is sufficiently robust, as measured by a spectral decay rate, and that estimation parameter errors are sufficiently small, then the CE Kalman Filter achieves near optimal performance.

Theorem 4.1 (Near Optimal Certainty Equivalent Kalman Filtering). Consider Problem 4.2 and the CE Kalman Filter (4.5). For any $\rho(A-K C) \leq \rho<1$, define $\tau(A-K C, \rho) \triangleq$ $\sup _{t \geq 0}\left\|(A-K C)^{t}\right\|_{2} \rho^{-t}$. If the robustness condition

$$
2 \tau(A-K C, \rho) \cdot\left(\epsilon_{A}+\epsilon_{C}\left(\|K\|_{2}+\epsilon_{K}\right)+\epsilon_{K}\|C\|_{2}\right) \leq 1-\rho
$$

is satisfied, then $L_{C E}=\hat{K}$ and:

$$
\tilde{J} \leq \sqrt{3} \overline{\mathcal{C}} \epsilon\left\|\left[\begin{array}{c}
\mathfrak{\Re}_{A} K \\
I
\end{array}\right] R^{1 / 2}\right\|_{\mathcal{H}_{2}}
$$

where $\epsilon=\max \left\{\epsilon_{A}, \epsilon_{C}, \epsilon_{K}\right\}, \overline{\mathcal{C}}=2 \frac{\tau(A-K C, \rho)}{1-\rho}\left(1+\|K\|_{2}+\epsilon_{K}\right)$ and $\mathfrak{\Re}_{A}=(z I-A)^{-1}$.
When CE Kalman filtering fails. The transient behavior of the CE Kalman Filter is governed by the closed loop eigenvalues of $\hat{A}-\hat{K} \hat{C}$, with performance degrading as eigenvalues approach the unit circle. This may occur if the estimation errors $\left(\epsilon_{A}, \epsilon_{C}, \epsilon_{K}\right)$
are large enough to cause $\rho(\hat{A}-\hat{K} \hat{C}) \approx 1$ even if the true system has spectral radius $\rho(A-K C)<1$. We show in the next section that this undesirable scenario can be avoided by explicitly constraining the transient response of the resulting Kalman Filter to satisfy certain robustness constraints.

### 4.5 Prediction Error Guarantees for Robust Kalman Filtering

To address the possible poor performance of the CE Kalman Filter when model uncertainty is large, we propose to search over dynamic filters (4.3) subject to additional robustness constraints on their transient response. Using the System Level Synthesis (SLS) framework (Wang et al., 2019; Anderson et al., 2019) for Kalman filtering (Wang et al., 2015), we parameterize the class of dynamic filters (4.3) subject to additional robustness constraints in a way that leads to convex optimization problems.

### 4.5.1 SLS preliminaries

For this subsection, we assume that $\hat{A}=A, \hat{C}=C, \hat{K}=K$. The case of model error $A \neq \hat{A}$, $C \neq \hat{C}, K \neq \hat{K}$ is studied in the following subsection. Using bold symbols to denote the frequency representation of signals, we can rewrite the original system equation (4.2) and the predictor equation (4.3) as:

$$
(z I-A+K C) \hat{\boldsymbol{x}}=K \boldsymbol{y}, \quad(z I-A+\boldsymbol{L} C) \tilde{\boldsymbol{x}}=\boldsymbol{L} \boldsymbol{y} .
$$

Subtracting the two equations and using the fact that $\boldsymbol{y}=C \hat{\boldsymbol{x}}+\boldsymbol{e}$, we obtain:

$$
\hat{\boldsymbol{x}}-\tilde{\boldsymbol{x}}=(z I-A+\boldsymbol{L} C)^{-1} K \boldsymbol{e}-(z I-A+\boldsymbol{L} C)^{-1} \boldsymbol{L} \boldsymbol{e}
$$

Define the responses to $K \boldsymbol{e}$ and $\boldsymbol{e}$ by $\boldsymbol{\Phi}_{w} \triangleq(z I-A+\boldsymbol{L} C)^{-1}$ and $\boldsymbol{\Phi}_{v} \triangleq-(z I-A+\boldsymbol{L} C)^{-1} \boldsymbol{L}$ respectively. Then the error obtains the linear representation:

$$
\hat{\boldsymbol{x}}-\tilde{\boldsymbol{x}}=\left(\boldsymbol{\Phi}_{w} K+\boldsymbol{\Phi}_{v}\right) \boldsymbol{e}
$$

In (Wang et al., 2015), it is shown that these responses are in fact the closed loop maps from process and sensor noise ( $\boldsymbol{w}, \boldsymbol{v})$ (here $K \boldsymbol{e}$ and $\boldsymbol{e}$ ) to state estimation error, and that the filter gain achieving the desired behavior can be recovered via $\boldsymbol{L}=-\boldsymbol{\Phi}_{w}^{-1} \boldsymbol{\Phi}_{v}$ so long as the responses $\left(\boldsymbol{\Phi}_{w}, \boldsymbol{\Phi}_{v}\right)$ are constrained to lie in an affine space defined by the system dynamicssee the following proposition. The following result from Wang et al. (2015) parameterizes the set of stable closed-loop transfer matrices $\boldsymbol{L}$.

Proposition 4.1 (Predictor parameterization). Consider system (4.2). Let $\frac{1}{z} \mathcal{R} \mathcal{H}_{\infty}$ denote the set of real rational stable strictly proper transfer matrices. The closed-loop responses $\boldsymbol{\Phi}_{w}, \boldsymbol{\Phi}_{v}$ from Ke and $\boldsymbol{e}$ to $\hat{\boldsymbol{x}}-\tilde{\boldsymbol{x}}$ can be induced by an internally stable predictor $\boldsymbol{L}$ if and only if they belong to the following affine subspace:

$$
\left[\begin{array}{ll}
\mathbf{\Phi}_{w} & \mathbf{\Phi}_{v}
\end{array}\right]\left[\begin{array}{c}
z I-A  \tag{4.6}\\
-C
\end{array}\right]=I, \mathbf{\Phi}_{w}, \boldsymbol{\Phi}_{v} \in \frac{1}{z} \mathcal{R} \mathcal{H}_{\infty} .
$$

Given the responses, we can parameterize the prediction gain as $\boldsymbol{L}=-\boldsymbol{\Phi}_{w}^{-1} \boldsymbol{\Phi}_{v}$.

Let $\mathbf{\Phi}_{w}=\sum_{t=0}^{\infty} \Phi_{w, t} z^{-t}$ and $\boldsymbol{\Phi}_{v}=\sum_{t=0}^{\infty} \Phi_{v, t} z^{-t}$. The strictly proper condition enforces the constraint $\Phi_{w, 0}=0, \Phi_{v, 0}=0$. The affine constraints simply imply that the system responses $\boldsymbol{\Phi}_{w}, \mathbf{\Phi}_{v}$ should satisfy the linear system recursions:

$$
\Phi_{w, t+1}=\Phi_{w, t} A+\Phi_{v, t} C, t \geq 1, \quad \Phi_{w, 1}=I
$$

Assuming that the predictor is internally stable, then the mean square error is equal to

$$
\tilde{J}=\left\|\left(\boldsymbol{\Phi}_{w} K+\boldsymbol{\Phi}_{v}\right) \bar{R}^{1 / 2}\right\|_{\mathcal{H}_{2}},
$$

where $\|\cdot\|_{\mathcal{H}_{2}}$ is the $\mathcal{H}_{2}$ system norm. Hence, the error-free Kalman Filter synthesis problem could be re-written as:

$$
\begin{equation*}
\min _{\boldsymbol{\Phi}_{w}, \boldsymbol{\Phi}_{v}}\left\|\left(\boldsymbol{\Phi}_{w} K+\boldsymbol{\Phi}_{v}\right) \bar{R}^{1 / 2}\right\|_{\mathcal{H}_{2}} \tag{4.6}
\end{equation*}
$$

Of course, when the model knowledge is perfect, the solution to this problem is trivially $\boldsymbol{L}=K, \boldsymbol{\Phi}_{w}=(z I-A+K C)^{-1}, \mathbf{\Phi}_{v}=-(z I-A+K C)^{-1} K, \tilde{J}=0$.

### 4.5.2 Filter Synthesis and Prediction Error Analysis

For a given dynamic predictor $\boldsymbol{L}(z)=\sum_{t=0}^{\infty} z^{-t} L_{t+1}$, we define the closed loop system responses:

$$
\begin{equation*}
\boldsymbol{\Phi}_{w}(z) \triangleq(z I-\hat{A}+\boldsymbol{L} \hat{C})^{-1}, \boldsymbol{\Phi}_{v}(z) \triangleq-(z I-\hat{A}+\boldsymbol{L} \hat{C})^{-1} \boldsymbol{L} . \tag{4.7}
\end{equation*}
$$

By expressing the mean squared prediction error of the filters (4.3) in terms of their system responses, we are able to clearly delineate the effects of parametric uncertainty from the cost of deviating from the CE Kalman Filter.

Lemma 4.2 (Error analysis). Consider system (4.2). Let $\Delta_{A} \triangleq A-\hat{A}, \Delta_{C} \triangleq C-\hat{C}$, $\Delta_{K} \triangleq K-\hat{K}$. Any filter (4.3) with parameterization (4.7) has mean squared prediction error given by

$$
\tilde{J}=\left\|\left[\begin{array}{ll}
\boldsymbol{\Phi}_{w} & \boldsymbol{\Phi}_{v}
\end{array}\right]\left\{\left[\begin{array}{cc}
\Delta_{A} & \Delta_{K} \\
\Delta_{C} & 0
\end{array}\right]\left[\begin{array}{c}
\mathfrak{R}_{A} K \\
I
\end{array}\right]+\left[\begin{array}{c}
\hat{K} \\
I
\end{array}\right]\right\} \bar{R}^{1 / 2}\right\|_{\mathcal{H}_{2}}
$$

Based on the previous lemma, we can upper bound the mean squared prediction error of filters (4.3) by

$$
\tilde{J} \leq \underbrace{\sqrt{3} \epsilon\left\|\left[\begin{array}{cc}
\mathbf{\Phi}_{w} & \boldsymbol{\Phi}_{v}
\end{array}\right]\right\|_{\mathcal{H}_{2}}\left\|\left[\begin{array}{c}
\boldsymbol{R}_{A} K \\
I
\end{array}\right] \bar{R}^{1 / 2}\right\|_{\mathcal{H}_{\infty}}}_{\text {parameter uncertainty term }}+\underbrace{\left\|\boldsymbol{\Phi}_{w} \hat{K}+\boldsymbol{\Phi}_{v}\right\|_{\mathcal{H}_{2}}\left\|\bar{R}^{1 / 2}\right\|_{2}}_{\text {suboptimality term }},
$$

where $\epsilon=\max \left\{\epsilon_{A}, \epsilon_{C}, \epsilon_{K}\right\}$. This upper bound clearly separates the effects of parameter uncertainty, as captured by the first term, and the performance cost incurred by the filter $\boldsymbol{L}$ due to its deviation from the CE Kalman gain $\hat{K}$, as captured by the second. In order to optimally tradeoff between these two terms, we propose the following robust SLS optimization problem:

$$
\begin{align*}
& \min _{\boldsymbol{\Phi}_{w}, \boldsymbol{\Phi}_{v}}\left\|\boldsymbol{\Phi}_{w} \hat{K}+\boldsymbol{\Phi}_{v}\right\|_{\mathcal{H}_{2}} \\
& \text { s.t. }\left\|\left[\boldsymbol{\Phi}_{w} \boldsymbol{\Phi}_{v}\right]\right\|_{\mathcal{H}_{2}} \leq \mathcal{C}, \boldsymbol{\Phi}_{w}(z I-\hat{A})-\mathbf{\Phi}_{v} \hat{C}=I, \mathbf{\Phi}_{w}, \boldsymbol{\Phi}_{v} \in \frac{1}{z} \mathcal{R} \mathcal{H}_{\infty} \tag{4.8}
\end{align*}
$$

where the constant $\mathcal{C}$ is a regularization parameter, and the affine constraint $\boldsymbol{\Phi}_{w}(z I-\hat{A})-$ $\boldsymbol{\Phi}_{v} \hat{C}=I, \boldsymbol{\Phi}_{w}, \boldsymbol{\Phi}_{v} \in \frac{1}{z} \mathcal{R} \mathcal{H}_{\infty}$ parameterizes all filters of the form (4.3) that have bounded mean squared prediction error (see Wang et al. (2015) for more details). As we formalize in the following theorem, for appropriately selected regularization parameter $\mathcal{C}$ and sufficiently accurate estimation errors $\left(\epsilon_{A}, \epsilon_{C}\right)$, the robust KF has near optimal mean square estimation error.

Theorem 4.2 (Robust Kalman Filter). Consider Problem 4.2 with Kalman Filters from class (4.3) synthesized using the robust SLS optimization problem (4.8). If the regularization parameter is chosen such that $\mathcal{C} \geq 2\left(1+\|K\|_{2}\right)\left\|\mathfrak{\Re}_{A-K C}\right\|_{\mathcal{H}_{2}}$, and further, the estimation errors $\left(\epsilon_{A}, \epsilon_{C}\right)$ are such that

$$
\begin{equation*}
\left(\epsilon_{A}+\epsilon_{C}\|K\|_{2}\right)\left\|\mathfrak{N}_{A-K C}\right\|_{\mathcal{H}_{\infty}} \leq 1 / 2 \tag{4.9}
\end{equation*}
$$

then the robust SLS optimization problem is feasible, and the synthesized robust Kalman Filter has mean squared prediction error upper-bounded by

$$
\tilde{J} \leq \sqrt{3} \mathcal{C} \epsilon\left\|\left[\begin{array}{c}
\mathfrak{R}_{A} K  \tag{4.10}\\
I
\end{array}\right]\right\|_{\mathcal{H}_{\infty}}\left\|\bar{R}^{1 / 2}\right\|_{2}+2 \epsilon\left\|\boldsymbol{\Re}_{A-K C}\right\|_{\mathcal{H}_{2}}\left\|\bar{R}^{1 / 2}\right\|_{2}
$$

where $\epsilon=\max \left\{\epsilon_{A}, \epsilon_{C}, \epsilon_{K}\right\}$.

We further note that whenever the system responses induced by the CE Kalman Filter $\tilde{\boldsymbol{\Phi}}_{w} \triangleq(z I-\hat{A}+\hat{K} \hat{C})^{-1}, \tilde{\boldsymbol{\Phi}}_{v} \triangleq-(z I-\hat{A}+\hat{K} \hat{C})^{-1} \hat{K}$ are a feasible solution to optimization problem (4.8), they are also optimal, resulting in a filter $\boldsymbol{L}=\hat{K}$ with performance identical to the CE setting.

### 4.6 End-to-End Sample Complexity for the Kalman Filter

Theorems 4.1 and 4.2 provide two different solutions to Problem 4.2. Combining these theorems with the finite data system identification guarantees of Chapter 3, we now derive, to the best of our knowledge, the first end-to-end sample complexity bounds for the Kalman filtering of an unknown system. For both the CE and robust Kalman Filter, we show that the mean squared estimation error defined in (4.3) decreases with rate $O(1 / \sqrt{N})$ up to logarithmic terms, where $N$ is the number of samples collected during the system identification step.

Theorem 4.3 (End-to-end guarantees). Consider the conditions of Theorem 3.1 and suppose Assumption 4.1 holds. Let $p=\beta \log N, p \geq f>n$, with $\beta$ as in (3.24). Consider the definition of $S$ in (3.32) and $\delta_{N}$ in (3.19). Fix a failure probability $\delta \in(0,1)$. Then, if

$$
N \geq \operatorname{poly}\left(\log (1 / \delta), \beta, \sigma_{n}(G)\right)
$$

with probability at least $1-6 \delta-\delta_{N}$ the identification and filter synthesis pipeline of Fig. 4.1, with system identification performed as in Algorithm 1 with $W=I$ and filter synthesis performed as in Sections 4.4, 4.5, achieves mean squared prediction error satisfying

$$
\begin{equation*}
\sqrt{\lim _{t \rightarrow \infty} \frac{1}{t} \sum_{k=0}^{t}\left\|\tilde{x}_{k}-T^{*} S^{-1} x_{k}\right\|_{2}} \leq \mathcal{C}_{I D} \mathcal{C}_{K F} \tilde{O}\left(\sqrt{\frac{\log 1 / \delta}{N}}\right) \tag{4.11}
\end{equation*}
$$

for some orthonormal matrix $T$. Constant $\mathcal{C}_{K F}$ is defined as:

$$
\mathcal{C}_{K F}=\inf _{\rho>\rho(A-K C)} \frac{\tau(A-K C, \rho)}{1-\rho}\left(1+\|K\|_{2}\right)\left\|\left[\begin{array}{c}
\mathfrak{R}_{A} K \\
I
\end{array}\right] R^{1 / 2}\right\|_{\mathcal{H}_{2}}
$$

in the case of CE Kalman filtering and

$$
\mathcal{C}_{K F}=\left\|\mathfrak{\Re}_{A-K C}\right\|_{\mathcal{H}_{2}}\left(1+\|K\|_{2}\right)\left\|\left[\begin{array}{c}
\mathfrak{\Re}_{A} K \\
I
\end{array}\right] R^{1 / 2}\right\|_{\mathcal{H}_{\infty}}
$$

in the case of robust $K F$. Constant $\mathcal{C}_{I D}$ captures the difficulty of identifying system (4.2) and is defined as:

$$
\begin{equation*}
\mathcal{C}_{I D}=\sqrt{\frac{\left\|\Sigma_{E}^{+}\right\|_{2}}{\sigma_{E}}} \frac{1}{\sigma_{n}\left(\mathcal{O}_{f-1} S\right) \sqrt{\sigma_{n}(G)}} \sqrt{f m p n} \tag{4.12}
\end{equation*}
$$

Here, $\tilde{O}$ hides constants, other system parameters, and logarithmic terms.

The proof follows from combining Corollary 3.1 and Theorem 3.4 with Theorems 4.1, 4.2. The notation poly $(\cdot)$ denotes a polynomial function of its arguments. Note that the condition on $N$ follows from the condition $N \geq N_{0}, N_{1}, N_{2}$ in Corollary 3.1 along with (3.25) and the SVD robustness condition (3.33). Of course, the condition on $N$ also depends on other system theoretic quantities as well, e.g. $\left\|\mathcal{T}_{f}\right\|_{2}$, which we omit for simplicity; they can be inferred from the proof.

The constant $\mathcal{C}_{K F}$ captures how robust the underlying open loop system $A$ and closed loop Kalman Filter $A-K C$ are. We expect $\mathcal{C}_{K F}$ to be small for systems that admit optimal Kalman Filters with favorable robustness and transient performance. For example, if the spectral gaps $1-\rho(A)$ and $1-\rho(A-K C)$ are small (close to instability), then the constant $\mathcal{C}_{K F}$ becomes large. In contrast, the constant $\mathcal{C}_{I D}$ captures how easy it is to identify a system. The intuition is the following. The noise both excites the system and also introduces errors that obstruct identification; this is captured by the square root of the condition number of the covariances $\Sigma_{E, f}, \Sigma_{E, p}$. Moreover, $\sigma_{n}\left(\mathcal{O}_{f-1} S\right)$ quantifies how easy it is to observe system (4.2). A similar interpretation holds for $\sigma_{n}(G)$. Finally, larger
dimensions $f, p, m, n$ require more samples for identification since there are more unknowns in matrix $G$.

The bound derived in Theorem 4.3 highlights an interesting tension between how easy it is to identify the unknown system, and the robustness of the underlying optimal Kalman Filter. Recent results for the fully observed setting (Simchowitz et al., 2018; Sarkar \& Rakhlin, 2018) suggest that systems with larger spectral radius are in fact easier to identify, as they provide more "signal" to the identification algorithm. In this way, our upper bound suggests that systems which properly balance between these two properties, robust transient performance and ease of identification, enjoy favorable sample complexity.

Note that the mean squared prediction error in (4.11) is computed with respect to the estimated state-space basis, i.e. up to the similarity transformation $S T$, where $S$ is defined in (3.32) and $T$ is some orthonormal matrix. In terms of the original state-space basis, the mean squared prediction error (4.11) would be:

$$
\sqrt{\lim _{t \rightarrow \infty} \frac{1}{t} \sum_{k=0}^{t}\left\|S T \tilde{x}_{k}-x_{k}\right\|_{2}} \leq\|S\|_{2} \mathcal{C}_{I D} \mathcal{C}_{K F} \tilde{O}\left(\sqrt{\frac{\log 1 / \delta}{N}}\right)
$$

From (3.32), the norms of $S, S^{-1}$ are bounded, so, the bound (4.11) is not vacuous.
We also note that the degradation of our bound with the inverse of the spectral gap $1-\rho(A)$ appears to be a limitation of the proposed offline two step architecture - indeed, Lemma 4.2 suggests that any estimation error in the state-space parameters $(A, C)$ causes an increase in mean squared prediction error as $\left\|\mathfrak{R}_{A}\right\| \propto(1-\rho(A))^{-1}$ increases. As we will see in the next chapter, we can avoid this limitation in the online estimation setting.

### 4.7 Simulations

We perform Monte Carlo simulations of the proposed pipeline for the system

$$
\begin{array}{ll}
A=\left[\begin{array}{ccc}
0.8 & 1 & 0 \\
0 & 0.9 & 1 \\
0 & 0 & 0.9
\end{array}\right], & C=\left[\begin{array}{cc}
1 & 0 \\
K & =\left[\begin{array}{lll}
1.5320 & 0.9401 & 0.1923
\end{array}\right]^{*},
\end{array} \bar{R}=10.6414 .\right.
\end{array}
$$

for varying sample lengths $N$. We simulate both the CE and robust Kalman filters, and set the regularization parameter to $\mathcal{C}=10$ in the robust SLS optimization problem (4.8). For each iteration, we first simulate system (4.2) to obtain $N$ output samples. Then, we perform system identification to obtain the system parameters, after which we synthesize both CE and robust Kalman filters. Finally, we compute the mean prediction error of the designed filters.

For the identification scheme, we used $W=\left(\sum_{k=p}^{N+p-1} Z_{k} Z_{k}^{*}\right)^{1 / 2}$, i.e. the variation of the MOESP algorithm Qin (2006), which is more sample efficient in practice compared to the choice $W=I$-see Algorithm 1. The basis of the state-space representation returned by the subspace algorithm is data-dependent and varies with each simulation. For this reason, to compare the performance across different simulations, we compute the mean square error in terms of the original state space basis. Note that the SLS optimization problem (4.8) is semi-infinite since we optimize over the infinite variables $\left\{\Phi_{w, t}\right\}_{t=1}^{\infty}$ and $\left\{\Phi_{v, t}\right\}_{t=0}^{\infty}$. To deal with this issue, we optimize over a finite horizon $T$-see for example Dean et al. (2018), which makes the problem finite and tractable. Here, we selected $T=30$.

Figure 4.2 (a) and (b) show the empirically computed mean squared prediction errors of the CE and Robust Kalman filters, with the mean, 95th, and 97.5 th percentiles being shown. Notice that both errors decrease with a rate of $1 / \sqrt{N}$, and that while the average behavior of both filters is quite similar, there is a noticeable gap in their tail behaviors. We observe that the most significant gap between the CE and Robust Kalman filters occurs


Figure 4.2: The $95 \%$ and $97.5 \%$ empirical percentiles for the mean squared prediction error $\tilde{J}$ of the CE and Robust Kalman filters. We run 1000 Monte Carlo simulations for different sample lengths $N$ ( $x$-axis, number of samples).
when the eigenvalues of the CE matrix $\hat{A}-L_{C E} \hat{C}$ are close to the unit circle. Fig. 4.3 shows the empirical distribution of mean squared prediction errors conditioned on the event that $\rho\left(\hat{A}-L_{C E} \hat{C}\right)>0.97$. In this case, the CE filter can exhibit extremely poor mean squared prediction error, with the worst observed error (not shown in Fig. 4.3 in the interst of space) approximately equal to 70 - in contrast, the worst error exhibited by the robust Kalman filter was approximately equal to 5 . Thus, we were able to achieve a 14 x reduction in worst-case mean squared error. For some simulations the robust KF can exhibit worse performance compared to the CE Kalman filter. However, over all simulations, the mean squared error achieved by the robust Kalman filter was at most 1.64 x greater than that achieved by CE Kalman filter.

### 4.8 Conclusions \& Future work

In this chapter, we proposed and analyzed a system identification and filter synthesis pipeline. Leveraging contemporary finite data guarantees from system identification (Tsiamis \& Pappas, 2019), as well as novel parameterizations of robust Kalman filters (Wang


Figure 4.3: Performance improvement for the robust KF conditioned on the event that $\rho(\hat{A}-$ $\left.L_{C E} \hat{C}\right)>0.97$.
et al., 2015), we provided, to the best of our knowledge, the first end-to-end sample complexity bounds for the Kalman filtering of an unknown LTI autonomous system, in an offline learning context. Our analysis revealed that, depending on the spectral properties of the CE Kalman filter, that a robust Kalman filter approach may lead to improved performance. In future work, we would like to explore how to improve robustness and performance by further exploiting information about system uncertainty, as well as how to integrate our results into an optimal control framework, such as Linear Quadratic Gaussian control. We would also like to explore more options for the regularization parameter $\mathcal{C}$, for example, let it depend on the data or the number of samples.

### 4.9 Proofs

## Proof of Theorem 4.1

Let $\Delta_{A_{c l}}=(A-K C)-(\hat{A}-\hat{K} \hat{C})$. By adding and subtracting $\hat{K} C$, we obtain the bound:

$$
\left\|\Delta_{A_{c l}}\right\| \leq \epsilon_{A}+\|\hat{K}\|_{2} \epsilon_{C}+\epsilon_{K}\|C\|_{2} \leq \epsilon_{A}+\left(\|K\|_{2}+\epsilon_{K}\right) \epsilon_{C}+\epsilon_{K}\|C\|_{2}
$$

Hence, from the robustness condition of the theorem it follows that

$$
\begin{equation*}
2 \tau(A-K C, \rho)\left\|\Delta_{A_{c l}}\right\|_{2} \leq 1-\rho \tag{4.13}
\end{equation*}
$$

Now, from Lemma 5 in Mania et al. (2019) it follows that:

$$
\begin{equation*}
\left\|(\hat{A}-\hat{K} \hat{C})^{k}\right\|_{2}=\left\|\left(A-K C-\Delta_{A_{c l}}\right)^{k}\right\|_{2} \leq \tau(A-K C, \rho)\left(\tau(A-K C, \rho)\left\|\Delta_{A_{c l}}\right\|_{2}+\rho\right)^{k} \tag{4.14}
\end{equation*}
$$

Combining (4.13), (4.14), we finally obtain:

$$
\left\|(\hat{A}-\hat{K} \hat{C})^{k}\right\|_{2} \leq \tau(A-K C, \rho)\left(\frac{1+\rho}{2}\right)^{k}
$$

Thus, the $\mathcal{H}_{\infty}$ norm of $\boldsymbol{\Re}_{\hat{A}-\hat{K} \hat{C}}$ is upper bounded by

$$
\begin{aligned}
\left\|\mathfrak{\Re}_{\hat{A}-\hat{K} \hat{C}}\right\|_{\mathcal{H}_{\infty}} & \leq \sum_{t=0}^{\infty}\left\|(\hat{A}-\hat{K} \hat{C})^{t}\right\|_{2} \\
& \leq \tau(A-K C, \rho) \sum_{k=0}^{\infty}\left(\frac{1+\rho}{2}\right)^{k}=\frac{2 \tau(A-K C, \rho)}{1-\rho}
\end{aligned}
$$

This further implies

$$
\left.\begin{array}{rl}
\|\left[\mathfrak{\Re}_{\hat{A}-\hat{K} \hat{C}}-\mathfrak{R}_{\hat{A}-\hat{K} \hat{C}} \hat{K}\right.
\end{array}\right]\left\|_{\mathcal{H}_{\infty}} \leq\left(1+\|K\|_{2}+\epsilon_{K}\right)\right\| \mathfrak{R}_{\hat{A}-\hat{K} \hat{C}} \|_{\mathcal{H}_{\infty}} .
$$

Now let $\Phi_{w}=\boldsymbol{\Re}_{\hat{A}-\hat{K} \hat{C}}$ and $\Phi_{v}=-\mathfrak{\Re}_{\hat{A}-\hat{K} \hat{C}} \hat{K}$. The proof follows from Lemma 4.2 and the inequality

$$
\begin{aligned}
& \left\|\left[\begin{array}{ll}
\boldsymbol{\Phi}_{w} & \boldsymbol{\Phi}_{v}
\end{array}\right]\left[\begin{array}{cc}
\Delta_{A} & \Delta_{K} \\
\Delta_{C} & 0
\end{array}\right]\left[\begin{array}{c}
\mathfrak{R}_{A} K \\
I
\end{array}\right]\right\|_{\mathcal{H}_{2}} \\
& \leq\left\|\left[\boldsymbol{\Phi}_{w} \boldsymbol{\Phi}_{v}\right]\right\|_{\mathcal{H}_{\infty}}\left\|\left[\begin{array}{cc}
\Delta_{A} & \Delta_{K} \\
\Delta_{C} & 0
\end{array}\right]\left[\begin{array}{c}
\mathfrak{R}_{A} K \\
I
\end{array}\right] \bar{R}^{1 / 2}\right\|_{\mathcal{H}_{2}} \\
& \leq \sqrt{3} \epsilon\left(1+\|K\|_{2}+\epsilon_{K}\right) \frac{2 \tau(A-K C, \rho)}{1-\rho}\left\|\left[\begin{array}{c}
\mathfrak{R}_{A} K \\
I
\end{array}\right] \bar{R}^{1 / 2}\right\|_{\mathcal{H}_{2}}
\end{aligned}
$$

## Proof of Lemma 4.2

It is sufficient to show that

$$
\hat{\boldsymbol{x}}-\tilde{\boldsymbol{x}}=\left\{\left(\boldsymbol{\Phi}_{w} \Delta_{A}+\mathbf{\Phi}_{v} \Delta_{C}\right) \boldsymbol{\mathfrak { R }}_{A} K+\mathbf{\Phi}_{w} \Delta_{K}+\boldsymbol{\Phi}_{w} \hat{K}+\boldsymbol{\Phi}_{v}\right\} \boldsymbol{e}
$$

then the result follows from the definition of $\mathcal{H}_{2}$ norm and the fact that $\bar{R}^{-1 / 2} e$ is white noise with unit variance.

In frequency domain, equations $(4.2),(4.3)$ can be rewritten as

$$
(z I-\hat{A}) \tilde{\boldsymbol{x}}=\boldsymbol{L}(\boldsymbol{y}-\hat{C} \tilde{\boldsymbol{x}}),(z I-A) \hat{\boldsymbol{x}}=K(\boldsymbol{y}-C \hat{\boldsymbol{x}})
$$

Subtracting the two equations yields:

$$
(z I-\hat{A}+\boldsymbol{L} \hat{C})(\hat{\boldsymbol{x}}-\tilde{\boldsymbol{x}})+\left(-\Delta_{A}-\boldsymbol{L} \hat{C}+K C\right) \hat{\boldsymbol{x}}=(K-\boldsymbol{L}) \boldsymbol{y}
$$

Using the fact that $\boldsymbol{y}=C \boldsymbol{x}+\boldsymbol{e}$, we obtain:

$$
(z I-\hat{A}+\boldsymbol{L} \hat{C})(\hat{\boldsymbol{x}}-\tilde{\boldsymbol{x}})=\left(\Delta_{A}-\boldsymbol{L}[C-\hat{C}]\right) \hat{\boldsymbol{x}}+(K-\boldsymbol{L}) \boldsymbol{e}
$$

Multiplying from the left by $\boldsymbol{\Phi}_{w}$ and using the fact that $\boldsymbol{\Phi}_{v}=-\boldsymbol{\Phi}_{w} \boldsymbol{L}$

$$
\hat{\boldsymbol{x}}-\tilde{\boldsymbol{x}}=\left(\boldsymbol{\Phi}_{w} \Delta_{A}+\boldsymbol{\Phi}_{v} \Delta_{C}\right) \hat{\boldsymbol{x}}+\left(\boldsymbol{\Phi}_{w} K+\boldsymbol{\Phi}_{v}\right) \boldsymbol{e}
$$

The result follows from adding and subtracting $\boldsymbol{\Phi}_{w} \hat{K} \boldsymbol{e}$ and the fact that $\hat{\boldsymbol{x}}=\boldsymbol{\Re}_{A} K \boldsymbol{e}$.

## Proof of Theorem 4.2

Step a: First we prove that when optimization problem (4.8) is feasible, the the mean square error is bounded by:

$$
\tilde{J} \leq \sqrt{3} \mathcal{C} \epsilon\left\|\left[\begin{array}{c}
\mathfrak{R}_{A} K  \tag{4.15}\\
I
\end{array}\right]\right\|_{\mathcal{H}_{\infty}}\left\|\bar{R}^{1 / 2}\right\|_{2}+\operatorname{opt}(\mathcal{C})\left\|\bar{R}^{1 / 2}\right\|_{2}
$$

Assume that $\left(\boldsymbol{\Phi}_{w}, \boldsymbol{\Phi}_{v}\right)$ is an optimal solution to (4.8). From Lemma 4.2:

$$
\begin{aligned}
\tilde{J} & \leq \sqrt{3} \epsilon\left\|\left[\begin{array}{ll}
\boldsymbol{\Phi}_{w} & \boldsymbol{\Phi}_{v}
\end{array}\right]\right\|_{\mathcal{H}_{2}}\left\|\left[\begin{array}{c}
\mathfrak{R}_{A} K \\
I
\end{array}\right]\right\|_{\mathcal{H}_{\infty}}\left\|\bar{R}^{1 / 2}\right\|_{2}+\left\|\left(\boldsymbol{\Phi}_{w} \hat{K}+\boldsymbol{\Phi}_{v}\right)\right\|_{\mathcal{H}_{2}}\left\|\bar{R}^{1 / 2}\right\|_{2} \\
& \leq \sqrt{3} \mathcal{C} \epsilon\left\|\left[\begin{array}{c}
\boldsymbol{\Re}_{A} K \\
I
\end{array}\right]\right\|_{\mathcal{H}_{\infty}}\left\|\bar{R}^{1 / 2}\right\|_{2}+\operatorname{opt}(\mathcal{C})\left\|\bar{R}^{1 / 2}\right\|_{2}
\end{aligned}
$$

where we used $\left\|\left[\begin{array}{ll}\boldsymbol{\Phi}_{w} & \boldsymbol{\Phi}_{v}\end{array}\right]\right\|_{\mathcal{H}_{2}} \leq \mathcal{C}$ and optimality of $\left(\boldsymbol{\Phi}_{w}, \boldsymbol{\Phi}_{v}\right)$.
Step b: We prove that under condition (4.9), the static Kalman gain $K$ is a feasible gain for (4.8); equivalently, the responses $\tilde{\boldsymbol{\Phi}}_{w}=\boldsymbol{\Re}_{\hat{A}-K \hat{C}}$, and $\tilde{\boldsymbol{\Phi}}_{v}=-\boldsymbol{\Re}_{\hat{A}-K \hat{C}} K$ satisfy the constraints of (4.8). Consider the responses $\boldsymbol{\Phi}_{w, \text { opt }} \triangleq \mathfrak{R}_{A-K C}$ and $\boldsymbol{\Phi}_{v, \text { opt }} \triangleq-\boldsymbol{\mathfrak { R }}_{A-K C} K$, which are optimal for the original unknown system. They satisfy the affine relation for the original system:

$$
\left[\begin{array}{ll}
\mathbf{\Phi}_{w, o p t} & \mathbf{\Phi}_{v, o p t}
\end{array}\right]\left[\begin{array}{c}
z I-A \\
-C
\end{array}\right]=I
$$

Adding and subtracting the estimated matrices, we can show that they also satisfy a perturbed affine relation for the estimated system:

$$
\left[\begin{array}{ll}
\mathbf{\Phi}_{w, o p t} & \mathbf{\Phi}_{v, o p t}
\end{array}\right]\left[\begin{array}{c}
z I-\hat{A} \\
-\hat{C}
\end{array}\right]=I+\underbrace{\left(\boldsymbol{\Phi}_{w, \text { opt }} \delta_{A}+\boldsymbol{\Phi}_{v, o p t} \delta_{C}\right)}_{\boldsymbol{\Delta}}
$$

If the perturbation $(I+\boldsymbol{\Delta})^{-1}$ is stable, we can multiply both sides from the left, which
yields:

$$
\left[\begin{array}{ll}
\tilde{\mathbf{\Phi}}_{w} & \tilde{\mathbf{\Phi}}_{v}
\end{array}\right]\left[\begin{array}{c}
z I-\hat{A} \\
-\hat{C}
\end{array}\right]=I
$$

where we used the fact that:

$$
(I+\boldsymbol{\Delta})^{-1} \boldsymbol{\Phi}_{w, \text { opt }}=\tilde{\boldsymbol{\Phi}}_{w}, \quad(I+\boldsymbol{\Delta})^{-1} \boldsymbol{\Phi}_{v, \text { opt }}=\tilde{\boldsymbol{\Phi}}_{v}
$$

Under condition (4.9), the perturbation $\boldsymbol{\Delta}$ has norm bounded by:

$$
\|\boldsymbol{\Delta}\|_{\mathcal{H}_{\infty}} \leq\left(\epsilon_{A}+\epsilon_{C}\|K\|_{2}\right)\left\|\boldsymbol{\Re}_{A-K C}\right\|_{\mathcal{H}_{\infty}} \leq 1 / 2
$$

Hence:

$$
\left\|(I+\boldsymbol{\Delta})^{-1}\right\|_{\mathcal{H}_{\infty}} \leq \sum_{t=0}^{\infty}\|\boldsymbol{\Delta}\|_{\mathcal{H}_{\infty}}^{t} \leq \frac{1}{1-\|\boldsymbol{\Delta}\|_{\mathcal{H}_{\infty}}}=2
$$

which shows that the responses $\tilde{\boldsymbol{\Phi}}_{w}, \tilde{\boldsymbol{\Phi}}_{v}$ are stable. By construction, they are also strictly proper. What remains to show is that the robustness constraint holds. We have:

$$
\begin{aligned}
\left\|\left[\begin{array}{cc}
\tilde{\boldsymbol{\Phi}}_{w} & \tilde{\mathbf{\Phi}}_{v}
\end{array}\right]\right\|_{\mathcal{H}_{2}} & \leq\left\|(I+\boldsymbol{\Delta})^{-1}\left[\begin{array}{ll}
\mathbf{\Phi}_{w} & \boldsymbol{\Phi}_{v}
\end{array}\right]\right\|_{\mathcal{H}_{2}} \\
& \leq\left\|(I+\boldsymbol{\Delta})^{-1}\right\|_{\mathcal{H}_{\infty}}\left(1+\|K\|_{2}\right)\left\|\boldsymbol{\Re}_{A-K C}\right\|_{\mathcal{H}_{2}} \\
& \leq 2\left(1+\|K\|_{2}\right)\left\|\boldsymbol{\Re}_{A-K C}\right\|_{\mathcal{H}_{2}} \leq \mathcal{C}
\end{aligned}
$$

Step c: Since $K$ is a feasible gain, by suboptimality

$$
\begin{aligned}
\operatorname{opt}(\mathcal{C}) & \leq\left\|\tilde{\boldsymbol{\Phi}}_{w} \hat{K}+\tilde{\boldsymbol{\Phi}}_{v}\right\|_{\mathcal{H}_{2}} \leq\left\|(I+\boldsymbol{\Delta})^{-1}\right\|_{\mathcal{H}_{\infty}}\left\|\boldsymbol{\Phi}_{w} \hat{K}+\boldsymbol{\Phi}_{v}\right\|_{\mathcal{H}_{2}} \\
& \leq 2\left\|\boldsymbol{\Phi}_{w} \hat{K}+\boldsymbol{\Phi}_{v}\right\|_{\mathcal{H}_{2}}=2\left\|\boldsymbol{\Phi}_{w}(\hat{K}-K)\right\|_{\mathcal{H}_{2}} \\
& \leq 2 \epsilon\left\|\boldsymbol{\Re}_{A-K C}\right\|_{\mathcal{H}_{2}}
\end{aligned}
$$

where we used $\boldsymbol{\Phi}_{v}=-\boldsymbol{\Phi}_{w} K$.

## Chapter 5

## Online Learning of the Kalman

## Filter

### 5.1 Introduction

In this chapter, we study the sample complexity of the online architecture for learning the Kalman filter of an unknown LTI system. From a control theoretic perspective, this problem has also been known as the adaptive filtering problem (Ljung, 1978; Moore \& Ledwich, 1979; Lai \& Ying, 1991; Ding et al., 2006). Adaptive filtering algorithms address the problem of making observation predictions when the system model or the noise statistics are unknown or changing. These adaptive filtering approaches are usually based on variations of extended least squares. The statistical analysis of their behavior has relied on asymptotic tools, which assume that the number of collected data $N$ is infinite. However, our asymptotic tools, e.g. the Central Limit Theorem or Law of Large Numbers, do not always capture all aspects of finite sample performance (Vershynin, 2018, Chapter 2). Moreover, the dependence of prediction performance on various system theoretic parameters has been hidden under the big- $O$ notation.

Here, we consider the problem of predicting observations generated by an unknown, partially observable LTI dynamical system under finite samples. The system dynamics and
observation map are corrupted by Gaussian noise. For the theoretical analysis, we adopt the notion of regret Cesa-Bianchi \& Lugosi (2006), which captures the finite sample performance of online prediction. It measures how far our online predictions are from the optimal Kalman Filter predictions that has access to the full system model. Our goal is to find an online prediction algorithm that has provably small regret. Our technical contributions are:

System theoretic regret: We define a notion of regret that has a natural, system theoretic interpretation. The prediction error of an online prediction algorithm is compared against the prediction error of the Kalman filter that has access to the exact model, which is allowed to be arbitrary. Previous regret definitions Kozdoba et al. (2019) required the model to lie in a finite set.

Logarithmic regret for the Kalman filter: We present the first online prediction algorithm with provable logarithmic regret upper bounds for the classical Kalman filter. In fact, we prove that with high probability the regret of our algorithm is of the order of $\tilde{O}(1)$, where $\tilde{O}$ hides poly $\log N$ terms, where $N$ is the number of observations collected. Our algorithm is based on subspace system identification techniques Qin (2006). Instead of optimizing over the state-space parameters, which is a non-convex problem, we convexify the problem by establishing an approximate regression between the next observation and past observations. Our analysis is based on the stability properties of the Kalman filter, tools for self-normalized martingales and matrices, high-dimensional statistics Vershynin (2018), and additional results for persistency of excitation developed here. We note that our bounds are qualitative, showing how various system theoretic parameters affect learning performance.

Logarithmic regret for non-explosive systems: Our regret guarantees hold for the class of non-explosive systems, which includes marginally stable linear systems. This settles an open question and concludes that online prediction performance does not depend on the system stability gap $(1 /(1-\rho)$, where $\rho$ is the spectral radius of the system). Although it was recently shown that the stability gap does not affect system identification Simchowitz et al. (2019), whether the stability gap affects online prediction under stochastic noise was
an open problem.
Regret analysis for other predictors: Our approach directly carries over to various interesting online predictors. For example, our analysis can be directly extended to the case of $f$-step ahead prediction of observations. Another extension focuses on the regret of hidden state predictors when the state-space basis representation is known a priori. The latter situation arises, for example, when the state-space model is known but the noise statistics are unknown. Another case is prediction of stable closed-loop systems. All these predictors enjoy similar logarithmic regret bounds.

Learning gap between LQR and Kalman filter: One of the implications of our bounds is that learning to predict observations like the Kalman filter is provably easier than solving the online Linear Quadratic Regulator (LQR) problem, which in general requires $\Omega(\sqrt{N})$ regret Simchowitz \& Foster (2020); Ziemann \& Sandberg (2020). This might not be surprising due to the fact that, in the case of exogenous inputs, we need to inject exploratory signals into the system.

### 5.1.1 Related work

Recently, there have been important results addressing the regret of the adaptive Linear Quadratic Regulator (LQR) problem Abbasi-Yadkori \& Szepesvári (2011); Faradonbeh et al. (2020b); Ouyang et al. (2017b); Abeille \& Lazaric (2018); Dean et al. (2018); Mania et al. (2019); Cohen et al. (2019). The best regret for LQR is sublinear and of the order of $\tilde{O}(\sqrt{N})$, where $N$ is the numbers of state samples collected; an in-depth survey can be found in Matni et al. (2019). When the system model is known, then the Kalman filter is the dual of the Linear Quadratic Regulator, suggesting that this duality can be exploited in deriving the regret of the Kalman filter. However, when the system model is unknown, the Linear Quadratic Regular and the Kalman filter are not dual problems Tsiamis et al. (2020). As the state is fully observed in LQR, the system identification in adaptive LQR reduces to a simple least squares problem. In the adaptive Kalman filter, the state is partially observed resulting in non-convex system identification problems requiring us to consider a different
approach.
A related but different problem focuses on online prediction algorithms for systems without internal states (such as ARMA - autoregressive moving average) Anava et al. (2013). Prediction of observations generated by state space models in the case of exogenous inputs and adversarial noise but with a bounded budget was studied in Hazan et al. (2018). Recently, Kozdoba et al. (2019) introduced regret bounds for the Kalman Filter in the restricted context of scalar and bounded observations. The regret is shown to be of the order of $\sqrt{N}$ along with a small linear term. Here, we improve the state of the art to logarithmic bounds for general observations. Concurrently and independently Ghai et al. (2020) also proved logarithmic regret bounds for the Kalman Filter. Our analysis here is different focusing on persistency of excitation, which can also provide simultaneous parameter estimation guarantees. After our work, regret bounds were extended to the case where the Kalman Filter closed-loop matrix is close to instability Rashidinejad et al. (2020). Finally, Lale et al. (2020b) proved logarithmic regret bounds for the Linear Quadratic Gaussian (LQG) control problem, which is different from the prediction problem studied here.

Our online algorithm is inspired by subspace identification techniques Bauer et al. (1999). The technical approach is based on classical results for the analysis of the leastsquares estimator for time series Lai \& Wei (1982), as well as modern results for finite sample analysis of system identification in both the fully observed Faradonbeh et al. (2018a); Simchowitz et al. (2018); Sarkar \& Rakhlin (2018) and the partially observed case Hardt et al. (2018); Oymak \& Ozay (2018); Simchowitz et al. (2019); Sarkar et al. (2019); Tsiamis \& Pappas (2019).

Notation. The term universal constant is used for numbers which are independent of the system's (algorithm's) parameters. The operator $\succeq$ denotes comparison in the positive semi-definite cone. With $\left\|\|_{2}\right.$ we denote the Euclidean norm for vectors and the spectral norm for matrices. The spectral radius of a matrix $A$ is denoted by $\rho(A)$. The smallest singular value of a matrix $A$ is denoted by $\sigma_{\min }(A)$. By $A^{*}$ we denote the transpose of $A$. The big- $O$ notation $O(f(N))$ represents a function that grows at most as fast as $f(N)$. The
$\tilde{O}(\cdot)$ notation hides poly-logarithmic terms. When it is not clear from the context, we write $O_{x}(\cdot)$ to explicitly denote big- $O$ notation with respect to $x$. The poly $(x)$ notation means a polynomial function of $x$.

### 5.2 Problem Formulation

As we covered in Chapter 2, the Kalman filter considers the problem of predicting observations generated by the following state-space LTI system:

$$
\begin{align*}
x_{k+1} & =A x_{k}+w_{k}, \quad w_{k} \stackrel{\text { i.i.d. }}{\sim} \mathcal{N}(0, Q)  \tag{5.1}\\
y_{k} & =C x_{k}+v_{k}, \quad v_{k} \stackrel{\text { i.i.d. }}{\sim} \mathcal{N}(0, R)
\end{align*}
$$

where $x_{k} \in \mathbb{R}^{n}$ is the state, $y_{k} \in \mathbb{R}^{m}, m \leq n$, are the observations (outputs), $A \in \mathbb{R}^{n \times n}$ is the system matrix and $C \in \mathbb{R}^{m \times n}$ is the observation matrix. The time series $w_{k}, v_{k}$ represent the process and measurement noise respectively and are modeled as zero mean i.i.d. Gaussian variables, independent of each other, with covariances $Q$ and $R$ respectively. The initial state is zero mean Gaussian with covariance $\Sigma_{0}$ and independent of the noises. Similar to Chapter 3, we make the following assumption.

Assumption 5.1. The pair $(A, C)$ is observable, $\left(A, Q^{1 / 2}\right)$ is stabilizable. Let Assumption 3.2 hold, i.e. the Kalman filter has already reached steady state with $\Sigma_{0}=P$, where $P$ is defined in (2.3).

Then, by Corollary 2.1, the Kalman Filter of system (5.1) is given by:

$$
\begin{align*}
\hat{x}_{k+1} & =A \hat{x}_{k}+K e_{k}, \quad \hat{x}_{0}=0  \tag{5.2}\\
y_{k} & =C \hat{x}_{k}+e_{k},
\end{align*}
$$

where $\hat{x}_{k} \in \mathbb{R}^{n}$ is the prediction (state), $y_{k} \in \mathbb{R}^{m}$ is the output, $e_{k} \in \mathbb{R}^{n}$ is the innovation process, and $K$ is the Kalman filter gain defined in (2.2). Recall that the innovation process $e_{k} \triangleq y_{k}-C \hat{x}_{k}$ is i.i.d. Gaussian with covariance matrix $\bar{R}$, defined in (3.4). The following assumption also holds throughout the chapter.

Assumption 5.2. Matrices $A, C, Q, R, K, \bar{R}$ are unknown. System (5.1) is non-explosive, namely the spectral radius is $\rho(A) \leq 1$. The state matrices are bounded

$$
\|A\|_{2},\|C\|_{2},\|Q\|_{2},\|R\|_{2} \leq M
$$

for some $M \geq 0$. Let $A=S J S^{-1}$ be the Jordan form decomposition of $A$, then the similarity transformation is bounded $\|S\|_{2},\left\|S^{-1}\right\|_{2} \leq M$.

Contrary to the offline architecture, we can extend the prediction guarantees to the case $\rho(A)=1$, when the system is marginally stable or polynomially unstable; this is possible only under an online learning architecture. The upper bound $M$ captures the size of the state parameters and we expect it to affect the learning complexity. For the economy of the presentation we only use a common bound for all parameters. The next assumption makes sure that system (5.2) is minimal.

Assumption 5.3. The pair $(A, K)$ is controllable.

If the pair $(A, K)$ is stabilizable, then the results of the chapter apply to the controllable subspace of the state; the uncontrollable subspace remains zero.

The following assumption is for notational simplicity. It assumes that the largest eigenvalue of $A-K C$ is simple. It also assumes that the responses $C(A-K C)^{t} K$ have bounded norm. We could remove it at the expense of slightly more complicated bounds in the regret analysis.

Assumption 5.4. For some all $t \geq 0$, the closed-loop matrix satisfies $\left\|(A-K C)^{t}\right\|_{2} \leq$ $M \rho(A-K C)^{t}$. The Kalman Filter gain $K$ and the innovation covariance $\bar{R}$ are bounded $\|K\|_{2},\|\bar{R}\|_{2} \leq M$. The responses are upper bounded $\sum_{t \geq 0}\left\|C(A-K C)^{t} K\right\| \leq M$.

Let $\mathcal{F}_{k} \triangleq \sigma\left(y_{0}, \ldots, y_{k}\right)$ be the filtration generated by the observations $y_{0}, \ldots, y_{k}$ with $\mathcal{L}_{2}^{m}\left(\mathcal{F}_{k}\right)$ the space of square integrable $\mathcal{F}_{k}-$ measurable random vectors. Given the observations up to time $k$, the Kalman filter gives the optimal prediction $\hat{y}_{k+1}$ at time $k+1$ in the
minimum mean square error (mmse) sense:

$$
\hat{y}_{k+1} \triangleq \arg \min _{z \in \mathcal{L}_{2}^{m}\left(\mathcal{F}_{k}\right)} \mathbb{E}\left[\left\|y_{k+1}-z\right\|_{2}^{2} \mid \mathcal{F}_{k}\right]
$$

Of course to compute the Kalman filter prediction, knowledge of the system matrices $A, C, Q, R$ is required.

Our goal is to design an online predictor $\tilde{y}_{k+1} \in \mathcal{L}_{2}^{m}\left(\mathcal{F}_{k}\right)$ that adapts to the unknown model and competes with the optimal Kalman filter. Since we do not have access to the model, we can only rely on the data, which are revealed sequentially. To quantify the online prediction performance, we define the regret of our online learning algorithm with respect to the Kalman filter (5.2) that has full knowledge of system model (5.1). Our goal is to achieve sublinear regret, as defined in the following problem statement.

Problem 5.1. Assume that $A, C, Q, R$ in system model (5.1) are unknown. Consider a sequence $y_{0}, y_{1} \ldots$ of observations, which are generated sequentially by system (5.1). Let $\tilde{y}_{k} \in \mathcal{L}_{2}^{m}\left(\mathcal{F}_{k}\right)$ be the prediction of an online learning algorithm based on the history $y_{k-1}, \ldots, y_{0}$ and $\hat{y}_{k}$ be the Kalman filter prediction (5.2) that has full knowledge of model (5.1). Define the regret:

$$
\begin{equation*}
\mathcal{R}_{N} \triangleq \sum_{k=1}^{N}\left\|y_{k}-\tilde{y}_{k}\right\|^{2}-\sum_{k=1}^{N}\left\|y_{k}-\hat{y}_{k}\right\|^{2} . \tag{5.3}
\end{equation*}
$$

Fix a failure probability $\delta>0$. Our goal is to find a learning algorithm such that with probability at least $1-\delta$ :

$$
\mathcal{R}_{N} \leq \operatorname{poly}(\log 1 / \delta) o(N)
$$

where $o(N)$ does not depend on $\delta$.
The regret captures the average suboptimality of the online predictor. From this point of view, if the regret is sublinear this implies average convergence since $\mathcal{R}_{N} / N=o(1)$.

Recall that one of the main properties of the Kalman Filter is that the innovation sequence $e_{k}=y_{k}-\hat{y}_{k}$ is orthogonal and, by Gaussianity, also i.i.d. By the law of large
numbers, this implies that the $\ell_{2}$ accumulative error $\sum_{k=0}^{N}\left\|y_{k}-\hat{y}_{k}\right\|_{2}^{2}$ will be of the order of $\Omega(N)$ almost surely. Predicting the true observations exactly is impossible in the stochastic noise setting, even if we know the system.

Systems (5.1), (5.2) are statistically equivalent, i.e. they generate observations with the same distribution. This implies that the noise parameterization is not unique Van Overschee \& De Moor (2012). Another source of ill-posedness is that the state space parameterization is non-unique. Any similar system $S^{-1} A S, C S, S^{-1} Q S^{-*}$ generates the same observations. These problems will be addressed later by considering an alternative system representation.

### 5.3 Online Prediction Algorithm

Our online prediction algorithm is based on a system response representation (Markov parameterization) that has been used in subspace system identification Bauer et al. (1999). Let $p$ be an integer that represents how far we look into the past. We define the vector of past observations at time $k$ :

$$
Z_{k, p} \triangleq\left[\begin{array}{lll}
y_{k-p}^{*} & \ldots & y_{k-1}^{*} \tag{5.4}
\end{array}\right]^{*}, k \geq p .
$$

Define also the matrix of closed-loop responses:

$$
G_{p} \triangleq\left[\begin{array}{lll}
C(A-K C)^{p-1} K & \cdots & C K \tag{5.5}
\end{array}\right],
$$

which are essentially the Markov parameters of the stochastic system. By expanding the Kalman filter (5.2) p-steps into the past, the observation at time $k$ can be rewritten as

$$
\begin{equation*}
y_{k}=G_{p} Z_{k, p}+\underbrace{C(A-K C)^{p} \hat{x}_{k-p}}_{\text {bias }}+e_{k} \text {. } \tag{5.6}
\end{equation*}
$$

Instead of optimizing over system parameters $A, C, K$, which results in a non-convex optimization problem, we optimize over (the higher dimensional) $G_{p}$, which makes the problem convex. From an online learning perspective, this technique is also known as improper

```
Algorithm 2 Online Prediction Algorithm
    Input: \(\beta, \lambda, T_{\text {init }}\)
    for \(\mathrm{k}=0, \ldots, T_{\mathrm{init}}-1\) do
        Observe \(y_{k}\)
    end for
    for \(\mathrm{i}=1,2, \ldots\) do
        \(T=2^{i-1} T_{\text {init }}\)
        \(p=\beta \log T\)
        \(\bar{V}_{T-1}=\lambda I+\sum_{t=p}^{T-1} Z_{t, p} Z_{t, p}^{*}\)
        \(\tilde{G}_{T-1}=\left(\sum_{t=p}^{T-1} y_{t} Z_{t, p}^{*}\right) \bar{V}_{T-1}^{-1}\)
        for \(k=T, \ldots, 2 T-1\) do
            Predict \(\tilde{y}_{k}=\tilde{G}_{k-1} Z_{k, p}\)
            Observe \(y_{k}\)
            Update \(\bar{V}_{k}=\bar{V}_{k-1}+Z_{k, p} Z_{k, p}^{*}\)
            \(\tilde{G}_{k}=\tilde{G}_{k-1}+\left(y_{k}-\tilde{y}_{k}\right) Z_{k, p}^{*} \bar{V}_{k}^{-1}\)
        end for
    end for
```

learning. Using this lifting, we can learn a least squares estimate $\tilde{G}_{k, p}$ by regressing outputs $y_{t}$ to past outputs $Z_{t, p}$ for $t \leq k$ :

$$
\begin{equation*}
\tilde{G}_{k, p}=\sum_{t=p}^{k} y_{t} Z_{t, p}^{*}\left(\lambda I+\sum_{t=p}^{k} Z_{t, p} Z_{t, p}^{*}\right)^{-1} \tag{5.7}
\end{equation*}
$$

where $\lambda>0$ is a regularization parameter to be designed. Then, to predict the next observation, we can compute:

$$
\begin{equation*}
\tilde{y}_{k+1}=\tilde{G}_{k, p} Z_{k+1, p} . \tag{5.8}
\end{equation*}
$$

Due to the stability properties of the Kalman filter (Chapter 2), if we consider $p$ past observations, then the bias term in equation (5.6) is of the order of $\rho(A-K C)^{p}\left\|\hat{x}_{x-p}\right\|_{2}$. Notice that for non-explosive systems the state $\hat{x}_{k-p}$ can grow polynomially fast in the worst case. Even if $\hat{x}_{k-p}$ remains bounded, keeping the past $p$ constant would lead to a non-vanishing bias error (linear regret). Thus, to make sure that the prediction error decreases, we need to gradually increase the past horizon $p$. For this reason, inspired by the "doubling trick" Cesa-Bianchi \& Lugosi (2006), we divide the learning in epochs, where every epoch is twice longer than the previous one. During every epoch we keep the past
horizon constant. Since $\rho(A-K C)^{p}$ is exponentially decreasing, it is sufficient to slowly increase the past as $p=O(\log T)$, where $T$ is the epoch duration.

The pseudo-code of our online prediction approach can be found in Algorithm 2. Each epoch lasts from time $T_{i}, \ldots, 2 T_{i}-1$, where $i=1, \ldots$, is the epoch, $T_{i}=2^{i-1} T_{\text {init }}$, and $T_{\text {init }}$ is a design parameter (the length of the first epoch). During every epoch, we keep the past $p_{i}=\beta \log \left(T_{i}\right)$ constant, where $\beta$ is a design parameter. Initially, from time 0 to $T_{\text {init }}-1$, we have a warm-up phase where we gather enough observations to start predicting. To make sure that $p_{i}<T_{i}$, we tune $T_{\text {init }}$ accordingly. Within an epoch, the least squares based predictor (5.8) can be implemented in a recursive way:

$$
\begin{aligned}
& \bar{V}_{k, p_{i}}=\bar{V}_{k-1, p_{i}}+Z_{k, p_{i}} Z_{k, p_{i}}^{*} \\
& \tilde{G}_{k, p_{i}}=\tilde{G}_{k-1, p_{i}}+\left(y_{k}-\tilde{y}_{k}\right) Z_{k, p_{i}}^{*} \bar{V}_{k}^{-1},
\end{aligned}
$$

which requires polynomial complexity and at most $O\left(\log T_{i}\right)$ memory. In the beginning of an epoch, when $p_{i}$ is updated, we re-initialize the predictor based on the whole past, which requires polynomial complexity and $O\left(T_{i}\right)$ memory. Hence, in total, after $N$ collected samples, the computational complexity is polynomial and the memory requirement is linear $O(N)$.

No knowledge about the dynamics or even the state dimension $n$ is required. We only need to know an upper bound on the state dimension $n$ in order to tune the past horizon $p$-see Theorem 5.1. There is a tradeoff between the bias error and statistical efficiency. Increasing the past horizon by selecting larger $\beta$ leads to smaller bias error, but increases the sample complexity of learning $G_{p}$ since we have more unknowns.

### 5.4 Regret Analysis

In this section, we prove that with high probability the prediction regret is not only sublinear, but also of the order of poly $\log N($ or $\tilde{O}(1))$, where $N$ is the number of observations collected so far. The challenge in the non-explosive regime is that the observations grow
unbounded polynomially fast $(\Omega(\sqrt{N}))$. Meanwhile, recent work in finite sample analysis of system identification Oymak \& Ozay (2018); Simchowitz et al. (2019); Tsiamis \& Pappas (2019); Sarkar et al. (2019) shows that the model parameters can be learned at a slower rate $(O(1 / \sqrt{N}))$. Therefore these system identification results cannot be directly applied to obtain regret bounds for our problem. Nonetheless, we show that our online Algorithm 2 mitigates the effect of unbounded observations. As a result, the logarithmic regret bound of $\tilde{O}(1)$ remains valid even as we approach instability.

We provide two results, one for non-explosive systems $(\rho(A) \leq 1)$ and one for stable systems $(\rho(A)<1)$. Before we present the regret results, let us introduce some notion. Let $a(s)=s^{d}-a_{d-1} s^{d-1} \cdots-a_{0}$ be the minimal polynomial of matrix $A$, i.e. the minimum degree polynomial such that $a(A)=0$. Denote its degree by $d$. We define the $\ell_{1}$ norm of its coefficients as $\|a\|_{1} \triangleq 1+\sum_{i=0}^{d-1}\left|a_{i}\right|$; the $\ell_{2}$ norm $\|a\|_{2}$ is defined in a similar way. Let $\kappa$ be the dimension of the largest Jordan block of $A$. In general, $\kappa \leq d \leq n$. The minimum singular value of $R$ is denoted by $\sigma_{R}$. For brevity, we omit the first $T_{\text {init }}$ terms from the regret. We also do not show the dependence on $M$ and $\lambda$ in the theorem statements. More precise bounds can be inferred by the proofs, at the cost of more complicated and less intuitive expressions.

Theorem 5.1 (Regret for non-explosive systems). Consider system (5.2) with $\rho(A) \leq 1$. Let $y_{0}, \ldots, y_{N}$ be the sequence of system observations. Let $\tilde{y}_{0}, \ldots, \tilde{y}_{N}$ be the predictions of Algorithm 2 with

$$
\begin{equation*}
\beta=\Omega\left(\frac{\kappa}{\log (1 / \rho(A-K C))}\right) \tag{5.9}
\end{equation*}
$$

and fix a failure probability $\delta>0$. There exists a $N_{0}=\operatorname{poly}\left(n, \beta, \log 1 / \delta, 1 / \sigma_{R}\right)$, independent of $N$, such that with probability at least $1-\delta$, if $N>N_{0}$ then:

$$
\begin{equation*}
\mathcal{R}_{N} \leq \operatorname{poly}\left(d^{\kappa}, n, \beta,\|a\|_{2}, \log 1 / \delta, 1 / \sigma_{R}\right) \tilde{O}(1) \tag{5.10}
\end{equation*}
$$

Theorem 5.1 provides the first logarithmic regret upper bounds for the general problem of Kalman filter prediction. The burn-in time $N_{0}$ is related to persistency of excitation
conditions, i.e. initially we need enough samples to guarantee that the smallest singular value of the Gram matrix $\bar{V}_{k}$ increases linearly with $k$. Our bounds do not depend on the stability gap $1 /(1-\rho(A))$ and they do not degrade as we approach instability. However, they suggest, via $\beta$, that the stability radius $\rho(A-K C)$ of the Kalman filter closed-loop matrix affects the learning difficulty.

The upper bound also depends on the quantities $d^{\kappa}$ and $\|a\|$, both of which can be exponential in the dimension of the system state $n$ in the worst case. This can happen, for example, if $\kappa=n$, i.e. the system is an $n$-th order integrator. Dependence of learning performance on the coefficients of the characteristic or minimal polynomial has been found in related work Hardt et al. (2018). This dependence can be improved-see for example Hazan et al. (2018), Simchowitz et al. (2019), Ghai et al. (2020). However, it is an open question whether it is possible to avoid the exponential dependence on $\kappa$. It might be possible that systems with long chain structure, e.g. integrators, are harder to learn; such systems are difficult to observe even in the known model case. In open-loop system identification Simchowitz et al. (2019), such a dependence also appears. It might be an inherent limitation of the problem, since fundamental quantities of the system, for example matrix $A^{i}$ or the observability matrix $\mathcal{O}_{i}$ scale with $i^{\kappa}$-see Lemma 5.5.

The above issues can be avoided in the case of stable systems $(\rho(A)<1)$, by exploiting stationarity. Let $\Gamma_{k} \triangleq \mathbb{E} \hat{x}_{k} \hat{x}_{k}^{*}$ be the covariance of the state with $\Gamma_{\infty}=\lim \Gamma_{k}$ the steadystate covariance. Let the mixing time $\tau_{\text {mix }}$ be the minimum time such that the system is close to steady-state:

$$
\begin{equation*}
\left\|\Gamma_{\infty}^{-1 / 2} \Gamma_{k} \Gamma_{\infty}^{-1 / 2}\right\|_{2} \leq 1 / 2, \text { for all } k \geq \tau_{\text {mix }} \tag{5.11}
\end{equation*}
$$

Based on Lemma 5.7, the mixing time scales with:

$$
\tau_{\operatorname{mix}} \leq \operatorname{poly}\left((\log 1 / \rho(A))^{-1}, \kappa, \log \frac{\sigma_{\max }\left(\Gamma_{\infty}\right)}{\sigma_{\min }\left(\Gamma_{\infty}\right)}\right)
$$

We obtain the following guarantees.

Theorem 5.2 (Regret for stable systems). Consider system (5.2) with $\rho(A)<1$. Let $y_{0}, \ldots, y_{N}$ be the sequence of system observations. Let $\tilde{y}_{0}, \ldots, \tilde{y}_{N}$ be the predictions of Algorithm 2 with $\beta$ as in (5.9). Fix a failure probability $\delta>0$. There exists

$$
N_{0}^{\mathrm{s}}=\operatorname{poly}\left(n, \beta, \log 1 / \delta, \tau_{\mathrm{mix}}, 1 / \sigma_{R}\right)
$$

such that with probability at least $1-\delta$, if $N>N_{0}^{\mathrm{s}}$ then:

$$
\begin{equation*}
\mathcal{R}_{N} \leq \operatorname{poly}(n, \beta, \log 1 / \delta) \tilde{O}(1) \tag{5.12}
\end{equation*}
$$

Notice that for stable systems we no longer have quantities that depend exponentially on the dimension $n$. The main bound (5.12) does not depend on the stability gap $1 /(1-$ $\rho(A))$. However, via $\tau_{\text {mix }}$ in $N_{0}^{\mathrm{s}}$, the guarantees depend logarithmically on the inverse radius $\log 1 / \rho(A)$. This quantity affects the mixing time needed for a stable system to approach stationarity.

The proofs of Theorem 5.1 and Theorem 5.2 can be found in Sections 5.7 and 5.8 respectively. In the next subsection, we provide an overview of the regret analysis and explain why the quantities $d^{\kappa}$ and $\|a\|_{2}$ appear in the bound in Theorem 5.1. We also explain what changes in the case of stable systems addressed by Theorem 5.2.

### 5.4.1 Regret analysis overview

Recall the definition of the innovation error $e_{k}=y_{k}-\hat{y}_{k}$. For brevity, we also define the error $\tilde{e}_{k} \triangleq \tilde{y}_{k}-\hat{y}_{k}$ between the online prediction of Algorithm 2 and the Kalman Filter prediction. Adding and subtracting $\hat{y}_{k}$ in the first term:

$$
\begin{aligned}
\mathcal{R}_{N} & =\sum_{k=T_{\text {init }}}^{N}\left\|e_{k}+\hat{y}_{k}-\tilde{y}_{k}\right\|_{2}^{2}-\left\|e_{k}\right\|_{2}^{2} \\
& =\underbrace{\sum_{k=T_{\text {init }}}^{N}\left\|\hat{y}_{k}-\tilde{y}_{k}\right\|_{2}^{2}}_{\mathcal{L}_{N}}+2 \underbrace{\sum_{k=T_{\text {init }}}^{N} e_{k}^{*}\left(\hat{y}_{k}-\tilde{y}_{k}\right)}_{\text {martingale term }}
\end{aligned}
$$

It is sufficient to prove that the square loss $\ell_{2}$ :

$$
\begin{equation*}
\mathcal{L}_{N} \triangleq \sum_{k=T_{\mathrm{init}}}^{N}\left\|\hat{y}_{k}-\tilde{y}_{k}\right\|_{2}^{2} \tag{5.13}
\end{equation*}
$$

is logarithmic in $N$. Because the innovations are i.i.d., we have a martingale structure for the second term since $e_{k} \in \mathcal{F}_{k}$, while $\tilde{e}_{k} \in \mathcal{F}_{k-1}$. The martingale term is small and can be bounded in terms of the square loss $\mathcal{L}_{N}$. In particular, the quantity

$$
\left(\mathcal{L}_{N}+1\right)^{-1 / 2} \sum_{k=T_{\text {init }}}^{N} e_{k}^{*}\left(\hat{y}_{k}-\tilde{y}_{k}\right)
$$

is a self-normalized martingale. In Chapter 3, we analyzed self-normalized martingales using tools developed in Abbasi-Yadkori et al. (2011), Sarkar \& Rakhlin (2018). In particular, we utilized Theorem 3.3, which extends Theorem 1 in Abbasi-Yadkori et al. (2011) and Proposition 8.2 in Sarkar \& Rakhlin (2018). We repeat the statement of Theorem 3.3 below for convenience.

Theorem 5.3 (Self-normalized martingales Theorem 3.3). Let $\left\{\mathcal{F}_{t}\right\}_{t=0}^{\infty}$ be a filtration. Let $\eta_{t} \in \mathbb{R}^{m}$, $t \geq 0$ be $\mathcal{F}_{t}$-measurable, independent of $\mathcal{F}_{t-1}$. Suppose also that $\eta_{t} \sim \mathcal{N}(0, I)$ is isotropic Gaussian. Let $X_{t} \in \mathbb{R}^{d}, t \geq 0$ be $\mathcal{F}_{t-1}$-measurable. Assume that $V$ is a $d \times d$ positive definite matrix. For any $t \geq 0$, define:

$$
\begin{aligned}
\bar{V}_{t} & =V+\sum_{s=1}^{t} X_{s} X_{s}^{*}, \quad S_{t}=\sum_{s=1}^{t} X_{s} H_{s}^{*} \\
H_{s}^{*} & =\left[\begin{array}{lll}
\eta_{s}^{*} & \ldots & \eta_{s+r-1}^{*}
\end{array}\right] \in \mathbb{R}^{r m},
\end{aligned}
$$

for some integer $r$. Then, for any $\delta>0$, with probability at least $1-\delta$, for all $t \geq 0$

$$
\left\|\bar{V}_{t}^{-1 / 2} S_{t}\right\|_{2}^{2} \leq 8 r\left(\log \frac{r 5^{m}}{\delta}+\log \operatorname{det} \bar{V}_{t} V^{-1}\right)
$$

An application of the above theorem implies that

$$
\sum_{k=T_{\mathrm{init}}}^{N} e_{k}^{*}\left(\hat{y}_{k}-\tilde{y}_{k}\right)=\tilde{O}\left(\sqrt{\mathcal{L}_{N}}\right)
$$

with high probability. Hence, we focus on bounding $\mathcal{L}_{N}$.
For the remaining section, we will assume that we are within one epoch $i$ so that the past horizon $p=p_{i}$ and $T=2^{i-1} T_{\text {init }}$ are kept constant. For brevity, we omit the subscript $p$ from all variables and write $G, \tilde{G}_{k}, Z_{k}$ instead of $G_{p}, \tilde{G}_{k, p}, Z_{k, p}$.

Define $S_{k-1} \triangleq \sum_{i=p}^{k-1} e_{i} Z_{i}^{*}$ and $\bar{V}_{k-1} \triangleq \lambda I+\sum_{i=p}^{k-1} Z_{i} Z_{i}^{*}$. Then, the error between our online prediction and the Kalman filter prediction can be written as:

$$
\begin{align*}
\tilde{e}_{k} & =\left(\tilde{G}_{k-1}-G\right) Z_{k}-C(A-K C)^{p} \hat{x}_{k-p} \\
& =\underbrace{S_{k-1} \bar{V}_{k-1}^{-1} Z_{k}}_{\text {regression }}+\underbrace{\lambda G \bar{V}_{k-1}^{-1} Z_{k}}_{\text {regularization }}  \tag{5.14}\\
& +\underbrace{C(A-K C)^{p}\left(\sum_{i=T}^{k-1} \hat{x}_{i-p} Z_{i}^{*} \bar{V}_{k-1}^{-1} Z_{k}-\hat{x}_{k-p}\right)}_{\text {truncation bias }} .
\end{align*}
$$

The regression term is due to the noise $e_{k}$ perturbing the system. The truncation bias is due to using only $p$ past observations and not all of them. The key ingredients to analyze the cumulative error $\mathcal{L}_{N}$ are i) the stability properties of the closed-loop matrix $A-K C$; ii) self-normalization properties of predictor (5.8); and iii) persistency of excitation for the past observations with high probability. By persistency of excitation we mean that the least singular value of the Gram matrix $\bar{V}_{k}$ is increasing as fast as $O(k)$ with high probability.

Regression term. We can rewrite the regression term as a product of two separate terms:

$$
S_{k-1} \bar{V}_{k-1}^{-1} Z_{k}=\left(S_{k-1} \bar{V}_{k-1}^{-1 / 2}\right)\left(\bar{V}_{k-1}^{-1 / 2} Z_{k}\right)
$$

The first term, $S_{k-1} \bar{V}_{k-1}^{-1 / 2}$ is a self-normalized martingale and can be bounded based on Theorem 5.3 and Lemma 5.28. Thus, the term $\left\|S_{k-1} \bar{V}_{k-1}^{-1 / 2}\right\|_{2}$, grows at most logarithmically
with $k$. The martingale property comes from the fact that the innovation process $e_{k}$ of the Kalman Filter is i.i.d.-see Chapter 2.

The second term, $\bar{V}_{k-1}^{-1 / 2} Z_{k}$, is almost self-normalized since $\bar{V}_{k-1}$ is the Gram matrix of $Z_{k-1}, \ldots, Z_{p}$. It could be bounded using the following lemma which is inspired by Lai \& Wei (1982).

Lemma 5.1. Let $\bar{V}_{k-1}=\lambda I+\sum_{i=p}^{k-1} Z_{i} Z_{i}^{*}$. Then:

$$
\sum_{k=T+1}^{2 T} Z_{k-1} \bar{V}_{k-1}^{-1} Z_{k-1} \leq \log \operatorname{det}\left(\bar{V}_{2 T-1} \bar{V}_{T-1}^{-1}\right)
$$

The intuition is that $Z_{k-1} Z_{k-1}^{*}$ appears in $\bar{V}_{k-1}$ and, hence, it cancels out the effect of $Z_{k-1}$. Unfortunately, we cannot directly use the above inequality for $\bar{V}_{k-1}^{-1 / 2} Z_{k}$ since $Z_{k} Z_{k}^{*}$ is not explicitly contained in $\bar{V}_{k-1}$. However, we can exploit the fact that $Z_{k}$ does not change too fast compared to the most recent past $Z_{k-1}, \ldots, Z_{k-n}$.

Lemma 5.2 (ARMA-like representation). Let $y_{0}, y_{1} \ldots$ be observations generated by system (5.1). Fix a past horizon $p$ and let $a$ be the minimal polynomial of $A$ with degree $d$. Then, the past observations satisfy the following recursion

$$
\begin{equation*}
Z_{k}=a_{d-1} Z_{k-1}+\cdots+a_{0} Z_{k-d}+\delta_{k}, \tag{5.15}
\end{equation*}
$$

where $\delta_{k} \in \mathcal{F}_{k-1}$ with

$$
\begin{equation*}
\left\|\delta_{k}\right\|_{2} \leq \Delta \sup _{i \leq k-1}\left\|e_{i}\right\|_{2} \tag{5.16}
\end{equation*}
$$

and $\Delta=O\left(d^{\kappa-1}\|a\|_{1} \sqrt{p}\right)$
The proof is in Section 5.7.2. Intuitively, the unbounded components of $Z_{k}$ are captured by the recent history $Z_{k-1}, \ldots, Z_{k-d}$ and the residual $\delta_{k}$ is bounded. Replacing $Z_{k}$ with (5.15) we obtain by two Cauchy-Schwarz inequality applications:

$$
\left\|\bar{V}_{k-1}^{-1 / 2} Z_{k}\right\|_{2}^{2} \leq 2\|a\|_{2}^{2} \sum_{i=0}^{d-1}\left\|\bar{V}_{k-1}^{-1 / 2} Z_{k-d+i}\right\|_{2}^{2}+2\left\|\bar{V}_{k-1}^{-1 / 2} \delta_{k}\right\|_{2}^{2} .
$$

The terms $\bar{V}_{k-1}^{-1 / 2} Z_{k-d+i}$ in the sum are now indeed normalized and can be bounded using Lemma 5.1. For $\bar{V}_{k-1}^{-1 / 2} \delta_{k}$ we exploit a new persistency of excitation result.

Lemma 5.3 (Uniform Persistency of Excitation). Consider the conditions of Theorem 5.1. Select a failure probability $\delta>0$. Let $T=2^{i-1} T_{\text {init }}$ for some fixed epoch $i$ with $p=\beta \log T$ the corresponding past horizon. There exists a $N_{0}=\operatorname{poly}(n, \beta, \log 1 / \delta)$ such that if $T \geq N_{0}$, then with probability at least $1-\delta$ :

$$
\begin{equation*}
\sum_{j=p}^{k} Z_{j} Z_{j}^{*} \succeq \frac{k}{4} \sigma_{R} I \tag{5.17}
\end{equation*}
$$

uniformly for all $T \leq k \leq 2 T-1$, where $\sigma_{R}=\sigma_{\min }(R)$.
The above persistency of excitation condition holds uniformly over all times $k$ as long as $k \geq N_{0}$. This is why the burn-in time $N_{0}$ appears in Theorem 5.1; if $k$ is very small, then matrix $\sum_{j=p}^{k} Z_{j} Z_{j}^{*}$ might not be invertible.

Regularization and Truncation terms. For the regularization term we follow the same steps as with the regression one. Since matrix $A-K C$ is stable, the truncation term decreases exponentially fast with $p$. System quantity $\kappa$ governs how fast the observations grow polynomially. Parameter $\beta$ should be large enough to cancel out this polynomial rate. This explains why $\kappa$ affects the choice of $\beta$ in (5.9).

Stable Systems. If $\rho(A)<1$, then we can exploit the fact that $Z_{k}$ converges exponentially fast to a stationary distribution. Hence the term $\bar{V}_{k-1}^{-1 / 2} Z_{k}$ will effectively be self-normalized, without the need to express $Z_{k}$ as a function of the past observations. In particular, for stable systems we prove a new and stronger persistency of excitation result. Similar to the definition of the state covariance, we define the past outputs' covariance $\Gamma_{Z, k} \triangleq \mathbb{E} Z_{k} Z_{k}^{*}$. We have the following.

Lemma 5.4 (Uniform Persistency of Excitation: Stable case). Consider the conditions of Theorem 5.2. Select a failure probability $\delta>0$. Let $T=2^{i-1} T_{\text {init }}$ for some fixed epoch $i$ with $p=\beta \log T$ the corresponding past horizon. There exists a $N_{0}^{\mathrm{s}}=\operatorname{poly}\left(n, \beta, \tau_{\text {mix }}, \log 1 / \delta\right)$
such that if $T \geq N_{0}^{\mathrm{s}}$, with probability at least $1-\delta$ :

$$
\begin{equation*}
\sum_{j=p}^{k-1} Z_{j} Z_{j}^{*} \succeq \frac{k}{8} \Gamma_{Z, \infty} \tag{5.18}
\end{equation*}
$$

uniformly for all $T \leq k \leq 2 T-1$.
Hence, the term $\bar{V}_{k-1}^{-1 / 2} Z_{k}$ can be bounded by:

$$
\left\|\bar{V}_{k-1}^{-1 / 2} Z_{k}\right\|_{2} \leq O\left(\frac{1}{\sqrt{k}}\right)\left\|\Gamma_{Z, k}^{-1 / 2} Z_{k}\right\|_{2}
$$

where now the normalized term $\Gamma_{Z, k}^{-1 / 2} Z_{k}$ behaves like a standard isotropic Gaussian variable.

### 5.4.2 Numerical example

For a sanity check, we perform simulations of our algorithm for a simple example. Let

$$
A=\left[\begin{array}{ccc}
0.9 & 1 & 0 \\
0 & 1 & 1 \\
0 & 0 & 1
\end{array}\right], C=\left[\begin{array}{lll}
1 & 0 & 0
\end{array}\right], Q=I, R=1
$$

The system is non-explosive with $\kappa=2$. We select $T_{\text {init }}=20, \beta=2, \lambda=1, N=500$. We ignore the errors for the initial epoch until $T_{\text {init }}$. We perform 1000 Monte Carlo simulations. For every Monte Carlo simulation, we compute the regret trajectory $\mathcal{R}_{k}, k \leq N$. In Fig. 5.1, show the mean, and the empirical $80 \%$ and $90 \%$ percentiles of the regret trajectories $\mathcal{R}_{k}$, $k \leq N$. The simulations show that the regret is indeed logarithmic with high probability.

### 5.5 Discussion and Extensions

In this section, we discuss implications and generalizations of Algorithm 2 and the regret analysis.


Figure 5.1: The $80 \%$ and $90 \%$ empirical percentiles for the regret trajectories $\mathcal{R}_{k}, k \leq N$, for $N=500$. We run 1000 Monte Carlo simulation in total. The regret is indeed logarithmic with the number of samples.

Comparison with online LQR Our bounds show that the problem of learning the Kalman filter online is provably easier than the online LQR, in the case of unknown systems. The latter requires in general regret of the order of $\Omega(\sqrt{N})$ Simchowitz \& Foster (2020); Ziemann \& Sandberg (2020). This is another reason why the problems are not dual in the unknown model case Tsiamis et al. (2020). This gap might be expected since in the case of control, there is a need for exogenous exploratory signals, which increase the LQR control cost.

Parameter estimation Our regret analysis relied on proving persistency excitation in finite time of the past outputs. A byproduct of this result is that we can also obtain parameter estimation gurantees for the system responses $C(A-K C)^{i} K$. In fact, following a similar approach as in Sarkar \& Rakhlin (2018); Tsiamis \& Pappas (2019), we can show that the estimation error $\left\|\tilde{G}_{k, p}-G_{p}\right\|_{2}$ will decay with a rate of $\tilde{O}(1 / \sqrt{k})$ with high probability. This follows from the fact that if we ignore all other error components:

$$
\tilde{G}_{k, p}-G_{p} \approx S_{k-1} \bar{V}_{k-1}^{-1}=\left(S_{k-1} \bar{V}_{k-1}^{-1 / 2}\right) \bar{V}_{k-1}^{-1 / 2},
$$

where we used the notation of the previous section. We already showed previously that the first term is a self-normalized matringale and can grow at most logarithmically. Meanwhile,
the second term is decaying as fast as $O(1 / \sqrt{k})$ thanks to persistency of excitation. Based on the estimate of the responses we can obtain an estimate of the state space matrices $\tilde{A}, \tilde{C}, \tilde{K}$ (up to a similarity transformation) using any realization algorithm, e.g. the Ho-Kalman algorithm Oymak \& Ozay (2018).
$f$-steps ahead predictor An immediate generalization of Algorithm 2 is to consider the $f$-steps ahead predictor, where $f$ is some future horizon. Instead of predicting only the next observation, we predict the sequence $y_{k}, \ldots, y_{k+f-1}$. Denote the future observations and noises by:

$$
\begin{aligned}
Y_{k} & =\left[\begin{array}{lll}
y_{k}^{*} & \cdots & y_{k+f-1}^{*}
\end{array}\right]^{*} \\
E_{k}^{+} & =\left[\begin{array}{lll}
e_{k}^{*} & \cdots & e_{k+f-1}^{*}
\end{array}\right]^{*} .
\end{aligned}
$$

Similar to (5.4), we can establish a regression:

$$
Y_{k}=\mathcal{O}_{f} \mathcal{K}_{p} Z_{k}+\mathcal{O}_{f}(A-K C)^{p} \hat{x}_{k-p}+\mathcal{T}_{f} E_{k}^{+}
$$

where $\mathcal{K}_{p} \triangleq\left[\begin{array}{lll}(A-K C)^{p-1} K & \cdots & K\end{array}\right]$, and $\mathcal{T}_{f}$ is a lower triangular block Toeplitz matrix generated by $I, C K, \ldots, C A^{f-2} K$. The optimal Kalman filter predictor is:

$$
\hat{Y}_{k}=\mathcal{O}_{f} \mathcal{K}_{p} Z_{k}+\mathcal{O}_{f}(A-K C)^{p} \hat{x}_{k-p}
$$

Hence, the regret can be defined as in (5.3), with the lowercase $y$ replaced with uppercase $Y$. The online predictor (5.8) can be adapted here:

$$
\tilde{Y}_{k}=\tilde{G}_{k, f, p} Z_{k}
$$

where $\tilde{G}_{k, f, p}$ is obtained similar to (5.7) by regressing future observations $Y_{t}$ to past observations $Z_{t}$ from time $p$ up to $k-f$. The logarithmic regret guarantees of $\tilde{O}(1)$ also hold with the final bound depending polynomially on $f$ and $\left\|\mathcal{T}_{f}\right\|_{2}$.

State prediction If we have some knowledge about the state, e.g. the state space basis and the state space dimension $n$, then we can use the $f$-step ahead predictor to predict the hidden state $\hat{x}_{k}$. Notice that the Kalman filter state prediction $\hat{x}_{k}$ can be rewritten as:

$$
\hat{x}_{k}=\mathcal{K}_{p} Z_{k}+(A-K C)^{p} \hat{x}_{k-p}=\mathcal{O}_{f}^{\dagger} \hat{Y}_{k}
$$

If we know $\mathcal{O}_{f}$ and the future horizon is large enough $f \geq n$ we can compute the state prediction:

$$
\tilde{x}_{k}=\mathcal{O}_{f}^{\dagger} \tilde{Y}_{k},
$$

where $\tilde{Y}_{k}$ is our $f$-step ahead prediction and $\dagger$ denotes the pseudo-inverse. In this case the regret:

$$
\begin{equation*}
\mathcal{R}_{x, N} \triangleq \sum_{k=1}^{N}\left\|x_{k}-\tilde{x}_{k}\right\|^{2}-\sum_{k=1}^{N}\left\|x_{k}-\hat{x}_{k}\right\|^{2} \tag{5.19}
\end{equation*}
$$

will enjoy the same logarithmic guarantees. Hence, our algorithm can be used to solve the adaptive Kalman filter problem posed in Mehra (1970); Anderson \& Moore (2005), where the dynamics $A, C$ are known but the noise statistics $Q, R$ are unknown, with logarithmic regret.

Closed-loop prediction We can apply the same algorithm to closed-loop control systems Lee \& Lamperski (2020):

$$
\begin{array}{ll}
\hat{x}_{k+1}=A \hat{x}_{k}+B u_{k}+K e_{k} & s_{k+1}=A_{c} s_{k}+B_{c} y_{k}+\eta_{k} \\
y_{k}=C \hat{x}_{k}+e_{k} & u_{k}=C_{c} s_{k}+D_{c} y_{k}+\zeta_{k},
\end{array}
$$

where $s_{k}$ is the internal state of the feedback controller. Extend the vector of past outputs $Z_{k, p}^{\mathrm{cl}}$ to also include all past internal states $s_{k-1}, \ldots, s_{k-p}$ and all inputs $\zeta_{k-1}, \ldots, \zeta_{k-p}$. Then similar to (5.6) we have an approximate linear relation:

$$
y_{k}=G_{p}^{\mathrm{cl}} Z_{k, p}^{\mathrm{cl}}+e_{k}+C(A-K C)^{p} \hat{x}_{k-p},
$$

for some appropriate matrix of closed-loop responses $G_{p}^{\mathrm{cl}}$. The online predictor will be of the form:

$$
\tilde{y}_{k}=\tilde{G}_{k, p}^{\mathrm{cl}} Z_{k, p}^{\mathrm{cl}},
$$

where $\tilde{G}_{k, p}^{\mathrm{cl}}$ is obtained by regressing observations to past observations and past controller states. If the control law is internally stable, then we can apply Theorem 5.2 to obtain logarithmic regret guarantees.

### 5.6 Conclusion and Future Work

We provided the first logarithmic regret upper bounds for learning the classical Kalman filter of an unknown system with unknown stochastic noise. Our regret analysis holds for non-explosive systems and our bounds do not degrade with the system stability gap. Going forward, our work opens up several research directions. Our current bounds are mainly qualitative and data-independent, focusing on how various system theoretic properties affect learning. It is an open problem to develop sharper data-dependent bounds that are more suitable for control applications, possibly at the cost of losing some interpretability. Another interesting direction is to study how the learning performance is affected by system theoretic properties, such as the exponential quantity $d^{\kappa}$ in the case of systems with long chain structure, e.g. $\kappa$-order integrators. Analyzing the regret of other online algorithms, e.g. extended least squares, is also an open problem. Another challenging problem for both prediction and system identification is the case of explosive systems. Although in the fully observed case, this problem has been studied Faradonbeh et al. (2018a); Sarkar \& Rakhlin (2018), it remains open in the case of partially observable systems.

Table 5.1: Notation table for fixed past horizon $p$

| $Z_{t} \triangleq\left[\begin{array}{lll}y_{t-p}^{*} & \cdots & y_{t-1}^{*}\end{array}\right]^{*}$ | Past outputs at time $t$ |
| :---: | :---: |
| $E_{t} \triangleq\left[\begin{array}{lll}e_{t-p}^{*} & \cdots & e_{t-1}^{*}\end{array}\right]^{*}$ | Past noises at time $t$ |
| $\left.\bar{Z}_{k} \triangleq \begin{array}{lll} \\ Z_{p} & \cdots & Z_{k}\end{array}\right]$ | Batch past outputs up to time $k$ |
| $\bar{E}_{k} \triangleq\left[\begin{array}{lll}E_{p} & \cdots & E_{k}\end{array}\right]$ | Batch past noises up to time $k$ |
| $\bar{X}_{k} \triangleq\left[\begin{array}{lll}\hat{x}_{0} & \cdots & \hat{x}_{k-p}\end{array}\right]$ | Batch past states up to time $k$ |
| $S_{k} \triangleq \sum_{t=p}^{k} e_{t} Z_{t}^{*}$ | Correlation of current noise with past outputs |
| $V_{k} \triangleq \bar{Z}_{k} \bar{Z}_{k}^{*}=\sum_{t=p}^{k} Z_{t} Z_{t}^{*}$ | Gram matrix of past outputs |
| $\bar{V}_{k} \triangleq \lambda I+V_{k}$ | Regularized Gram matrix of past outputs |
| $\bar{R} \triangleq \mathbb{E} e_{k} e_{k}^{*}$ | Covariance of innovations |
| $\mathcal{T}_{k} \triangleq \operatorname{Toep}\left(I, C K, \ldots, C A^{k-2} K\right)$ | Toeplitz matrix of responses $C A^{t} K$ (5.23) |
| $\Sigma_{E} \triangleq \mathbb{E} \mathcal{T}_{p} E_{t} E_{t}^{*} T_{p}^{*}$ | Covariance of weighted past noises |
| $\sigma_{R} \triangleq \sigma_{\text {min }}(R)$ | Smallest singular value of $R$ |
| $\Gamma_{t} \triangleq \mathbb{E} \hat{x}_{t} \hat{x}_{t}^{*}$ | Covariance of Kalman filter state prediction |
| $\Gamma_{Z, t} \triangleq \mathbb{E} Z_{t} Z_{t}^{*}$ | Covariance of past outputs |
| $G \triangleq\left[\begin{array}{lll}C(A-K C)\end{array}\right.$ | Kalman filter responses |

### 5.7 Regret analysis for non-explosive systems

### 5.7.1 Notation and organization

Structure In Sections 5.7.2, 5.7.3 we review fundamental results from system theory and statistics. These provide the main tools for proving Theorems 5.1, 5.2. In Section 5.7.4, we provide finite sample complexity bounds and persistency of excitation (PE) results for a fixed time $k$ and fixed past horizon $p$. In Section 5.7.5, we generalize those results from pointwise to uniform over all times $k$ in one epoch. In Section 5.7.6 we prove Lemma 5.1. By combining the uniform bounds and Lemma 5.1, we prove in Section 5.7.7 that the square loss suffered within one epoch is logarithmic with respect the length of the epoch. Hence, we can now prove Theorem 5.1-see Section 5.7.8. In Section 5.8, we analyze the case of stable systems and prove Theorem 5.2. Section 5.9 includes some technical results about logarithmic inequalities, which are used to show that the burn-in time $N_{0}$ depends polynomially on the various system parameters.

Notation A summary of the notation can be found in Table 5.1. We will analyze the
performance of Algorithm 2 based mainly on a fixed epoch $i$. Since the past horizon $p$ is kept constant during an epoch, we drop the index $p$ from $Z_{k, p}, G_{p}, \tilde{G}_{k, p}, \bar{V}_{k, p}$ and write $Z_{k}$, $G, \tilde{G}_{k}, \bar{V}_{k}$ instead. Similar to the past outputs $Z_{k}$, we also define the past noises:

$$
E_{k} \triangleq\left[\begin{array}{lll}
e_{t-p}^{*} & \cdots & e_{t-1}^{*} \tag{5.20}
\end{array}\right]^{*}
$$

The batch past outputs, batch past noises, and batch past Kalman filter states are defined as:

$$
\begin{align*}
& \bar{Z}_{k} \triangleq\left[\begin{array}{lll}
Z_{p} & \cdots & Z_{k}
\end{array}\right], \bar{E}_{k} \triangleq\left[\begin{array}{lll}
E_{p} & \cdots & E_{k}
\end{array}\right] \\
& \bar{X}_{k} \triangleq\left[\begin{array}{lll}
\hat{x}_{0} & \cdots & \hat{x}_{k-p}
\end{array}\right] \tag{5.21}
\end{align*}
$$

Recall the definition of the correlations between the current innovation and the past outputs $S_{k} \triangleq \sum_{t=p}^{k} e_{t} Z_{t}^{*}$ and the regularized autocorrelations of past outputs $\bar{V}_{k} \triangleq \lambda I+$ $\bar{Z}_{k} \bar{Z}_{k}^{*}$. The innovation sequence $e_{k}$ is i.i.d. zero mean Gaussian. Its covariance has a closed-form expression and is defined as:

$$
\begin{equation*}
\bar{R} \triangleq \mathbb{E} e_{k} e_{k}^{*}=C P C^{*}+R \tag{5.22}
\end{equation*}
$$

where $P$ is the solution to the Riccati equation (2.3). Next we define the Toeplitz matrix $\mathcal{T}_{k}$, for some $k \geq 1$ :

$$
\mathcal{T}_{k} \triangleq\left[\begin{array}{cccc}
I_{m} & 0 & & 0  \tag{5.23}\\
C K & I_{m} & \cdots & 0 \\
\vdots & \vdots & & \vdots \\
C A^{k-2} K & C A^{k-3} K & \cdots & I_{m}
\end{array}\right] .
$$

The past outputs can be written as:

$$
\begin{equation*}
Z_{t}=\mathcal{O}_{p} \hat{x}_{t-p}+\mathcal{T}_{p} E_{t} \tag{5.24}
\end{equation*}
$$

The covariance of $\mathcal{T}_{p} E_{t}$ is denoted by:

$$
\begin{equation*}
\Sigma_{E} \triangleq \mathbb{E} \mathcal{T}_{p} E_{t} E_{t}^{*} \mathcal{T}_{p}^{*}=\mathcal{T}_{p} \operatorname{diag}(\bar{R}, \ldots, \bar{R}) \mathcal{T}_{p}^{*} \tag{5.25}
\end{equation*}
$$

We define the covariance of the state predictions:

$$
\begin{equation*}
\Gamma_{k} \triangleq \mathbb{E} \hat{x}_{k} \hat{x}_{k}^{*} \tag{5.26}
\end{equation*}
$$

and the covariance of the past outputs:

$$
\begin{equation*}
\Gamma_{Z, k} \triangleq \mathbb{E} Z_{k} Z_{k}^{*}=\mathcal{O}_{p} \Gamma_{k-p} \mathcal{O}_{p}^{*}+\Sigma_{E} . \tag{5.27}
\end{equation*}
$$

### 5.7.2 System Theoretic Bounds

Bounds for system and covariance matrices
Lemma 5.5. Consider matrix A with Jordan form SJS ${ }^{-1}$. Let $\kappa$ be the largest Jordan block of $A$. Then:

$$
\begin{equation*}
\left\|A^{i}\right\|_{2} \leq M^{2} \rho(A)^{i-\kappa+1}\left(\frac{e i}{\kappa-1}\right)^{\kappa-1} \tag{5.28}
\end{equation*}
$$

As a result the following bounds hold:

$$
\begin{array}{ll}
\left\|A^{t}\right\|_{2} \leq M^{2} O\left(t^{\kappa-1}\right), & \left\|\mathcal{O}_{t}\right\|_{2} \leq M^{3} O\left(t^{\kappa}\right) \\
\left\|\mathcal{T}_{t}\right\|_{2} \leq M^{3} O\left(t^{\kappa}\right), & \left\|\Gamma_{t}\right\|_{2} \leq M^{7} O\left(t^{2 \kappa-1}\right)
\end{array}
$$

Proof. Recall the Jordan form of $A=S J S^{-1}$. For simplicity, assume that $J$ is equal to a
$n \times n$ Jordan block with eigenvalue $\lambda=\rho(A)$. Then we have that:

$$
J^{i}=\left[\begin{array}{ccccc}
\lambda^{i} & \binom{i}{1} \lambda^{i-1} & \ldots & \binom{i}{n-2} \lambda^{i-n+2} & \binom{i}{n-1} \lambda^{i-n+1} \\
0 & \lambda^{i} & \ldots & \binom{i}{n-3} \lambda^{i-n+3} & \binom{i}{n-2} \lambda^{i-n+2} \\
& & \ddots & & \\
0 & 0 & \ldots & \lambda^{i} & \binom{i}{1} \lambda^{i-1} \\
0 & 0 & \ldots & 0 & \lambda^{i}
\end{array}\right]
$$

By Lemma 3.7 and Assumption 5.2, we obtain:

$$
\left\|A^{i}\right\|_{2} \leq M^{2} \lambda^{i-n+1} \sum_{k=0}^{n-1}\binom{i}{k} \leq M^{2} \lambda^{i-n+1}\left(\frac{e i}{n-1}\right)^{n-1}
$$

where the second inequality is standard (Vershynin, 2018, Exercise 0.0.5). This completes the proof of (5.28). The proof for the other cases is similar since the Jordan matrix is block diagonal.

The bounds on $\mathcal{O}_{t}, \mathcal{T}_{t}, \Gamma_{t}$ follow from (5.28).
Lemma 5.6 (Monotonicity Tsiamis \& Pappas (2019)). Consider system (5.2), with $\Gamma_{k} \triangleq$ $\mathbb{E} \hat{x}_{k} \hat{x}_{k}^{*}$. The sequence $\Gamma_{k}$ is increasing in the positive semi-definite cone.

Lemma 5.7 (Mixing time). Consider system (5.2), with $\Gamma_{k} \triangleq \mathbb{E} \hat{x}_{k} \hat{x}_{k}^{*}$. Assume that the system is stable with $\rho(A)<1$. Then, the sequence $\Gamma_{k}$ converges to $\Gamma_{\infty} \succ 0$, the unique positive definite solution of the Lyapunov equation:

$$
\Gamma_{\infty}=A \Gamma_{\infty} A^{*}+K \bar{R} K^{*} .
$$

Let the mixing time $\tau_{\text {mix }}$ be defined as in (5.11). Then:

$$
\tau_{\operatorname{mix}} \leq \frac{1}{\log 1 / \rho(A)} \tilde{O}\left(\max \left\{\log \operatorname{cond}\left(\Gamma_{\infty}\right), \kappa_{\max }\right\}\right)
$$

with $\operatorname{cond}\left(\Gamma_{\infty}\right)=\frac{\sigma_{\max }\left(\Gamma_{\infty}\right)}{\sigma_{\min }\left(\Gamma_{\infty}\right)}$.

Proof. Since $A$ is stable, $\Gamma_{\infty}=\sum_{k=0}^{\infty} A^{k} K \bar{R} K^{*}\left(A^{*}\right)^{k}$ is well defined and solves the Lyapunov equation. Since $(A, K)$ is controllable $\Gamma_{\infty}$ is strictly positive definite: $\Gamma_{\infty} \succeq \mathcal{K}_{n} \mathcal{K}_{n}^{*} \succ 0$, where the following controllability matrix has full rank

$$
\mathcal{K}_{n} \triangleq\left[\begin{array}{lll}
K R^{1 / 2} & A K R^{1 / 2} & \ldots A^{n-1} K R^{1 / 2}
\end{array}\right]
$$

It is unique since the operator $\mathcal{L}(M)=M-A M A^{*}$ is invertible; its eigenvalues are bounded below by $1-\rho^{2}(A)$.

Notice that $\Gamma_{0}=0 \preceq \Gamma_{\infty}$ and by induction, we can show that $\Gamma_{k} \preceq \Gamma_{\infty}$. Since $\Gamma_{k}$ is also monotone, it converges to the unique $\Gamma_{\infty}$. Now after some algebra we obtain

$$
\Gamma_{k}-\Gamma_{\infty}=-A^{k} \Gamma_{\infty}\left(A^{*}\right)^{k} .
$$

It is sufficient to find a $\tau_{\text {mix }}$ such that:

$$
\left\|A^{\tau_{\operatorname{mix}}}\right\|^{2} \sigma_{\max }\left(\Gamma_{\infty}\right) \leq \frac{\sigma_{\min }\left(\Gamma_{\infty}\right)}{2}
$$

Since the norm of matrix $A$ grows as fast as $\left\|A^{\tau_{\text {mix }}}\right\|_{2}=O\left(\rho(A)^{\tau_{\text {mix }}-\kappa+1} \tau^{\kappa}\right)$, it is sufficient to pick:

$$
\tau_{\text {mix }} \geq \frac{\kappa \log \tau_{\text {mix }}}{\log \frac{1}{\rho(A)}}+\frac{\log \operatorname{cond}\left(\Gamma_{\infty}\right) / 2}{\log \frac{1}{\rho(A)}}+\kappa-1
$$

By Lemma 5.17, the order of $\tau_{\text {mix }}$ is

$$
\tau_{\text {mix }}=\frac{1}{\log 1 / \rho(A)} \tilde{O}\left(\max \left\{\log \operatorname{cond}\left(\Gamma_{\infty}\right), \kappa\right\}\right)
$$

## Proof of Lemma 5.2

For the plain observations $y_{k}$ :

$$
y_{k-t}=C A^{d-t} \hat{x}_{k-d}+\sum_{s=t+1}^{d} C A^{s-t-1} K e_{k-s}+e_{k-t},
$$

for $t=0, \ldots, d$. By the definition of the minimal polynomial:

$$
C A^{d} \hat{x}_{k}=a_{d-1} C A^{d-1} \hat{x}_{k-1}+\cdots+a_{0} C \hat{x}_{k-d}
$$

which leads to:

$$
y_{k}=a_{d-1} y_{k-1}+\cdots+a_{0} y_{k-d}+\sum_{s=0}^{d} L_{s} e_{k-s}
$$

with $L_{0}=I$ and

$$
L_{s}=-a_{d-s} I_{m}-\sum_{t=1}^{s-1} a_{d-s+t} C A^{t-1} K+C A^{s-1} K
$$

The norm of the above matrices is upper bounded by

$$
\begin{equation*}
\left\|L_{s}\right\|_{2} \leq\|a\|_{1}\|C\|_{2}\|K\|_{2} \max _{0 \leq i \leq d}\left\|A^{i-1}\right\|_{2}, \tag{5.29}
\end{equation*}
$$

where $\|a\|_{1}$ denotes the $\ell_{1}$ norm of the polynomial coefficients. The same will now hold for the past outputs:

$$
Z_{k}=a_{d-1} Z_{k-1}+\cdots+a_{0} Z_{k-p}+\sum_{s=0}^{d} \operatorname{diag}\left(L_{s}, \ldots, L_{s}\right) E_{k-s}
$$

where $E_{k}$ is the vector of past noises. We can bound the residual

$$
\delta_{k} \triangleq \sum_{s=0}^{d} \operatorname{diag}\left(L_{s}, \ldots, L_{s}\right) E_{k-s}
$$

by:

$$
\begin{gather*}
\left\|\delta_{k}\right\|_{2} \leq \Delta\left\|e_{s}\right\|_{2}, \text { where } \\
\Delta \triangleq(d+1) \max _{0 \leq s \leq d}\left\|L_{s}\right\|_{2} \sqrt{p} . \tag{5.30}
\end{gather*}
$$

From (5.29), (5.28) it follows that $\Delta=O\left(d^{\kappa-1}\|a\|_{1} \sqrt{p}\right)$.

### 5.7.3 Statistical Toolbox

## Least singular value of Toeplitz matrix

Let $u_{t} \in \mathbb{R}^{m}, t=0, \ldots$ be an i.i.d. sequence, where $u_{k} \sim \mathcal{N}(0, I)$ are isotropic Gaussians. The following result, which is adapted from Lee (2020), shows that the Toeplitz matrix of $u_{t}$ is well conditioned with high probability. Similar results appeared in Sarkar et al. (2019); Oymak \& Ozay (2018).

Lemma 5.8 (Toeplitz Isometry Lee (2020)). Let $u_{t} \in \mathbb{R}^{m}, t=0, \ldots$, be an i.i.d. sequence of Gaussian variables with unit covariance matrix. Consider the Toeplitz matrix

$$
U=\left[\begin{array}{cccc}
u_{k-p} & u_{k-p-1} & \ldots & u_{0} \\
u_{k-p+1} & u_{k-p} & \ldots & u_{1} \\
\vdots & & & \\
u_{k-1} & u_{k-2} & \ldots & u_{p-1}
\end{array}\right]
$$

Fix a failure probability $0<\delta<1 / 2$. There exists a universal constant $C$ such that if

$$
k \geq C p m \log (p m / \delta)
$$

then with probability at least $1-\delta$ :

$$
\begin{equation*}
\frac{1}{2} k I \preceq U U^{*} \preceq \frac{3}{2} k I . \tag{5.31}
\end{equation*}
$$

Proof. Define $\bar{U}=\left[\begin{array}{ll}U & U_{0}\end{array}\right]$, where

$$
U_{0}=\left[\begin{array}{ccccc}
0 & 0 & \ldots & 0 & 0 \\
u_{0} & 0 & \ldots & 0 & 0 \\
\vdots & & & & \\
u_{p-2} & u_{p-3} & \ldots & u_{0} & 0
\end{array}\right]
$$

Notice that we have:

$$
\left\|U U^{*}-k I\right\|_{2} \leq\left\|\bar{U} \bar{U}^{*}-k I\right\|_{2}+\left\|U_{0} U_{0}^{*}\right\|_{2}
$$

By (Lee, 2020, Theorem A.2) it follows that with prob. at least $1-\delta / 2$ :

$$
\left\|\bar{U} \bar{U}^{*}-k I\right\|_{2} \leq C^{\prime}(p m \log (k / \delta)+\sqrt{k p m \log (k / \delta)})
$$

for some universal constant $C^{\prime}$. To bound $U_{0} U_{0}^{*}$, we follow the same steps as in the proof of (Lee, 2020, Theorem A.2) (see bounds on $U_{2} U_{2}^{*}$ there). With probability at least $1-\delta / 2$ :

$$
\left\|U_{0} U_{0}^{*}\right\|_{2} \leq C^{\prime \prime} p m \log (p m / \delta)
$$

for some other universal constant $C^{\prime \prime}$. By a union bound and if we select

$$
k \geq C p m \log (p m / \delta)
$$

with $C$ large enough, we get that with probability at least $1-\delta$ :

$$
\left\|U U^{*}-k I\right\|_{2} \leq k / 2
$$

The condition on $k$ makes use of Lemma 5.17.

## Gaussian suprema

Lemma 5.9. Consider $v_{t} \in \mathbb{R}^{d} \sim \mathcal{N}(0, I)$ i.i.d., for $t=1, \ldots, k$. Let $X_{k} \in \mathbb{R}^{q}$ be a linear combination:

$$
X_{k} \triangleq \sum_{t=1}^{k} M_{k, t} v_{t}, \text { for } k=1, \ldots, T
$$

where $M_{t, k} \in \mathbb{R}^{q \times d}$. For some $\mu>0$ define:

$$
\Sigma_{k} \triangleq \mu I+\mathbb{E} X_{k} X_{k}^{*}
$$

Fix a failure probability $\delta>0$. With probability at least $1-\delta$ :

$$
\begin{equation*}
\sup _{k=1, \ldots, T}\left\|\Sigma_{k}^{-1 / 2} X_{k}\right\|_{2} \leq \sqrt{q}+\sqrt{2 \log \frac{T}{\delta}} \tag{5.32}
\end{equation*}
$$

If $\mathbb{E} X_{k} X_{k}^{*}, k \leq T$ are invertible, the result holds for $\mu=0$.
Proof. Fix a $k$. An application of Jensen's inequality gives:

$$
\mathbb{E}\left\|\Sigma_{k}^{-1 / 2} X_{k}\right\|_{2} \leq \sqrt{\mathbb{E} X_{k}^{*} \Sigma_{k}^{-1} X_{k}}=\sqrt{\operatorname{tr} \Sigma_{k}^{-1} \mathbb{E} X_{k} X_{k}^{*}} \leq \sqrt{q}
$$

Observe that we have $\mathbb{E} X_{k} X_{k}^{*}=\sum_{t=1}^{k} M_{t} M_{t}^{*}$. As a result,

$$
\left\|\Sigma_{k}^{-1 / 2}\left[\begin{array}{lll}
M_{1} & \cdots & M_{k}
\end{array}\right]\right\|_{2} \leq 1
$$

since by definition $\Sigma_{k} \succeq \mathbb{E} X_{k} X_{k}^{*}$. Hence, the function $\left\|\Sigma_{k}^{-1 / 2} X_{k}\right\|_{2}$ is 1 -Lipschitz with respect to $v_{t, i}$, for $t=1, \ldots, k, i=1, \ldots, d$. By concentration of Lipschitz functions of independent Gaussian variables (Boucheron et al., 2013, Theorem 5.6):

$$
P\left(\left\|\Sigma_{k}^{-1 / 2} X_{k}\right\|_{2}>\sqrt{q}+t\right) \leq e^{-t^{2} / 2}
$$

Now select $t=\sqrt{2 \log \frac{T}{\delta}}$ and take a union bound over $k$.

### 5.7.4 Finite sample bounds for fixed-time, fixed-past

In this subsection, we include results for persistence of excitation and for identification of the system parameters for a fixed time instance $k$ and a fixed past horizon $p$.

Theorem 5.4 (Finite-sample bounds for identification). Consider system (5.2) with observations $y_{0}, \ldots, y_{k}$. Fix a past horizon $p$ and recall the notation of Table 5.1 and the
universal constant $C$ in Lemma 5.8. Define

$$
\begin{align*}
k_{1}(p, \delta) & \triangleq \operatorname{Cpm} \log (p m / \delta)  \tag{5.33}\\
k_{2}(k, p, \delta) & \triangleq \frac{512 p n}{\min \left\{4, \sigma_{R}\right\}} \log \left(\frac{5 p}{\delta} \frac{n\left\|\mathcal{O}_{p}\right\|_{2}^{2}\left\|\Gamma_{k-p}\right\|_{2}+\delta}{\delta}\right)
\end{align*}
$$

With probability at least $1-5 \delta$ the following events hold:
a) Persistency of excitation

$$
\mathcal{E}_{P E} \triangleq\left\{\begin{array}{l}
\mathcal{T}_{p} \bar{E}_{k} \bar{E}_{k}^{*} \mathcal{T}_{p}^{*} \succeq \frac{k}{2} \Sigma_{E} \succeq \frac{k}{2} \sigma_{R} I  \tag{5.34}\\
\bar{Z}_{k} \bar{Z}_{k}^{*} \succeq \frac{1}{2} \mathcal{O}_{p} \bar{X}_{k} \bar{X}_{k}^{*} \mathcal{O}_{p}^{*}+\frac{1}{2} \mathcal{T}_{p} \bar{E}_{k} \bar{E}_{k}^{*} \mathcal{T}_{p}^{*},
\end{array}\right\}
$$

if $k$ satisfies the following perstistency of excitation requirement

$$
\begin{equation*}
k \geq k_{3}(k, p, \delta) \triangleq \max \left\{k_{1}(p, \delta), k_{2}(k, p, \delta)\right\} \tag{5.35}
\end{equation*}
$$

b) Bounded outputs

$$
\begin{equation*}
\mathcal{E}_{\bar{Z}} \triangleq\left\{\bar{Z}_{k} \bar{Z}_{k}^{*} \preceq k \frac{m p}{\delta} \Gamma_{Z, k}\right\} \tag{5.36}
\end{equation*}
$$

c) Bounded correlations

$$
\begin{gather*}
\mathcal{E}_{\text {cross }} \triangleq\left\{\left\|S_{k} \bar{V}_{k}^{-1 / 2}\right\|_{2}^{2} \leq \varepsilon(k, p, \delta)\right\}, \text { where }  \tag{5.37}\\
\varepsilon(k, p, \delta) \triangleq 16\|\bar{R}\| m p \log \frac{5 m p k\left(\left\|\Gamma_{Z, k}\right\|_{2} \lambda^{-1}+1\right)}{\delta} \tag{5.38}
\end{gather*}
$$

Proof. Let $\bar{W}_{t}, \bar{V}_{t}$ be the Gram matrices:

$$
\begin{array}{ll}
\bar{W}_{k} \triangleq \bar{X}_{k} \bar{X}_{k}^{*}+W, & W \triangleq \frac{k}{\left\|\mathcal{O}_{p}\right\|_{2}^{2}} I \\
\bar{V}_{k} \triangleq \bar{Z}_{k} \bar{Z}_{k}^{*}+V, & V \triangleq \lambda I . \tag{5.40}
\end{array}
$$

Define the base events:

$$
\begin{aligned}
& \mathcal{E}_{\bar{X}} \triangleq\left\{\bar{X}_{k} \bar{X}_{k}^{*} \preceq k \frac{n}{\delta} \Gamma_{k-p}\right\}, \quad \mathcal{E}_{E} \triangleq\left\{\mathcal{T}_{p} \bar{E}_{k} \bar{E}_{k}^{*} \mathcal{T}_{p}^{*} \succeq \frac{k}{2} \Sigma_{E}\right\} \\
& \mathcal{E}_{X E} \triangleq\left\{\left\|\bar{W}_{k}^{-1 / 2} \bar{X}_{k} \bar{E}_{k}^{*} \mathcal{T}_{p}^{*} \Sigma_{E}^{-1 / 2}\right\|_{2}^{2} \leq 8 p \log \frac{p 5^{m} \operatorname{det}\left(\bar{W}_{k} W^{-1}\right)}{\delta}\right\}, \\
& \mathcal{E}_{E Z} \triangleq\left\{\left\|\bar{R}^{-1 / 2} S_{k} \bar{V}_{k}^{-1 / 2}\right\|_{2}^{2} \leq 8 \log \frac{5^{m} \operatorname{det}\left(\bar{V}_{k} V^{-1}\right)}{\delta}\right\}
\end{aligned}
$$

We will show that $\mathcal{E}_{\bar{Z}}$ and all of the base events occur with probability at least $1-\delta$ each. Moreover

$$
\mathcal{E}_{P E} \cap \mathcal{E}_{\text {cross }} \supseteq \mathcal{E}_{\bar{X}} \cap \mathcal{E}_{\bar{Z}} \cap \mathcal{E}_{E} \cap \mathcal{E}_{X E} \cap \mathcal{E}_{Z E}
$$

Hence, by a union bound: $\mathbb{P}\left(\mathcal{E}_{P E} \cap \mathcal{E}_{\bar{Z}} \cap \mathcal{E}_{\text {cross }}\right) \geq 1-5 \delta$.
a) Base events: The fact that $\mathbb{P}\left(\mathcal{E}_{\bar{X}}\right) \geq 1-\delta, \mathbb{P}\left(\mathcal{E}_{\bar{Z}}\right) \geq 1-\delta$ follows by a Markov inequality argument-see (Simchowitz et al., 2018, Section 3). The fact that $\mathbb{P}\left(\mathcal{E}_{E}\right) \geq 1-\delta$ follows from Lemma 5.10. For each of the remaining events, we apply Theorem 3.3; note that $\bar{R}^{-1 / 2} e_{k}$ and $\Sigma_{E}^{-1 / 2} \mathcal{T}_{p} E_{k}$ are isotropic.
b) Event $\mathcal{E}_{P E}$ : From Lemma 5.11 below, we have that $\mathcal{E}_{P E} \supseteq \mathcal{E}_{\bar{X}} \cap \mathcal{E}_{E} \cap \mathcal{E}_{X E}$ if $k$ satisfies (5.35).
c) Event $\mathcal{E}_{\text {cross }}$ : We show that $\mathcal{E}_{\text {cross }} \supseteq \mathcal{E}_{\overline{\mathrm{Z}}} \cap \mathcal{E}_{\text {ZE }}$. Conditioned on $\mathcal{E}_{\overline{\mathrm{Z}}} \cap \mathcal{E}_{\text {ZE }}$, we have

$$
\begin{aligned}
& \left\|S_{k} V_{k}^{-1 / 2}\right\|_{2}^{2} \leq 8\|\bar{R}\|_{2}\left(\log \frac{5^{m}}{\delta}+\log \operatorname{det} \bar{V}_{k} V^{-1}\right) \\
& \leq 8\|\bar{R}\|_{2}\left(\log \frac{5^{m}}{\delta}+m p \log \left(k \frac{m p}{\delta}\left\|\Gamma_{Z, k}\right\|_{2} \lambda^{-1}+1\right)\right)
\end{aligned}
$$

where the second inequality follows from $|\operatorname{det} L| \leq\|L\|_{2}^{m p}$ for any matrix $L \in \mathbb{R}^{m p \times m p}$. The final bound is simplified using $\frac{\delta}{m p k}<1$ and $\log \frac{5^{m}}{\delta} \leq m p \log \frac{5 m p}{\delta}$.

Next, we prove the persistency of excitation results that are required in the proof of the above theorem.

Lemma 5.10 (Noise PE). Consider the conditions of Theorem 5.4 and the definition of
$k_{1}(p, \delta)$. If

$$
\begin{equation*}
k \geq k_{1}(p, \delta) \tag{5.41}
\end{equation*}
$$

then with probability at least $1-\delta$

$$
\frac{k}{2} \sigma_{R} I \preceq \frac{k}{2} \Sigma_{E} \preceq \mathcal{T}_{p} \bar{E}_{k} \bar{E}_{k}^{*} \mathcal{T}_{p}^{*} \preceq \frac{3 k}{2} \Sigma_{E} .
$$

Proof. Matrices $U_{k} \triangleq \Sigma_{E}^{-1 / 2} \mathcal{T}_{p} E_{k}$ satisfy the conditions of Lemma 5.8. Hence, under (5.41), with probability at least $1-\delta$ :

$$
\frac{k}{2} I \preceq \sum_{t=p}^{k} U_{t} U_{t}^{*} \preceq \frac{3 k}{2} I .
$$

Multiplying from both sides with $\Sigma_{E}^{1 / 2}$ gives

$$
\frac{k}{2} \Sigma_{E} \preceq \mathcal{T}_{p} \bar{E}_{k} \bar{E}_{k}^{*} \mathcal{T}_{p}^{*} \preceq \frac{3 k}{2} \Sigma_{E}
$$

Finally, from (Tsiamis \& Pappas, 2019, Lemma 2), we have $\Sigma_{E} \succeq \sigma_{R} I$.

Next, we prove persistency of excitation for the past outputs.

Lemma 5.11 (Output PE). Consider the conditions of Theorem 5.4 and the definition of $k_{2}(k, p, \delta), \mathcal{E}_{E}, \mathcal{E}_{\bar{X}}, \mathcal{E}_{X E} . I f:$

$$
\begin{equation*}
k \geq k_{2}(k, p, \delta) \tag{5.42}
\end{equation*}
$$

then the following output PE condition holds:

$$
\left\{\bar{Z}_{k} \bar{Z}_{k}^{*} \succeq \frac{1}{2} \mathcal{O}_{p} \bar{X}_{k} \bar{X}_{k}^{*} \mathcal{O}_{p}+\frac{1}{2} \mathcal{T}_{p} \bar{E}_{k} \bar{E}_{k} \mathcal{T}_{p}\right\} \supseteq \mathcal{E}_{E} \cap \mathcal{E}_{\bar{X}} \cap \mathcal{E}_{X E}
$$

Proof. The batch past outputs can be written as:

$$
\bar{Z}_{k}=\mathcal{O}_{p} \bar{X}_{k}+\mathcal{T}_{p} \bar{E}_{k}
$$

As a result, the sample-covariance matrix $\bar{Z}_{k} \bar{Z}_{k}^{*}$ will be:

$$
O_{p} \bar{X}_{k} \bar{X}_{k}^{*} \mathcal{O}_{p}^{*}+\mathcal{T}_{p} \bar{E}_{k} \bar{E}_{k}^{*} \mathcal{T}_{p}^{*}+\mathcal{O}_{p} \bar{X}_{k} \bar{E}_{k}^{*} \mathcal{T}_{p}^{*}+\mathcal{T}_{p} \bar{E}_{k} \bar{X}_{k}^{*} \mathcal{O}_{p}^{*}
$$

The proof proceeds in two steps. First, we bound the cross-terms based on the events $\mathcal{E}_{\bar{X}}, \mathcal{E}_{X E}$. Second, we show that if $k$ is large enough, then the cross-terms are dominated by the auto-correlation terms:

$$
\mathcal{O}_{p} \bar{X}_{k} \bar{E}_{k}^{*} \mathcal{T}_{p}^{*}+\mathcal{T}_{p} \bar{E}_{k} \bar{X}_{k}^{*} \mathcal{O}_{p}^{*} \preceq \frac{1}{2}\left(O_{p} \bar{X}_{k} \bar{X}_{k}^{*} \mathcal{O}_{p}^{*}+\mathcal{T}_{p} \bar{E}_{k} \bar{E}_{k}^{*} \mathcal{T}_{p}^{*}\right)
$$

Cross-term bounds: For simplicity, we rewrite $\Sigma_{E}^{-1 / 2} \mathcal{T}_{p} \bar{E}_{k}=\bar{U}_{k}$, where $\bar{U}_{k}$ is defined similarly to $\bar{E}_{k}$ but has unit variance components. Conditioned on $\mathcal{E}_{\bar{X}}$

$$
\log \operatorname{det} \bar{W}_{k} W^{-1} \leq n \log \left(\frac{n\left\|\mathcal{O}_{p}\right\|_{2}^{2}\left\|\Gamma_{k-p}\right\|_{2}}{\delta}+1\right)
$$

where we used the property $|\operatorname{det} L| \leq\|L\|_{2}^{n}$, for any matrix $L \in \mathbb{R}^{n}$. Conditioned also on $\mathcal{E}_{X E}$ :

$$
\left\|\bar{W}_{k}^{-1 / 2} \bar{X}_{k} \bar{U}_{k}^{*}\right\|_{2}^{2} \leq \mathcal{C}_{X E}^{2}
$$

where we define

$$
\mathcal{C}_{X E} \triangleq \sqrt{8 p\left(\log \frac{p 5^{m}}{\delta}+n \log \left(\frac{n\left\|\mathcal{O}_{p}\right\|_{2}^{2}\left\|\Gamma_{k-p}\right\|_{2}}{\delta}+1\right)\right)}
$$

Let now $u \in \mathbb{R}^{m p},\|u\|_{2}=1$ be an arbitrary unit vector. Then, consider the quadratic form

$$
q(u) \triangleq \frac{1}{k}\left(u^{*} \mathcal{O}_{p} \bar{X}_{k} \bar{U}_{k}^{*} \Sigma_{E}^{1 / 2} u+u^{*} \Sigma_{E}^{1 / 2} \bar{U}_{k} \bar{X}_{k}^{*} \mathcal{O}_{p}^{*} u\right) .
$$

Conditioned on $\left\{\left\|\bar{W}_{k}^{-1 / 2} \bar{X}_{k} \bar{U}_{k}^{*}\right\|_{2}^{2} \leq \mathcal{C}_{X E}\right\} \cap \mathcal{E}_{E} \cap \mathcal{E}_{X}$ and using $I=\bar{W}_{k} \bar{W}_{k}^{-1}$ we can bound
the quadratic form by:

$$
\begin{aligned}
|q(u)| & \leq \frac{2}{k}\left\|u^{*} \mathcal{O}_{p} \bar{W}_{k}^{1 / 2}\right\|_{2}\left\|\bar{W}_{k}^{-1 / 2} \bar{X}_{k} \bar{U}_{k}^{*}\right\|_{2}\left\|\Sigma_{E}^{1 / 2} u\right\|_{2} \\
& \leq 2 \sqrt{\frac{1}{k} u^{*} \mathcal{O}_{p} \bar{X}_{k} \bar{X}_{k}^{*} \mathcal{O}_{p}^{*} u+1} \frac{\mathcal{C}_{X E}}{\sqrt{k}}\left\|\Sigma_{E}^{1 / 2} u\right\|_{2}
\end{aligned}
$$

Cross-terms are dominated: Define variables:

$$
a \triangleq \frac{1}{k} u^{*} \mathcal{O}_{p} \bar{X}_{k} \bar{X}_{k}^{*} \mathcal{O}_{p}^{*} u, \quad b \triangleq u^{*} \Sigma_{E} u
$$

To complete the proof, it is sufficient to show that for any unit vector $u$ if (5.42) holds then:

$$
2 \sqrt{a+1} \frac{\mathcal{C}_{X E}}{\sqrt{k}} \sqrt{b} \leq \frac{1}{2}\left(a+\frac{1}{k} u^{*} \Sigma_{E}^{1 / 2} \bar{U}_{k} \bar{U}_{k}^{*} \Sigma_{E}^{1 / 2} u\right) .
$$

But on $\mathcal{E}_{E}$ we have $\Sigma_{E}^{1 / 2} \bar{U}_{k} \bar{U}_{k}^{*} \Sigma_{E}^{1 / 2} \succeq k / 2 \Sigma_{E}$. Thus, it is sufficient to show

$$
2 \sqrt{a+1} \frac{\mathcal{C}_{X E}}{\sqrt{k}} \sqrt{b} \leq \frac{a}{2}+\frac{b}{4} .
$$

To guarantee the inequality, we apply the following Lemma 5.12, where we exploit the fact that $b \geq \sigma_{\min }\left(\Sigma_{E}\right) \geq \sigma_{R}$. It follows that it is sufficient to have:

$$
\mathcal{C}_{X E} / \sqrt{k} \leq \min \left\{2, \sqrt{\sigma_{R}}\right\} / 8
$$

To obtain the final expression for $k_{2}(k, p, \delta)$ we use the simplification $8 p \log \left(p 5^{m} / \delta\right) \leq$ $8 p n \log (5 p / \delta)$, since $m \leq n$.

Lemma 5.12. Let $a \geq 0$ and $b \geq \sigma_{R}>0$. Then if

$$
\gamma \leq \frac{\min \left\{2, \sqrt{\sigma_{R}}\right\}}{8}
$$

then $f(a, b) \triangleq \frac{a}{2}+\frac{b}{4}-2 \sqrt{a+1} \sqrt{b} \gamma \geq 0$.

Proof. By minimizing over $a$, we obtain:

$$
\left.\min _{0 \leq a} f(a, b)=\begin{array}{ll}
b / 4-2 \sqrt{b} \gamma, & \text { if } 2 \gamma \sqrt{b} \leq 1 \\
b\left(1 / 4-2 \gamma^{2}\right)-1 / 2, & \text { if } 2 \gamma \sqrt{b}>1
\end{array}\right\}
$$

If $2 \gamma \sqrt{b} \leq 1$ then we have

$$
\min _{0 \leq a, \sigma_{R} \leq b} f(a, b)=\frac{b}{4}-2 \sqrt{b} \gamma \geq \frac{b-\sqrt{b \sigma_{R}}}{4} \geq 0 .
$$

Since $\gamma \leq 1 / 4$, the case $2 \gamma \sqrt{b}>1$ can occur only if $b>4$. But then, for $b>4$

$$
b\left(\frac{1}{4}-2 \gamma^{2}\right)-\frac{1}{2} \geq b\left(\frac{1}{4}-\frac{1}{8}\right)-\frac{1}{2}=\frac{b-4}{8} \geq 0
$$

### 5.7.5 Proof of Lemma 5.3

We prove a more general result.

Lemma 5.13 (Uniform bounds). Consider the conditions of Theorem 5.1. Select a failure probability $\delta>0$. Let $T=2^{i-1} T_{\text {init }}$ for some fixed epoch $i$ with $p=\beta \log T$ the corresponding past horizon. Consider the definition of $\varepsilon(k, p, \delta)$ in (5.38). There exists a $N_{0}=\operatorname{poly}\left(n, \beta, \log 1 / \delta, 1 / \sigma_{R}\right)$ such that with probability at least $1-5 \sum_{k=T}^{2 T-1} \frac{1}{k^{2}} \delta$ the following events hold:

$$
\begin{align*}
& \mathcal{E}_{\text {unif }} \triangleq \bigcup_{k=T}^{2 T-1}\left\{\begin{array}{c}
\bar{Z}_{k} \bar{Z}_{k}^{*} \preceq \frac{k^{3} m p}{\delta} \Gamma_{Z, k} \\
\left\|S_{k} \bar{V}_{k}^{-1 / 2}\right\|_{2} \leq \varepsilon\left(k, p, \delta / k^{2}\right)
\end{array}\right\}  \tag{5.43}\\
& \mathcal{E}_{\text {unif }}^{\mathrm{PE}} \triangleq \bigcup_{k=\max \left\{N_{0}, T\right\}}^{2 T-1}\left\{\bar{Z}_{k} \bar{Z}_{k}^{*} \succeq \frac{k}{4} \sigma_{R} I\right\} \tag{5.44}
\end{align*}
$$

Proof. Recall $k_{3}(k, p, \delta)$ defined in (5.35) and let:

$$
\begin{equation*}
N_{0} \triangleq \min \left\{t: k \geq k_{3}\left(k, p, \delta / k^{2}\right), \text { for all } k \geq t\right\} \tag{5.45}
\end{equation*}
$$

Now, fix a $k$ such that $T \leq k \leq 2 T-1$ apply Theorem 5.4 for $\delta$ replaced with $\delta / k^{2}$. Taking the union bound over all $T \leq k \leq 2 T-1$, from (5.34), (5.36), (5.37) we obtain that:

$$
\mathbb{P}\left(\mathcal{E}_{\text {unif }} \cap \mathcal{E}_{\text {unif }}^{\mathrm{PE}}\right) \geq 1-5 \sum_{k=T}^{2 T-1} \frac{1}{k^{2}} \delta
$$

What remains to show is that $N_{0}$ depends polynomially on $\beta, n, \log 1 / \delta, 1 / \sigma_{R}$. Now, by Lemma 5.5, the covariance matrix $\Gamma_{k}$ increases at most as fast as $M^{4} k^{2 \kappa-1}$ (a similar result holds for the observability matrix). Hence, the dominant term in $k_{3}$ is of the order of:

$$
k_{3}\left(k, \beta \log k, \delta / k^{2}\right) \leq \beta n \kappa \frac{M}{\sigma_{R}} \log (1 / \delta) O\left(\log ^{2} k\right) .
$$

For simplicity define $N_{\text {diff }}=\beta n \kappa \frac{M}{\sigma_{R}} \log (1 / \delta)$. By Lemmas 5.18, it follows that $N_{0}$ is at most of the order of:

$$
N_{0} \leq C^{\prime} N_{\text {diff }} \log ^{2} N_{\text {diff }}
$$

where $C^{\prime}$ is some universal constant.

### 5.7.6 Proof of Lemma 5.1

We prove a slightly more general version.

Lemma 5.14. Fix a p and consider the notation of Table 5.1. Consider an $i \geq 0$. The following inequality is true:

$$
\begin{equation*}
\sum_{k=T}^{2 T-1} Z_{k-i}^{*} \bar{V}_{k}^{-1} Z_{k-i} \leq \log \operatorname{det}\left(\bar{V}_{2 T-i-1} \bar{V}_{T-i-1}^{-1}\right) \tag{5.46}
\end{equation*}
$$

Proof. Since $\bar{V}_{k}$ is increasing in the positive semidefinite cone:

$$
\sum_{k=T}^{2 T-1} Z_{k-i}^{*} \bar{V}_{k}^{-1} Z_{k-i} \leq \sum_{k=T}^{2 T-1} Z_{k-i}^{*} \bar{V}_{k-i}^{-1} Z_{k-i}
$$

Hence, it is sufficient to prove the inequality for $i=0$. Recall that $\bar{V}_{k-1}=\bar{V}_{k}-Z_{k} Z_{k}^{*}$.

Using the identity $\operatorname{det}(I+F B)=\operatorname{det}(I+B F)$ we obtain:

$$
\begin{aligned}
\operatorname{det} \bar{V}_{k-1} & =\operatorname{det} \bar{V}_{k} \operatorname{det}\left(I-\bar{V}_{k}^{-1 / 2} Z_{k} Z_{k}^{*} \bar{V}_{k}^{-1 / 2}\right) \\
& =\operatorname{det} \bar{V}_{k}\left(1-Z_{k}^{*} \bar{V}_{k}^{-1} Z_{k}\right)
\end{aligned}
$$

Rearranging the terms gives:

$$
Z_{k}^{*} \bar{V}_{k}^{-1} Z_{k}=1-\frac{\operatorname{det} \bar{V}_{k-1}}{\operatorname{det} \bar{V}_{k}} \leq \log \operatorname{det} \bar{V}_{k}-\log \operatorname{det} \bar{V}_{k-1}
$$

where the inequality follows from the fact that the sequence $\bar{V}_{k} \succeq \bar{V}_{k-1}$ is increasing and the elementary inequality:

$$
1-x \leq \log 1 / x, \text { for } x \leq 1
$$

Since the upper bound telescopes, we finally get

$$
\sum_{k=T}^{2 T-1} Z_{k}^{*} \bar{V}_{k}^{-1} Z_{k} \leq \log \operatorname{det} \bar{V}_{2 T-1}-\log \operatorname{det} \bar{V}_{T-1}
$$

### 5.7.7 Analysis within one epoch

We will analyze the $\ell_{2}$ square loss for the duration of one epoch, from time $T$ up to time $2 T-1$ with fixed past horizon $p=\beta \log T$. We have two cases: i) persistency of excitation is established $T \geq N_{0}$, where $N_{0}$ is defined in (5.45); ii) persistency of excitation is not established $T<N_{0}$.

Consider the $\ell_{2}$ loss within the epoch:

$$
\begin{equation*}
\mathcal{L}_{T}^{2 T-1} \triangleq \sum_{k=T}^{2 T-1}\left\|\hat{y}_{k}-\tilde{y}_{k}\right\|_{2}^{2} . \tag{5.47}
\end{equation*}
$$

Based on the notation of Table 5.1, the error between the Kalman filter prediction and our
online algorithm is:

$$
\begin{aligned}
\tilde{y}_{k}-\hat{y}_{k} & =S_{k-1} \bar{V}_{k-1}^{-1} Z_{k}+\lambda G \bar{V}_{k-1}^{-1} Z_{k} \\
& +C(A-K C)^{p}\left(\bar{X}_{k-1} \bar{Z}_{k-1} \bar{V}_{k-1}^{-1} Z_{k}-\hat{x}_{k-p}\right)
\end{aligned}
$$

By Cauchy-Schwarz, the submultiplicative property of norm and by the fact that

$$
\left\|\bar{Z}_{k-1} \bar{V}_{k-1}^{-1 / 2}\right\|_{2} \leq 1
$$

is normalized:

$$
\begin{align*}
& \left\|\tilde{y}_{k}-\hat{y}_{k}\right\|_{2}^{2} \leq 4\left(\left\|S_{k-1} \bar{V}_{k-1}^{-1 / 2}\right\|_{2}^{2}+\left\|\lambda G \bar{V}_{k}^{-1 / 2}\right\|_{2}^{2}\right. \\
& \left.+\left\|C(A-K C)^{p}\right\|_{2}^{2}\left\|\bar{X}_{k-1}\right\|_{2}^{2}\right)\left\|\bar{V}_{k-1}^{-1 / 2} Z_{k}\right\|_{2}^{2} \\
& +4\left\|C(A-K C)^{p}\right\|_{2}^{2}\left\|\hat{x}_{k-p}\right\|_{2}^{2} \tag{5.48}
\end{align*}
$$

To obtain a bound on the square loss, it is sufficient to bound three terms: i) the supremum over $T \leq t \leq 2 T-1$ of:

$$
\left\|S_{t-1} \bar{V}_{t-1}^{-1 / 2}\right\|_{2}^{2}+\left\|\lambda G \bar{V}_{t}^{-1 / 2}\right\|_{2}^{2}+\left\|C(A-K C)^{p}\right\|_{2}^{2}\left\|\bar{X}_{t-1}\right\|_{2}^{2}
$$

ii) the sum $\left\|C(A-K C)^{p}\right\|_{2}^{2} \sum_{k=T}^{2 T-1}\left\|\hat{x}_{k-p}\right\|_{2}^{2}$.
iii) the sum $\sum_{k=T}^{2 T-1}\left\|\bar{V}_{k-1}^{-1 / 2} Z_{k}\right\|_{2}^{2}$,

Theorem 5.5 (Square loss within epoch). Consider the conditions of Theorem 5.1. Let a be the minimal polynomial of $A$ with degree $d, \Delta$ defined as in (5.30). Fix a failure probability $\delta>0$ and consider $N_{0}$ defined as in (5.45). Let $T=2^{i-1} T_{\text {init }}$ for some fixed epoch $i \geq 1$ with $p=\beta \log T$ the corresponding past horizon. Let $\mathcal{C}_{\mathrm{diff}}=d^{\kappa} n \beta\|a\|_{2} \log 1 / \delta$. Then, with probability at least $1-7 \sum_{k=T}^{2 T-1} \frac{1}{k^{2}} \delta$ :

$$
\mathcal{L}_{T}^{2 T-1} \leq \operatorname{poly}\left(\mathcal{C}_{\mathrm{diff}}, \lambda^{-1}\right)\left(\tilde{O}(T)+\tilde{O}\left(\rho(A-K C)^{p} T^{2 \kappa+1}\right)\right)
$$

If we have persistency of excitation, $T \geq N_{0}$, then:

$$
\mathcal{L}_{T}^{2 T-1} \leq \operatorname{poly}\left(\mathcal{C}_{\mathrm{diff}}, \sigma_{R}^{-1}\right)\left(\tilde{O}(1)+\tilde{O}\left(\rho(A-K C)^{p} T^{2 \kappa}\right)\right)
$$

Proof. Consider the uniform events $\mathcal{E}_{\text {unif }}$ and $\mathcal{E}_{\text {unif }}^{\mathrm{PE}}$ defined in (5.43), (5.44) and define the events:

$$
\begin{aligned}
& \mathcal{E}_{x} \triangleq\left\{\sup _{k \leq 2 T-1}\left\|\Gamma_{k}^{-1 / 2} \hat{x}_{k}\right\|_{2} \leq \sqrt{n}+\sqrt{2 \log \frac{4 T}{\delta_{1}}}\right\} \\
& \mathcal{E}_{e}=\left\{\sup _{k \leq 2 T-1}\left\|\bar{R}^{-1 / 2} e_{k}\right\|_{2} \leq \sqrt{m}+\sqrt{2 \log \frac{2 T}{\delta_{1}}}\right\},
\end{aligned}
$$

where $\delta_{1}=\sum_{k=T}^{2 T-1} \delta / k^{2}$. Based on Lemma 5.13, Lemma 5.9, and a union bound the events $\mathcal{E}_{\text {unif }} \cap \mathcal{E}_{\text {unif }}^{\mathrm{PE}} \cap \mathcal{E}_{x} \cap \mathcal{E}_{e}$ occur with probability at least $1-7 \sum_{k=T}^{2 T-1} \frac{1}{k^{2}} \delta$. We will bound all terms of the square loss based on the above events.
i-a) For the term $S_{k-1} \bar{V}_{k-1}^{-1 / 2}$, based on event $\mathcal{E}_{\text {unif }}$ :

$$
\left\|S_{k-1} \bar{V}_{k-1}^{-1 / 2}\right\|_{2}^{2} \leq \varepsilon^{2}\left(2 T, p, \delta /(2 T)^{2}\right)=\operatorname{poly}\left(\mathcal{C}_{\mathrm{diff}}\right) \tilde{O}(1)
$$

i-b) Regularization term: $\left\|\lambda G \bar{V}_{t}^{-1 / 2}\right\|_{2}^{2} \leq \lambda\|G\|_{2}^{2}$
i-c) To bound the term $\left\|C(A-K C)^{p}\right\|_{2}^{2}\left\|\bar{X}_{t-1}\right\|_{2}^{2}$, we use the inequality

$$
\left\|\bar{X}_{t-1}\right\|_{2}^{2} \leq 2 T \sup _{k \leq 2 T-1}\left\|\hat{x}_{k}\right\|_{2}^{2}
$$

Hence it is sufficient to upper-bound the norm of the states. Since the covariances $\Gamma_{k}$ are increasing:

$$
\sup _{k \leq 2 T-1}\left\|\hat{x}_{k}\right\|_{2}^{2} \leq\left\|\Gamma_{2 T-1}\right\|_{2} \sup _{k \leq 2 T-1}\left\|\Gamma_{k}^{-1 / 2} \hat{x}_{k}\right\|_{2}^{2}
$$

Hence, conditioned on $\mathcal{E}_{x}$ and since $\left\|\Gamma_{2 T-1}\right\|_{2}=O\left(T^{2 \kappa-1}\right)$ :

$$
\left\|C(A-K C)^{p}\right\|_{2}^{2}\left\|\bar{X}_{t-1}\right\|_{2}^{2} \leq \operatorname{poly}\left(\mathcal{C}_{\mathrm{diff}}\right) \tilde{O}\left(\rho(A-K C)^{p} T^{2 \kappa}\right)
$$

ii) To bound the sum $\left\|C(A-K C)^{p}\right\|_{2}^{2} \sum_{k=T}^{2 T-1}\left\|\hat{x}_{k-p}\right\|_{2}^{2}$, we use the exact same steps as above since:

$$
\sum_{k=T}^{2 T-1}\left\|\hat{x}_{k-p}\right\|_{2}^{2} \leq T \sup _{k \leq 2 T-1}\left\|\hat{x}_{k}\right\|_{2}^{2}
$$

iii) To bound the sum of $\left\|\bar{V}_{k-1}^{-1 / 2} Z_{k}\right\|_{2}^{2}$, we exploit the ARMA-like representation of the past outputs (Lemma 5.2) along with Lemma 5.14. First, replace $Z_{k}=a_{d-1} Z_{k-1}+\cdots+a_{0} Z_{k-d}+$ $\delta_{k}$. Then, by two applications of Cauchy-Schwarz:

$$
\left\|\bar{V}_{k-1}^{-1 / 2} Z_{k}\right\|_{2}^{2} \leq 2\|a\|_{2}^{2} \sum_{i=0}^{d-1} Z_{k-i}^{*} \bar{V}_{k-1}^{-1} Z_{k-i}+2\left\|\bar{V}_{k-1}^{-1 / 2} \delta_{k}\right\|_{2}^{2}
$$

By Lemma 5.14, we can bound the first summand by:

$$
\|a\|_{2}^{2} \sum_{k=T}^{2 T-1} \sum_{i=0}^{d-1} Z_{k-i}^{*} \bar{V}_{k-1}^{-1} Z_{k-i} \leq d\|a\|_{2}^{2} \log \operatorname{det}\left(\bar{V}_{2 T-1} \lambda^{-1}\right)
$$

The second summand can be bounded by:

$$
\sum_{k=T}^{2 T-1}\left\|\bar{V}_{k-1}^{-1 / 2} \delta_{k}\right\|_{2}^{2} \leq \Delta \sup _{k \leq 2 T}\left\|e_{k}\right\|_{2}^{2} \sum_{k=T}^{2 T-1}\left\|\bar{V}_{k-1}^{-1 / 2}\right\|_{2}^{2}
$$

He have two cases depending on persistency of excitation:

$$
\begin{aligned}
& \sum_{k=T}^{2 T-1}\left\|\bar{V}_{k-1}^{-1 / 2}\right\|_{2}^{2} \leq \frac{4}{\sigma_{R}} \sum_{T}^{2 T-1} \frac{1}{k} \leq \frac{4}{\sigma_{R}} \log \frac{2 T-1}{T-1}, \text { if } T \geq N_{0} \\
& \sum_{k=T}^{2 T-1}\left\|\bar{V}_{k-1}^{-1 / 2}\right\|_{2}^{2} \leq \frac{T}{\lambda}, \text { if } T<N_{0}
\end{aligned}
$$

The terms $\log \operatorname{det}\left(\bar{V}_{2 T} \lambda^{-1}\right), \sup _{k \leq 2 T}\left\|e_{k}\right\|_{2}^{2}$ can be bounded by poly $\left(\mathcal{C}_{\text {diff }}\right) \tilde{O}(1)$ based on $\mathcal{E}_{\text {unif }}, \mathcal{E}_{e}$.

### 5.7.8 Proof of Theorem 5.1

Recall that the regret can be decomposed into two terms:

$$
\mathcal{R}_{N}=\mathcal{L}_{N}+2 \sum_{k=T_{\mathrm{init}}}^{N} e_{k}^{*}\left(\hat{y}_{k}-\tilde{y}_{k}\right)
$$

where $\mathcal{L}_{N}$ is the square loss and the other term is a martingale.
Square loss bound. Without loss of generality assume that $N=2 T_{i}-1=T_{\text {init }} 2^{i}$ is the end of an epoch, where $i$ is the total number of epochs. The number of epochs $i$ depends logarithmically on $N$. Then the square loss $\mathcal{L}_{N}$ is written as:

$$
\mathcal{L}_{N}=\sum_{j=1}^{i-1} \mathcal{L}_{T_{j}}^{2 T_{j}-1}
$$

Let $N_{0}$ be defined as in (5.45). Select

$$
\begin{equation*}
\beta \geq 4 \frac{\kappa}{\log 1 / \rho(A-K C)} . \tag{5.49}
\end{equation*}
$$

Then by Theorem 5.5 and a union bound over all epochs, with probability at least $1-7 \frac{\pi^{2}}{6} \delta$ :

$$
\mathcal{L}_{N}=\operatorname{poly}\left(\mathcal{C}_{\text {diff }}, \lambda^{-1}\right) \tilde{O}_{N_{0}}\left(N_{0}\right)+\operatorname{poly}\left(\mathcal{C}_{\text {diff }}, \sigma_{R}^{-1}\right) \tilde{O}(1) .
$$

Martingale term bound. Denote $u_{k} \triangleq \bar{R}^{-1 / 2} e_{k}$ and $z_{k} \triangleq R^{1 / 2}\left(\hat{y}_{k}-\tilde{y}_{k}\right)$. Then $\sum_{t=1}^{N} e_{t}^{*}\left(\hat{y}_{t}-\tilde{y}_{t}\right)=\sum_{t=1}^{N} u_{t}^{*} z_{t}=\sum_{t=1}^{N} \sum_{i=1}^{m} u_{t, i} z_{t, i} . \quad$ To apply Theorem 3.3 we need to slightly modify the definition of the filtration. Let $\mathcal{F}_{t, i} \triangleq \sigma\left(\mathcal{F}_{t} \cup\left\{u_{t+1,1}, \ldots, u_{t+1, i}\right\}\right)$, with $\mathcal{F}_{t+1} \equiv \mathcal{F}_{t, m}$ and define:

$$
\begin{align*}
& \tilde{\mathcal{F}}_{0}=\mathcal{F}_{0}  \tag{5.50}\\
& \tilde{\mathcal{F}}_{s}=\mathcal{F}_{t, s-t m}, \text { if } t m+1 \leq s \leq(t+1) m \tag{5.51}
\end{align*}
$$

By applying Theorem 3.3 with $\tilde{\mathcal{F}}_{s}$ we can bound the sum in terms of the square loss
$\mathcal{L}_{N}$. With probability at least $1-\delta$ :

$$
\left(\sum_{t=1}^{N} z_{t}^{*} z_{t}+1\right)^{-1 / 2} \sum_{t=1}^{N} u_{t}^{*} z_{t} \leq 8 \log \left(\frac{5}{\delta}\left(\sum_{t=1}^{N} z_{t}^{*} z_{t}+1\right)\right)
$$

or using the fact that $z_{k}^{*} z_{k} \leq\|\bar{R}\|_{2}\left\|\hat{y}_{k}-\tilde{y}_{k}\right\|_{2}^{2}$ :

$$
\sum_{t=1}^{N} u_{t}^{*} z_{t} \leq\left(\|\bar{R}\|_{2} \mathcal{L}_{N}+1\right)^{1 / 2} 8 \log \left(\frac{5}{\delta}\left(\|\bar{R}\|_{2} \mathcal{L}_{N}+1\right)\right)
$$

By a union bound, with probability at least $1-\left(7 \frac{\pi^{2}}{6}+1\right) \delta$ :

$$
\mathcal{R}_{N}=\operatorname{poly}\left(\mathcal{C}_{\text {diff }}, \lambda^{-1}\right) \tilde{O}_{N_{0}}\left(N_{0}\right)+\operatorname{poly}\left(\mathcal{C}_{\text {diff }}, \sigma_{R}^{-1}\right) \tilde{O}(1) .
$$

To complete the proof, we re-scale $\delta$ and we re-write the bounds with respect $\tilde{\delta}=\left(7 \frac{\pi^{2}}{6}+\right.$ $1)^{-1} \delta$.

### 5.8 Regret analysis for stable systems

In the case of stable systems, stationarity allows us to prove stronger persistency of excitation results.

Lemma 5.15 (Stable: Output PE). Consider system (5.2) with observations $y_{0}, \ldots, y_{k}$. Let $\tau=\tau_{\text {mix }}+p$, where $\tau_{\text {mix }}$ is the mixing time defined in (5.11). Recall the universal constant $C$ in Lemma 5.8 and the notation of Table 5.1. Define:

$$
\begin{align*}
k_{4}(p, \delta) & \triangleq C \tau m \log (\tau m / \delta)  \tag{5.52}\\
k_{5}(k, p, \delta) & \triangleq \frac{512 p n}{\min \left\{4, \sigma_{R}\right\}} \log \left(\frac{5 p}{\delta} \frac{n\left\|\mathcal{O}_{\tau}\right\|_{2}^{2}\left\|\Gamma_{k-\tau}\right\|_{2}}{\delta}+1\right) .
\end{align*}
$$

With probability at least $1-3 \delta$, if

$$
\begin{equation*}
k \geq k_{6}(k, p, \delta) \triangleq \max \left\{k_{4}(p, \delta), k_{5}(k, p, \delta)\right\}, \tag{5.53}
\end{equation*}
$$

then the following output PE condition holds:

$$
\begin{equation*}
\bar{Z}_{k} \bar{Z}_{k}^{*} \succeq \frac{k}{4} \Gamma_{Z, \tau} \succeq \frac{k}{8} \Gamma_{Z, \infty} . \tag{5.54}
\end{equation*}
$$

Proof. Define the controllability matrix:

$$
\mathfrak{C}_{t} \triangleq\left[\begin{array}{llll}
A^{t-1} K & \ldots & A K & K
\end{array}\right], t \geq 1
$$

The state covariance at any time can be conveniently expressed in terms of the controllability matrix:

$$
\Gamma_{t}=\mathcal{C}_{t} \operatorname{diag}(\bar{R}, \ldots, \bar{R}) \mathcal{C}_{t}^{*}
$$

Combining the above equality with (5.27), we obtain that

$$
\Gamma_{Z, \tau}=\left[\begin{array}{ll}
O_{p} \mathfrak{C}_{\tau_{\text {mix }}} & \mathcal{T}_{p}
\end{array}\right] \operatorname{diag}(\bar{R}, \ldots, \bar{R})\left[\begin{array}{ll}
O_{p} \mathfrak{C}_{\tau_{\text {mix }}} & \mathcal{T}_{p}
\end{array}\right]^{*}
$$

Hence, by the definition of mixing time:

$$
\begin{equation*}
\Gamma_{Z, \tau} \succeq \Gamma_{Z, \infty} / 2 \tag{5.55}
\end{equation*}
$$

What remains is to show the first inequality in (5.54).
The proof is similar to the one of Lemma 5.11. We only need an additional step, to further unroll $\hat{x}_{x-p}$ for $\tau_{\text {mix }}$ time-steps into the past in (5.24). Extend the definition of the past noises:

$$
E_{t}^{\tau} \triangleq\left[\begin{array}{lll}
e_{t-\tau}^{*} & \cdots & e_{t-1}^{*}
\end{array}\right]^{*}
$$

Rolling out the state equations in (5.24), we obtain:

$$
Z_{t}=\mathcal{O}_{p} A^{\tau_{\operatorname{mix}}} \hat{x}_{t-\tau}+\left[\begin{array}{ll}
O_{p} \mathcal{C}_{\tau_{\operatorname{mix}}} & \mathcal{T}_{p} \tag{5.56}
\end{array}\right] E_{t}^{\tau}
$$

Define the isotropic variables:

$$
U_{t} \triangleq \Gamma_{Z, \tau}^{-1 / 2}\left[\begin{array}{ll}
O_{p} \mathcal{C}_{\tau_{\operatorname{mix}}} & \mathcal{T}_{p}
\end{array}\right] E_{t}^{\tau}
$$

which are well-defined since $\Gamma_{Z, \tau} \succeq \Sigma_{E} \succeq \sigma_{R} I$. This enables us to rewrite (5.56) as

$$
\begin{equation*}
Z_{t}=\mathcal{O}_{p} A^{\tau_{\mathrm{mix}}} \hat{x}_{t-\tau}+\Gamma_{Z, \tau}^{1 / 2} U_{t} . \tag{5.57}
\end{equation*}
$$

Expanding the correlations gives:

$$
\begin{aligned}
Z_{t} Z_{t}^{*} & =\mathcal{O}_{p} A^{\tau_{\mathrm{mix}}} \hat{x}_{t-\tau} \hat{x}_{t-\tau}^{*}\left(\mathcal{O}_{p} A^{\tau_{\mathrm{mix}}}\right)^{*}+\Gamma_{Z, \tau}^{1 / 2} U_{t} U_{t}^{*} \Gamma_{Z, \tau}^{1 / 2} \\
& +\mathcal{O}_{p} A^{\tau_{\mathrm{mix}}} \hat{x}_{t-\tau} U_{t}^{*} \Gamma_{Z, \tau}^{1 / 2}+\Gamma_{Z, \tau}^{1 / 2} U_{t} \hat{x}_{t-\tau}^{*}\left(\mathcal{O}_{p} A^{\tau_{\mathrm{mix}}}\right)^{*}
\end{aligned}
$$

The remaining proof is now identical to Lemma 5.11 and is, thus, omitted. To simplify the notation for the expression of $k_{5}$ we used $\left\|\mathcal{O}_{p} A^{\tau_{\text {mix }}}\right\|_{2} \leq\left\|\mathcal{O}_{\tau}\right\|_{2}\left(\mathcal{O}_{p} A^{\tau_{\text {mix }}}\right.$ is a sub-matrix of $\left.\mathcal{O}_{\tau}\right)$. We also used $\sigma_{\min }\left(\Gamma_{Z, \infty}\right) \geq \sigma_{\min }\left(\Sigma_{E}\right) \geq \sigma_{R}$ in the step where we apply the technical Lemma 5.12.

### 5.8.1 Proof of Lemma 5.4

We prove a more general version.

Lemma 5.16 (Stable case: Uniform PAC bounds). Consider the conditions of Theorem 5.1 with $\rho(A)<1$. Select a failure probability $\delta>0$. Let $T=2^{i-1} T_{\text {init }}$ for some fixed epoch $i$ with $p=\beta \log T$ the corresponding past horizon. Consider also the definition of $\varepsilon(k, p, \delta)$ in (5.38). There exists a $N_{0}^{\mathrm{s}}=\operatorname{poly}\left(n, \beta, \log 1 / \delta, \tau_{\text {mix }}, 1 / \sigma_{R}\right)$ such that with probability at
least $1-5 \sum_{k=T}^{2 T-1} \frac{1}{k^{2}} \delta$ the following events hold:

$$
\begin{gather*}
\mathcal{E}_{\text {unif }} \triangleq \bigcup_{k=T}^{2 T-1}\left\{\begin{array}{c}
\bar{Z}_{k} \bar{Z}_{k}^{*} \preceq \frac{k^{3} m p}{\delta} \Gamma_{Z, k} \\
\left\|S_{k} \bar{V}_{k}^{-1 / 2}\right\|_{2} \leq \varepsilon\left(k, p, \delta / k^{2}\right)
\end{array}\right\}  \tag{5.58}\\
\mathcal{E}_{\text {unif }}^{\mathrm{PE}, \mathrm{~s}} \triangleq \bigcup_{k=\max \left\{N_{0}^{\mathrm{s}}, T\right\}}^{2 T-1}\left\{\bar{Z}_{k} \bar{Z}_{k}^{*} \succeq \frac{k}{8} \Gamma_{Z, \infty}\right\} . \tag{5.59}
\end{gather*}
$$

Proof. The proof is identical to Lemma 5.13. The only difference is the definition of $N_{0}^{\mathrm{s}}$ :

$$
\begin{equation*}
N_{0}^{\mathrm{s}} \triangleq \min \left\{t: k \geq k_{6}\left(k, p, \delta / k^{2}\right), \text { for all } k \geq t\right\}, \tag{5.60}
\end{equation*}
$$

where $k_{6}$ is defined in (5.53). As a result $N_{0}^{\mathrm{s}}$ is of the order of:

$$
N_{0}^{\mathrm{s}} \leq C^{\prime} N_{\mathrm{diff}}^{\mathrm{s}} \log ^{2} N_{\mathrm{diff}}^{\mathrm{s}},
$$

where $N_{\text {diff }}^{\mathrm{s}}=\tau_{\text {mix }} \beta n \kappa \frac{M}{\sigma_{R}} \log (1 / \delta), C^{\prime}$ is some constant.

### 5.8.2 Proof of Theorem 5.2

Similar to the non-explosive case, we analyze the square loss for a single epoch. We additionally exploit the sharper persistency of excitation condition.

Theorem 5.6 (Square loss within epoch). Consider the conditions of Theorem 5.2. Fix a failure probabilities $\delta>0$ and consider $N_{0}^{\mathrm{s}}$ defined as in (5.60). Let $T=2^{i-1} T_{\text {init }}$ for some fixed epoch $i \geq 1$ with $p=\beta \log T$ the corresponding past horizon. Let $\beta$ satisfy (5.9). Let $\mathcal{C}_{\text {diff }}^{\mathrm{S}}=n \beta \log 1 / \delta$. Then, with probability at least $1-7 \sum_{k=T}^{2 T-1} \frac{1}{k^{2}} \delta$ :

$$
\mathcal{L}_{T}^{2 T-1} \leq\left\|\Gamma_{\infty}\right\|_{2} \operatorname{poly}\left(\mathcal{C}_{\text {diff }}^{\mathrm{S}}, \lambda^{-1}\right) \tilde{O}(T) .
$$

If moreover $T \geq N_{0}^{\mathrm{s}}$ then also:

$$
\mathcal{L}_{T}^{2 T-1} \leq \operatorname{poly}\left(\mathcal{C}_{\text {diff }}^{s}\right) \tilde{O}(1)
$$

Proof. Consider the uniform events $\mathcal{E}_{\text {unif }}$ and $\mathcal{E}_{\text {unif }}^{\text {PE,s }}$ defined in (5.58), (5.59). Define also

$$
\begin{aligned}
& \mathcal{E}_{x}=\left\{\sup _{k \leq 2 T-1}\left\|\Gamma_{k}^{-1 / 2} \hat{x}_{k}\right\|_{2} \leq \sqrt{n}+\sqrt{2 \log \frac{4 T}{\delta_{1}}}\right\} \\
& \mathcal{E}_{z}=\left\{\sup _{k \leq 2 T-1}\left\|\Gamma_{Z, k}^{-1 / 2} Z_{k}\right\|_{2} \leq \sqrt{p m}+\sqrt{2 \log \frac{2 T}{\delta_{1}}}\right\},
\end{aligned}
$$

where $\delta_{1}=\sum_{k=T}^{2 T-1} \delta / k^{2}$. Based on Lemma 5.16, Lemma 5.9, and a union bound the all events $\mathcal{E}_{\text {unif }} \cap \mathcal{E}_{\text {unif }}^{\mathrm{PE}, \mathrm{s}} \cap \mathcal{E}_{x} \cap \mathcal{E}_{z}$ occur with probability at least $1-7 \sum_{k=T}^{2 T-1} \frac{1}{k^{2}} \delta$. Now we proceed as in the proof of Theorem 5.5. The only different step is the analysis of the sum of $\left\|\bar{V}_{k-1}^{-1 / 2} Z_{k}\right\|_{2}^{2}$, hence we omit the proof for the other terms.
The sum $\left\|\bar{V}_{k-1}^{-1 / 2} Z_{k}\right\|_{2}^{2}$ is upper bounded by:

$$
\left(\sum_{k=T}^{2 T-1}\left\|\bar{V}_{k-1}^{-1 / 2} \Gamma_{Z, k}^{1 / 2}\right\|_{2}^{2}\right) \sup _{k \leq 2 T-1}\left\|\Gamma_{Z, k}^{-1 / 2} Z_{k}\right\|_{2}^{2}
$$

There are two cases:

$$
\begin{aligned}
& \sum_{k=T}^{2 T-1}\left\|\bar{V}_{k-1}^{-1 / 2} \Gamma_{Z, k}^{1 / 2}\right\|_{2}^{2} \leq 8 \frac{2 T}{T-1}, \text { if } T \geq N_{0} \\
& \sum_{k=T}^{2 T-1}\left\|\bar{V}_{k-1}^{-1 / 2} \Gamma_{Z, k}^{1 / 2}\right\|_{2}^{2} \leq \frac{T}{\lambda}\left\|\Gamma_{Z, 2 T-1}\right\|_{2}, \text { if } T<N_{0}
\end{aligned}
$$

Meanwhile, we upper-bound $\left\|\Gamma_{Z, k}^{-1 / 2} Z_{k}\right\|_{2}^{2}$ based on $\mathcal{E}_{z}$.
The remaining steps are the same as in the proof of Theorem 5.1.

### 5.9 Technical lemmas

Lemma 5.17. Let $c>0$. The inequality:

$$
k \geq c \log k
$$

is true if $k \geq \max \{2 c \log 2 c, 1\}$.

Proof. If $c \leq e$, then the inequality is satisfied for all $k>0$. To see why this holds consider $f(k)=k-e \log k$. The minimum is attained at $f(e)=e-e \log e=0$. Hence, $k \geq e \log k \geq c \log k$. If $c>e$, then the function $k-c \log k$ is increasing for $k \geq c$. Moreover, $2 c \log 2 c \geq c$. As a result if $k \geq 2 c \log 2 c$ then also:

$$
k-c \log k \geq 2 c \log 2 c-c \log (2 c \log 2 c) \geq\left(c-\frac{c}{e}\right) \log 2 c \geq 0
$$

where we used Lemma 5.19.

Lemma 5.18. Let $c \geq 0$. The inequality:

$$
k \geq c \log ^{2} k
$$

is true if $k \geq \max \left\{4 c \log ^{2} 4 c, 4 c \log 4 c, 1\right\}$.

Proof. If $c \leq 1$, then the inequality is satisfied for $k \geq 1$. To see why this holds define $f(k)=k-\log ^{2} k$. Its derivative $f^{\prime}(k)=1-2 \frac{\log k}{k}$ is always positive for $k \geq 1$ since from the proof of Lemma $5.17 k \geq 2 \log k$. Hence $f(k) \geq f(1)=1$.

Consider now the case $c>1$ and define $g(k)=k-c \log ^{2} k$. Its derivative is $g^{\prime}(k)=$ $1-2 c \frac{\log k}{k}$. From Lemma $5.17 g^{\prime}(k) \geq 0$, for $k \geq \max \{4 c \log 4 c, 1\}$. Now, pick $k_{1}=4 c \log ^{2} 4 c$ and observe that $k_{1} \geq 4 c \log 4 c$ since $4 c>e$ and $\log 4 c>1$. Since $g$ is increasing for $k \geq k_{1}$, it is sufficient to prove that $g\left(k_{1}\right)>0$. Invoking Lemma 5.19, we obtain the inequality

$$
c \log ^{2}\left(k_{1}\right) \leq c\left(\log 4 c+\frac{1}{e} \log 4 c\right)^{2} \leq 4 c \log ^{2} 4 c=k_{1}
$$

where (i) follows from Lemma 5.19 below.
Lemma 5.19. Let $c \geq e$, then the following inequality holds:

$$
\log \log c \leq \frac{1}{e} \log c
$$

Proof. Consider function $f(c)=\frac{1}{e} \log c-\log \log c$ and compute the derivative:

$$
f^{\prime}(c)=\frac{1}{e c}-\frac{1}{c \log c}
$$

The minimum is attained at $e^{e}$. Hence

$$
f(c) \geq f\left(e^{e}\right)=0
$$

for all $c \geq e$.

## Part II

## Statistical Difficulty of Learning

## Linear Systems

## Chapter 6

## Difficulty of System Identification

### 6.1 Introduction

In this chapter, we study the statistical difficulty of system identification for fully-observed linear systems of form:

$$
\begin{equation*}
x_{k+1}=A x_{k}+B u_{k}+H w_{k}, \tag{6.1}
\end{equation*}
$$

where $x_{k}$ represents the state, $u_{k}$ represents the control signal, and $w_{k}$ is the process noise. The statistical analysis of system identification algorithms has a long history Ljung (1999). Until recently, the main focus was providing guarantees for the convergence of system identification in the asymptotic regime Deistler et al. (1995); Bauer et al. (1999); Chiuso \& Picci (2004), when the number of collected samples $N$ tends to infinity. Under sufficient persistency of excitation Bai \& Sastry (1985), system identification algorithms converge and the asymptotic bounds capture very well how the identification error decays with $N$ qualitatively.

However, our standard asymptotic tools (e.g. the Central Limit Theorem), do not always capture all finite-sample phenomena (Vershynin, 2018, Ch 2). Moreover, the identification error depends on various system theoretic constants, like the state space dimension $n$, which might be hidden under the big- $O$ notation in the asymptotic bounds. As a result, system identification limitations, like the curse of dimensionality, although known to practitioners,
are not always reflected in the theoretical asymptotic bounds.
With the advances in high-dimensional statistics Vershynin (2018), there has been a recent shift from asymptotic analysis with infinite data to statistical analysis of system identification with finite samples. Over the past two years there have been significant advances in understanding finite sample system identification for both fully-observed systems Campi \& Weyer (2002); Dean et al. (2017); Simchowitz et al. (2018); Faradonbeh et al. (2018a); Sarkar \& Rakhlin (2018); Fattahi et al. (2019); Jedra \& Proutiere (2019); Wagenmaker \& Jamieson (2020) as well as partially-observed systems Oymak \& Ozay (2018); Sarkar et al. (2019); Simchowitz et al. (2019); Tsiamis \& Pappas (2019); Lee \& Lamperski (2020); Zheng \& Li (2020); Lee (2020); Lale et al. (2020b); Kozdoba et al. (2019); Tsiamis \& Pappas (2020). A tutorial can be found in Matni \& Tu (2019). The above approaches offer mainly data-independent bounds which reveal how the state dimension $n$ and other system theoretic parameters affect the sample complexity of system identification qualitatively. This is different from finite sample data-dependent bounds-see for example bootstrapping Dean et al. (2017) or Carè et al. (2018), which might be more tight and more suitable for applications but do not necessarily reveal this dependence.

Despite these advances, we still do not fully understand the fundamental limits of when identification is easy or hard. In this chapter, we define as statistically easy, classes of systems whose finite-sample complexity is polynomial with the system dimension. Most prior research in the finite-sample analysis of fully observed systems falls in this category by assuming system (6.1) is fully excited by the process noise $w_{k}$. We define as statistically hard, classes of linear systems whose worst-case sample complexity is at least exponential with the system dimension, regardless of the learning algorithm. Using recent tools from minimax theory Jedra \& Proutiere (2019), we show that classes of linear systems which are statistically hard to learn do indeed exist. Such system classes include, for example, under-actuated systems with weak state coupling. The fact that linear systems may contain exponentially hard classes has implications for broader classes of systems, such as nonlinear systems, as well as control algorithms, such as the linear quadratic regulator Recht (2019)
and reinforcement learning Du et al. (2019); Jiang et al. (2017).
By examining classes of linear systems that are statistically easy or hard, we quickly arrive at the conclusion that system theoretic properties, such as controllability, fundamentally affect the hardness of identification. In fact, as we show in this chapter, structural properties like the controllability index can crucially affect learnability, determining whether a problem is hard or not. In summary, our contributions are the following:
-Learnability of dynamical systems. We define two novel notions of learnability for classes of dynamical systems. A class of systems is easy to learn if it exhibits polynomial sample complexity with respect the state dimension $n$. It is hard to learn if for any possible learning algorithm it has exponential worst-case complexity.
-Exponential sample complexity is possible. We identify classes of under-actuated linear systems whose worst-case sample complexity increases exponentially with the state dimension $n$ regardless of learning algorithm. These hardness results hold even for robustly controllable systems.
-Controllability index affects sample complexity. We prove that under the least squares algorithm, the sample complexity is upper-bounded by an exponential function of the system's controllability index. This implies that if the controllability index is small $O(1)$ (with respect to the dimension $n$ ), the sample complexity is guaranteed to be polynomial generalizing previous cases. If, however, the index grows linearly $\Omega(n)$, then there exist non-trivial linear systems which are exponentially hard to identify.
-New controllability Gramian bound Our sample complexity upper bound is a consequence of a new result that is of independent, system theoretic interest. We prove that for robustly controllable systems, the least singular value of the controllability Gramian can grow at most exponentially with the controllability index. Although it has been observed empirically that the Gramian might be affected by the curse of dimensionality Baggio et al. (2019), to the best of our knowledge this theoretical bound is new and has implications beyond system identification.

Notation: The transpose operation is denoted by $(\cdot)^{\prime}$ and the complex conjugate (Her-
mitian transpose) by $*$. By $e_{i} \in \mathbb{R}^{n}$ we denote the $i-$ th canonical vector. By $\sigma_{\text {min }}$ we denote the least singular value. $\succeq$ denotes comparison in the positive semidefinite cone. The identity matrix of dimension $n$ is denoted by $I_{n}$. The spectral norm of a matrix $A$ is denoted by $\|A\|_{2}$. The notion of controllability and other related concepts are reviewed in Sections 6.8, 6.9.

### 6.2 Learnability of System Classes

Consider system (6.1), where $x_{k} \in \mathbb{R}^{n}$ is the state and $u_{k} \in \mathbb{R}^{p}$ is the input. By $w_{k} \in \mathbb{R}^{r}$ we denote the process noise which is assumed to be Gaussian, i.i.d. with covariance $I_{r}$. Without loss of generality the initial state is assumed to be zero $x_{0}=0$.

Assumption 6.1. All state parameters are bounded: $\|A\|_{2},\|B\|_{2},\|H\|_{2} \leq M$, for some positive constant $M>0$. The noise has unknown dimension $r$ and can be degenerate $r \leq n$. All parameters $A, B, H, r$ are considered unknown. Matrices $B, H$ have full column rank $\operatorname{rank}(B)=p \leq n$, $\operatorname{rank}(H)=r \leq n$. We also assume that the system is non-explosive $\rho(A) \leq 1$. Finally, we assume that the control inputs have bounded energy $\mathbb{E} u_{t}^{\prime} u_{t} \leq M$.

This setting is rich enough to provide insights about the difficulty of the general learning problem. To simplify the setting we assume that the system is non-explosive. The analysis of unstable systems is left for future research.

A system identification (SI) algorithm $\mathcal{A}$ receives a finite number $N$ of input-state data $\left(x_{0}, u_{0}\right), \ldots,\left(x_{N}, u_{N}\right)$ generated by system (6.1), and returns an estimate of the unknown system's parameters $\hat{A}_{N}, \hat{B}_{N}, \hat{H}_{N}$. We denote by $N$ the number of collected input-state samples, which are generated during a single roll-out of the system, that is a single trajectory of length $N$. For simplicity, we focus only on the estimation of matrix $A$ here.

Our goal is to study when the problem of system identification is fundamentally easy or hard. The difficulty is captured by the sample complexity, i.e. how many data $N$ do we need to achieve small identification error with high probability. Formally, let $\epsilon>0,0<\delta<1$ be the accuracy and confidence parameters respectively. Then, the sample complexity is
the smallest possible number of samples $N$ such that with probability at least $1-\delta$ we can estimate $A$ with small error $\left\|A-\hat{A}_{N}\right\| \leq \epsilon$. Naturally, the sample complexity increases as the accuracy/confidence parameters $\epsilon, \delta$ decrease. The sample complexity also increases in general with the state-space dimension $n$ and the bound $M$ on the state space parameters. Ideally, the sample complexity should grow slowly with $n, M, \epsilon^{-1}, \delta^{-1}$. Inspired by Provably Approximately Correct (PAC) learning Shalev-Shwartz \& Ben-David (2014); Dann et al. (2017), we classify an identification problem as easy when the sample complexity depends polynomially on $n, M, \epsilon^{-1}, \delta^{-1}$. For brevity we will use the symbol $S$ to denote the tuple $S=(A, B, H)$. Let $\mathbb{P}_{S}$ denote the probability distribution of the input-state data when the true parameters of the system are equal to $S$ and we apply a control law $u_{t} \in \mathcal{F}_{t}$, where $\mathcal{F}_{t} \triangleq \sigma\left(x_{0}, u_{0}, \ldots, u_{t-1}, x_{t}\right)$ is the sigma algebra generated by the previous outputs and inputs. By $\mathfrak{C}_{n}$ we will denote a class of systems with dimension $n$.

Definition 1 (poly-learnable classes). Let $\mathcal{C}_{n}$ be a class of systems. Consider a trajectory of input-state data $\left(x_{0}, u_{0}\right), \ldots,\left(x_{N}, u_{N}\right)$, which are generated by a system $S$ in $\mathfrak{C}_{n}$ under some control law $u_{t} \in \mathcal{F}_{t}, t \leq N$. We call the class $\mathfrak{C}_{n}$ poly $(n)$-learnable if there exists an identification algorithm such that the sample complexity is polynomial: for any confidence $0 \leq \delta<1$ and any tolerance $\epsilon>0$ :

$$
\begin{align*}
& \sup _{S \in \mathcal{C}_{n}} \mathbb{P}_{S}\left(\left\|A-\hat{A}_{N}\right\| \geq \epsilon\right) \leq \delta  \tag{6.2}\\
& \text { for } N \geq \operatorname{poly}(n, 1 / \epsilon, \log 1 / \delta, M)
\end{align*}
$$

where poly (•) is some polynomial function.
Definition 1 provides an intuitive definition for a class $\mathfrak{C}_{n}$ of linear systems whose system identification problem is easy. To prove that a class of systems $\mathcal{C}_{n}$ is easy, it suffices to provide one algorithm that performs well for any system $S \in \mathcal{C}_{n}$ in the sense that it requires at most a polynomial number of samples. This means that we should obtain sample complexity upper bounds across all $S \in \mathcal{C}_{n}$ which is what the the supremum over $S \in \mathfrak{C}_{n}$ achieves in (6.2). Otherwise, we can construct trivial algorithms that perform well only on


Figure 6.1: The minimum number of samples $N$ such that the (empirical) average error $\mathbb{E}\left\|A-\hat{A}_{N}\right\|_{2}$, for identifying (6.3), is less than $\epsilon$. The sample complexity appears to be increasing exponentially with the dimension $n$ under the least squares algorithm.
one system and fail to identify the other.
In recent work Simchowitz et al. (2018); Sarkar \& Rakhlin (2018); Fattahi et al. (2019), it was shown that under the least squares algorithm, the sample complexity of learning linear systems is polynomial. As we review in Section III, these results hold for classes of linear systems where the noise is isotropic and hence directly exciting all states.

However, if we relax the last assumption it turns out that the sample complexity might degrade dramatically. To raise this issue, consider the following example. Let $J_{n}(1)$ be a Jordan block of size $n$ with eigenvalue 1 and let $e_{n}$ be the $n$-th canonical vector. We simulate the performance of least squares identification for the system

$$
\begin{equation*}
x_{k+1}=0.5 J_{n}(1) x_{k}+e_{n}\left(u_{k}+w_{k}\right) \tag{6.3}
\end{equation*}
$$

Note that in system (6.3) the process noise is no longer isotropic. Figure 6.1 shows the minimum number of samples $N$ required to achieve (empirical) average error $\mathbb{E}\left\|A-\hat{A}_{N}\right\| \leq \epsilon$ (the details of the simulation can be found in Section 6.6). It seems that the sample complexity increases exponentially rather than polynomially. Are the results in Figure 6.1 due to the choice of the algorithm or is there a fundamental limitation for all system identification algorithms? We pose the following fundamental problem.

Problem 6.1. Do there exist classes of linear systems which are hard to learn, meaning not poly-learnable by any system identification algorithm? Furthermore, can the sample
complexity for a class of linear systems be exponential with state dimension $n$ ?

A class of linear systems $\mathcal{C}_{n}$ that is not poly-learnable will be viewed as hard. By negating Definition 1, this notion of hardness means that given any system identification algorithm, there exist instances $S \in \mathcal{C}_{n}$ that cannot have polynomial sample complexity. In other words, a system class $\mathcal{C}_{n}$ is classified as hard when its impossible to find any system identification algorithm that achieve polynomial sample complexity for all $S \in \mathcal{C}_{n}$. This can be viewed as a fundamental statistical limitation for the chosen class of systems $\mathcal{C}_{n}$.

Motivated by Figure 6.1, we define an important subclass of hard problems, namely linear system classes that have worst-case sample complexity that grows exponentially with the dimension $n$ regardless of identification algorithm choice.

Definition 2 (exp-hard classes). Let $\mathcal{C}_{n}$ be a class of systems of dimension $n$. Consider $a$ trajectory of input-output data $\left(x_{0}, u_{0}\right), \ldots,\left(x_{N}, u_{N}\right)$, which are generated by a system $S$ in $\mathcal{C}_{n}$ under some control law $u_{t} \in \mathcal{F}_{t}, t \leq N$. We call a class $\mathfrak{C}_{n}$ of systems $\exp (n)$-hard if the sample complexity is at least exponential with the dimension $n$ : there exist confidence $0 \leq \delta<1$ and tolerance $\epsilon$ parameters such that for any identification algorithm:

$$
\begin{aligned}
& \sup _{S \in \mathcal{C}_{n}} \mathbb{P}_{S}\left(\left\|A-\hat{A}_{N}\right\| \geq \epsilon\right) \leq \delta \\
& \text { only if } N \geq \exp (n)
\end{aligned}
$$

where $\exp (n)$ denotes an exponential function of $n$.

System classes $\mathcal{C}_{n}$ that are exp-hard are an important subset of hard system classes as they are clearly not poly-learnable. However, not all classes that are not poly-learnable are exp-hard.

In order to show that a class of systems $\mathcal{C}_{n}$ is exp-hard, one must show that for any system identification algorithm the worst-case sample complexity is at least exponential in state dimension $n$. Contrary to poly-learnable problems, for exponential hardness we should establish sample complexity lower bounds.

In this chapter, we first address Question 6.1 and show that exp-hard classes of linear systems do indeed exist. While this can be viewed as a fundamental statistical limitation for all system identification algorithms, our results open a new direction of research that classifies when linear systems are easy to learn and when they are hard to learn. This leads to the following important question.

Problem 6.2. When is a class of linear systems $\mathcal{C}_{n}$ guaranteed to be poly-learnable?
Based on prior work, we already have partial answers to Question 6.2 as we know that linear systems with isotropic noise are poly-learnable. In Section 6.5, we seek to broaden the classes of poly-learnable systems and discover their relation to fundamental system theoretic properties such as controllability.

While Definitions 1, 2 are inspired by PAC learning, they have a different flavor. One of the differences is that the guarantees in Definitions 1,2 are stated in terms of recovering the state-space parameters, while in PAC learning, they would be stated in terms of the prediction error of the learned model or informally $\sum_{k=0}^{N-1} \mathbb{E}\left\|x_{k}-\hat{A} x_{k-1}-\hat{B} u_{k-1}\right\|^{2}$.

### 6.3 Directly-excited systems are poly-learnable

In this section, we revisit state-of-the-art results in finite-sample complexity for fullyobserved linear systems and re-establish that they all lead to polynomial sample complexity. In prior work Simchowitz et al. (2018); Sarkar \& Rakhlin (2018); Fattahi et al. (2019), the class of linear systems considered assumes that the stochastic process noise is isotropic, i.e. $H H^{\prime}=\sigma_{w}^{2} I_{n}$. Since all states are directly excited by the process noise, all modes of the system are captured sufficiently in the data. To obtain polynomial complexity, it suffices to use the least squares identification algorithm

$$
\left[\begin{array}{ll}
\hat{A}_{N} & \hat{B}_{N} \tag{6.4}
\end{array}\right]=\arg \min _{\{F, G\}} \sum_{t=0}^{N-1}\left\|x_{t+1}-F x_{t}-G u_{t}\right\|_{2}^{2}
$$

with white noise inputs $u_{t} \sim \mathcal{N}\left(0, \sigma_{u}^{2} I\right)$. Based on the algorithm analysis from Simchowitz et al. (2018), let $k$ be a fixed time index which is much smaller than the horizon $N$ (see

Theorem 2.1 in Simchowitz et al. (2018) for details). Let $0<\delta<1$ and $\epsilon$ be the confidence and accuracy parameters respectively. Then, with probability at least $1-\delta$, the error is $\left\|A-\hat{A}_{N}\right\|_{2} \leq \epsilon$ if:

$$
N \geq \frac{c \sigma_{w}^{2}}{\sigma_{\min }\left(\Gamma_{k}\right)} \frac{1}{\epsilon^{2}}\left(n \log \frac{n}{\delta}+\log \operatorname{det}\left(\Gamma_{N} \Gamma_{k}^{-1}\right)\right)
$$

where $c$ is a universal constant, and $\Gamma_{k}=\sigma_{u}^{2} \Gamma_{k}(A, B)+\sigma_{w}^{2} \Gamma_{k}\left(A, I_{n}\right)$ is the (combined) controllability Gramian. Uunder the isotropic noise assumption, the least singular value of the Gramian $\Gamma_{k}$ is bounded away from zero, $\sigma_{\min }\left(\Gamma_{k}\right) \geq \sigma_{w}^{2}$.

In a slight departure from Simchowitz et al. (2018); Sarkar \& Rakhlin (2018); Fattahi et al. (2019), we can show that the determinant of the Gramian $\operatorname{det}\left(\Gamma_{N}\right)$ can only increase at most polynomially with the number of samples $N$ and exponentially with state dimension $n$. This is a direct consequence of the following lemma, which is a new result.

Lemma 6.1. Let $A \in \mathbb{R}^{n \times n}$ have all eigenvalues inside or on the unit circle, with $\|A\|_{2} \leq$ M. Then, the powers of matrix $A$ are bounded by:

$$
\begin{equation*}
\left\|A^{k}\right\|_{2} \leq(e k)^{n-1} \max \left\{M^{n}, 1\right\} \tag{6.5}
\end{equation*}
$$

Lemma 6.1 enables us to eliminate the dependence on the condition number of the Jordan form's similarity transformation, which exists in prior bounds and can be arbitrarily large. We avoid this dependence by using the Schur form of $A$ Horn \& Johnson (2012). While this does not alter the already known sample complexity results, it allows us to have sample complexity bounds that are uniform across all systems that satisfy Assumption 6.1.

As a result of Lemma 6.1, we obtain that the system identification problem for linear systems with isotropic noise has polynomial sample complexity. The result can be broadened to the more general case of direct excitation, where the covariance is lower bounded by $H H^{\prime}+B B^{\prime} \succeq \sigma_{w}^{2} I_{n}$, for some $\sigma_{w}>0$, as the following theorem states.

Theorem 6.1 (Directly-excited). Consider the class $\mathfrak{C}_{n}$ of directly-excited systems $S=$ $(A, B, H) \in \mathbb{R}^{n \times(n+p+r)}$ such that Assumption 6.1 is satisfied with covariance $H H^{\prime}+B B^{\prime} \succeq$
$\sigma_{w}^{2} I_{n}$, for some $\sigma_{w}>0$. The class $\mathcal{C}_{n}$ is poly-learnable under the least squares system identification algorithm with white noise input signals $u_{k} \sim \mathcal{N}\left(0, I_{p}\right)$.

Proof. It follows as a special case of Theorem 6.4 for controllability index $\kappa=1$.

Directly excited systems includes fully-actuated systems (number of inputs equal to the number of states $p=n$ ), or systems with isotropic noise as special cases. However, having direct excitation might not always be the case. The combined noise and input matrices might be rank-deficient. For example, we might have actuation noise as in:

$$
x_{t+1}=A x_{t}+B\left(u_{t}+w_{t}\right)
$$

In general, the noise might be ill-conditioned (zero across certain directions), while it might be physically impossible to actuate every state of the system. We call such systems underactuated or under-excited. It might still be possible to identify underactuated systems, e.g. if the pair $\left(A,\left[\begin{array}{ll}H & B\end{array}\right]\right)$ is controllable. However, as we prove in the next section, the identification difficulty might increase dramatically.

### 6.4 Exp-hard system classes

In this section, we show that there exist common classes of linear systems which are impossible or hard to identify with a finite amount of samples. As we will see, this can happen when systems are under-actuated and under-excited. When only a limited number of system states is directly driven by inputs (or excited by noise) and the remaining states are only indirectly excited, then identification can be inhibited.

### 6.4.1 Controllable systems with infinite sample complexity

For presentation simplicity, let us assume that there are no exogenous inputs $B=0$. Similar results also hold when $B \neq 0$-see Remark 7. To fully identify the unknown matrix $A$, it is necessary that the pair $(A, H)$ is controllable. Furthermore, let's assume that the noise
is meaningful, that is $\sigma_{\min }(H) \geq \sigma$ for some $\sigma>0$. However, controllability of $(A, H)$ and $\sigma_{\min }(H) \geq \sigma$ are not sufficient to ensure system identification from a finite numer of samples. The following, perhaps unsurprising theorem, shows that for this class of linear systems, the worst-case sample complexity is infinite.

Theorem 6.2 (Controllability is not sufficient for finite sample complexity). Consider the class $\mathfrak{C}_{n}$ of systems $S=(A, H) \in \mathbb{R}^{n \times(n+r)}$ such that Assumption 6.1 is satisfied with $(A, H)$ controllable, and $\sigma_{\min }(H) \geq \sigma$ for some $\sigma>0$. For any system identification algorithm the sample complexity is infinite: there exist a failure probability $0 \leq \delta<1$ and a tolerance $\epsilon>0$ such that we cannot achieve

$$
\sup _{S \in \mathcal{C}_{n}} \mathbb{P}_{S}\left(\left\|A-\hat{A}_{N}\right\| \geq \epsilon\right) \leq \delta
$$

with a finite number of samples $N$.

Theorem 6.2 clearly shows that we may need stronger notions of controllability, as done in Section 6.4.2, in order to find classes of systems whose sample complexity is finite. The proof of Theorem 6.2 uses tools from minimax theory Jedra \& Proutiere (2019). Adapting these tools in our setting results in the following.

Lemma 6.2 (Minimax bounds). Let $\mathcal{C}_{n}$ be a class of systems. Consider a confidence $0<\delta<1$ and an accuracy parameter $\epsilon>0$. Denote by $S_{1}, S_{2} \in \mathcal{C}_{n}$ any pair of two systems with $A_{1}, H_{1}, A_{2}, H_{2}$ the respective unknown matrices, such that $\left\|A_{1}-A_{2}\right\| \geq 2 \epsilon$. Let $\mathrm{KL}\left(\mathbb{P}_{S_{1}}, \mathbb{P}_{S_{2}}\right)$ be the Kullback-Leibler divergence between the probability distributions of the data when generated under $S_{1}, S_{2}$ respectively. Then for any identification algorithm

$$
\sup _{S \in \mathbb{C}_{n}} \mathbb{P}_{S}\left(\left\|A-\hat{A}_{N}\right\| \geq \epsilon\right) \leq \delta
$$

holds only if

$$
\begin{equation*}
\mathrm{KL}\left(\mathbb{P}_{S_{1}}, \mathbb{P}_{S_{2}}\right) \geq \log \frac{1}{3 \delta} \tag{6.6}
\end{equation*}
$$

for all such pairs $S_{1}, S_{2} \in \mathcal{C}_{n}$.

Proof. Let $S_{1}, S_{2}$ be any pair satisfying the conditions. We trivially have that:

$$
\sup _{S \in \mathrm{C}_{n}} \mathbb{P}_{S}\left(\left\|A-\hat{A}_{N}\right\| \geq \epsilon\right) \leq \delta
$$

only if

$$
\sup _{S \in\left\{S_{1}, S_{2}\right\}} \mathbb{P}_{S}\left(\left\|A-\hat{A}_{N}\right\| \geq \epsilon\right) \leq \delta .
$$

The remaining proof is identical to (Jedra \& Proutiere, 2019, Proposition 2), where we replaced constant 2.4 with 3 for simplicity and we did not expand the expression for $\mathrm{KL}\left(\mathbb{P}_{S_{1}}, \mathbb{P}_{S_{2}}\right)$ explicitly $\left(\right.$ term $\mathbb{E}_{A}\left(L_{t}\right)$ in Jedra \& Proutiere (2019)).

Intuitively, to find difficult learning instances we construct systems which are sufficiently separated ( $2 \epsilon$ away). Meanwhile, the systems should be similar enough to generate data with as indistinguishable distributions as possible (small KL divergence). If the system is hard to excite, then the distributions of the states will look similar under many different matrices $A$, leading to smaller KL-divergence. Unless we bound the pair $(A, H)$ away from uncontrollability, it might be impossible to satisfy (6.6) for all pairs of systems with a finite number of samples. For example consider:

$$
A=\left[\begin{array}{lll}
0 & \alpha & 0 \\
0 & 0 & \beta \\
0 & 0 & 0
\end{array}\right], H=\left[\begin{array}{ll}
1 & 0 \\
0 & 0 \\
0 & 1
\end{array}\right],
$$

It requires an arbitrarily large number of samples to learn $\alpha$ if the coupling $\beta$ between $x_{t, 2}$ and $x_{t, 3}$ is arbitrarily small. The distribution of $x_{t, 1}$ remains virtually the same as we perturb $\alpha$, since the state $x_{t, 2}$ is under-excited for small $\beta$.

### 6.4.2 Robustly controllable systems can be exp-hard

Theorem 6.2 implies that we need to bound the system away from uncontrollability in order to obtain non-trivial sample complexity bounds. In order to formulate this, we review the notion of distance from uncontrollability, which is the norm of the smallest perturbation that makes $(A, H)$ uncontrollable.

Definition 3 (Distance from uncontrollability Eising (1984)). Let $(A, H) \in \mathbb{R}^{n \times(n+r)}$ be controllable. Then, the distance from uncontrollability is given by:

$$
\begin{align*}
d(A, H) \triangleq & \inf \left\{\left\|\left[\begin{array}{cc}
\Delta A & \Delta H
\end{array}\right]\right\|_{2}:\right.  \tag{6.7}\\
& (A+\Delta A, H+\Delta H) \text { uncontrollable }\}
\end{align*}
$$

where perturbations $(\Delta A, \Delta H) \in \mathbb{C}^{n \times(n+r)}$ are complex.

Let us now consider linear systems that are robustly controllable. That is, classes of controllable linear systems whose distance from uncontrollability is lower bounded. The lower bound is allowed to degrade gracefully (polynomially) with the system dimension $n$.

Assumption 6.2 (Robust Controllability). Assume that system $(A, H)$ is robustly controllable, that is $(A, H) \in \mathbb{R}^{n \times(n+m)}$ is $\mu$-away from uncontrollability:

$$
\begin{equation*}
d(A, H) \geq \mu, \tag{6.8}
\end{equation*}
$$

for some positive $\mu \geq 0$, with $\mu^{-1} \leq \operatorname{poly}(n)$.

Assumption 6.2 is not restrictive as long as we allow the bound to degrade with the dimension. Common systems like the $n$-th order integrator have distance that degrades linearly with $n$-see Lemmas $6.3,6.4$ in Section 6.9. However, even for system classes that satisfy Assumption 6.2, the next theorem shows that system identification can be exp-hard.

Theorem $6.3\left(\operatorname{Exp}(\mathrm{n})\right.$-hard classes). Consider the set $\mathfrak{C}_{n}$ of systems $S=(A, H)$ such that Assumptions 6.1, 6.2 are satisfied with $d(A, H) \geq \mu=8(n+1)^{-1}$. Then, for any system
identification algorithm $\mathcal{A}$ the sample complexity is exponential in the state dimension $n$.
There exist a confidence $0 \leq \delta<1$ and a tolerance $\epsilon>0$ such that

$$
\sup _{S \in \mathcal{C}_{n}} \mathbb{P}_{S}\left(\left\|A-\hat{A}_{N}\right\| \geq \epsilon\right) \leq \delta
$$

is satisfied only if

$$
N \geq \frac{4^{n-3}}{3 \epsilon^{2}} \log \frac{1}{\delta}
$$

Theorem 6.3 shows that even for robustly controllable classes of linear systems satisfying Assumptions 6.1, 6.2, any system identification algorithm will have worst-case sample complexity that depends exponentially on the system dimension $n$. The proof of Theorem 6.3 is based once more on minimax theory used in Lemma 6.2.

The reason for this learning difficulty is due to the need for indirect excitation. Consider, for example, chained systems, where every state indirectly excites the next one. If the states are weakly-coupled, then the exploratory signal (noise or input) attenuates exponentially fast along the chain. As a concrete example, consider the following system for $\rho<0.5$ :

$$
A=\left[\begin{array}{cccccc}
\rho & \rho & 0 & \cdots & 0 & 0  \tag{6.9}\\
0 & \rho & \rho & \cdots & 0 & 0 \\
& & & \ddots & & \\
0 & 0 & 0 & \cdots & \rho & \rho \\
0 & 0 & 0 & \cdots & 0 & \rho
\end{array}\right], H=\left[\begin{array}{cc}
1 & 0 \\
\vdots & \vdots \\
0 & \rho
\end{array}\right]
$$

which satisfies Assumptions 6.1, 6.2. Matrix $A$ has a chained structure with weak coupling between the states. Noise can only excite states $x_{t, 1}, x_{t, n}$ directly. Until the exploratory noise signal reaches $x_{t, 2}$ it decreases exponentially fast with the dimension $n$. As a result, it is difficult to learn $A_{12}$ due to lack of excitation. In terms of Lemma 6.2, the distribution of $x_{t, 1}$ will remain virtually the same if we perturb $A_{12}$ since $x_{t, 2}$ is under-excited.

Remark 7 (Exogenous inputs). When $B \neq 0$ similar results hold but with an additional interpretation. Consider system (6.9) but with $H=e_{1}, B=\rho e_{n}$. Then, if we apply
white-noise input signals we have two possibilities: i) the control inputs have bounded energy per Assumption 6.1 but we suffer from exponential sample complexity or ii) we obtain polynomial sample complexity but we allow the energy of the inputs to increase exponentially with the dimension. From this alternative viewpoint a system is hard to learn if it requires exponentially large control inputs.

Remark 8. The constant 8 in $8(n+1)^{-1}$ in the statement of Theorem 6.3 is not important in our analysis. We could modify Theorem 6.3 so that 8 can be replaced by any smaller constant. In particular, we can decrease 8 by considering systems with smaller chains, which still have exponential sample complexity. Instead of system (6.9), we can consider for example the following. Let $J_{\lfloor n / m\rfloor}(1)$ be the Jordan block of size $\lfloor n / m\rfloor$, for some $m$, and eigenvalue 1 and define

$$
A=\left[\begin{array}{c|c}
\rho J_{\lfloor n / m\rfloor}(1) & 0 \\
\hline 0 & I_{n-\lfloor n / m\rfloor}
\end{array}\right], H=\left[\begin{array}{cc}
e_{1} & \left.\rho e_{\lfloor n / m\rfloor} \left\lvert\, \begin{array}{ccc}
e_{\lfloor n / m\rfloor+1} & \cdots & e_{n}
\end{array}\right.\right] . . ~ . ~
\end{array}\right.
$$

Notice that we reduced the size of the chain by $1 / m$ and we added $n-\lfloor n / m\rfloor$ directly excited states. By increasing $m$, we can achieve a larger distance to uncontrollability (constant smaller than 8). However, we will still have exponential sample complexity of the order of at least $\lfloor n / m\rfloor$, based on the length of the chain.

### 6.5 Controllability index affects learnability

Structural system properties of an underactuated system, such as the chained structure in the dynamics, can be critical in making system identification easy or hard. This poses novel questions about understanding how system theoretic properties affect system learnability as defined in Definitions 1 and 2. We begin a new line of inquiry by characterizing how the controllability index $\kappa$, a critical structural system property, affects the statistical properties of system identification.

A brief review of the concept of controllability index can be found in Section 6.8. It can
be viewed as a structural measure of whether a system is directly actuated or underactuated resulting in long chains. In this section, we consider systems which have controllability index $\kappa$. To avoid pathological examples, we require that the controllability index is equal to $\kappa$ in a robust way. Inspired by Definition 3, we define a notion of distance from losing controllability index.

Definition 4 (Distance from losing index). Let $(A, H) \in \mathbb{R}^{n \times(n+r)}$ be controllable and let $n \geq \tau \geq 0$ be some integer smaller than $n$. The distance from losing index $\tau$ is given by:

$$
d_{\tau}(A, H) \triangleq \inf _{(\Delta A, \Delta H) \in \mathbb{C}^{n \times(n+r)}}\left\{\left\|\left[\begin{array}{ll}
\Delta A & \Delta H \tag{6.10}
\end{array}\right]\right\|_{2}: \kappa(A+\Delta A, H+\Delta H)>\tau\right\}
$$

where $\kappa(F, G)$ denotes the controllability index of a pair $(F, G)$ with $\kappa(F, G)=\infty$ when $(F, G)$ is uncontrollable.

In other words, the distance $d_{\tau}(A, H)$ is the smallest perturbation such that the controllability index is increased by at least $\tau+1$. Note that when $\tau=n$, then the above definition coincides with the distance to uncontrollability. To avoid pathological systems which are arbitrarily close to losing controllability index, we make the following assumption.

Assumption 6.3 (Robust Controllability Index). Assume that system $(A, H) \in \mathbb{R}^{n \times(n+r)}$ has $\mu$-robust controllability index $\kappa$, that is $\kappa(A, H)=\kappa$ and

$$
\begin{equation*}
d_{\kappa}(A, H) \geq \mu, \tag{6.11}
\end{equation*}
$$

for some positive $\mu \geq 0$, with $\mu^{-1} \leq \operatorname{poly}(n)$.
The following theorem, is the first result connecting the controllability index with sample complexity bounds.

Theorem 6.4 (Controllability index-dependent upper bounds). Consider the set $\mathfrak{C}_{n}$ of systems $S=(A, B, H)$ such that Assumption 6.1 is satisfied. Assume that the controllability index of all pairs $\left(A,\left[\begin{array}{ll}H & B\end{array}\right]\right)$ in the class is upper bounded by $\kappa$. Let Assumption 6.3 be
satisfied for the all pairs $\left(A,\left[\begin{array}{ll}H & B\end{array}\right]\right)$. Then, under the least squares system identification algorithm and white noise inputs $u_{k} \sim \mathcal{N}\left(0, I_{p}\right)$, we obtain that

$$
\sup _{S \in \mathcal{C}_{n}} \mathbb{P}_{S}\left(\left\|A-\hat{A}_{N}\right\| \geq \epsilon\right) \leq \delta
$$

is satisfied for

$$
N \geq \operatorname{poly}^{\kappa}(n, M) \operatorname{poly}\left(\epsilon^{-1}, \log 1 / \delta\right)
$$

Theorem 6.4 formalizes our intuition since the controllability index is the length of the chain from input excitation towards the most distant state in the chain. Hence, systems with a large number of inputs (or noise) and small controllability index ( $\kappa \ll n$ ) are easy to identify. The directly excited case with isotropic noise, presented in Theorem 6.1, is a special case corresponding to a controllability index $\kappa=1$, recovering prior polynomial bounds.

The implications of Theorems 6.3, 6.4 illustrate the impact controllability properties have on system learnability-see Figure 6.4. Classes of systems with small controllability index $O(1)$ have polynomial sample complexity. Classes where the index grows linearly $\Omega(n)$ can be exponentially hard in the worst case in general. There might still be subclasses of systems with large controllability indexes which nonetheless can be identified with a polynomial number of samples. However, we cannot provide any guarantees without further assumptions.

The proof of Theorem 6.4 crucially depends on the following system theoretic result that bounds the least singular value of the controllability Gramian (a quantitative measure of controllability) with the controllability index (a structural measure of controllability).

Theorem 6.5 (Controllability gramian bound). Consider a system $(A, H)$ that satisfies Assumptions 6.1, 6.3. Let $\kappa$ be its controllability index. Then, the least singular value of the gramian $\Gamma_{\kappa}$ is lower bounded by:

$$
\sigma_{\min }^{-1}\left(\Gamma_{\kappa}\right) \leq \operatorname{poly}^{\kappa}(M / \mu)
$$

The above theorem is of independent interest, since it states that the controllability index rather than the dimension $n$ controls how fast the controllability Gramian degrades. While the above bound may be loose in general, it gives us qualitative insights about how system structure affects the hardness of input excitation and system identification. Our proof exploits the so-called "staircase" (or Hessenberg) canonical representation (6.13) of state space systems Dooren (2003)-see Section 6.8. The main idea is that if a system is robustly controllable then the coupling between the states is bounded away from zero. Hence, we can avoid the essentially uncontrollable systems of Theorem 6.2 which lead to infinite sample complexity.

### 6.6 Simulations

We study three simulation scenarios to illustrate the qualitative implications of our results. In the first two cases, we verify that the sample complexity of the least squares algorithm can indeed grow exponentially with the dimension. In the third case, we investigate how the controllability index affects the sample complexity. In all cases, we perform Monte Carlo simulations to compute the empirical mean error $\left\|A-\hat{A}_{N}\right\|_{2}$ and we count the number of samples required to have error less than $\epsilon$, for some $\epsilon>0$. For numerical stability in the least squares estimator (6.4) we used a regularization term (ridge regression) with coefficient 0.001.

In the first example in Section 6.2, Figure 6.1, we used 1000 Monte Carlo iterations to approximate the empirical average. We modeled the noise as gaussian with $w_{k} \sim \mathcal{N}(0,0.5)$ and used white noise inputs $u_{k} \sim \mathcal{N}(0,10)$. The sample complexity of the least squares algorithm seems to be exponential with the dimension. In Section 6.4, we showed that such systems exhibit exponential sample complexity due to the weak coupling between the states.

In the second example, we study the behavior of Jordan blocks actuated from the last state. Let $J_{n}(\lambda)$ be a Jordan block of dimension $n$ and eigenvalues all $\lambda$. We consider the system $A=J_{n}(\lambda), H=0.1 e_{n}, B=5 e_{n}$, which means we excite directly only state


Figure 6.2: Sample complexity of identifying the Jordan block of size $n$ and eigenvalues all $\lambda$, actuated from the last state. The figure shows the minimum number of samples $N$ such that the (empirical) average error $\mathbb{E}\left\|A-\hat{A}_{N}\right\|_{2}$ is less than 0.005 . The sample complexity appears to be increasing exponentially with the dimension $n$ for $\lambda<1$. For $\lambda=1$, Matlab returns inaccurate results for $n \geq 10$ since the condition number of the data is very large. However, in the regime $5 \leq n \leq 9$, the complexity seems to be polynomial, increasing in 5 sample increments.


Figure 6.3: Sample complexity of identifying the Jordan block $J_{n}(0.5)$ of size $n$ and eigenvalues all 0.5 , for different values of the controllability index. The figure shows the minimum number of samples $N$ such that the (empirical) average error $\mathbb{E}\left\|A-\hat{A}_{N}\right\|_{2}$ is less than 0.005 . The sample complexity appears to be increasing exponentially with the dimension $n$ for $\kappa=\Theta(n)$. For $\kappa=2$, the sample complexity is much smaller and increases polynomially.
$x_{t, n}$. We repeat the same experiment as before for 1000 Monte Carlo simulations with $w_{k}, u_{k} \sim \mathcal{N}(0,1)$ and for $\epsilon=0.005$. In Figure 6.2, it seems that the complexity of the least squares algorithm is also exponential when $0<\lambda<1$. In this case the coupling between the states is not weak. However, certain subspaces might still be hard to excite. As $\lambda$ approaches the unit circle eigenvalue 1 the complexity improves. For $\lambda=1$, after $n=9$ Matlab returned inaccurate results as the condition number of the data becomes very large. Hence, we do not report any results beyond $n=9$. However, based on simulations for small $n$ it might be possible that the system can be learned by only a polynomial number of samples. The intuition might be that in this case instability helps with excitation Simchowitz et al. (2018).


Figure 6.4: Sample complexity classes for linear systems. according to their controllability index.

It is an open problem to prove or disprove exponential lower bounds for the Jordan block when $0<\lambda<1$. Similarly, we leave it as an open problem to prove or disprove polynomial upper bounds for the Jordan block when $\lambda=1$.

In the third example, we consider the Jordan block $A=J_{n}(0.5)$ with noise $H=0.1 e_{n}$. We start from $B=5 e_{n}$ and we gradually add more exogenous inputs to decrease the controllability index: we try $B=5\left[\begin{array}{ll}e_{n} & e_{\lceil n / 2\rceil}\end{array}\right]$ and $B=5\left[\begin{array}{lll}e_{n} & e_{n-2} & \ldots\end{array}\right]$ which correspond to indices $\kappa=\lceil n / 2\rceil$ and $\kappa=2$ respectively. We repeat the same experiment as before for 1000 Monte Carlo simulations with $w_{k}, u_{k} \sim \mathcal{N}(0,1)$ and for $\epsilon=0.005$. In Figure 6.3, it seems that the sample complexity remains exponential when $\kappa=\lceil n / 2\rceil$. However, when $\kappa=2$ there is a phase transition and the sample complexity becomes polynomial with the dimension.

### 6.7 Conclusion

The results of this chapter paint a broader and more diverse landscape about the statistical complexity of learning linear systems, summarized in Figure 6.4 according to the controllability index $\kappa$ of the considered system class. While statistically easy cases that were previously known are captured by Theorem 6.1, we also showed that hard system classes exist (Theorem 6.3). By exploiting structural system theoretic properties, such as the controllability index, we broadened the class of easy to learn linear systems (Theorem 6.4).

Our results pose numerous future questions for exploiting other system properties (e.g. observability) for efficiently learning classes of partially-observed linear systems or nonlinear
systems. It remains an open problem to prove whether or not the $n$-th order integrator is poly-learnable as discussed in Section 6.6. Similarly, it is an open problem to prove whether or not the Jordan block of size $n$ and eigenvalues all $0<\lambda<1$ has exponential complexity. Finally, this chapter focuses only on the problem of system identification. In Chapter 7, we will see that similar results hold for the problem of learning to control.

### 6.8 Controllability-related concepts

We briefly review the concept of controllability and other related concepts. We consider the pair $(A, H)$, but the same definitions hold also for $(A, B)$. The controllability matrix of $(A, H)$ is defined as

$$
\mathcal{C}_{k}(A, H) \triangleq\left[\begin{array}{llll}
H & A H & \cdots & A^{k-1} H
\end{array}\right], k \geq 1 .
$$

The pair $(A, H)$ is controllable when the controllability matrix $\mathcal{C}_{n}(A, H)$ has full column rank $n$. The controllability Gramian at time $k$ is defined as :

$$
\Gamma_{k}(A, H) \triangleq \mathcal{C}_{k}(A, H) \mathcal{C}_{k}^{\prime}(A, H)=\sum_{i=0}^{k-1} A^{i} H H^{\prime}\left(A^{\prime}\right)^{i}
$$

If $H$ is not a column matrix, the full column rank condition might be satisfied earlier for some $k \leq n$. The minimum time that we achieve controllability is the controllability index:

$$
\begin{equation*}
\kappa(A, H) \triangleq \min \left\{k \geq 1: \operatorname{rank}\left(\mathcal{C}_{k}(A, H)\right)=n\right\} . \tag{6.12}
\end{equation*}
$$

It is the lag between the time the disturbance $w_{t}$ is applied and the time $t+\kappa$ by which we see the effect of that disturbance in all states. This lag is non-trivial if the number of disturbances $r<n$ is smaller than the number of states; in this case we call the system underactuated.

Based on the fact that the rank of the controllability matrix at time $\kappa$ is $n$, we can show that the pair $(A, H)$ admits the following canonical representation, under a unitary
similarity transformation Dooren (2003).
Proposition 6.1 (Staircase form). Consider a controllable pair $(A, H)$ with controllability index $\kappa$ and controllability matrix $\mathcal{C}_{k}, k \geq 0$. There exists a unitary similarity transformation $U$ such that $U^{\prime} U=U U^{\prime}=I$ and:

$$
\begin{align*}
U^{\prime} H & =\left[\begin{array}{cccc}
H_{1}^{\prime} & 0 & \cdots & 0
\end{array}\right]^{\prime} \\
U^{\prime} A U & =\left[\begin{array}{ccccc}
A_{1,1} & A_{1,2} & \cdots & A_{1, \kappa-1} & A_{1, \kappa} \\
A_{2,1} & A_{2,2} & \cdots & A_{3, \kappa-1} & A_{2, \kappa} \\
0 & A_{3,2} & \cdots & A_{3, \kappa-1} & A_{3, \kappa} \\
0 & 0 & \cdots & A_{4, \kappa-1} & A_{4, \kappa} \\
\vdots & & & \vdots & \\
0 & 0 & \cdots & A_{\kappa, \kappa-1} & A_{\kappa, \kappa}
\end{array}\right], \tag{6.13}
\end{align*}
$$

where $A_{i, j} \in \mathbb{R}^{r_{i} \times r_{j}}$ are block matrices, with $r_{i}=\operatorname{rank}\left(\mathcal{C}_{i}\right)-\operatorname{rank}\left(\mathcal{C}_{i-1}\right), r_{1}=r, H_{1} \in \mathbb{R}^{r \times r}$. Moreover, the matrices $A_{i+1, i}$ have full row rank $\operatorname{rank}\left(A_{i+1, i}\right)=r_{i+1}$ and the sequence $r_{i}$ is decreasing.

The above representation is useful as it captures the coupling between the several substates via the matrices $A_{i+1, i}$. If one of these matrices $A_{i+1, i}$ is close to zero then the system will be close to being uncontrollable. On the other hand, if a system is robustly controllable then these matrices are bounded away from being row-rank deficient. Since the similarity transformation is unitary it does not affect properties of the system like the minimum singular value of the controllability Gramian. The proof of Theorem 6.5 exploits the above ideas-see Section 6.10.5 for more details.

### 6.9 Distance from uncontrollability properties

In this section we review properties of the distance from uncontrollability. The main focus is to prove that standard systems, like the integrator, have distance to uncontrollability which degrades linearly with the dimension $n$.

Lemma 6.3. Let $0<\rho<1$ and consider the perturbed $n$-th order integrator:

$$
A=\rho\left[\begin{array}{cccccc}
1 & 1 & 0 & \cdots & 0 & 0 \\
0 & 1 & 1 & \cdots & 0 & 0 \\
& & & \ddots & & \\
0 & 0 & 0 & \cdots & 1 & 1 \\
0 & 0 & 0 & \cdots & 0 & 1
\end{array}\right], H=\rho\left[\begin{array}{c}
0 \\
\vdots \\
1
\end{array}\right]
$$

The distance from uncontrollability is given by

$$
\begin{equation*}
d(A, H)=\rho \sin \left(\frac{\pi}{n+1}\right) . \tag{6.14}
\end{equation*}
$$

As a result the distance degrades linearly:

$$
\begin{equation*}
\rho \frac{2}{n+1} \leq d(A, H) \leq \rho \frac{\pi}{n+1}, \tag{6.15}
\end{equation*}
$$

for $n \geq 1$.

Proof. The proof follows from the fact that the distance form uncontrollability is equivalently given by the formula Eising (1984):

$$
d(A, H)=\inf _{s \in \mathbb{C}} \sigma_{\min }\left(\left[\begin{array}{ll}
A-s I & H \tag{6.16}
\end{array}\right]\right)
$$

and results about the eigenvalues of Toeplitz matrices Kulkarni et al. (1999).
In more detail, let * denote the complex conjugate. We have:

$$
\left[\begin{array}{ll}
A-s I & H
\end{array}\right]\left[\begin{array}{ll}
A-s I & H
\end{array}\right]^{*}=\mathcal{T}_{s}
$$

where

$$
\mathcal{T}_{s}=\left[\begin{array}{ccccc}
|\rho-s|^{2}+\rho^{2} & \rho\left(\rho-s^{*}\right) & & 0 & 0  \tag{6.17}\\
\rho\left(\rho+s^{*}\right) & |\rho-s|^{2}+\rho^{2} & & 0 & 0 \\
& & \ddots & & \\
0 & 0 & & |\rho-s|^{2}+\rho^{2} & \rho\left(\rho-s^{*}\right) \\
0 & 0 & & \rho\left(\rho+s^{*}\right) & |\rho-s|^{2}+\rho^{2}
\end{array}\right]
$$

is a tri-diagonal Toeplitz matrix, with all diagonal elements equal to $|\rho-s|^{2}+\rho^{2}$, all superdiagonal elements equal to $\rho\left(\rho-s^{*}\right)$ and subdiagonal elements equal to $\rho\left(\rho+s^{*}\right)$. Based on (Kulkarni et al., 1999, Th 2.2), the smallest eigenvalue of $\mathcal{T}$ is equal to:

$$
\sigma_{\min }\left(\mathcal{T}_{s}\right)=|\rho-s|^{2}+\rho^{2}-2|\rho||\rho-s| \cos (\pi /(n+1)) .
$$

The above quantity is minimized for $\hat{s}=\rho+|\rho| \cos (\pi /(n+1))$. Hence, we can compute the distance to uncontrollability:

$$
d(A, H)=\sqrt{\sigma_{\min }\left(\mathcal{T}_{\hat{s}}\right)}=|\rho| \sin (\pi /(n+1)) .
$$

Finally (6.15) follows from (6.14) using the elementary calculus inequality

$$
\frac{2 x}{\pi} \leq \sin x \leq x, \text { for } 0 \leq x \leq \pi / 2
$$

which completes the proof.
Lemma 6.4. System (6.9) is $\mu$-bounded away from uncontrollability with $\mu^{-1} \leq \rho^{-1}(n+1)$.

Proof. Let * denote the complex conjugate. Then we have:

$$
\left[\begin{array}{ll}
A-s I & H
\end{array}\right]\left[\begin{array}{cc}
A-s I & H
\end{array}\right]^{*}=\mathcal{T}_{s}+e_{1} e_{1}^{\prime} \succeq \mathcal{T}_{s}
$$

where $\mathcal{T}_{s}$ is a tridiagonal Toeplitz matrix defined above in (6.17). Now the proof is identical
to the proof of Lemma 6.3 but we have inequality instead of equality:

$$
d(A, H) \geq \sqrt{\sigma_{\min }\left(\mathcal{T}_{\hat{s}}\right)}=|\rho| \sin (\pi /(n+1)) \geq 2|\rho| /(n+1) \geq|\rho| /(n+1) .
$$

Lemma 6.5 (Triangle inequality). Let $d(A, H)$ be the distance to uncontrollability for some matrices $A \in \mathbb{R}^{n \times n}, H \in \mathbb{R}^{r \times n}$ and let $\|\hat{A}-A\|_{2} \leq \epsilon<d(A, H)$ for some matrix $\hat{A} \in \mathbb{R}^{n \times n}$. Then:

$$
\begin{equation*}
d(\hat{A}, H) \geq d(A, H)-\epsilon \tag{6.18}
\end{equation*}
$$

Proof. Assume that $d(\hat{A}, H)<d(A, H)-\epsilon$ and let $\left[\begin{array}{cc}\Delta \hat{A} & \Delta \hat{H}\end{array}\right]$ be the perturbation such that $(\hat{A}+\Delta \hat{A}, H+\Delta \hat{H})$ is uncontrollable with $d(\hat{A}, H)=\left\|\left[\begin{array}{ll}\Delta \hat{A} & \Delta \hat{H}\end{array}\right]\right\|_{2}$. Then, we can define a perturbation for the original pair $(A, H)$ that contradicts the definition of $d(A, H)$ :

$$
\Delta A=A-\hat{A}+\Delta \hat{A}, \Delta H=\Delta \hat{H}
$$

The perturbation makes $(A, H)$ uncontrollable and by the triangle inequality, it has norm $\left\|\left[\begin{array}{cc}\Delta A & \Delta H\end{array}\right]\right\|_{2} \leq d(\hat{A}, H)+\epsilon<d(A, H)$. Since this is impossible (6.18) holds.

### 6.10 Proofs

### 6.10.1 Proof of Lemma 6.1

In this section, we establish upper bounds on the gramian matrices $\Gamma_{k}$. Contrary to previous approaches we avoid using the Jordan form of matrix $A$. We do not want our bounds to depend on the condition number of the Jordan transformation which can be ill-posed and badly conditioned. Instead, we should use stable transformations like the Schur decomposition.

Proof. When $n=1$ the proof is immediate. So let $n \geq 2$. Consider the Schur triangular
form (Horn \& Johnson, 2012, Chapter 2.3) of $A$ :

$$
A=U D U^{*}
$$

where $D$ is upper triangular, $U$ is unitary, and $*$ denotes complex conjugate. Let $\Lambda$ be the diagonal part of $D$, which contains all eigenvalues of $A$ as elements. Notice that $D-\Lambda$ is upper triangular with zero diagonal elements, while $\Lambda$ is diagonal. Thus, any product of the form

$$
\Lambda^{t_{0}}(D-\Lambda)^{s_{1}} \Lambda^{t_{1}} \cdots(D-\Lambda)^{s_{k}} \Lambda^{t_{k}}=0, \text { if } s_{1}+\cdots+s_{k} \geq n
$$

where $s_{1}, \ldots, s_{k}$ and $t_{0}, t_{1}, \ldots, t_{k}$ are two collections of integers, for some $k \geq 1$. Now we can simplify the expression:

$$
\begin{aligned}
D^{k} & =(\Lambda+D-\Lambda)^{k}=\sum_{d_{1}, \ldots, d_{k} \in\{0,1\}^{k}} F_{d_{1}} \cdots F_{d_{k}} \\
& =\sum_{\substack{d_{1}, \ldots, d_{k} \in\{0,1\}^{k} \\
d_{1}+\cdots+d_{k} \leq n-1}} F_{d_{1}} \cdots F_{d_{k}},
\end{aligned}
$$

where $F_{1}=D-\Lambda, F_{0}=\Lambda$. Notice that $\|D-\Lambda\|_{2} \leq\|D\|_{2}=\|A\|_{2} \leq M$, where the first inequality follows from the fact that $D-\Lambda$ is a submatrix if $D$. Since the eigenvalues of $A$ are inside or on the unit circle, we have $\left\|\Lambda^{t}\right\|_{2} \leq 1$, for all $t \geq 0$. Hence, by a counting argument

$$
\begin{aligned}
\left\|A^{k}\right\|_{2} & =\left\|D^{k}\right\| \leq \sum_{t=0}^{n-1}\binom{k}{t} \max \left\{M^{t}, 1\right\} \\
& \leq \sum_{t=0}^{n-1}\binom{k}{t} \max \left\{M^{n-1}, 1\right\}
\end{aligned}
$$

To conclude, we use the known bound (Vershynin, 2018, Exercise 0.0.5):

$$
\sum_{t=0}^{n-1}\binom{k}{t} \leq\left(\frac{e k}{n-1}\right)^{n-1}
$$

Since we obtained a bound on the powers of matrix $A$, we can immediately obtain an upper bound on the Gramian as a corollary.

Corollary 6.1. Let $A \in \mathbb{R}^{n \times n}$ have all eigenvalues inside or on the unit circle, with $\|A\|_{2} \leq$ M. Let $H \in \mathbb{R}^{n \times r}, r \leq n$ with $\|H\|_{2} \leq M$. Then, the gramian $\Gamma_{k}(A, H)$ is upper bounded by:

$$
\begin{equation*}
\left\|\Gamma_{k}(A, H)\right\|_{2} \leq e^{2 n-2} k^{2 n-1} \max \left\{M^{2 n}, 1\right\} \tag{6.19}
\end{equation*}
$$

### 6.10.2 Proof of Theorem 6.2

Let $\beta$ be any non-zero number. Fix an accuracy parameter $\epsilon>0$ and a confidence $0<\delta<1$. Consider the systems:

$$
\begin{aligned}
& A_{1}=\left[\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & \beta \\
0 & 0 & 0
\end{array}\right], A_{2}=\left[\begin{array}{ccc}
0 & 2 \epsilon & 0 \\
0 & 0 & \beta \\
0 & 0 & 0
\end{array}\right], \\
& H_{1}=H_{2}=\left[\begin{array}{ll}
e_{1} & e_{3}
\end{array}\right] .
\end{aligned}
$$

Both systems are controllable and belong to the class $\mathcal{C}_{n}$ for any non-zero $\beta \neq 0$. However, they are arbitrarily close to uncontrollability for small $\beta$. Let $f_{S_{i}}\left(x_{0}, \ldots, x_{N}\right)$ denote the probability density function of the distribution of the data under system $S_{i}, i=1,2$. Then the log-likelihood ratio under $S_{1}, S_{2}$ is:

$$
L_{N}=\log \frac{f_{S_{1}}\left(x_{0}, \ldots, x_{N}\right)}{f_{S_{2}}\left(x_{0}, \ldots, x_{N}\right)} .
$$

Due to the Markovian structure of the linear system, we can write $f_{S_{i}}\left(x_{0}, \ldots, x_{N}\right)=$ $\prod_{k=1}^{N} f_{S_{i}}\left(x_{k} \mid x_{k-1}\right)$, for $i=1,2$. Moreover, due to the structure of the dynamical systems:

$$
f_{S_{i}}\left(x_{k} \mid x_{k-1}\right)=f_{S_{i}}\left(x_{k, 1} \mid x_{k-1,2}\right) f_{S_{i}}\left(x_{k, 2}, x_{k, 3} \mid x_{k-1,2} x_{k-1,3}\right) .
$$

However, systems $A_{1}, A_{2}$ have identical distributions for $x_{k, 2}$ and $x_{k, 3}$. As a result, the log-likelihood ratio becomes:

$$
L_{N}=\sum_{k=1}^{N} \log \frac{f_{S_{1}}\left(x_{k, 1} \mid x_{k-1,2}\right)}{f_{S_{2}}\left(x_{k, 1} \mid x_{k-1,2}\right)} .
$$

The KL divergence can now be computed:

$$
\begin{aligned}
& \operatorname{KL}\left(\mathbb{P}_{S_{1}}, \mathbb{P}_{S_{2}}\right)=\mathbb{E}_{S_{1}} L_{N} \\
& =\mathbb{E}_{S_{1}} \sum_{k=1}^{N} \mathbb{E}_{S_{1}}\left(\left.\log \frac{f_{S_{1}}\left(x_{k, 1} \mid x_{k-1,2}\right)}{f_{S_{2}}\left(x_{k, 1} \mid x_{k-1,2}\right)} \right\rvert\, \mathcal{F}_{k-1}\right) \\
& =\mathbb{E}_{S_{1}} \sum_{k=1}^{N} \operatorname{KL}\left(\mathcal{N}(0,1), \mathcal{N}\left(2 \epsilon x_{k-1,2}, 1\right)\right) \\
& =\mathbb{E}_{S_{1}} \sum_{k=1}^{N}\left(2 \epsilon x_{k-1,2}\right)^{2} / 2 \leq 2 \epsilon^{2} N \Gamma_{N, 22}(A, H),
\end{aligned}
$$

where we used $\mathbb{E}_{S_{1}} x_{k-1,2}^{2}=\Gamma_{k-1,22} \leq \Gamma_{N, 22}$ along with the fact that the KL-divergence between two scalar Gaussians is:

$$
\operatorname{KL}\left(\mathcal{N}\left(\mu_{1}, 1\right), \mathcal{N}\left(\mu_{2}, 1\right)\right)=\left(\mu_{1}-\mu_{2}\right)^{2} / 2
$$

A simple computation shows that $\Gamma_{k, 22}=b^{2}$, for all $k \geq 1$. Then, it follows from Lemma 6.2 that (6.2) holds only if:

$$
N \geq \frac{1}{\beta^{2} 2 \epsilon^{2}} \log \frac{1}{3 \delta} .
$$

However $\beta$ is arbitrary, which implies that (6.2) holds only if:

$$
N \geq \sup _{\beta \neq 0} \frac{1}{\beta^{2} 4 \epsilon^{2}} \log \frac{1}{3 \delta}=\infty .
$$

### 6.10.3 Proof of Theorem 6.3

Consider system (6.9) with $\rho=1 / 4$ and the perturbed system $\tilde{A}=A+2 \epsilon e_{1} e_{2}^{\prime}, \tilde{H}=H$, where we modify $A_{12}$ by $2 \epsilon$. Both pairs $(A, H),(\hat{A}, \hat{H})$ are controllable. From Lemma 6.4, we obtain that $d(A, H) \geq(4(n+1))^{-1} \geq(8(n+1))^{-1}$. Fix an $\epsilon \leq(16(n+1))^{-1}$. Then, from Lemma 6.5 , we also get that $d(\hat{A}, \hat{H}) \geq d(A, H)-2 \epsilon \geq(8(n+1))^{-1}$. Hence, both systems belong to the class $\mathfrak{C}_{n}$.

Define $S_{1}=(A, H), S_{2}=(\hat{A}, \hat{H})$. Following the same arguments as in the proof of Theorem 6.2, the KL divergence of the distribution of the data under $A$ and $\hat{A}$ is equal to

$$
\begin{aligned}
& \operatorname{KL}\left(\mathbb{P}_{S_{1}}, \mathbb{P}_{S_{2}}\right)=\mathbb{E}_{S_{1}} L_{N} \\
& =\mathbb{E}_{S_{1}} \sum_{k=1}^{N} \mathbb{E}_{S_{1}}\left(\left.\log \frac{f_{S_{1}}\left(x_{k, 1} \mid x_{k-1,2}\right)}{f_{S_{2}}\left(x_{k, 1} \mid x_{k-1,2}\right)} \right\rvert\, \mathcal{F}_{k-1}\right) \\
& =\mathbb{E}_{S_{1}} \sum_{k=1}^{N} \operatorname{KL}\left(\mathcal{N}\left(\rho x_{k-1,2}, 1\right), \mathcal{N}\left((\rho+2 \epsilon) x_{k-1,2}, 1\right)\right) \\
& =\mathbb{E}_{S_{1}} \sum_{k=1}^{N}\left(2 \epsilon x_{k-1,2}\right)^{2} / 2 \leq 2 \epsilon^{2} N \Gamma_{N, 22}(A, H) .
\end{aligned}
$$

From Lemma 6.6, we obtain the exponential decay bound:

$$
\Gamma_{N, 22}(A, H) \leq 4^{-n+2} / 3 .
$$

Finally, from Lemma 6.2, equation (6.2) holds only if:

$$
N \geq \frac{1}{2 \epsilon^{2} \Gamma_{N, 22}(A, H)} \log \frac{1}{3 \delta} \geq \frac{4^{n-2}}{6 \epsilon^{2}} \log \frac{1}{3 \delta} .
$$

Lemma 6.6. Consider system (6.9) with $\rho<1 / 2$. Then

$$
\Gamma_{k, 22}(A, H) \leq(2 \rho)^{2 n-2} /\left(1-4 \rho^{2}\right) .
$$

Proof. Notice that $e_{2}^{\prime} A^{s} H=0$ for all $s \leq n-2$ and $\|A\| \leq 2 \rho<1$. Hence,

$$
\begin{aligned}
e_{2}^{\prime} \Gamma_{k}(A, H) e_{2} & \leq \sum_{s=n-1}^{k} e_{2} A^{s} Q A^{\prime s} e_{2}^{\prime} \\
& \leq \sum_{s=n-1}^{\infty}(2 \rho)^{2 s}=(2 \rho)^{2 n-2} /\left(1-4 \rho^{2}\right)
\end{aligned}
$$

### 6.10.4 Proof of Theorem 6.4

By $\Gamma_{k}=\Gamma_{k}(A, H)+\Gamma_{k}(A, B)$ we denote the Gramian under both $H, B$. Define also the sigma-algebra:

$$
\overline{\mathcal{F}}_{k}=\sigma\left(w_{0}, u_{0}, \ldots, w_{k}, u_{k}\right)
$$

We will apply Theorem 2.4 in Simchowitz et al. (2018) to the combined state-input vectors with three modifications since the noise is not isotropic. First, we compute the sub-Gaussian parameter of the noise.

Definition 5. A zero mean random vector $w \in \mathbb{R}^{r \times 1}$ is called $\sigma^{2}$-sub-Gaussian with respect to a sigma algebra $\mathcal{F}$ if for every unit vector $u \in \mathbb{R}^{r \times}$ :

$$
\mathbb{E}\left(e^{s u^{\prime} w} \mid \mathcal{F}\right) \leq e^{s^{2} \sigma^{2} / 2}
$$

From the definition, it follows that the non-isotropic Gaussian vector $H w_{k}$ is subGaussian with parameter $\|H\|_{2}^{2}$.

Lemma 6.7. Let $w_{k} \in \mathbb{R}^{r \times 1}$ be 1 -sub-Gaussian with respect to $\overline{\mathcal{F}}_{k-1}$. Then $H w_{k}$ is $\|H\|_{2}^{2}-$ sub-Gaussian with respect to $\overline{\mathcal{F}}_{k-1}$.

Proof. Let $u \in \mathbb{R}^{r \times 1}$ be a unit vector. Then:

$$
\begin{aligned}
& \mathbb{E}\left(e^{s u^{\prime} H w_{k}} \mid \overline{\mathcal{F}}_{k-1}\right)=\mathbb{E}\left(\left.e^{s\left\|u^{\prime} H\right\| \frac{u^{\prime} H}{\left\|u^{\prime} H\right\|} w_{k}} \right\rvert\, \overline{\mathcal{F}}_{k-1}\right) \\
& \leq e^{s^{2}\left\|u^{\prime} H\right\|_{2}^{2} / 2} \leq e^{s^{2}\|H\|_{2}^{2} / 2}
\end{aligned}
$$

Second, define $y_{k}=\left[\begin{array}{cc}x_{k}^{\prime} & u_{k}^{\prime}\end{array}\right]^{\prime}$. It follows that for all $j \geq 0$ and all unit vectors $v \in \mathbb{R}^{(n+p) \times 1}$, the following small-ball condition is satisfied:

$$
\begin{equation*}
\frac{1}{2 \kappa} \sum_{t=0}^{2 \kappa} \mathbb{P}\left(\left|v^{\prime} y_{t+j}\right| \geq \sqrt{v^{\prime} \Gamma_{\mathrm{sb}} v} \mid \overline{\mathcal{F}}_{j}\right) \geq \frac{3}{20} \tag{6.20}
\end{equation*}
$$

where

$$
\Gamma_{\mathrm{sb}}=\left[\begin{array}{cc}
\Gamma_{\kappa} & 0  \tag{6.21}\\
0 & I_{p}
\end{array}\right]
$$

Equation (6.20) follows from the same steps as in Proposition 3.1 in Simchowitz et al. (2018) with the choice $k=2 \kappa$.

Finally, we determine an upper bound $\bar{\Gamma}$ for the gram matrix $\sum_{t=0}^{N-1} y_{t} y_{t}^{\prime}$. Using a Markov inequality argument as in (Simchowitz et al., 2018, proof of Th 2.1), we obtain that

$$
\mathbb{P}\left(\sum_{t=0}^{N-1} y_{t} y_{t}^{\prime} \preceq \bar{\Gamma}\right) \geq 1-\delta,
$$

where

$$
\bar{\Gamma}=\frac{n+p}{\delta} N\left[\begin{array}{cc}
\Gamma_{N} & 0 \\
0 & I_{p}
\end{array}\right]
$$

Now we can apply Theorem 4.2 of Simchowitz et al. (2018). With probability at least $1-3 \delta$ we have $\left\|A-\hat{A}_{N}\right\| \leq \epsilon$ if:

$$
N \geq \frac{\operatorname{poly}(n, \log 1 / \delta, M)}{\epsilon^{2} \sigma_{\min }\left(\Gamma_{\kappa}\right)} \log \operatorname{det}\left(\bar{\Gamma} \Gamma_{\kappa}^{-1}\right),
$$

where we have simplified the expression by including terms in the polynomial term. Based
on Lemma 6.1 and Theorem 6.5, we can bound the right-hand side:

$$
\begin{aligned}
\frac{\operatorname{poly}(n, \log 1 / \delta, M)}{\epsilon^{2} \sigma_{\min }\left(\Gamma_{\kappa}\right)} \log \operatorname{det}\left(\bar{\Gamma} \Gamma_{\kappa}^{-1}\right) & \leq \operatorname{poly}\left(n, \epsilon^{-1}, \log 1 / \delta, M\right) \operatorname{poly}\left(\frac{M}{\mu}\right)^{\kappa} \log N \\
& \leq \operatorname{poly}\left(n, \epsilon^{-1}, \log 1 / \delta, M\right) \operatorname{poly}(M, n)^{\kappa} \log N,
\end{aligned}
$$

where we used the fact that $\mu^{-1} \leq \operatorname{poly}(n)$. Hence, it is sufficient to have:

$$
N \geq \text { poly }\left(n, \epsilon^{-1}, \log 1 / \delta, M\right) \text { poly }(M, n)^{\kappa} \log N .
$$

To obtain the final polynomial bound, we need to remove the logarithm of $N$. It is sufficient to apply the inequality:

$$
N \geq c \log N \text { if } N \geq 2 c \log 2 c,
$$

for $c>0$ which follows from elementary calculus.

### 6.10.5 Proof of Theorem 6.5

Our goal is to upper bound the norm of the pseudo-inverse $\left\|\mathcal{C}_{\kappa}^{\dagger}\right\|=\sqrt{\sigma_{\min }\left(\Gamma_{\kappa}\right)}$, where the equality follows from the SVD decomposition and the definition of the gramian. Towards proving the result, we will work with the staircase form (6.13). First, we show that if the system is $\mu$-away from uncontrollability, then the subdiagonal matrices in the staircase form are bounded away from zero.

Lemma 6.8 (Staircase form lower bound). Let $(A, H) \in \mathbb{R}^{n \times(n+r)}$ be controllable and let Assumption 6.3 hold. Consider the staircase form of $(A, H)$, with $A_{i+1, i}$ the subdiagonal matrices, for $i=1, \ldots, \kappa-1$, where $\kappa$ is the controllability index. Then, we have $A_{i+1, i} A_{i+1, i}^{\prime} \succeq \mu^{2} I_{r_{i+1}}$ for all $i=1, \ldots, \kappa-1$. Moreover, $H_{1} H_{1}^{\prime} \succeq \mu^{2} I_{r}$.

Proof. Let $(\hat{A}, \hat{H})$ be the staircase form of $(A, H)$ under the unitary similarity transformation $U$. First, we show that the distance from losing index $\kappa$ is invariant to unitary
transformations. Denote $\Delta \hat{A}=U^{*} \Delta A U, \Delta \hat{H}=U^{*} \Delta H$. Then:

$$
\begin{aligned}
& \min \left\{\left\|\left[\begin{array}{cc}
\Delta A & \Delta H
\end{array}\right]\right\|_{2}: \kappa(A+\Delta A, H+\Delta H)>\kappa\right\} \\
& =\min \left\{\left\|\left[\begin{array}{cc}
\Delta \hat{A} & \Delta \hat{H}
\end{array}\right]\right\|_{2}: \kappa(A+\Delta A, H+\Delta H)>\kappa\right\} \\
& =\min \left\{\left\|\left[\begin{array}{ll}
\Delta \hat{A} & \Delta \hat{H}
\end{array}\right]\right\|_{2}: \kappa(\hat{A}+\Delta \hat{A}, \hat{H}+\Delta \hat{H})>\kappa\right\}
\end{aligned}
$$

where the first equality follows from $\left\|\left[\begin{array}{cc}\Delta A & \Delta H\end{array}\right]\right\|_{2}=\left\|\left[\begin{array}{cc}U^{*} \Delta A U & U^{*} \Delta H\end{array}\right]\right\|_{2}$. The second equality follows from the fact that controllability index is preserved under similarity transformations As a result, $d_{\kappa}(\hat{A}, \hat{H})=d_{\kappa}(A, H) \geq \mu$.

Note that $A_{i+1, i} \in \mathbb{R}^{r_{i+1} \times r_{i}}$. Hence, it is sufficient to show that $\sigma_{r_{i+1}}\left(A_{i+1, i}\right) \geq \mu$, where $\sigma_{r_{i+1}}$ denotes the $r_{i+1}$ smallest singular value. Assume that the opposite is true $\sigma_{r_{i+1}}\left(A_{i+1, i}\right)<\mu$. We will show that this contradicts the fact that $(\hat{A}, \hat{H})$ is $\mu$-away from losing controllability index. Let $u$ and $v$ be the singular vectors in the Singular Value Decomposition of $A_{i+1, i}$ corresponding to $\sigma_{r_{i+1}}$. Let $\Delta A_{i+1, i} \triangleq-\sigma_{r_{i+1}}\left(A_{i+1, i}\right) u v^{\prime}$. Then $A_{i+1, i}+\Delta A_{i+1, i}$ is rank deficient. Now let $\Delta \hat{A}$ be zero everywhere apart from the block $\Delta A_{i+1, i}$. Then, we have that $(\hat{A}+\Delta \hat{A}, \hat{H})$ at time $\kappa$ has singular controllability matrix:

$$
\operatorname{rank}\left(\mathcal{C}_{\kappa}(\hat{A}+\Delta \hat{A}, \hat{H})\right)<n
$$

In other words,

$$
\kappa(\hat{A}+\Delta \hat{A}, \hat{H})>\kappa
$$

and we lose controllability index, with $\|\Delta \hat{A}\|_{2}<\mu \leq d_{\kappa}(\hat{A}, \hat{H})$, which is impossible. The proof for $H_{1}$ is similar.

The above result allows us to work with the staircase form (6.13), which has a nice triangular structure. In fact the controllability matrix is block-triangular and we can upperbound its least singular value using a simple recursive bound. Since the least singular value of the Gramian is invariant to similarity transformations, we will now assume that the
system $(A, H)$ is now already in form (6.13) with $U=I$. Let us define some auxiliary matrices that will help us prove Theorem 6.5. With $\tilde{A}_{k}$, for $k \leq \kappa$ we denote the submatrix of $A$ when we keep the $k$-upper left block matrices in (6.13) and we delete the remaining columns and rows, e.g.:

$$
\tilde{A}_{2}=\left[\begin{array}{cc}
A_{1,1} & A_{1,2} \\
A_{2,1} & A_{2,2}
\end{array}\right], \tilde{A}_{3}=\left[\begin{array}{ccc}
A_{1,1} & A_{1,2} & A_{1,3} \\
A_{2,1} & A_{2,2} & A_{2,3} \\
0 & A_{3,2} & A_{3,3}
\end{array}\right], \ldots
$$

Similarly, we define the submatrices $\tilde{H}_{k}$ where we keep only the upper $k$ blocks of the matrix $H$ :

$$
\tilde{H}_{1}=H_{1}, \tilde{H}_{2}=\left[\begin{array}{ll}
H_{1}^{\prime} & 0
\end{array}\right]^{\prime}, \ldots .
$$

Finally, define the upper-left controllability submatrices $\tilde{\mathcal{C}_{k}}$ :

$$
\tilde{\mathcal{C}}_{k}=\left[\begin{array}{llll}
\tilde{H}_{k} & \tilde{A}_{k} \tilde{H}_{k} & \ldots & \tilde{A}_{k}^{k-1} \tilde{H}_{k} \tag{6.22}
\end{array}\right] \in \mathbb{R}^{\sum_{i=1}^{k} r_{i} \times(k r)} .
$$

The benefit of working with the above matrices is that they are block upper-triangular. For example:

$$
\tilde{\mathcal{C}}_{1}=H_{1}, \tilde{\mathcal{C}_{2}}=\left[\begin{array}{cc}
H_{1} & A_{1,1} H_{1} \\
0 & A_{2,1} H_{1}
\end{array}\right], \ldots
$$

By definition $\tilde{A}_{\kappa}=A, \tilde{H}_{\kappa}=H$, and $\tilde{\mathcal{C}_{\kappa}}=\mathcal{C}_{\kappa}$.
Lemma 6.9 (Recursive definition of right-inverse). Assume the pair $(A, K)$ is in the canonical representation (6.13) with $U=I$. Let $\tilde{\mathcal{C}}_{k}$ be the upper-left part of the controllability matrix as defined in (6.22), with $k \leq \kappa$, where $\kappa$ is the controllability index. Let $\Pi_{k}=H_{1}^{-1} A_{2,1}^{\dagger} A_{3,2}^{\dagger} \cdots A_{k, k-1}^{\dagger}$, where $\dagger$ denotes the Moore-Penrose pseudo-inverse. Then, the following inequality holds recursively:

$$
\begin{equation*}
\left\|\tilde{\mathcal{C}}_{k}^{\dagger}\right\|_{2} \leq\left\|\tilde{\mathcal{C}}_{k-1}^{\dagger}\right\|_{2}+\left\|\Pi_{k}\right\|_{2}+\left\|\tilde{\mathcal{C}}_{k-1}^{\dagger} \tilde{A}_{k-1}^{k-1} \tilde{H}_{k-1} \Pi_{k}\right\|_{2} . \tag{6.23}
\end{equation*}
$$

Proof. The upper-left controllability matrix $\tilde{\mathcal{C}}_{k}, k \leq \kappa$ has the following block triangular structure:

$$
\left.\begin{array}{rl}
\tilde{\mathcal{C}}_{k} & =\left[\left.\begin{array}{ccc}
\tilde{H}_{k} & \ldots & \tilde{A}_{k}^{k-1} \tilde{H}_{k}
\end{array} \right\rvert\, \tilde{A}_{k}^{k-1} \tilde{H}_{k}\right.
\end{array}\right] .
$$

Based on the above form, we can construct a right-inverse of matrix $\tilde{\mathcal{C}_{k}}$ :

$$
\tilde{\mathcal{C}}_{k}^{\sharp} \triangleq\left[\begin{array}{cc}
\tilde{\mathcal{C}}_{k-1}^{\dagger} & -\tilde{\mathcal{C}}_{k-1}^{\dagger} \tilde{A}_{k-1}^{k-1} \tilde{H}_{k-1} \Pi_{k} \\
0 & \Pi_{k}
\end{array}\right]
$$

which satisfies $\tilde{\mathcal{C}}_{k} \tilde{\mathcal{C}}_{k}^{\sharp}=I$. By the definition of $\tilde{\mathcal{C}}_{k}^{\sharp}$ :

$$
\left\|\tilde{\mathcal{C}}_{k}^{\sharp}\right\|_{2} \leq\left\|\tilde{\mathcal{C}}_{k-1}^{\dagger}\right\|_{2}+\left\|\Pi_{k}\right\|_{2}+\left\|\tilde{\mathcal{C}}_{k-1}^{\dagger} \tilde{A}_{k-1}^{k-1} \tilde{H}_{k-1} \Pi_{k}\right\|_{2} .
$$

To conclude the proof, we invoke Lemma 6.10.
Lemma 6.10. Let $M \in \mathbb{R}^{s \times t}$ be any matrix with full column rank $s \leq t$. Let $M^{\sharp}$ be any right inverse of $M$, i.e. $M M^{\sharp}=I_{s}$. Then the following inequality is true:

$$
\left\|M^{\dagger}\right\|_{2} \leq\left\|M^{\sharp}\right\|_{2},
$$

where $M^{\dagger}$ is the Moore Penrose pseudo-inverse.
Proof. Notice that $M\left(M^{\dagger}-M^{\sharp}\right)=0$. As a result, we can write $M^{\sharp}=M^{\dagger}+M_{\text {null }}$, where $M_{\text {null }}$ is any matrix in the null space $M M_{\text {null }}=0$. However, the Moorse-Penrose pseudoinverse and $M_{\text {null }}$ are orthogonal

$$
\left(M^{\dagger}\right)^{\prime} M_{\text {null }}=0
$$

By orthogonality, for every $x \in R^{t \times 1}$ we have $\left\|M^{\sharp} x\right\|_{2}=\sqrt{\left\|M^{\dagger} x\right\|^{2}+\left\|M_{\text {null }} x\right\|^{2}} \geq\left\|M^{\dagger} x\right\|^{2}$.

Since all coupling matrices $A_{k, k-1}, \ldots, A_{2,1}, H_{1}$ have least singular value lower bounded by $\mu$, the product of their pseudo-inverses is upper bounded by:

$$
\left\|\Pi_{k}\right\| \leq \mu^{-k}
$$

So, we should expect (6.23) to grow no faster than exponentially with $\kappa$. However, the main challenge is to control the last term in (6.23). Unless we follow a careful analysis, if we just apply the submultiplicative property of the norm we will get bounds which are exponential with $\kappa^{2}$ instead of $\kappa$. The idea is the following. Since by definition $\tilde{C}_{k-1}$ has full rank, then there exists an appropriate matrix $\Lambda_{k-1} \in \mathbb{R}^{(k-1) r \times r_{k}}$ such that

$$
\tilde{A}_{k-1}^{k-1} \tilde{H}_{k-1} \Pi_{k}=\tilde{C}_{k-1} \Lambda_{k-1} .
$$

Then the above bound becomes:

$$
\begin{equation*}
\left\|\tilde{\mathcal{C}}_{k}^{\dagger}\right\| \leq\left\|\tilde{\mathcal{C}}_{k-1}^{\dagger}\right\|+\mu^{-k}+\left\|\Lambda_{k-1}\right\|, \tag{6.25}
\end{equation*}
$$

where we used the fact that $\left\|\tilde{\mathcal{C}}_{k-1}^{\dagger} \tilde{\mathcal{C}}_{k-1}\right\| \leq 1$. For the remaining proof, we need to construct such a matrix $\Lambda_{k-1}$ and upper bound it.

Lemma 6.11. Let $\Lambda_{k-2} \in \mathbb{R}^{(k-2) r \times r_{k-1}}$ be any matrix such that:

$$
\tilde{A}_{k-2}^{k-2} \tilde{H}_{k-2} \Pi_{k-1}=\tilde{\mathcal{C}}_{k-2} \Lambda_{k-2}
$$

There exists a matrix $\Lambda_{k-1} \in \mathbb{R}^{(k-1) r \times r_{k}}$ such that:

$$
\tilde{A}_{k-1}^{k-1} \tilde{H}_{k-1} \Pi_{k}=\tilde{\mathcal{C}}_{k-1} \Lambda_{k-1}
$$

with

$$
\begin{equation*}
\left\|\Lambda_{k-1}\right\|_{2} \leq \frac{2+M}{\mu}\left\|\Lambda_{k-2}\right\|_{2}+\frac{M}{\mu}\left\|\tilde{\mathcal{C}}_{k-2}^{\dagger}\right\|_{2}+\mu^{-k} M \tag{6.26}
\end{equation*}
$$

Proof. Part A: algebraic expression for $\tilde{A}_{k-1}^{k-1} \tilde{H}_{k-1} \Pi_{k}$. Observe that every matrix $\tilde{A}_{k-1}$ includes the previous as an upper-left submatrix:

$$
\tilde{A}_{k-1}=\left[\begin{array}{cc}
\tilde{A}_{k-2} & A_{1: k-2, k-1} \\
A_{k-1,1: k-2} & A_{k-1, k-1}
\end{array}\right]
$$

with

$$
A_{1: k-1, k-1}=\left[\begin{array}{c}
A_{1, k-1} \\
\vdots \\
A_{k-2, k-1}
\end{array}\right], A_{k-1,1: k-2}=\left[\begin{array}{llll}
0 & \cdots & 0 & A_{k-1, k-2}
\end{array}\right]
$$

Let also:

$$
Q_{k}=A_{k, k-1} A_{k-1, k-2} \cdots H_{1} .
$$

A direct computation gives:

$$
\tilde{\mathcal{C}}_{k}=\left[\begin{array}{ccc}
\tilde{\mathcal{C}}_{k-2} & \tilde{A}_{k-2}^{k-2} \tilde{H}_{k-2} & \tilde{A}_{k-2}^{k-1} \tilde{H}_{k-2}+A_{1: k-2, k-1} Q_{k-1}  \tag{6.27}\\
0 & Q_{k-1} & A_{k-1,1: k-2} \tilde{A}_{k-2}^{k-2} \tilde{H}_{k-2}+A_{k-1, k-1} Q_{k-1} \\
0 & 0 & Q_{k}
\end{array}\right]
$$

As a result of (6.24) and (6.27),

$$
\tilde{A}_{k-1}^{k-1} \tilde{H}_{k-1} \Pi_{k}=\left[\begin{array}{c}
\tilde{A}_{k-2}^{k-1} \tilde{H}_{k-2}+A_{1: k-2, k-1} Q_{k-1} \\
A_{k-1,1: k-2} \tilde{A}_{k-2}^{k-2} \tilde{H}_{k-2}+A_{k-1, k-1} Q_{k-1}
\end{array}\right] \Pi_{k} .
$$

We can simplify the above expression using $Q_{k-1} \Pi_{k-1}=I$ and $\tilde{A}_{k-2}^{k-2} \tilde{H}_{k-2} \Pi_{k-1}=\tilde{\mathcal{C}}_{k-2} \Lambda_{k-2}$ :

$$
\tilde{A}_{k-1}^{k-1} \tilde{H}_{k-1} \Pi_{k}=\left[\begin{array}{c}
\tilde{A}_{k-2} \tilde{\mathcal{C}}_{k-2} \Lambda_{k-2}+A_{1: k-2, k-1}  \tag{6.28}\\
A_{k-1,1: k-2} \tilde{\mathcal{C}}_{k-2} \Lambda_{k-2}+A_{k-1, k-1}
\end{array}\right] \tilde{A}_{k, k-1}^{\dagger} .
$$

## Part B: last rows as linear combination.

Our goal is to express (6.28) as a linear combination of the columns of:

$$
\tilde{\mathcal{C}}_{k-1}=\left[\begin{array}{cc}
\tilde{\mathcal{C}}_{k-2} & \tilde{A}_{k-2}^{k-2} \tilde{H}_{k-2} \\
0 & Q_{k-1}
\end{array}\right] .
$$

Since $\tilde{\mathcal{C}}_{k-1}$ has a triangular structure, we start from the last $r_{k-1}$ rows of $\tilde{A}_{k-1}^{k-1} \tilde{H}_{k-1} \Pi_{k}$ Exploiting the structure of $A_{k-1,1: k-2}$, which includes many zeros we can write:

$$
\begin{aligned}
& A_{k-1,1: k-2} \tilde{\mathcal{C}}_{k-2} \Lambda_{k-2}+A_{k-1, k-1} \\
& =\left[\begin{array}{llll}
0 & \cdots & 0 & A_{k-1, k-2}
\end{array}\right]\left[\begin{array}{c|c}
\tilde{\mathcal{C}} & \\
0 & \tilde{A}_{k-3}^{k-3} \tilde{H}_{k-1} \\
0 & A_{k-2, k-3} A_{k-3, k-4} \ldots H_{1}
\end{array}\right] \Lambda_{k-2}+A_{k-1, k-1} \\
& =A_{k-1, k-2} Q_{k-2} \Lambda_{k-2, k-2}+A_{k-1, k-1} \\
& =Q_{k-1} \Lambda_{k-2, k-2}+A_{k-1, k-1}
\end{aligned}
$$

where $\Lambda_{k-2, k-2} \in \mathbb{R}^{r \times r_{k-1}}$ are the last $r$ rows of matrix $\Lambda_{k-2}$ :

$$
\Lambda_{k-2}=\left[\begin{array}{c}
\Lambda_{k-2,1} \\
\vdots \\
\Lambda_{k-2, k-2}
\end{array}\right] .
$$

Finally, we car rewrite the last $r_{k-1}$ rows of $\tilde{A}_{k-1}^{k-1} \tilde{H}_{k-1} \Pi_{k}$ as:

$$
\begin{equation*}
\left(A_{k-1,1: k-2} \tilde{\mathcal{C}}_{k-2} \Lambda_{k-2}+A_{k-1, k-1}\right) \tilde{A}_{k, k-1}^{\dagger}=Q_{k-1}\left(\Lambda_{k-2, k-2}+\Pi_{k-1} A_{k-1, k-1}\right) \tilde{A}_{k, k-1}^{\dagger} \tag{6.29}
\end{equation*}
$$

## Part c: remaining rows.

From (6.29), we can eliminate the last rows:

$$
\begin{aligned}
& \tilde{A}_{k-1}^{k-1} \tilde{H}_{k-1} \Pi_{k}-\left[\begin{array}{c}
\tilde{A}_{k-2}^{k-2} \tilde{H}_{k-2} \\
Q_{k-1}
\end{array}\right]\left(\Lambda_{k-2, k-2}+\Pi_{k-1} A_{k-1, k-1}\right) \tilde{A}_{k, k-1}^{\dagger}= \\
& {\left[\begin{array}{c}
\tilde{A}_{k-2} \tilde{\mathcal{C}}_{k-2} \Lambda_{k-2}+A_{1: k-2, k-1}-\tilde{A}_{k-2}^{k-2} \tilde{H}_{k-2} \Lambda_{k-2, k-2}-\tilde{A}_{k-2}^{k-2} \tilde{H}_{k-2} \Pi_{k-1} A_{k-1, k-1} \\
0
\end{array}\right] \tilde{A}_{k, k-1}^{\dagger}} \\
& =\left[\begin{array}{c}
\tilde{A}_{k-2} \tilde{\mathcal{C}}_{k-2} \Lambda_{k-2}+A_{1: k-2, k-1}-\tilde{A}_{k-2}^{k-2} \tilde{H}_{k-2} \Lambda_{k-2, k-2}-\tilde{\mathcal{C}}_{k-2} \Lambda_{k-2} A_{k-1, k-1} \\
0
\end{array}\right] \tilde{A}_{k, k-1}^{\dagger}
\end{aligned}
$$

Notice that by the shift structure of the controllability matrix:

$$
\begin{aligned}
& \tilde{A}_{k-2} \tilde{\mathcal{C}}_{k-2} \Lambda_{k-2}-\tilde{A}_{k-2}^{k-2} \tilde{H}_{k-2} \Lambda_{k-2, k-2} \\
& =\left[\begin{array}{lll}
\tilde{A}_{k-2} \tilde{H}_{k-2} & \ldots & \tilde{A}_{k-2}^{k-2} \tilde{H}_{k-2}
\end{array}\right] \Lambda_{k-2}-\tilde{A}_{k-2}^{k-2} \tilde{H}_{k-2} \Lambda_{k-2, k-2} \\
& =\left[\begin{array}{llll}
\tilde{A}_{k-2} \tilde{H}_{k-2} & \ldots & \tilde{A}_{k-2}^{k-3} \tilde{H}_{k-2} & 0
\end{array}\right] \Lambda_{k-2} \\
& =\left[\begin{array}{llll}
\tilde{H}_{k-2} & \tilde{A}_{k-2} \tilde{H}_{k-2} & \ldots & \tilde{A}_{k-2}^{k-3} \tilde{H}_{k-2}
\end{array}\right] \Lambda_{k-2}^{\text {shift }} \\
& =\tilde{\mathcal{C}}_{k-2} \Lambda_{k-2}^{\text {shift }}
\end{aligned}
$$

where

$$
\Lambda_{k-2}^{\text {shift }}=\left[\begin{array}{c}
0 \\
\Lambda_{k-2,1} \\
\vdots \\
\Lambda_{k-2, k-3}
\end{array}\right]
$$

Moreover, we can write $A_{1: k-2, k-1}=\tilde{\mathcal{C}}_{k-2} \tilde{\mathcal{C}}_{k-2}^{\dagger} A_{1: k-2, k-1}$
Part d: construction of $\Lambda_{k-1}$.

Combining the above equalities:

$$
\begin{aligned}
& \tilde{A}_{k-1}^{k-1} \tilde{H}_{k-1} \Pi_{k}=\left[\begin{array}{c}
\tilde{A}_{k-2}^{k-2} \tilde{H}_{k-2} \\
Q_{k-1}
\end{array}\right]\left(\Lambda_{k-2, k-2}+\Pi_{k-1} A_{k-1, k-1}\right) \tilde{A}_{k, k-1}^{\dagger} \\
& +\left[\begin{array}{c}
\tilde{\mathcal{C}}_{k-2} \\
0
\end{array}\right]\left(\Lambda_{k-2}^{\text {shift }}+\tilde{\mathcal{C}}_{k-2}^{\dagger} A_{1: k-2, k-1}-\Lambda_{k-2} A_{k-1, k-1}\right) \tilde{A}_{k, k-1}^{\dagger} .
\end{aligned}
$$

Hence we can select:

$$
\Lambda_{k-1}=\left[\begin{array}{c}
\left(\Lambda_{k-2}^{\text {shift }}+\tilde{\mathcal{C}}_{k-2}^{\dagger} A_{1: k-2, k-1}-\Lambda_{k-2} A_{k-1, k-1}\right) \tilde{A}_{k, k-1}^{\dagger} \\
\left(\Lambda_{k-2, k-2}+\Pi_{k-1} A_{k-1, k-1}\right) \tilde{A}_{k, k-1}^{\dagger}
\end{array}\right]
$$

with

$$
\left\|\Lambda_{k-1}\right\| \leq(2+M) \mu^{-1}\left\|\Lambda_{k-2}\right\|+M \mu^{-1}\left\|\tilde{\mathcal{C}}_{k-2}^{\dagger}\right\|+\mu^{-k} M
$$

Now we can complete the proof of Theorem 6.5. It is sufficient to select $\Lambda_{1}$ :

$$
A_{1,1} H_{1} \Pi_{2}=H_{1} H_{1}^{-1} A_{1,1} A_{2,1}^{\dagger}=\tilde{\mathcal{C}}_{1} \Lambda_{1},
$$

with $\left\|\Lambda_{1}\right\|_{2} \leq M \mu^{-2}$. Let $\alpha_{k}=\left[\begin{array}{lll}\left\|\tilde{\mathcal{C}}_{k}^{\dagger}\right\| & \left\|\Lambda_{k}\right\| & \mu^{-k}\end{array}\right]^{\prime}$. From (6.25), (6.26) we obtain the following recursion:

$$
\alpha_{k} \leq\left[\begin{array}{ccc}
1 & 1 & \mu^{-1} \\
\frac{M}{\mu} & \frac{2+M}{\mu} & \frac{M}{\mu} \\
0 & 0 & \mu^{-1}
\end{array}\right] \alpha_{k-1},
$$

where the inequality is interpreted coordinate-wise. Let $\Xi$ be the matrix of the above recursion. We have the crude bound:

$$
\left\|\mathcal{C}_{\kappa}^{\dagger}\right\|_{2}=\left\|\tilde{\mathcal{C}}_{\kappa}^{\dagger}\right\|_{2} \leq\left\|\Xi^{\kappa-1}\right\|_{2}\left\|\alpha_{1}\right\|_{2},
$$

where $\left\|\Xi^{\kappa}\right\|_{2}\left\|\alpha_{1}\right\|_{2} \leq \operatorname{poly}^{\kappa}(M / \mu)$. This completes the proof.

## Chapter 7

## Difficulty of Learning to Control Linear Systems

### 7.1 Introduction

Let us consider again linear systems of the form

$$
\begin{equation*}
S: \quad x_{k+1}=A x_{k}+B u_{k}+H w_{k}, \tag{7.1}
\end{equation*}
$$

where $x_{k} \in \mathbb{R}^{n}$ is the system state, $u_{k} \in \mathbb{R}^{p}$ is some exogenous input, and $w_{k} \in \mathbb{R}^{r}$ is some random disturbance sequence. Control theory has a long history of studying how to design controllers for system (7.1) when its model is known (Bertsekas, 2017). However, in reality system (7.1) might be unknown and we might not have access to its model. In this case, we have to learn how to control (7.1) based on data. In the previous chapter we only focused on the problem of recovering the model of (7.1). In this chapter, we will focus on the problem of learning to control (7.1).

Controlling unknown dynamical systems has also been studied from the perspective of Reinforcement Learning (RL). Although the setting of tabular RL is relatively wellunderstood (Jaksch et al., 2010), it has been challenging to analyze the continuous setting, where the state and/or action spaces are infinite (Ortner \& Ryabko, 2012; Kakade et al.,
2020). Recently, there has been renewed interest in learning to control linear systems. Indeed, linear systems are simple enough to allow for an in-depth theoretical analysis, yet exhibit sufficiently rich behavior so that we can draw conclusions about continuous control of more general system classes (Recht, 2019). Here, we focus on the following two problems.

Regret of online LQR. A fundamental benchmark for continuous control is the Linear Quadratic Regulator (LQR) problem, where the goal is to compute a policy $\pi$ that minimizes

$$
\begin{equation*}
J^{*}(S) \triangleq \min _{\pi} \lim _{T \rightarrow \infty} \frac{1}{T} \mathbb{E}_{S, \pi}\left[\sum_{t=0}^{T-1}\left(x_{t}^{\prime} Q x_{t}+u_{t}^{\prime} R u_{t}\right)+x_{T}^{\prime} Q_{T} x_{T}\right] . \tag{7.2}
\end{equation*}
$$

When model (7.1) is known, LQR enjoys a closed-form solution; the optimal policy is a linear feedback law $\pi_{\star, t}\left(x_{t}\right)=K_{\star} x_{t}$, where the control gain $K_{\star}$ is given by solving the celebrated Algebraic Riccati Equation (7.7). If model (7.1) is unknown, we have to learn the optimal policy from data. In the online learning setting, the goal of the learner is to find a policy that adapts online and competes with the optimal LQR policy that has access to the true model. The suboptimality of the online learning policy at time $T$ is captured by the regret

$$
\begin{equation*}
R_{T}(S) \triangleq \sum_{t=0}^{T-1}\left(x_{t}^{\prime} Q x_{t}+u_{t}^{\prime} R u_{t}\right)+x_{T}^{\prime} Q_{T} x_{T}-T J^{*}(S) \tag{7.3}
\end{equation*}
$$

The learning task is to find a policy with as small regret as possible.
Sample Complexity of Stabilization Another important benchmark is the problem of stabilization from data. The goal is to learn a linear gain $K \in \mathbb{R}^{m \times n}$ such that the closed-loop system $A+B K$ is stable, i.e., such that its spectral radius $\rho(A+B K)$ is less than one. Many algorithms for online LQR require the existence of such a stabilizing gain to initialize the online learning policy (Simchowitz \& Foster, 2020; Jedra \& Proutiere, 2021). Furthermore, stabilization is a problem of independent interest (Faradonbeh et al., 2018b). In this setting, the learner designs an exploration policy $\pi$ and an algorithm that uses batch state-input data $x_{0}, \ldots, x_{N}, u_{0}, \ldots, u_{N-1}$ to output a control gain $\hat{K}_{N}$, at the end of the exploration phase. Here we focus on sample complexity, i.e., the minimum number of samples $N$ required to find a stabilizing gain.

Since the seminal papers by Abbasi-Yadkori \& Szepesvári (2011) and Dean et al. (2017) both LQR and stabilization have been studied extensively in the literature - see Section 7.1.1. Current state-of-the-art results state that the regret of online LQR and the sample complexity of stabilization scale at most polynomially with system dimension $n$

$$
\begin{equation*}
R_{T}(S) \lesssim C_{1}^{\mathrm{sys}} \operatorname{poly}(n) \sqrt{T}, \quad N \lesssim C_{2}^{\mathrm{sys}} \operatorname{poly}(n) \tag{7.4}
\end{equation*}
$$

where $C_{1}^{\text {sys }}, C_{2}^{\text {sys }}$ are system specific constants that depend on several control theoretic quantities of system (7.1). However, the above statements might not reveal the whole picture.

In fact, system theoretic parameters $C_{1}^{\text {sys }}, C_{2}^{\text {sys }}$ can actually hide dimensional dependence on $n$. This dependence has been overlooked in prior work. As we show in this chapter, there exist non-trivial classes of linear systems for which system theoretic parameters scale dramatically, i.e. exponentially, with the dimension $n$. As a result, the system theoretic quantities $C_{1}^{\text {sys }}, C_{2}^{\text {sys }}$ might be very large and in fact dominate the poly $(n)$ term in the upper bounds (7.4). This phenomenon especially arises in systems which are structurally difficult to control, such as for example underactuated systems. Then, the upper bounds (7.4) suggest that learning might be difficult for such instances. This brings up the following questions. Can learning $L Q R$ or stabilizing controllers indeed be hard for such systems? How does system structure affect difficulty of learning?

To answer the first question, we need to establish lower bounds. As we discuss in Section 7.1.1, existing lower bounds for online LQR (Simchowitz \& Foster, 2020) might not always reveal the dependence on control theoretic parameters. Chen \& Hazan (2021) provided exponential lower bounds for the start-up regret of stabilization. Still, to the best of our knowledge, there are no existing lower bounds for the sample complexity of stabilization. Recently, it was shown that the sample complexity of system identification can grow exponentially with the dimension $n$ (Tsiamis \& Pappas, 2021). However, it is not clear if difficulty of identification translates into difficulty of control. Besides, we do not always need to identify the whole system in order to control it (Gevers, 2005). To answer the
second question, we need to provide upper bounds for several control theoretic parameters. Our contributions are the following:
$\operatorname{Exp}(n)$ Stabilization Lower Bounds. We prove an information-theoretic lower bound for the problem of learning stabilizing controllers, showing that it can indeed be statistically hard for underactuated systems. In particular, we show that the sample complexity of stabilizing an unknown underactuated linear system can scale exponentially with the state dimension $n$. To the best of our knowledge this is the first work to address this issue and consider lower bounds in this setting.
$\operatorname{Exp}(n)$ LQR Regret Lower Bounds. We show that the regret of online LQR can scale exponentially with the dimension as $\exp (n) \sqrt{T}$. In fact, even common integrator-like systems can exhibit this behavior. To prove our result, we leverage recent regret lower bounds (Ziemann \& Sandberg, 2022), which provide a more refined analysis linking regret to system theoretic parameters. Chen \& Hazan (2021) first showed that the start-up cost of the regret (terms of low order) can scale exponentially with $n$. Here, we show that this exponential dependence can also affect multiplicatively the dominant $\sqrt{T}$ term.

Exponential Upper Bounds. Under some additional structural assumptions (bounding systems away from uncontrollability), we provide matching global upper bounds. We show that the sample complexity of stabilization and the regret of online LQR can be at most exponential with the dimension $n$. In fact, we prove a stronger result, that they can be at most exponential with the controllability index of the system, which captures the structural difficulty of control - see Section 7.3. This implies that if the controllability index is small with respect to the dimension $n$, then learning is guaranteed to be easy.

### 7.1.1 Related Work

System Identification. A related problem is that of system identification, where the learning objective is to recover the model parameters $A, B, H$ from data (Matni \& Tu, 2019). The sample complexity of system identification was studied extensively in the setting of fully observed linear systems (Dean et al., 2017; Simchowitz et al., 2018; Faradonbeh et al.,

2018a; Sarkar \& Rakhlin, 2018; Fattahi et al., 2019; Jedra \& Proutiere, 2019; Wagenmaker \& Jamieson, 2020; Efroni et al., 2021) as well as partially-observed systems (Oymak \& Ozay, 2018; Sarkar et al., 2019; Simchowitz et al., 2019; Tsiamis \& Pappas, 2019; Lee \& Lamperski, 2020; Zheng \& Li, 2020; Lee, 2020; Lale et al., 2020b). Recently, it was shown that the sample complexity of system identification can grow exponentially with the dimension $n$ (Tsiamis \& Pappas, 2021).

Learning Feedback Laws. The problem of learning stabilizing feedback laws from data was studied before in the case of stochastic (Dean et al., 2017; Tu et al., 2017; Faradonbeh et al., 2018b; Mania et al., 2019) as well as adversarial (Chen \& Hazan, 2021) disturbances. The standard paradigm has been to perform system identification, followed by a robust control or certainty equivalent gain design. Prior work is limited to sample complexity upper bounds. To the best of our knowledge, there have been no sample complexity lower bounds.

Online LQR. While adaptive control in the LQR framework has a rich history (Matni et al., 2019), the recent line of work on regret minimization in online LQR begins with Abbasi-Yadkori \& Szepesvári (2011). They provide a computationally intractable algorithm based on optimism attaining $O(\sqrt{T})$ regret. Algorithms based on optimism have since been improved and made more tractable (Ouyang et al., 2017a; Abeille \& Lazaric, 2018; AbbasiYadkori et al., 2019; Cohen et al., 2019; Abeille \& Lazaric, 2020). In a closely related line of work, Dean et al. (2018) provide an $O\left(T^{2 / 3}\right)$ regret bound for robust adaptive LQR control, drawing inspiration from classical methods in system identification and robust adaptive control. It has since been shown that certainty equivalent control, without robustness, can attain the (locally) minimax optimal $O(\sqrt{T})$ regret (Mania et al., 2019; Faradonbeh et al., 2020a; Lale et al., 2020a; Jedra \& Proutiere, 2021). In particular, by providing nearly matching upper and lower bounds, Simchowitz \& Foster (2020) refine this analysis and establish that the optimal rate, without taking system theoretic quantities into account, is $R_{T}=\Theta\left(\sqrt{p^{2} n T}\right)$. In this work, we rely on the lower bounds by Ziemann \& Sandberg (2022), which provide a refined instance specific analysis and also lower bounds for the partially
observed setting. Since their bounds exhibit more direct dependencies on control-theoretic parameters, we may use them here to show that certain non-local minimax complexities can be far worse than $R_{T}=\Omega\left(\sqrt{p^{2} n T}\right)$ and scale exponentially in the problem dimension. Indeed, an exponential start-up cost has already been observed by Chen \& Hazan (2021). Here we show that this exponential dependency can persist multiplicatively even for large $T$.

### 7.1.2 Notation

The transpose of $X$ is denoted by $X^{\prime}$. For vectors $v \in \mathbb{R}^{d},\|v\|_{2}$ denotes the $\ell_{2}$-norm. For matrices $X \in \mathbb{R}^{d_{1} \times d_{2}}$, the spectral norm is denoted by $\|X\|_{2}$. For comparison with respect to the positive semi-definite cone we will use $\succeq$ or $\succ$ for strict inequality. By $\mathbb{P}$ we will denote probability measures and by $\mathbb{E}$ expectation. By poly $(\cdot)$ we denote a polynomial function of its arguments. $\operatorname{By} \exp (\cdot)$ we denote a exponential function of its arguments.

### 7.2 Problem Statement

System (7.1) is characterized by the matrices $A \in \mathbb{R}^{n \times n}, B \in \mathbb{R}^{n \times p}, H \in \mathbb{R}^{n \times r}$. We assume that $w_{k} \sim \mathcal{N}\left(0, I_{r}\right)$ is i.i.d. Gaussian with unit covariance. Without loss of generality the initial state is assumed to be zero $x_{0}=0$. In a departure from prior work, we do not necessarily assume that the noise is isotropic. Instead, we consider a more general model, where the noise $H w_{k}$ is allowed to be anisotropic and potentially degenerate.

Assumption 7.1. Matrices $A, B, H$ and the noise dimension $r \leq n$ are all unknown. The unknown matrices are bounded, i.e. $\|A\|_{2},\|B\|_{2},\|H\|_{2} \leq M$, for some positive constant $M \geq 1$. Matrices $B$, $H$ have full column rank $\operatorname{rank}(B)=p \leq n, \operatorname{rank}(H)=r \leq n$. We also assume that the system is non-explosive $\rho(A) \leq 1$.

The boundedness assumption on the state parameters allows us to argue about global sample complexity upper bounds. To simplify the presentation, we make the assumption that the system is non-explosive $\rho(A) \leq 1$. This setting includes marginally stable systems
and is rich enough to provide insights about the difficulty of learning more general systems.
A policy is a sequence of functions $\pi=\left\{\pi_{t}\right\}_{t=0}^{N-1}$. Every function $\pi_{t}$ maps previous state-input values $x_{0}, \ldots, x_{t}, u_{0}, \ldots, u_{t-1}$ and potentially an auxiliary randomization signal AUX to the new input $u_{t}$. Hence all inputs $u_{t}$ are $\mathcal{F}_{t}$-measurable, where $\mathcal{F}_{t} \triangleq$ $\sigma\left(x_{0}, \ldots, x_{t}, u_{0}, \ldots, u_{t-1}\right.$, AUX). For brevity we will use the symbol $S$ to denote a system $S=(A, B, H)$. Let $\mathbb{P}_{S, \pi}\left(\mathbb{E}_{S, \pi}(\cdot)\right)$ denote the probability distribution (expectation) of the input-state data when the true system is equal to $S$ and we apply a policy $\pi$.

### 7.2.1 Difficulty of Stabilization

In the stabilization problem, the goal is to find a state-feedback control law $u=K x$, where $K$ renders the closed-loop system $A+B K$ stable with spectral radius less than one, i.e., $\rho(A+B K)<1$. We assume that we collect data $x_{0}, \ldots, x_{N}, u_{0}, \ldots, u_{N}$, which are generated by system (7.1) using any exploration policy $\pi$, e.g. white-noise excitation, active learning etc. Since we care only about sample complexity, the policy is allowed to be maximally exploratory. To make the problem meaningful, we restrict the average control energy.

Assumption 7.2. The control energy is bounded $\mathbb{E}_{S, \pi}\left\|u_{t}\right\|_{2}^{2} \leq \sigma_{u}^{2}$, for some $\sigma_{u}>0$.
Next, we define a notion of learning difficulty for classes of linear systems. By $\mathfrak{C}_{n}$ we will denote a class of systems with dimension $n$. We will define as easy, classes of linear system that exhibit poly ( $n$ ) sample complexity.

Definition $6\left(\operatorname{Poly}(n)\right.$-stabilizable classes). Let $\mathcal{C}_{n}$ be a class of systems. Let $\hat{K}_{N}$ be $a$ function that maps input-state data $\left(u_{0}, x_{1}\right), \ldots,\left(u_{N-1}, x_{N}\right)$ to a control gain. We call the class $\mathcal{C}_{n}$ poly $(n)-$ stabilizable if there exists an algorithm $\hat{K}_{N}$ and an exploration policy $\pi$ satisfying Assumption 7.2, such that for any confidence $0 \leq \delta<1$ :

$$
\begin{equation*}
\sup _{S \in \mathbb{C}_{n}} \mathbb{P}_{S, \pi}\left(\rho\left(A+B \hat{K}_{N}\right) \geq 1\right) \leq \delta, \quad \text { if } \quad N \geq \operatorname{poly}(n, \log 1 / \delta, M) . \tag{7.5}
\end{equation*}
$$

The above class-specific definition can be turned into a local, instance-specific, definition of sample complexity by considering a neighborhood around an unknown system. The
question then arises whether linear systems are generally poly( $n$ )-stabilizable.
Problem 7.1. Are there linear system classes which are not poly $(n)$-stabilizable? When can we guarantee poly( $n$ )-stabilizability?

### 7.2.2 Difficulty of Online LQR

Consider the LQR objective (7.2). Let the state penalty matrix $Q \in \mathbb{R}^{n \times n} \succ 0$ be positive definite, with the input penalty matrix $R \in \mathbb{R}^{p \times p}$ also positive definite. When the model is known, the optimal policy is a linear feedback law $\pi_{\star}=\left\{K_{\star} x_{k}\right\}_{k=0}^{T-1}$, where $K_{\star}$ is given by

$$
\begin{equation*}
K_{\star}=-\left(B^{\prime} P B+R\right)^{-1} B^{\prime} P A, \tag{7.6}
\end{equation*}
$$

and $P$ is the unique positive definite solution to the Discrete Algebraic Riccati Equation

$$
\begin{equation*}
P=A^{\prime} P A+Q-A^{\prime} P B\left(B^{\prime} P B+R\right)^{-1} B^{\prime} P A . \tag{7.7}
\end{equation*}
$$

Throughout the chapter, we will assume that $Q_{T}=P$. If the model of (7.1) is unknown, the goal of the learner is to find an online learning policy $\pi$ that leads to minimum regret $R_{T}(S)$. In the setting of online LQR, the data are revealed sequentially, i.e. $x_{t+1}$ is revealed after we select $u_{t}$. Contrary to the stabilization problem, here we study regret, i.e. there is a tradoff between exploration and exploitation. We will define a class-specific notion of learning difficulty based on the ratio between the regret and $\sqrt{T}$.

Definition $7\left(\operatorname{Poly}(n)\right.$-Regret). Let $\mathcal{C}_{n}$ be a class of systems of dimension $n$. We say that the class $\mathfrak{C}_{n}$ exhibits poly(n) minimax expected regret if

$$
\begin{equation*}
\min _{\pi} \sup _{S \in \mathrm{C}_{n}} \mathbb{E}_{S, \pi} R_{T}(S) \leq \operatorname{poly}(n, M, \log T) \sqrt{T}+\tilde{O}(1) \tag{7.8}
\end{equation*}
$$

where $\tilde{O}(1)$ hides poly $\log T$ terms.

Our definition here is based on expected regret, but we could have a similar definition based on high probability regret guarantees - see Dann et al. (2017) for distinctions between
the two definitions. Similar to the stabilization problem, we pose the following questions.
Problem 7.2. Are there classes of systems for which poly(n)-regret is impossible? When is poly $(n)$-regret guaranteed?

### 7.3 Classes with Rich Controllability Structure

Before we present our learning guarantees, we need to find classes of systems, where learning is meaningful. To make sure that the stabilization and the LQR problems are well-defined, we assume that system (7.1) is controllable ${ }^{4}$.

Assumption 7.3. System (7.1) is $(A, B)$ controllable, i.e. matrix

$$
\mathcal{C}_{k}(A, B) \triangleq\left[\begin{array}{llll}
B & A B & \cdots & A^{k-1} B \tag{7.9}
\end{array}\right]
$$

has full column rank $\operatorname{rank}\left(\mathcal{C}_{k}(A, B)\right)=n$, for some $k \leq n$.
Unsurprisingly, the class of all controllable systems does not exhibit finite sample complexity/regret, let alone polynomial sample complexity/regret. The main issue is that there exist systems which satisfy the rank condition but are arbitrarily close to uncontrollability. For example, consider the following controllable system, which we want to stabilize

$$
x_{k+1}=\left[\begin{array}{ll}
1 & \alpha \\
0 & 0
\end{array}\right] x_{k}+\left[\begin{array}{l}
0 \\
1
\end{array}\right] u_{k}+w_{k}
$$

The only way to stabilize the system is indirectly by using the second state $x_{k, 2}$, via the coupling coefficient $\alpha$. However, we need to know the sign of $\alpha$. If $\alpha$ is allowed to be arbitrarily small, i.e. the system is arbitrarily close to uncontrollability, then an arbitrarily large number of samples is required to learn the sign of $\alpha$, leading to infinite complexity. To obtain classes with finite sample complexity/regret we need to bound the system instances away from uncontrollability. One way is to consider the least singular value of the

[^4]controllability Gramian $\Gamma_{k}(A, B)$ at time $k$ :
\[

$$
\begin{equation*}
\Gamma_{k}(A, B) \triangleq \sum_{t=0}^{k-1} A^{t} B B^{\prime}\left(A^{\prime}\right)^{t} \tag{7.10}
\end{equation*}
$$

\]

An implicit assumption in prior literature is that $\sigma_{\min }^{-1}\left(\Gamma_{k}(A, B)\right) \leq \operatorname{poly}(n)$. We will not assume this here, since it might exclude many systems of interest, such as integrator-like systems, also known as underactuated systems. Instead, we will relax this requirement to allow richer system structures.

To avoid pathologies, we will lower bound the coupling between states in the case of indirectly controlled systems. To formalize this idea, let us review some notions from system theory. The controllability index is defined as follows

$$
\begin{equation*}
\kappa(A, B) \triangleq \min \left\{k \geq 1: \operatorname{rank}\left(\mathcal{C}_{k}(A, B)\right)=n\right\} \tag{7.11}
\end{equation*}
$$

i.e., it is the minimum time such that the controllability rank condition is satisfied. It captures the degree of underactuation and reflects the structural difficulty of control.

Based on the fact that the rank of the controllability matrix at time $\kappa$ is $n$, we can show that the pair $(A, B)$ admits the following canonical representation, under a unitary similarity transformation (Dooren, 2003). It is called the Staircase or Hessenberg form of system (7.1).

Proposition 7.1 (Staircase form). Consider a controllable pair $(A, B)$ with controllability index $\kappa$ and controllability matrix $\mathcal{C}_{k}, k \geq 0$. There exists a unitary similarity transforma-
tion $U \in \mathbb{R}^{n \times n}$ such that $U^{\prime} U=U U^{\prime}=I$ and:

$$
U^{\prime} B=\left[\begin{array}{c}
B_{1}  \tag{7.12}\\
0 \\
0 \\
0 \\
\vdots \\
0
\end{array}\right], \quad U^{\prime} A U=\left[\begin{array}{ccccc}
A_{1,1} & A_{1,2} & \cdots & A_{1, \kappa-1} & A_{1, \kappa} \\
A_{2,1} & A_{2,2} & \cdots & A_{3, \kappa-1} & A_{2, \kappa} \\
0 & A_{3,2} & \cdots & A_{3, \kappa-1} & A_{3, \kappa} \\
0 & 0 & \cdots & A_{4, \kappa-1} & A_{4, \kappa} \\
\vdots & & & \vdots & \\
0 & 0 & \cdots & A_{\kappa, \kappa-1} & A_{\kappa, \kappa}
\end{array}\right]
$$

where $A_{i, j} \in \mathbb{R}^{p_{i} \times p_{j}}$ are block matrices, with $p_{i}=\operatorname{rank}\left(\mathcal{C}_{i}\right)-\operatorname{rank}\left(\mathcal{C}_{i-1}\right), p_{1}=p, B_{1} \in \mathbb{R}^{p \times p}$. Matrices $A_{i+1, i}$ have full row rank $\operatorname{rank}\left(A_{i+1, i}\right)=p_{i+1}$ and the sequence $p_{i}$ is decreasing.

Matrix $U$ is the orthonormal matrix of the QR decomposition of the first $n$ independent columns of $\mathcal{C}_{\kappa}(A, B)$. It is unique up to sign flips of its columns. The above representation captures the coupling between the several sub-states via the matrices $A_{i+1, i}$. It has been used before as a test of controllability Dooren (2003). This motivates the following definition, wherein we bound the coupling matrices $A_{i+1, i}$ away from zero.

Definition 8 (Robustly coupled systems). Consider a controllable system ( $A, B$ ) with controllability index $\kappa$. It is called $\mu$-robustly coupled if and only if for some positive $\mu>0$ :

$$
\begin{equation*}
\sigma_{p}\left(B_{1}\right) \geq \mu, \quad \sigma_{p_{i+1}}\left(A_{i+1, i}\right) \geq \mu, \text { for all } 2 \leq i \leq \kappa-1, \tag{7.13}
\end{equation*}
$$

where $B_{1}, A_{i+1, i}$ are defined as in the Staircase form (7.12).

In the previous example, by introducing the $\mu$-robust coupling requirement, we enforce a lower bound on the coupling coefficient $\alpha \geq \mu$, thus, avoiding pathological systems.

### 7.4 Difficulty of Stabilization

In this section, we show that there exist non-trivial classes of linear systems for which the problem of stabilization from data is hard. In fact, the class of robustly coupled systems
requires at least an exponential, in the state dimension $n$, number of samples.

Theorem 7.1 (Stabilization can be Hard). Consider the class $\mathrm{C}_{n, \kappa}^{\mu}$ of all $\mu$-robustly coupled systems $S=(A, B, H)$ of dimension $n$ and controllability index $\kappa$. Let Assumption 7.2 hold and let $\mu<1$. Then, for any stabilization algorithm, the sample complexity is exponential in the index $\kappa$. For any confidence $0 \leq \delta<1 / 2$ the requirement

$$
\sup _{S \in \mathfrak{C}_{n, \kappa}^{\mu}} \mathbb{P}_{S, \pi}\left(\rho\left(A+B \hat{K}_{N}\right) \geq 1\right) \leq \delta
$$

is satisfied only if

$$
N \sigma_{u}^{2} \geq \frac{1}{2}\left(\frac{1}{\mu}\right)^{2 \kappa-2}\left(\frac{1-\mu}{\mu}\right)^{2} \log \frac{1}{3 \delta} .
$$

Theorem 7.1 implies that system classes with large controllability index, e.g. $\kappa=n$, suffer in general from sample complexity which is exponential with the dimension $n$. In other words, learning difficulty arises in the case of under-actuated systems. Only a limited number of system states are directly driven by inputs and the remaining states are only indirectly excited, leading to a hard learning and stabilization problem. Consider now systems

$$
S_{i}: \quad x_{k+1}=\left[\begin{array}{ccccc}
1 & \alpha_{i} \mu & 0 & \cdots & 0  \tag{7.14}\\
0 & 0 & \mu & \cdots & 0 \\
& & \ddots & \ddots & \\
0 & 0 & 0 & \cdots & \mu \\
0 & 0 & 0 & \cdots & 0
\end{array}\right] x_{k}+\left[\begin{array}{c}
0 \\
0 \\
\vdots \\
0 \\
\mu
\end{array}\right] u_{k}+\left[\begin{array}{c}
1 \\
0 \\
\vdots \\
0 \\
0
\end{array}\right] w_{k}, i \in\{1,2\}
$$

where $0<\mu<1, \alpha_{1}=1$, $\alpha_{2}=-1$. Systems $S_{1}, S_{2}$ are almost identical with the exception of element $A_{12}$ where they have different signs. Both systems have one marginally stable mode corresponding to state $x_{k, 1}$. The only way to stabilize $x_{k, 1}$ with state feedback is indirectly, via $x_{k, 2}$. Given system $S_{1}$, since $\alpha_{1} \mu>0$, it is necessary that the first component of the gain is negative $\hat{K}_{N, 1}<0$. This follows from the Jury stability criterion, a standard stability test in control theory (Fadali \& Visioli, 2013, Ch. 4.5)-see Section 7.9. On the
other hand, we can only stabilize $S_{2}$ if $\hat{K}_{N, 1}>0$. Hence, the only way to stabilize the system is to identify the sign of $\alpha_{i}$. In other words, we transform the stabilization problem into a system identification problem. However, identification of the correct sign is very hard since the excitation of $x_{k, 2}=\mu^{n-1} u_{k-n+1}$ scales with $\mu^{n-1}$. The proof relies on Birgé's inequality (Boucheron et al., 2013). In Section 7.9 we construct a slightly more general example with non-zero diagonal elements. Our construction relies on the fact that $\mu<1$. It is an open question whether we can construct hard learning instances for $\mu \geq 1$.

One insight that we obtain from the above example is that lack of excitation might lead to large sample complexity of stabilization. In particular, this can happen when we have an unstable/marginally stable mode, which can only be controlled via the system identification bottleneck, like $A_{1,2}$ in the above example.

### 7.4.1 Sample complexity upper bounds

As we show below, sample complexity cannot be worse than exponential under the assumption of robust coupling. If the exploration policy is a white noise input sequence, then using a least squares identification algorithm (Simchowitz et al., 2018), and a robust control design scheme (Dean et al., 2017), the sample complexity can be upper bounded by a function which is at most exponential with the dimension $n$. In fact, we provide a more refined result, directly linking sample complexity to the controllability index $\kappa$. Our proof relies on bounding control theoretic quantities like the least singular value of the controllablility Gramian. The details of the proof and the algorithm can be found in Section 7.10.

Theorem 7.2 (Exponential Upper Bounds). Consider the class $\mathfrak{C}_{n, \kappa}^{\mu}$ of all $\mu$-robustly coupled systems $S=(A, B, H)$ of dimension $n$ and controllability index $\kappa$. Let Assumption 7.2 hold. Then, the sample complexity is at most exponential with $\kappa$. There exists an exploration policy $\pi$ and algorithm $\hat{K}_{N}$ such that for any $\delta<1$ :

$$
\sup _{S \in \mathbb{C}_{n, \kappa}^{\mu}} \mathbb{P}_{S, \pi}\left(\rho\left(A+B \hat{K}_{N}\right) \geq 1\right) \leq \delta, \quad \text { if } \quad N \sigma_{u}^{2} \geq \operatorname{poly}\left(\left(\frac{M}{\mu}\right)^{\kappa}, M^{\kappa}, n, \log 1 / \delta\right)
$$

Assume that the constants $\mu$ and $M$ are dimensionless. Then, our upper and lower bounds match qualitatively with respect to the dependence on $\kappa$. Theorem 7.2 implies that if the degree of underactuation is mild, i.e. $\kappa=O(\log n)$, then robustly coupled systems are guaranteed to be poly $(n)$-stabilizable. Our upper bound picks up a dependence on the quantity $M / \mu$. Recall that $M$ upper-bounds the norm of $A$. Hence, it captures a notion of sensitivity of the dynamics $A$ to inputs/noise. In the lower bounds only the coupling term $\mu$ appears. It is an open question to prove or disprove whether the sensitivity of $A$ affects stabilization or it is an artifact of our analysis. Another important open problem is to determine the optimal constant that multiplies $\kappa$ in the exponent. Our lower bound suggests that the exponent can be at least of the order of 2 times $\kappa$. In our upper bounds, by following the proof, we get an exponent which is larger than 2 .

### 7.5 Difficulty of online LQR

In the following theorem, we prove that classes of robustly coupled systems can exhibit minimax expected regret which grows at least exponentially with the dimension $n$. Let $\mathfrak{C}_{n, \kappa}^{\mu}$ denote the class of $\mu$-robustly coupled systems $S=(A, B, H)$ of state dimension $n$ and controllability index $\kappa$. Define the $\epsilon$-dilation $\mathfrak{C}_{n, \kappa}^{\mu}(\epsilon)$ of $\mathfrak{C}_{n, \kappa}^{\mu}$ as

$$
\mathcal{C}_{n, \kappa}^{\mu}(\epsilon) \triangleq\left\{(A, B, H):\left\|\left[\begin{array}{cc}
A-\tilde{A} & B-\tilde{B}
\end{array}\right]\right\|_{2} \leq \epsilon, \text { for some }(\tilde{A}, \tilde{B}, H) \in \mathcal{C}_{n, \kappa}^{\mu}\right\},
$$

which consists of every system in $\mathfrak{C}_{n, \kappa}^{\mu}$ along with its $\epsilon$-ball around it.
Theorem 7.3 (Exponential Regret Lower Bounds). Consider the class $\mathfrak{C}_{n, \kappa}^{\mu}$ of all $\mu$-robustly coupled systems $S=(A, B, H)$ of state dimension $n$ and controllability index $\kappa$, with $\kappa \leq$ $n-1$. For every $\epsilon>0$ define the $\epsilon$-dilation $\mathfrak{C}_{n, \kappa}^{\mu}(\epsilon)$. Let $Q_{T}=P$, the solution to the $A R E$ (7.7), and assume $\mu<1$. Let $0<\alpha<1 / 4$. For any policy $\pi$

$$
\liminf _{T \rightarrow \infty} \sup _{S \in \mathrm{C}_{n, \kappa}^{\mu}\left(T^{-\alpha}\right)} \mathbb{E}_{S, \pi} \frac{R_{T}(S)}{\sqrt{T}} \geq \frac{1}{4 \sqrt{n}} 2^{\frac{\kappa-1}{2}}
$$

When the controllability index is large, e.g. $\kappa=n$, then the lower bounds become exponential with $n$. Hence, achieving poly $(n)$-regret is impossible in the case of general linear systems. Let us now explain when learning can be difficult. Consider the following 1-strongly coupled system, which consists of two independent subsystems

$$
A=\left[\begin{array}{c|ccccc}
0 & 0 & 0 & & 0 & 0  \tag{7.15}\\
\hline 0 & 1 & 1 & & 0 & 0 \\
& & & \ddots & & \\
0 & 0 & 0 & & 1 & 1 \\
0 & 0 & 0 & & 0 & 1
\end{array}\right], B=\left[\begin{array}{c|c}
1 & 0 \\
0 & 0 \\
\vdots & \\
0 & 1
\end{array}\right] u_{k}, H=I_{n}, Q=I_{n}, R=I_{2},
$$

where the first subsystem is a memoryless system, while the second one is the discrete integrator of order $n-1$. Since the sub-systems are decoupled, the optimal LQR controller will also be decoupled and structured

$$
K_{\star}=\left[\begin{array}{cc}
0 & 0 \\
0 & K_{\star, 0}
\end{array}\right]
$$

where $K_{\star, 0}$ is the optimal gain of the second subsystem. The first subsystem (upper-left) is memoryless and does not require any regulation, that is, $\left[K_{\star}\right]_{11}=0$.

Consider now a perturbed system $\tilde{A}=A-\Delta K_{\star}, \tilde{B}=B+\Delta$, for some $\Delta \in \mathbb{R}^{p \times n}$. Such perturbations are responsible for the $\sqrt{T}$ term in the regret of LQR (Simchowitz \& Foster, 2020; Ziemann \& Sandberg, 2022); systems $(A, B)$ and $(\tilde{A}, \tilde{B})$ are indistinguishable under the control law $u_{t}=K_{\star} x_{t}$ since $A+B K_{\star}=\tilde{A}+\tilde{B} K_{\star}$. Now, informally, to get an $\exp (n) \sqrt{T}$ regret bound it is sufficient to satisfy two conditions: i) the system is sensitive to inputs or noise, in the sense that any exploratory signal can incur extra cost, which grows exponentially with $n$. ii) the difference $\tilde{A}-A, \tilde{B}-B$ is small enough, i.e. polynomial in $n$, so that identification of $\Delta$ requires significant deviation from the optimal policy.

The $n-1$-th integrator is very sensitive to inputs or noises. As inputs $u_{k, 2}$ and noises $w_{k}$ get integrated $(n-1)$-times, this will result in accumulated values that grow exponentially
as we move up the integrator chain. Hence, the first informal condition is satisfied. To satisfy the second condition we let the perturbation $\Delta$ have the following structure

$$
\Delta=\left[\begin{array}{cc}
0 & 0  \tag{7.16}\\
\Delta_{1} & 0
\end{array}\right]
$$

where we only perturb the matrix of the first input $u_{k, 1}$. By using two subsystems and the above construction, we make it harder to detect $\Delta$. In particular, because of the structure of the system $\left(\left[K_{\star}\right]_{11}=0\right)$ and the perturbation $\Delta$, we have $\tilde{A}=A-\Delta K_{\star}=A$. Hence $\left\|\left[\begin{array}{cc}A & B\end{array}\right]-\left[\begin{array}{cc}\tilde{A} & \tilde{B}\end{array}\right]\right\|_{2}=\|\Delta\|_{2} \leq \operatorname{poly}(n)\|\Delta\|_{2}$, i.e., the perturbed system does not lie too far away from the nominal one. This last condition might be crucial. If $\left\|\Delta K_{\star}\right\| \geq$ $\exp (n)\|\Delta\|_{2}$, then it might be possible to distinguish between $(A, B)$ and $(\tilde{A}, \tilde{B})$ without deviating too much from the optimal policy. This may happen if we use only one subsystem, since $\left\|K_{\star, 0}\right\|_{2}$ might be large. By using two subsystems, we cancel the effect of $K_{\star, 0}$ in $\Delta K_{\star}$.

In the stabilization problem, we show that the lack of excitation during the system identification stage might hurt sample complexity. Here, we show that if a system is too sensitive to inputs and noises, i.e. some state subspaces are too easy to excite, this can lead to large regret. Both lack of excitation and too much excitation of certain subspaces can hurt learning performance. This was observed before in control (Skogestad et al., 1988).

### 7.5.1 Sketch of Lower Bound Proof

Let $S_{0}=\left(A_{0}, B_{0}, I_{n-1}\right) \in \mathfrak{C}_{n-1, \kappa}^{\mu}$ be a $\mu$-robustly coupled system of state dimension $n-1$, input dimension $p-1$ and controllability index $\kappa \leq n-1$. Let $P_{0}$ be the solution of the Riccati equation for $Q_{0}=I_{n-1}, R_{0}=I_{p-1}$, with $K_{\star, 0}$ the corresponding optimal gain. Define the steady-state covariance of the closed-loop system

$$
\begin{equation*}
\Sigma_{0, x}=\left(A_{0}+B_{0} K_{\star, 0}\right) \Sigma_{0, x}\left(A_{0}+B_{0} K_{\star, 0}\right)^{\prime}+I_{n-1} . \tag{7.17}
\end{equation*}
$$

Now, consider the composite system:

$$
A=\left[\begin{array}{cc}
0 & 0  \tag{7.18}\\
0 & A_{0}
\end{array}\right], B=\left[\begin{array}{cc}
1 & 0 \\
0 & B_{0}
\end{array}\right], H=I_{n}
$$

with $Q=I_{n}, R=I_{p}$. Let $\Delta$ be structured as in (7.16), for some arbitrary $\Delta_{1}$ of unit norm $\left\|\Delta_{1}\right\|_{2}=1$. The Riccati matrix of the composite system is denoted by $P$ and the corresponding gain by $K_{\star}$. Consider the parameterization:

$$
\begin{equation*}
A(\theta)=A-\theta \Delta K_{\star}, \quad B(\theta)=B+\theta \Delta, \tag{7.19}
\end{equation*}
$$

for any $\theta \in \mathbb{R}$. Let $\mathcal{B}(\theta, \epsilon)$ denote the open Euclidean ball of radius $\epsilon$ around $\theta$. For every $\epsilon>0$, define the local class of systems around $S$ as $\mathcal{C}_{S}(\epsilon) \triangleq\left\{\left(A(\theta), B(\theta), I_{n}\right), \theta \in \mathcal{B}(0, \epsilon)\right\}$. Based on the above construction and Theorem 1 of Ziemann \& Sandberg (2022), a general information-theoretic regret lower bound, we prove the following lemma.

Lemma 7.1 (Two-Subsystems Lower Bound). Consider the parameterized family of linear systems defined in (7.19), for $n, p \geq 2$ where $\Delta$ is structured as in (7.16). Let $Q=I_{n}$, $R=I_{p}$. Let $Q_{T}=P(\theta)$, where $P(\theta)$ is the solution to the Riccati equation for $(A(\theta), B(\theta))$. Then, for any policy $\pi$ and any $0<a<1 / 4$ the expected regret is lower bounded by

$$
\lim \inf _{T \rightarrow \infty} \sup _{\hat{S} \in \mathcal{e}_{S}\left(T^{-a}\right)} \mathbb{E}_{\hat{S}, \pi} \frac{R_{T}(\hat{S})}{\sqrt{T}} \geq \frac{1}{4 \sqrt{n}} \sqrt{\Delta_{1}^{\prime} P_{0}\left[\Sigma_{0, x}-I_{n-1}\right] P_{0} \Delta_{1}} .
$$

Optimizing over $\Delta_{1}$, we obtain a lower bound on the order of $\left\|P_{0}\left[\Sigma_{0, x}-I_{n-1}\right] P_{0}\right\|_{2}$. What remains to show is that for the ( $n-1$ )-th order integrator (second subsystem in (7.15)) the product $\left\|P_{0}\left[\Sigma_{0, x}-I_{n-1}\right] P_{0}\right\|_{2}$ is exponentially large with $n$.

Lemma 7.2 (System Theoretic Parameters can be Large). Consider the $(n-1)-t h$ order integrator (second subsystem in (7.15)). Let $P_{0}$ be the Riccati matrix for $Q_{0}=I_{n-1}, R_{0}=1$,
with $K_{\star, 0}, \Sigma_{0, x}$ the corresponding $L Q R$ control gain and steady-state covariance. Then

$$
\left\|P_{0}\left[\Sigma_{0, x}-I_{n-1}\right] P_{0}\right\|_{2} \geq \sum_{j=1}^{n-1} \sum_{i=0}^{j}\binom{j}{i}^{2} \geq 2^{n-1}
$$

Our lemma shows that control theoretic parameters can scale exponentially with the dimension $n$. The $(n-1)$-th order integrator is a system which is mildly unstable. In Section 7.11.4, we show that stable systems can also suffer from the same issue.

### 7.5.2 Regret Upper Bounds

Similar to the stabilization problem, we show that under the assumption of robust coupling, the regret cannot be worse than $\exp (\kappa) \sqrt{T}$ with high probability. As we prove in Lemma 7.3, the solution $P$ to the Riccati equation has norm $\|P\|_{2}$ that scales at most exponentially with the index $\kappa$ in the case of robustly-coupled systems. This result combined with the regret upper bounds of Simchowitz \& Foster (2020), give us the following result.

Theorem 7.4 (Exponential Upper Bounds). Consider a $\mu$-robustly coupled system $S=$ $(A, B, H)$ of dimension $n$, controllability index $\kappa$. Assume that we are given an initial stabilizing gain $K_{0}$. Let $Q=I_{n}, R \succeq I_{p}$, and $Q_{T}=0$. Assume that the noise is nonsingular $H H^{\prime}=I_{n}$. Let $\delta \in(0,1 / T)$. Using the Algorithm 1 of Simchowitz $\xi \mathcal{F}$ Foster (2020) with probability at least $1-\delta$ :

$$
R_{T}(A, B) \leq \operatorname{poly}\left(n,\left(\frac{M}{\mu}\right)^{\kappa}, M^{\kappa}, \log 1 / \delta\right) \sqrt{T}+\operatorname{poly}\left(n,\left(\frac{M}{\mu}\right)^{\kappa}, M^{\kappa}, \log 1 / \delta, P\left(K_{0}\right)\right)
$$

where $P\left(K_{0}\right)=\left(A+B K_{0}\right)^{\prime} P\left(K_{0}\right)(A+B K)+Q+K_{0}^{\prime} R K_{0}$.

The result follows immediately by our Lemma 7.3 and the upper bounds of Theorem 2 in Simchowitz \& Foster (2020). Assuming that the plant sensitivity $M$ and the coupling coefficient $\mu$ are dimensionless, then if we have a mild degree of underactuation, i.e. $\kappa=$ $O(\log n)$, we get $\operatorname{poly}(n)$-regret with high probability. Note that the above guarantees are for high probability regret which is not always equivalent to expected regret (Dann et al.,
2017). Our upper-bounds are almost global for all robustly coupled systems, in the sense that the dominant $\sqrt{T}$-term is globally bounded. To provide truly global regret guarantees it is sufficient to add an initial exploration phase to Algorithm 1 of Simchowitz \& Foster (2020), which first learns a stabilizing gain $K_{0}$. For this stage we could use the results of Section 7.4.1, and Section 7.10. We leave this for future work.

### 7.6 Conclusion

We prove that learning to control linear systems can be hard for non-trivial system classes. The problem of stabilization might require sample complexity which scales exponentially with the system dimension $n$. Similarly, online LQR might exhibit regret which scales exponentially with $n$. This difficulty arises in the case of underactuated systems. Such systems are structurally difficult to control; they can be very sensitive to inputs/noise or very hard to excite. If the system is robustly coupled and has a mild degree of underactuation (small controllability index), then we can guarantee that learning will be easy.

We stress that system theoretic quantities might not be dimensionless. On the contrary, they might grow very large with the dimension and dominate any poly ( $n$ ) terms. Hence, going forward, an important direction of future work is to find policies with optimal dependence on such system theoretic quantities. Although the optimal dependence is known for the problem of system identification (Simchowitz et al., 2018; Jedra \& Proutiere, 2019), it is still not clear what is the optimal dependence in the case of control. For example, an interesting open problem is to find the optimal dependence of the regret $R_{T}$ on the Riccati equation solution $P$. For the problem of stabilization, it is open to find how sample complexity optimally scales with the least singular value of the controllability Gramian.

### 7.7 Preliminaries: System Theoretic Concepts

In this section, we review briefly some system theoretic concepts. A system $(A, B) \in$ $\mathbb{R}^{n \times(n+p)}$ is controllable if and only if the controllability matrix

$$
\mathcal{C}_{k}(A, B)=\left[\begin{array}{llll}
B & A B & \cdots & A^{k-1} B
\end{array}\right]
$$

has full column rank for some $k \leq n$. The minimum such index $\kappa$ that the rank condition is satisfied is called the controllability index, and it is always less or equal than the state dimension $n$. A system $(A, B)$ is called stabilizable if and only if there exists a matrix $K \in \mathbb{R}^{p \times n}$ such that $A+B K$ is stable, i.e. has spectral radius $\rho(A+B K)$. Any controllable system is also stabilizable. A system $\left(A^{\prime}, B^{\prime}\right)$ is called observable if and only if $(A, B)$ is controllable. Similarly $\left(A^{\prime}, B^{\prime}\right)$ is detectable if and only if $(A, B)$ is stabilizable.

Let $A$ be stable $(\rho(A)<1)$ and consider the transfer matrix $(z I-A)^{-1}, z \in \mathcal{C}$ in the frequency domain. The $\mathcal{H}_{\infty}$-norm is given by

$$
\left\|(z I-A)^{-1}\right\|_{\mathcal{H}_{\infty}}=\sup _{|z|=1}\left\|(z I-A)^{-1}\right\|_{2} .
$$

Using the identity $(I-D)^{-1}=I+D+D^{2} \ldots$ for $\rho(D)<1$, we can upper bound the $\mathcal{H}_{\infty}$-norm by

$$
\left\|(z I-A)^{-1}\right\|_{\mathcal{H}_{\infty}} \leq \sum_{t=0}^{\infty}\left\|A^{t}\right\|_{2}
$$

### 7.7.1 Properties of the Riccati Equation

Consider the infinite horizon LQR problem defined in (7.2). Let $(A, B)$ be controllable and assume that $Q \succ 0$ is positive semi-definite and $R \succ 0$ is positive definite. As we stated in Section 7.2, the optimal policy $K_{\star} x_{k}$ has the following closed-form solution

$$
K_{\star}=-\left(B^{\prime} P B+R\right)^{-1} B^{\prime} P A,
$$

where $P$ is the unique positive definite solution to the Discrete Algebraic Riccati Equation

$$
P=A^{\prime} P A+Q-A^{\prime} P B\left(B^{\prime} P B+R\right)^{-1} B^{\prime} P A .
$$

Moreover, $A+B K_{\star}$ is stable, i.e. $\rho\left(A+B K_{\star}\right)<1$. The above solution is well-defined under the conditions of $(A, B)$ controllable, $Q \succ 0, R \succ 0$. Note that we can relax the conditions to $Q \succeq 0$ being positive semi-definite, $\left(A, Q^{1 / 2}\right)$ detectable, and $(A, B)$ stabilizable, which is a well-known result in control theory (Chan et al., 1984, Th. 3.1).

Consider now the finite-horizon LQR problem, under the same assumptions of $(A, B)$ controllable, $Q \succ 0$, and $R \succ 0$

$$
\begin{equation*}
J_{T}^{*}(S) \triangleq \min _{\pi} \mathbb{E}_{S, \pi}\left[\sum_{t=0}^{T-1}\left(x_{t}^{\prime} Q x_{t}+u_{t}^{\prime} R u_{t}\right)+x_{T}^{\prime} Q_{T} x_{T}\right] \tag{7.20}
\end{equation*}
$$

The optimal policy is a feedback law $K_{t} x_{t}, t \leq T-1$, with time varying gains. The gains satisfy the following closed-form expression

$$
K_{t}=-\left(B^{\prime} P_{t+1} B+R\right)^{-1} B^{\prime} P_{t+1} A,
$$

where $P_{t}$ satisfies the Riccati Difference Equation

$$
P_{t}=A^{\prime} P_{t+1} A+Q-A^{\prime} P_{t+1} B\left(B^{\prime} P_{t+1} B+R\right)^{-1} B^{\prime} P_{t+1} A, P_{T}=Q_{T}
$$

It turns out that as we take the horizon to infinity $T \rightarrow \infty$, then we get $\lim _{T \rightarrow \infty} P_{k}=P$ exponentially fast, for any fixed $k$, where $P$ is the positive definite solution to the Algebraic Riccati Equation. The convergence is true under the conditions of $(A, B)$ controllable, $Q \succ 0, R \succ 0$. Again we could relax the conditions to $Q \succeq 0$ being positive semi-definite, $\left(A, Q^{1 / 2}\right)$ detectable, and $(A, B)$ stabilizable (Chan et al., 1984, Th. 4.1). Note that if we select the terminal cost $Q_{T}=P$, then trivially $P_{t}=P$ for all $t \leq T$, and we recover the same controller as in the infinite horizon case.

Finally, a nice property of the Riccati recursion is that the right-hand side is order-
preserving with respect to the matrices $P, Q$. In particular, define the operator:

$$
g(X, Y)=A^{\prime} X A+Y-A^{\prime} Y B\left(B^{\prime} X B+R\right)^{-1} B^{\prime} Y A .
$$

Then, if $X_{1} \succeq X_{2}$, we have that $g\left(X_{1}, Y\right) \succeq g\left(X_{2}, Y\right)$ (Anderson \& Moore, 2005, Ch. 4.4). Similarly, if $Y_{1} \succeq Y_{2}$ then $g\left(X, Y_{1}\right) \succeq g\left(X, Y_{2}\right)$.

### 7.8 Proofs: System Theoretic Bounds for Robustly Coupled Systems

The first result lower bounds the least singular value of the controllability Gramian in terms of the sensitivity $M$, the coupling coefficient $\mu$, and the controllability index $\kappa$ of the system.

Theorem 7.5 (Gramian lower bound (Tsiamis \& Pappas, 2021)). Consider a system $(A, B, H)$ that satisfies Assumption 7.1, with $\kappa$ its controllability index. Assume that $(A, B)$ is $\mu$-robustly coupled. Then, the least singular value of the $\operatorname{Gramian} \Gamma_{\kappa}=\Gamma_{\kappa}(A, B)$ is lower bounded by:

$$
\sigma_{\min }^{-1}\left(\Gamma_{\kappa}\right) \leq \mu^{-2}\left(\frac{3 M}{\mu}\right)^{2 \kappa}
$$

Proof. The result follows from Theorem 5 in Tsiamis \& Pappas (2021). The theorem statement requires a different condition, called robust controllability. However, the proof still goes through if we have $\mu$-robust coupling instead. Recall that $\mathcal{C}_{\kappa}=\mathcal{C}_{\kappa}(A, B)$ is the controllability matrix $(7.9)$ of $(A, B)$ at $\kappa$. Following the proof in (Tsiamis \& Pappas, 2021), we arrive at

$$
\sqrt{\sigma_{\min }\left(\Gamma_{\kappa}\right)} \leq\left\|\mathcal{C}_{\kappa}^{\dagger}\right\|_{2} \leq\left\|\Xi^{\kappa-1}\right\|_{2}\|\alpha\|_{2},
$$

where

$$
\Xi=\left[\begin{array}{ccc}
1 & 1 & \mu^{-1} \\
\frac{M}{\mu} & \frac{2+M}{\mu} & \frac{M}{\mu} \\
0 & 0 & \mu^{-1}
\end{array}\right], \alpha=\left[\begin{array}{c}
\frac{1}{\mu} \\
\frac{M}{\mu^{2}} \\
\frac{1}{\mu}
\end{array}\right] .
$$

The result follows from the crude bounds $\|\Xi\|_{2} \leq 3 M / \mu,\|\alpha\|_{2} \leq \sqrt{3} M / \mu^{-2}$ where we
assumed that $M>1$.

The following result, upper bounds the solution $P$ to the LQR Riccati equation in terms of the sensitivity $M$, the coupling coefficient $\mu$, and the controllability index $\kappa$ of the system.

Lemma 7.3 (Riccati Upper Bounds). Let the system $(A, B) \in \mathbb{R}^{n \times(n+p)}$ be controllable and $\mu$-robustly coupled with controllability index $\kappa$. Let $R \in \mathbb{R}^{p \times p}$ be positive definite and $Q \in \mathbb{R}^{n \times n}$ be positive semi-definite. Assume $T>\kappa$ and consider the Riccati difference equation:

$$
P_{k-1}=A^{\prime} P_{k} A+Q-A^{\prime} P_{k} B\left(B^{\prime} P_{k} B+R\right)^{-1} B^{\prime} P_{k} A, P_{T}=Q .
$$

Then, the Riccati matrix evaluated at time 0 is upper-bounded by

$$
\left\|P_{0}\right\|_{2} \leq \operatorname{poly}\left(\left(\frac{M}{\mu}\right)^{\kappa}, M^{\kappa}, \kappa,\|Q\|_{2},\|R\|_{2}\right) .
$$

As a result, if $Q \succ 0$, then the unique positive definite solution $P$ of the algebraic Riccati equation:

$$
P=A^{\prime} P A+Q-A^{\prime} P B\left(B^{\prime} P B+R\right)^{-1} B^{\prime} P A
$$

satisfies the same bound

$$
\|P\|_{2} \leq \operatorname{poly}\left(\left(\frac{M}{\mu}\right)^{\kappa}, M^{\kappa}, \kappa,\|Q\|_{2},\|R\|_{2}\right)
$$

Proof. The optimal policy of the LQR problem does not depend on the noise. Even for deterministic systems, the optimal policy still have the same form $u_{t}=K_{\star} x_{t}$. This property is known as certainty equivalence (Bertsekas, 2017, Ch. 4). In fact, for deterministic systems, the cost of regulation is given explicitly by $x_{0}^{\prime} P x_{0}$. We leverage this idea to upper bound the stabilizing solution of the Riccati equation $P$.

Step a) Noiseless system upper bound. Consider the noiseless version of system (7.1)

$$
\begin{equation*}
x_{k+1}=A x_{k}+B u_{k}, \quad\left\|x_{0}\right\|_{2}=1 . \tag{7.21}
\end{equation*}
$$

Let $u_{0: t}$ be the shorthand notation for

$$
u_{0: t}=\left[\begin{array}{c}
u_{t} \\
\vdots \\
u_{0}
\end{array}\right]
$$

Consider the deterministic LQR objective

$$
\begin{array}{rl}
\min _{u_{0: T-1}} & J\left(u_{0: T-1}\right) \triangleq x_{T}^{\prime} Q x_{T}+\sum_{k=0}^{N-1} x_{k}^{\prime} Q x_{k}+u_{k}^{\prime} R u_{k} \\
\text { s.t. } & \text { dynamics (7.21). }
\end{array}
$$

The optimal cost of the problem is given by (Bertsekas, 2017, Ch. 4)

$$
\min _{u_{0: T-1}} J\left(u_{0: T-1}\right)=x_{0}^{\prime} P_{0} x_{0},
$$

where $P_{0}$ is the value of $P_{t}$ at time $t=0$. Let $u_{0: T-1}$ be any input sequence. Immediately, by optimality, we obtain an upper bound for the Riccati matrix $P_{0}$ :

$$
\begin{equation*}
x_{0}^{\prime} P_{0} x_{0} \leq J\left(u_{0: T-1}\right) . \tag{7.22}
\end{equation*}
$$

Hence, it is sufficient to find a suboptimal policy that incurs a cost which is at most exponential with the controllability index $\kappa$.

Step b) Suboptimal Policy. It is sufficient to drive the state $x_{\kappa}$ to zero at time $\kappa$ with minimum energy $u_{0: \kappa-1}$ and then keep $x_{t+1}=0, u_{t}=0$, for $t \geq \kappa$. Recall that $\mathcal{C}_{k}$ is the controllability matrix at time $k$. By unrolling the state $x_{\kappa}$ :

$$
x_{\kappa}=A^{\kappa} x_{0}+\mathcal{C}_{\kappa} u_{0: \kappa-1}
$$

To achieve $x_{\kappa}=0$, it is sufficient to apply the minimum norm control

$$
u_{0: \kappa-1}=-\mathcal{C}_{\kappa}^{\dagger} A^{\kappa} x_{0},
$$

which leads to input penalties

$$
\sum_{k=0}^{T-1} u_{k}^{\prime} R u_{k} \leq\|R\|_{2} \sigma_{\min }^{-1}\left(\Gamma_{\kappa}\right) M^{2 \kappa}
$$

where we used the fact that $\left\|x_{0}\right\|_{2}=1$. For the state penalties, we can write in batch form

$$
x_{1: \kappa} \triangleq\left[\begin{array}{c}
x_{\kappa} \\
\vdots \\
x_{1}
\end{array}\right]=\left[\begin{array}{cccc}
B & A B & \cdots & A^{\kappa-1} B \\
0 & B & \cdots & A^{\kappa-2} B \\
\vdots & & & \\
0 & 0 & \cdots & B
\end{array}\right] u_{0: \kappa-1}+\left[\begin{array}{c}
A^{\kappa} \\
A^{\kappa-1} \\
\vdots \\
A
\end{array}\right] x_{0} .
$$

Exploiting the Toeplitz structure of the first matrix above and by Cauchy-Schwartz

$$
\begin{aligned}
\sum_{t=0}^{T} x_{t}^{\prime} Q x_{t} & \leq\|Q\|_{2}\left(\left\|x_{1: \kappa}\right\|_{2}^{2}+1\right) \\
& \leq 2\|Q\|_{2}\left(\left(\sum_{t=0}^{\kappa-1}\left\|A^{t} B\right\|_{2}\right)^{2}\left\|u_{0: \kappa-1}\right\|_{2}^{2}+\sum_{t=0}^{\kappa}\left\|A^{t}\right\|_{2}\right) \\
& \leq 2 \kappa^{2}\|Q\|_{2}\left(M^{4 \kappa}\|R\|_{2} \sigma_{\min }^{-1}\left(\Gamma_{\kappa}\right)+M^{2 \kappa}\right)
\end{aligned}
$$

Putting everything together and since $x_{0}$ is arbitrary, we finally obtain

$$
\begin{equation*}
\left\|P_{0}\right\|_{2} \leq \frac{\|R\|_{2}}{\sigma_{\min }\left(\Gamma_{\kappa}\right)}\left(M^{2 \kappa}+2 \kappa^{2}\|Q\|_{2} M^{4 \kappa}\right)+2 \kappa^{2}\|Q\|_{2} M^{2 \kappa} . \tag{7.23}
\end{equation*}
$$

The result for $P_{0}$ now follows from Theorem 7.5.
Step c) Steady State Riccati. If the pair $\left(A, Q^{1 / 2}\right)$ is observable, then from standard LQR theory-see Section 7.7.1, $\lim _{T \rightarrow \infty} P_{0}=P$ and the bound for $P$ follows directly.

Similar results have been reported before (Cohen et al., 2018; Chen \& Hazan, 2021).

However, instead of $\kappa$ and $(M / \mu)^{\kappa}$, the least singular value $\sigma_{\min }^{-1}\left(\Gamma_{k}\right)$ shows up in the bounds, for some $k \geq \kappa$.

Finally, based on Lemmas B.10, B. 11 of Simchowitz \& Foster (2020), we provide some upper bounds on the $\mathcal{H}_{\infty}$-norm of the closed loop response $(z I-A+B K)^{-1}$, where $K$ is the control gain of the optimal LQR controller for some $Q$ and $R$.

Lemma 7.4 (LQR Robustness Margins). Let the system $(A, B) \in \mathbb{R}^{n \times(n+p)}$ be controllable and $\mu$-robustly coupled. Let $R=I_{p}, Q=I_{n}$. Let $P$ be the stabilizing solution of the algebraic Riccati equation:

$$
P=A^{\prime} P A+Q-A^{\prime} P B\left(B^{\prime} P B+R\right)^{-1} B^{\prime} P A
$$

with $K_{\star}$ the respective control gain $K_{\star}=-\left(B^{\prime} P B+R\right)^{-1} B^{\prime} P A$. The spectral radius and the $\mathcal{H}_{\infty}$-norm of the closed loop response are upper bounded by

$$
\begin{align*}
&\left(1-\rho\left(A+B K_{\star}\right)\right)^{-1} \leq \operatorname{poly}\left(\left(\frac{M}{\mu}\right)^{\kappa}, M^{\kappa}, \kappa\right)  \tag{7.24}\\
&\left\|\left(z I-A-B K_{\star}\right)^{-1}\right\|_{\mathcal{H}_{\infty}} \leq \operatorname{poly}\left(\left(\frac{M}{\mu}\right)^{\kappa}, M^{\kappa}, \kappa\right) \tag{7.25}
\end{align*}
$$

Proof. First, note that since $Q=I$, immediately $\left(A, Q^{1 / 2}\right)$ is observable and the stabilizing solution $P$ is well-defined. Note that the Riccati solution $P$ also satisfies the Lyapunov equation

$$
P=\left(A+B K_{\star}\right)^{\prime} P\left(A+B K_{\star}\right)+I+K_{\star}^{\prime} K_{\star} \succeq\left(A+B K_{\star}\right)^{\prime} P\left(A+B K_{\star}\right)+I \succeq I .
$$

As a result,

$$
\begin{equation*}
\left(A+B K_{\star}\right)^{\prime}\left(A+B K_{\star}\right) \stackrel{i)}{\preceq}\left(A+B K_{\star}\right)^{\prime} P\left(A+B K_{\star}\right)=P-I \xrightarrow{i i)}\left(1-\|P\|_{2}^{-1}\right) P, \tag{7.26}
\end{equation*}
$$

where i) follows from $P \succeq I$. To prove ii) observe that $P-I=P^{1 / 2}\left(I-P^{-1}\right) P^{1 / 2}$ and
$P^{-1} \succeq\|P\|_{2}^{-1} I$. Hence

$$
P-I \succeq P^{1 / 2}\left(I-\|P\|_{2}^{-1} I\right) P^{1 / 2}=\left(1-\|P\|_{2}^{-1}\right) P .
$$

Applying inequality (7.26) recursively

$$
\left(A+B K_{\star}\right)^{t^{\prime}}\left(A+B K_{\star}\right)^{t}=\left\|\left(A+B K_{\star}\right)^{t}\right\|_{2}^{2} \leq\left(1-\|P\|_{2}^{-1}\right)^{t} P .
$$

From here, we immediately deduce that

$$
\rho\left(A+B K_{\star}\right) \leq \sqrt{1-\|P\|_{2}^{-1}},
$$

which by Lemma 7.3 proves (7.24). For the $\mathcal{H}_{\infty}$ norm bound

$$
\begin{aligned}
\left\|\left(z I-A-B K_{\star}\right)^{-1}\right\|_{\mathcal{H}_{\infty}} & \leq \sum_{t \geq 0}\left\|\left(A+B K_{\star}\right)^{t}\right\|_{2} \leq\|P\|_{2}^{1 / 2} \frac{1}{1-\sqrt{1-\|P\|_{2}^{-1}}} \\
& \leq\|P\|_{2}^{1 / 2} \frac{1+\sqrt{1-\|P\|_{2}^{-1}}}{\|P\|_{2}^{-1}} \leq 2\|P\|_{2}^{3 / 2} .
\end{aligned}
$$

The proof of (7.25) now follows from Lemma 7.3.

### 7.9 Proofs: Lower Bounds for the problem of Stabilization

In this section, we prove Theorem 7.1 by using information theoretic methods. The main idea is to find systems that are nearly indistinguishable from data but require completely different stabilization schemes. We rely on Birgé's inequality (Boucheron et al., 2013), which we review below for convenience.

Definition 9 (KL divergence). Let $\mathbb{P}, \mathbb{Q}$ be two probability measures on some space $(\Omega, \mathcal{A})$. Let $\mathbb{Q}$ be absolutely continuous with respect to $\mathbb{P}$, that is $\mathbb{Q}(A)=\mathbb{E}_{\mathbb{P}}\left(Y 1_{A}\right)$ for some integrable
non-negative random variable with $\mathbb{E}_{\mathbb{P}}(Y)=1$. The KL divergence $D(\mathbb{Q} \| \mathbb{P})$ is given by

$$
D\left(\mathbb{Q}|\mid \mathbb{P}) \triangleq \mathbb{E}_{\mathbb{Q}}(\log Y)\right.
$$

Theorem 7.6 (Birgé's Inequality (Boucheron et al., 2013)). Let $\mathbb{P}_{0}, \mathbb{P}_{1}$ be probability measures on $(\Omega, \mathcal{E})$ and let $E_{0}, E_{1} \in \mathcal{E}$ be disjoint events. If $1-\delta \triangleq \min _{i=0,1} \mathbb{P}_{i}\left(E_{i}\right) \geq 1 / 2$ then

$$
(1-\delta) \log \frac{1-\delta}{\delta}+\delta \log \frac{\delta}{1-\delta} \leq D\left(\mathbb{P}_{1} \| \mathbb{P}_{0}\right)
$$

The KL divergence between two Gaussian distributions with same variance is given below.

Lemma 7.5 (Gaussian KL divergence). Let $\mathbb{P}=\mathcal{N}\left(\mu_{1}, \sigma^{2}\right)$ and $\mathbb{Q}=\mathcal{N}\left(\mu_{2}, \sigma^{2}\right)$ then

$$
D(\mathbb{Q} \| \mathbb{P})=\frac{1}{2 \sigma^{2}}\left(\mu_{1}-\mu_{2}\right)^{2} .
$$

### 7.9.1 Proof of Theorem 7.1

It is sufficient to prove it for $\kappa=n$. The proof for $\kappa<n$ is similar. Let $\alpha>0$ be such that $\alpha+\mu<1$. Consider the systems:

$$
S_{0}: \quad x_{k+1}=\left[\begin{array}{ccccc}
1 & \mu & 0 & \cdots & 0 \\
0 & \alpha & \mu & \cdots & 0 \\
& & \ddots & \ddots & \\
0 & 0 & 0 & \cdots & \mu \\
0 & 0 & 0 & \cdots & \alpha
\end{array}\right] x_{k}+\left[\begin{array}{c}
0 \\
0 \\
\vdots \\
0 \\
\mu
\end{array}\right] u_{k}+\left[\begin{array}{c}
1 \\
0 \\
\vdots \\
0 \\
0
\end{array}\right] w_{k},
$$

$$
S_{1}: \quad x_{k+1}=\left[\begin{array}{ccccc}
1 & -\mu & 0 & \cdots & 0 \\
0 & \alpha & \mu & \cdots & 0 \\
& & \ddots & \ddots & \\
0 & 0 & 0 & \cdots & \mu \\
0 & 0 & 0 & \cdots & \alpha
\end{array}\right] x_{k}+\left[\begin{array}{c}
0 \\
0 \\
\vdots \\
0 \\
\mu
\end{array}\right] u_{k}+\left[\begin{array}{c}
1 \\
0 \\
\vdots \\
0 \\
0
\end{array}\right] w_{k}
$$

By construction, the systems are $\mu$-robustly coupled. Denote the state matrices by $A_{0}, A_{1}$ for $S_{0}, S_{1}$ respectively. Let $\phi_{1}(z)=\operatorname{det}\left(z I-A_{0}-B \hat{K}_{N}\right), \phi_{2}(z)=\operatorname{det}\left(z I-A_{1}-B \hat{K}_{N}\right)$ be the respective characteristic polynomials. By Jury's criterion (Fadali \& Visioli, 2013, Ch. 4.5), a necessary (but not sufficient) condition for stability is:

$$
\phi_{0}(1)>0, \phi_{1}(1)>0 .
$$

An direct computation gives:

$$
\begin{aligned}
& \phi_{0}(1)=\left|\begin{array}{ccccc}
0 & -\mu & 0 & \cdots & 0 \\
0 & 1-\alpha & -\mu & \cdots & 0 \\
& & \ddots & \ddots & \\
0 & 0 & 0 & \cdots & -\mu \\
-\hat{K}_{N, 1} & -\hat{K}_{N, 2} & -\hat{K}_{N, 3} & \cdots & 1-\alpha-\hat{K}_{N, n}
\end{array}\right|=-\hat{K}_{N, 1} \mu^{n-1}, \\
& \phi_{1}(1)=\hat{K}_{N, 1} \mu^{n-1} .
\end{aligned}
$$

As a result, the events:

$$
E_{0}=\left\{\rho\left(A_{0}+B \hat{K}_{N}\right)<1\right\} \subseteq\left\{\hat{K}_{N, 1}<0\right\}, \quad E_{1}=\left\{\rho\left(A_{1}+B \hat{K}_{N}\right)<1\right\} \subseteq\left\{\hat{K}_{N, 1}>0\right\}
$$

are disjoint. By Theorem 7.6, a necessary condition for stabilizing both systems with probability larger than $1-\delta$ is:

$$
\begin{equation*}
D\left(\mathbb{P}_{0} \| \mathbb{P}_{1}\right) \geq(1-2 \delta) \log \frac{1-\delta}{\delta} \geq \log \frac{1}{2.4 \delta} \geq \log \frac{1}{3 \delta} . \tag{7.27}
\end{equation*}
$$

Here $\mathbb{P}_{i}$ is a shorthand notation for $\mathbb{P}_{S_{i}, \pi}$, for $i=1,2$.
Meanwhile, by the chain rule of KL divergence (see Exercise 4.4 in Boucheron et al. (2013)):

$$
\begin{aligned}
D\left(\mathbb{P}_{0} \| \mathbb{P}_{1}\right) & =\mathbb{E}_{\mathbb{P}_{0}}\left(D\left(\mathbb{P}_{0}(\operatorname{AUX}) \| \mathbb{P}_{1}(\mathrm{AUX})\right)\right. \\
& +\sum_{k=0}^{N} D\left(\mathbb{P}_{0}\left(x_{k} \mid x_{0: k-1}, u_{0: k-1}, \operatorname{AUX}\right) \| \mathbb{P}_{1}\left(x_{k} \mid x_{0: k-1}, u_{0: k-1}, \mathrm{AUX}\right)\right) \\
& +\sum_{k=0}^{N-1} D\left(\mathbb{P}_{0}\left(u_{k} \mid x_{0: k}, u_{0: k-1}, \operatorname{AUX}\right) \| \mathbb{P}_{1}\left(u_{k} \mid x_{0: k}, u_{0: k-1}, \operatorname{AUX}\right)\right)
\end{aligned}
$$

where $x_{0: k}$ is a shorthand notation for $x_{0}, \ldots, x_{k}$ (same for $u_{0: k}$ ). $\operatorname{By} \mathbb{P}(X \mid Y)$ we denote the conditional distribution of $X$ given $Y$. Note that the inputs have the same conditional distributions under both measures hence their KL divergence is zero. As a result

$$
\begin{aligned}
D\left(\mathbb{P}_{0}| | \mathbb{P}_{1}\right) & =\mathbb{E}_{\mathbb{P}_{0}} \sum_{k=0}^{N} D\left(\mathbb{P}_{0}\left(x_{k} \mid x_{0: k-1}, u_{0: k-1}, \operatorname{AUX}\right)| | \mathbb{P}_{1}\left(x_{k} \mid x_{0: k-1}, u_{0: k-1}, \mathrm{AUX}\right)\right) \\
& \stackrel{1)}{=} \mathbb{E}_{\mathbb{P}_{0}} \sum_{k=0}^{N} D\left(\mathbb{P}_{0}\left(x_{k} \mid x_{k-1}, u_{k-1}\right)| | \mathbb{P}_{1}\left(x_{k} \mid x_{k-1}, u_{k-1}\right)\right. \\
& \stackrel{2)}{=} \mathbb{E}_{\mathbb{P}_{0}} \sum_{k=0}^{N} D\left(\mathbb{P}_{0}\left(x_{k, 1} \mid x_{k-1,1}, x_{k-1,2}\right) \mid \mathbb{P}_{1}\left(x_{k, 1} \mid x_{k-1,1}, x_{k-1,2}\right)\right),
\end{aligned}
$$

where 1) follows from the Markov property of the linear system and 2) follows from an application of the chain rule, the structure of the dynamics, and the fact that all $x_{k, j}$ have the same distribution for $j \geq 2$. Recall that the normal distribution is denoted by $\mathcal{N}(\mu, \Sigma)$. Now we can explicitly compute the KL divergence:

$$
\begin{align*}
D\left(\mathbb{P}_{0} \| \mathbb{P}_{1}\right) & =\mathbb{E}_{\mathbb{P}_{0}} \sum_{k=1}^{N} D\left(\mathcal{N}\left(\alpha x_{k-1,1}+\mu x_{k-1,2}, 1\right) \| \mathcal{N}\left(\alpha x_{k-1,1}-\mu x_{k-1,2}, 1\right)\right) \\
& \stackrel{i)}{=} \mathbb{E}_{\mathbb{P}_{0}} \sum_{k=1}^{N} 2 \mu^{2} x_{k-1,2}^{2}=2 \mu^{2} \sum_{k=1}^{N} \mathbb{E}_{\mathbb{P}_{0}} x_{k-1,2}^{2} \tag{7.28}
\end{align*}
$$

where $i$ ) follows by Lemma 7.5. By (7.27), (7.28), and Lemma 7.6, it is necessary to have

$$
N \sigma_{u}^{2} \geq \frac{1}{2}\left(\frac{1}{\alpha+\mu}\right)^{2 n-2}\left(\frac{1-a-\mu}{\mu}\right)^{2} \log \frac{1}{3 \delta}
$$

Since we are free to choose $\alpha$, it is sufficient to choose $\alpha=0$.

Lemma 7.6. Consider system $S_{0}$ as defined above. Recall that $\mathbb{P}_{0}$ is a shorthand notation for $\mathbb{P}_{S_{0}, \pi}$. Then, under Assumption 7.2, we have

$$
\mathbb{E}_{\mathbb{P}_{0}} x_{k, 2}^{2} \leq \sigma_{u}^{2}(\alpha+\mu)^{2 n-2}\left(\frac{1}{1-(a+\mu)}\right)^{2}
$$

Proof. Let $e_{2}$ denote the canonical vector $e_{2}=\left[\begin{array}{lllll}0 & 1 & 0 & \cdots & 0\end{array}\right]^{\prime}$. Then

$$
x_{k, 2}=\sum_{t=1}^{k} e_{2}^{\prime} A^{t-1} B u_{k-t}=\sum_{t=n-1}^{k} e_{2}^{\prime} A^{t-1} B u_{k-t},
$$

where the second equality follows from the fact that $e_{2}^{\prime} A^{t-1} B$, for $t \leq n-1$. Moreover, we can upper bound:

$$
\left|e_{2}^{\prime} A^{t-1} B\right| \leq(\alpha+\mu)^{t-1},
$$

which follows from the fact that the sub-matrix $\left[A_{0}\right]_{2: n, 2: n}$ of $A_{0}$ if we delete the first row and column is bi-diagonal and Toeplitz hence $\left\|\left[A_{0}\right]_{2: n, 2: n}\right\|_{2} \leq \alpha+\mu$. Define $c_{t} \triangleq(\alpha+\mu)^{t-1}$. Then, we can upper bound $\left|x_{k, 2}\right|$ by

$$
\left|x_{k, 2}\right| \leq \sum_{t=n-1}^{k} c_{t}\left|u_{k-t}\right|
$$

By Cauchy-Schwartz and Assumption 7.2

$$
\mathbb{E}_{S_{0}, \pi} u_{k}^{2} \leq \sigma_{u}^{2}, \quad \mathbb{E}_{S_{0}, \pi}\left|u_{k} u_{t}\right| \leq \sigma_{u}^{2}
$$



Figure 7.1: The block diagram of the stabilization scheme. First, we generate white noise inputs $u_{t} \sim \mathcal{N}\left(0, \bar{\sigma}_{u}^{2} I\right)$ to excite the system. Then we perform system identification based on least squares to obtain estimates $\hat{A}_{N}, \hat{B}_{N}$ of the true system matrices. Finally, we design a controller gain $\hat{K}_{N}$, based on the system estimates and upper bounds $\epsilon_{A}, \epsilon_{B}$ on the estimation error.

Finally, combining the above results

$$
\mathbb{E}_{S_{0}, \pi} x_{k, 2}^{2} \leq \sigma_{u}^{2}\left(\sum_{t=n-1}^{k} c_{t}\right)^{2} \leq \sigma_{u}^{2}(\alpha+\mu)^{2 n-2}\left(\frac{1}{1-(a+\mu)}\right)^{2}
$$

which completes the proof.

### 7.10 Proofs: Upper Bounds for the problem of Stabilization

We employ a naive passive learning algorithm, where we employ a white-noise exploration policy to excite the state. Our gain design proceeds in two parts. First, we perform system identification based on least squares (Simchowitz et al., 2018). Second, we use robust control to design the gain based on the identified model and bounds on the identification error of $A$ and $B$, similar to Dean et al. (2017).

### 7.10.1 Algorithm

The block diagram for the algorithm is shown in Fig. 7.1. To generate the input data $u_{0}, \ldots, u_{N-1}$, we employ white noise inputs $u_{k} \sim \mathcal{N}\left(0, \bar{\sigma}_{u}^{2} I\right), \bar{\sigma}_{u}^{2}=\sigma_{u}^{2} / p$, where we normalize with $p$ in order to satisfy Assumption 7.2. For the system identification part, we use a least squares algorithm

$$
\left[\begin{array}{ll}
\hat{A}_{N} & \hat{B}_{N} \tag{7.29}
\end{array}\right]=\arg \min _{\left\{F \in \mathbb{R}^{n \times n}, G \in \mathbb{R}^{n \times p}\right\}} \sum_{t=0}^{N-1}\left\|x_{t+1}-F x_{t}-G u_{t}\right\|_{2}^{2}
$$

to obtain estimates of the matrices $A, B$. Now, let $\epsilon_{A}, \epsilon_{B}$ be large enough constants such that $\left\|A-\hat{A}_{N}\right\|_{2} \leq \epsilon_{A},\left\|B-\hat{B}_{N}\right\|_{2} \leq \epsilon_{B}$. To design the controller gain $\hat{K}_{N}$, it is sufficient
to solve the following problem

$$
\begin{array}{rl}
\min _{K \in \mathbb{R}^{p \times n}} & 0 \\
\text { s.t. } & \left\|\left[\begin{array}{c}
\sqrt{2} \epsilon_{A}\left(z I-\hat{A}_{N}-\hat{B}_{N} K\right)^{-1} \\
\sqrt{2} \epsilon_{B} K\left(z I-\hat{A}_{N}-\hat{B}_{N} K\right)^{-1}
\end{array}\right]\right\|_{\mathcal{H}_{\infty}}<1 . \tag{7.30}
\end{array}
$$

The idea behind the scheme is the following. Let $\hat{K}_{N}$ be a gain that stabilizes the estimated plant $\left(\hat{A}_{N}, \hat{B}_{N}\right)$. To make sure that it also stabilizes the nominal plant $(A, B)$ we impose some additional robustness conditions. In fact, as we show in Theorem 7.8, any feasible gain of problem (7.30) will stabilize any plant ( $\hat{A}, \hat{B}$ ) that satisfies $\left\|\hat{A}-\hat{A}_{N}\right\|_{2} \leq \epsilon_{A},\left\|\hat{B}-\hat{B}_{N}\right\|_{2} \leq$ $\epsilon_{B}$, including the nominal one. In this work, we do not study how to efficiently solve (7.30). For efficient implementations one can refer to Dean et al. (2017). Note that the certainty equivalent LQR design (Mania et al., 2019) or the SDP relaxation method (Cohen et al., 2018; Chen \& Hazan, 2021) could also work as stabilization schemes.

### 7.10.2 System Identification Analysis

Here we review a fundamental system identification result from Simchowitz et al. (2018). The original proof can be easily adapted to the case of singular noise matrices $H$ (Tsiamis \& Pappas, 2021).

Theorem 7.7 (Identification Sample Complexity). Consider a system $S=(A, B, H)$ such that Assumption 7.1 is satisfied. Let $(A, B)$ be controllable with $\Gamma_{k}=\Gamma_{k}(A, B)$ the respective controllability Gramian and $\kappa=\kappa(A, B)$ the respective controllability index. Then, under the least squares system identification algorithm (7.29) and white noise inputs $u_{k} \sim \mathcal{N}\left(0, \bar{\sigma}_{u}^{2} I_{p}\right)$, we obtain

$$
\mathbb{P}_{S, \pi}\left(\left\|\left[\begin{array}{cc}
A-\hat{A}_{N} & B-\hat{B}_{N}
\end{array}\right]\right\|_{2} \geq \epsilon\right) \leq \delta
$$

if we have a large enough sample size

$$
N \bar{\sigma}_{u}^{2} \geq \frac{\operatorname{poly}(n, \log 1 / \delta, M)}{\epsilon^{2} \sigma_{\min }\left(\Gamma_{\kappa}\right)} \log N .
$$

Proof. The proof is almost identical to the one of Theorem 4 in Tsiamis \& Pappas (2021). The difference is that here we consider only the Gramian and index of $(A, B)$ in the final bound, while in Tsiamis \& Pappas (2021) the Gramian and index of ( $A\left[\begin{array}{ll}H & B\end{array}\right]$ ) appears. We repeat the proof here to avoid notation ambiguity. Our goal is to apply Theorem 2.4 in (Simchowitz et al., 2018). Define the noise-controllability Gramian $\Gamma_{t}^{h}=\Gamma_{t}(A, H)$ as well as the combined controllability Gramian

$$
\Gamma_{t}^{c}=\Gamma_{t}\left(A,\left[\begin{array}{cc}
\bar{\sigma}_{u} B & H
\end{array}\right]\right)=\bar{\sigma}_{u}^{2} \Gamma_{t}+\Gamma_{t}^{h} .
$$

Define $y_{k}=\left[\begin{array}{cc}x_{k}^{\prime} & u_{k}^{\prime}\end{array}\right]^{\prime}$. It follows that for all $j \geq 0$ and all unit vectors $v \in \mathbb{R}^{(n+p) \times 1}$, the following small-ball condition is satisfied:

$$
\begin{equation*}
\frac{1}{2 \kappa} \sum_{t=0}^{2 \kappa} \mathbb{P}\left(\left|v^{\prime} y_{t+j}\right| \geq \sqrt{v^{\prime} \Gamma_{\mathrm{sb}} v} \mid \overline{\mathcal{F}}_{j}\right) \geq \frac{3}{20} \tag{7.31}
\end{equation*}
$$

where

$$
\Gamma_{\mathrm{sb}}=\left[\begin{array}{cc}
\Gamma_{\kappa}^{c} & 0  \tag{7.32}\\
0 & \bar{\sigma}_{u}^{2} I_{p}
\end{array}\right]
$$

Equation (7.31) follows from the same steps as in Proposition 3.1 in Simchowitz et al. (2018) with the choice $k=2 \kappa$.

Next, we determine an upper bound $\bar{\Gamma}$ for the gram matrix $\sum_{t=0}^{N-1} y_{t} y_{t}^{\prime}$. Using a Markov inequality argument as in (Simchowitz et al., 2018, proof of Th 2.1), we obtain that

$$
\mathbb{P}\left(\sum_{t=0}^{N-1} y_{t} y_{t}^{\prime} \preceq \bar{\Gamma}\right) \geq 1-\delta,
$$

where

$$
\bar{\Gamma}=\frac{n+p}{\delta} N\left[\begin{array}{cc}
\Gamma_{N}^{c} & 0 \\
0 & \bar{\sigma}_{u}^{2} I_{p}
\end{array}\right]
$$

Now, we can apply Theorem 2.4 of Simchowitz et al. (2018). With probability at least $1-3 \delta$ we have \|[ $\left.\begin{array}{cc}A-\hat{A}_{N} & B-\hat{B}_{N}\end{array}\right] \|_{2} \leq \epsilon$ if:

$$
N \geq \frac{\operatorname{poly}(n, \log 1 / \delta, M)}{\epsilon^{2} \sigma_{\min }\left(\Gamma_{\kappa}^{c}\right)} \log \operatorname{det}\left(\bar{\Gamma} \Gamma_{\mathrm{sb}}^{-1}\right),
$$

where we have simplified the expression by including terms in the polynomial term. Using Lemma 1 in Tsiamis \& Pappas (2021), we obtain

$$
\log \operatorname{det}\left(\bar{\Gamma} \Gamma_{\mathrm{sb}}^{-1}\right)=\operatorname{poly}(n, M, \log 1 / \delta) \log N
$$

Moreover, we use the lower bound $\Gamma_{k}^{c} \succeq \bar{\sigma}_{u}^{2} \Gamma_{k}$, which holds for every $k \geq 0$.

We note that we can easily obtain sharper bounds by considering the combined controllability Gramian $\Gamma_{k}\left(A,\left[\begin{array}{cc}\bar{\sigma}_{u} B & H\end{array}\right]\right)$ for the identification stage. For the economy of the presentation, we omit such an analysis here.

### 7.10.3 Sensitivity of Stabilization

Here we prove that when (7.30) is feasible, then $\hat{K}_{N}$ stabilizes all plants $(A, B)$ such that $\left\|A-\hat{A}_{N}\right\|_{2} \leq \epsilon_{A},\left\|B-\hat{B}_{N}\right\|_{2} \leq \epsilon_{B}$. We also show that feasibility is guaranteed as long as we can achieve small enough error bounds $\epsilon_{A}, \epsilon_{B}$.

Theorem 7.8. Let $\hat{K}_{N}$ be a feasible solution to problem (7.30) for some $\epsilon_{A}, \epsilon_{B}>0$. Then for any system $(A, B)$ such that $\left\|A-\hat{A}_{N}\right\|_{2} \leq \epsilon_{A},\left\|B-\hat{B}_{N}\right\|_{2} \leq \epsilon_{B}$ we have that

$$
\rho\left(A+B \hat{K}_{N}\right)<1 .
$$

Moreover, there exists an $\epsilon_{0}>0$ such that

$$
\epsilon_{0}=\operatorname{poly}\left(\left(\frac{M}{\mu}\right)^{\kappa}, M^{\kappa}, \kappa\right)
$$

and Problem (7.30) is feasible if $\epsilon_{A}, \epsilon_{B} \leq \epsilon_{0}$.

Proof. Let $\hat{K}_{N}$ be a feasible solution to problem (7.30). Define $\boldsymbol{\Phi}_{x}=\left(z I-\hat{A}_{N}-\hat{B}_{N} \hat{K}_{N}\right)^{-1}$, which is well-defined and stable since $\epsilon_{A}>0$ and $\left\|\Phi_{x}\right\|_{\mathcal{H}_{\infty}}<1 /\left(\sqrt{2} \epsilon_{A}\right)$. Define the system difference

$$
\boldsymbol{\Delta} \triangleq\left(\hat{A}_{N}-A\right) \boldsymbol{\Phi}_{x}+\left(\hat{B}_{N}-B\right) \hat{K}_{N} \boldsymbol{\Phi}_{x}
$$

It follows from simple algebra that:

$$
\begin{aligned}
z I-A-B \hat{K}_{N} & =z I-\hat{A}_{N}-\hat{B}_{N} \hat{K}_{N}+\left(\hat{A}_{N}-A\right)+\left(\hat{B}_{N}-B\right) \hat{K}_{N} \\
& =(I+\boldsymbol{\Delta})\left(z I-\hat{A}_{N}-\hat{B}_{N} \hat{K}_{N}\right)
\end{aligned}
$$

If $(I+\boldsymbol{\Delta})^{-1}$ is stable then the closed loop response is stable and well-defined

$$
\left(z I-A-B \hat{K}_{N}\right)^{-1}=\left(z I-\hat{A}_{N}-\hat{B}_{N} \hat{K}_{N}\right)^{-1}(I+\boldsymbol{\Delta})^{-1}
$$

But $(I+\boldsymbol{\Delta})^{-1}$ being stable is equivalent to

$$
\left\|(I+\boldsymbol{\Delta})^{-1}\right\|_{\mathcal{H}_{\infty}}<\infty
$$

A sufficient condition for this to occur is to require (Dean et al., 2017)

$$
\|\boldsymbol{\Delta}\|_{\mathcal{H}_{\infty}}<1
$$

By Proposition 3.5 (select $\alpha=1 / 2$ ) of (Dean et al., 2017)

$$
\|\boldsymbol{\Delta}\|_{\mathcal{H}_{\infty}}<\left\|\left[\begin{array}{c}
\sqrt{2} \epsilon_{A}\left(z I-\hat{A}_{N}-\hat{B}_{N} K\right)^{-1} \\
\sqrt{2} \epsilon_{B} K\left(z I-\hat{A}_{N}-\hat{B}_{N} K\right)^{-1}
\end{array}\right]\right\|_{\mathcal{H}_{\infty}}<1
$$

This completes the proof of $\rho\left(A+B \hat{K}_{N}\right)<1$.
To prove feasibility consider the optimal LQR gain $K_{\star}$, for $Q=I_{n}, R=I_{p}$. Following Lemma 4.2 in Dean et al. (2017), if the following sufficient condition holds

$$
\left(\epsilon_{A}+\epsilon_{B}\left\|K_{\star}\right\|_{2}\right)\left\|\left(z I-A-B K_{\star}\right)^{-1}\right\|_{\mathcal{H}_{\infty}} \leq 1 / 5
$$

then $K_{\star}$ is a feasible solution

$$
\left\|\left[\begin{array}{c}
\sqrt{2} \epsilon_{A}\left(z I-\hat{A}_{N}-\hat{B}_{N} K_{\star}\right)^{-1} \\
\sqrt{2} \epsilon_{B} K_{\star}\left(z I-\hat{A}_{N}-\hat{B}_{N} K_{\star}\right)^{-1}
\end{array}\right]\right\|_{\mathcal{H}_{\infty}}<1
$$

Hence, we can choose

$$
\begin{equation*}
\epsilon_{0}=\left(5\left(1+\left\|K_{\star}\right\|_{2}\right)\left\|\left(z I-A-B K_{\star}\right)^{-1}\right\|_{\mathcal{H}_{\infty}}\right)^{-1} \tag{7.33}
\end{equation*}
$$

The fact that $\epsilon_{0}=\operatorname{poly}\left(\left(\frac{M}{\mu}\right)^{\kappa}, M^{\kappa}, \kappa\right)$ follows from Lemmas 7.3, 7.4.

### 7.10.4 Proof of Theorem 7.2

Let $u_{t} \sim \mathcal{N}\left(0, \bar{\sigma}_{u}^{2} I\right)$, with $\bar{\sigma}_{u}^{2}=\sigma_{u}^{2} / p$. Consider the stabilization algorithm as described in (7.29), (7.30). Consider the $\epsilon_{0}$ defined in (7.33). By Theorems 7.7, 7.8, if

$$
N \sigma_{u}^{2} \geq \triangleq \underbrace{\frac{\operatorname{poly}(n, \log 1 / \delta, M)}{\epsilon_{0}^{2} \sigma_{\min }\left(\Gamma_{\kappa}\right)}}_{\mathcal{N}} \log N
$$

we have with probability at least $1-\delta$ that $\left\|A-\hat{A}_{N}\right\|_{2},\left\|B-\hat{B}_{N}\right\|_{2} \leq \epsilon_{0}$ and problem (7.30) is feasible with $\epsilon_{B}=\epsilon_{A}=\epsilon_{0}$. By Theorems 7.5 7.8,

$$
\mathcal{N}=\operatorname{poly}\left(\left(\frac{M}{\mu}\right)^{\kappa}, M^{\kappa}, n, \log 1 / \delta\right)
$$

To complete the proof we use the fact that

$$
N \geq c \log N \text { if } N \geq 2 c \log 2 c .
$$

### 7.11 Proofs: Regret Lower Bounds

First let us state an application of the main result of Ziemann \& Sandberg (2022). Consider a system $(A, B, H) \in \mathbb{R}^{n \times(n+p+n)}$, where $(A, B)$ is controllable and $H=I_{n}$. Let $P$ be the respective Riccati matrix for $Q=I_{n}, R=I_{p}$, with $K_{\star}$ the respective optimal LQR gain. Fix a matrix $\Delta \in \mathbb{R}^{p \times n}$ and define the family of systems:

$$
\begin{equation*}
A(\theta)=A-\theta B \Delta, B(\theta)=B+\theta \Delta, H(\theta)=I_{n}, \tag{7.34}
\end{equation*}
$$

where $\theta \in \mathcal{B}(0, \epsilon)$, for some small $\epsilon$. Assume that $\epsilon$ is small enough, such that the Riccati equation has a stabilizing solution for every system in the above family. The respective Riccati matrix is denoted by $P(\theta)$ and the LQR gain by $K(\theta)$. The derivative of $K_{\star}(\theta)$ with respect to $\theta$ at point $\theta=0$ is given by the following formula.

Lemma 7.7 (Lemma 2.1 (Simchowitz \& Foster, 2020)). If the system $(A, B)$ is stabilizable, then

$$
\left.\frac{d}{d \theta} K_{\star}(\theta)\right|_{\theta=0}=-\left(B^{\prime} P B+R\right)^{-1} \Delta^{\prime} P\left(A+B K_{*}\right)
$$

Finally, let $\Sigma_{x}$ be the solution to the Lyapunov equation:

$$
\begin{equation*}
\Sigma_{x}=\left(A+B K_{\star}\right) \Sigma_{x}\left(A+B K_{\star}\right)^{\prime}+I_{n} . \tag{7.35}
\end{equation*}
$$

Theorem 7.9 (Application of Theorem 1 in Ziemann \& Sandberg (2022)). Consider a system $S=(A, B, H) \in \mathbb{R}^{n \times(n+p+n)}$, where $(A, B)$ is controllable and $H=I_{n}$. Let $P$ be the respective solution of the algebraic Riccati equation for $Q=I_{n}, R=I_{p}$, with $K_{\star}$ the respective optimal LQR gain. Recall the definition of $\Sigma_{x}$ in (7.35). Define the family of systems $\mathcal{C}_{S}(\epsilon) \triangleq\left\{\left(A(\theta), B(\theta), I_{n}\right), \theta \in \mathcal{B}(0, \epsilon)\right\}$ as defined in (7.34), for any $\epsilon>0$ sufficiently small such that $P(\theta)$ and $K_{\star}(\theta)$ are well-defined. Let $Q_{T}=P(\theta)$. Then for any $\alpha \in(0,1 / 4)$ :

$$
\begin{equation*}
\lim \inf _{T \rightarrow \infty} \sup _{\hat{S} \in \mathfrak{C}_{S}\left(T^{-a}\right)} \mathbb{E}_{\hat{S}, \pi} \frac{R_{T}(\hat{S})}{\sqrt{T}} \geq \frac{1}{2 \sqrt{2}} \sqrt{\frac{F}{L}} \tag{7.36}
\end{equation*}
$$

where

$$
\begin{aligned}
& F=\operatorname{tr}\left(\left(B^{\prime} P B+R\right)^{-1} \Delta^{\prime} P\left[\Sigma_{x}-I_{n}\right] P \Delta\right) \\
& L=n\left(\left\|\Delta K_{\star}\right\|_{2}^{2}+\|\Delta\|_{2}^{2}\right)\left\|\left(B^{\prime} P B+R\right)^{-1}\right\|_{2}
\end{aligned}
$$

Proof. Note that if $\Delta^{\prime} P\left(A+B K_{\star}\right)=0$, then since $\Sigma_{x} \succeq I_{n}$ is invertible

$$
\begin{aligned}
\Delta^{\prime} P\left(A+B K_{\star}\right)=0 & \Leftrightarrow \Delta^{\prime} P\left(A+B K_{\star}\right) \Sigma_{x}\left(A+B K_{\star}\right)^{\prime} P \Delta=0 \\
& \Leftrightarrow \Delta^{\prime} P\left(\Sigma_{x}-I_{n}\right) P \Delta=0 .
\end{aligned}
$$

This implies that $F=0$ and the regret lower bound becomes 0 , in which case the claim of the theorem is trivially true. Hence, we will assume that $\Delta^{\prime} P\left(A+B K_{\star}\right) \neq 0$.

All systems in the family have the same closed-loop response under the control policy $u=K_{\star} x$. In particular, for all $\theta \in \mathcal{B}(0, \epsilon):$

$$
\frac{d}{d \theta}\left[\begin{array}{cc}
A(\theta) & B(\theta)
\end{array}\right]\left[\begin{array}{c}
I_{n} \\
K_{\star}
\end{array}\right]=\left[\begin{array}{ll}
-\Delta K_{\star} & \Delta
\end{array}\right]\left[\begin{array}{c}
I_{n} \\
K_{\star}
\end{array}\right]=0
$$

Moreover, by Lemma 7.7

$$
\left.\frac{d}{d \theta} K_{\star}(\theta)\right|_{\theta=0}=\left(B^{\prime} P B+R\right)^{-1} \Delta^{\prime} P\left(A+B K_{\star}\right) \neq 0
$$

By Proposition 3.4 in Ziemann \& Sandberg (2022), the above two conditions imply that the family $\mathcal{C}_{S}(\epsilon)$ is $\epsilon$-uninformative (see Section 3 in Ziemann \& Sandberg (2022) for definition).

Next, by Lemma 3.6 in Ziemann \& Sandberg (2022), the family is also $L$-information regret bounded (see Section 3 in Ziemann \& Sandberg (2022) for the definition), where

$$
L=\operatorname{tr}\left(I_{n}\right)\left\|\left[\begin{array}{ll}
-\Delta K_{\star} & \Delta
\end{array}\right]\right\|_{2}^{2}\left\|\left(B^{\prime} P B+R\right)^{-1}\right\|_{2} \stackrel{i)}{\leq} n\left(\left\|\Delta K_{\star}\right\|_{2}^{2}+\|\Delta\|_{2}^{2}\right)\left\|\left(B^{\prime} P B+R\right)^{-1}\right\|_{2} .
$$

Inequality $i$ ) follows from $\operatorname{tr}\left(I_{n}\right)=n$ and the norm property
$\left\|\left[\begin{array}{ll}M_{1} & M_{2}\end{array}\right]\right\|_{2}^{2}=\left\|\left[\begin{array}{ll}M_{1} & M_{2}\end{array}\right]\left[\begin{array}{ll}M_{1} & M_{2}\end{array}\right]^{\prime}\right\|_{2}=\left\|M_{1} M_{1}^{\prime}+M_{2} M_{2}^{\prime}\right\|_{2} \leq\left\|M_{1}\right\|_{2}^{2}+\left\|M_{2}\right\|_{2}^{2}$.

Applying Theorem 1 in Ziemann \& Sandberg (2022), we get (7.36), for $L$ defined as above and

$$
F=\operatorname{tr}\left(\left[\Sigma_{x} \otimes\left(B^{\prime} P(\theta) B+R\right)\right]\left(\left.\frac{d}{d \theta} \operatorname{vec} K_{\star}(\theta)\right|_{\theta=0}\right)\left(\left.\frac{d}{d \theta} \operatorname{vec} K_{\star}(\theta)\right|_{\theta=0}\right)^{\prime}\right),
$$

where $\otimes$ is the Kronecker product and vec is the vectorization operator (mapping a matrix into a column vector by stacking its columns). Using the identities:

$$
\operatorname{vec}(X Y Z)=\left(Z^{\prime} \otimes X\right) \operatorname{vec}(Y), \quad \operatorname{tr}\left(\operatorname{vec}(X) \operatorname{vec}(Y)^{\prime}\right)=\operatorname{tr}\left(X Y^{\prime}\right)
$$

we can rewrite $F$ as

$$
F=\operatorname{tr}\left(\left.\left.\left(B^{\prime} P(\theta) B+R\right) \frac{d}{d \theta} K(\theta)\right|_{\theta=0} \Sigma_{x} \frac{d}{d \theta} K^{\prime}(\theta)\right|_{\theta=0}\right) .
$$

By Lemma 7.7 and the property $\operatorname{tr}(X Y)=\operatorname{tr}(Y X)$, we finally get

$$
F=\operatorname{tr}\left(\left(B^{\prime} P B+R\right)^{-1} \Delta^{\prime} P\left(A+B K_{*}\right) \Sigma_{x}\left(A+B K_{*}\right) P \Delta\right)
$$

The result follows from $\left(A+B K_{*}\right) \Sigma_{x}\left(A+B K_{*}\right)^{\prime}=\Sigma_{x}-I_{n}$.

### 7.11.1 Proof of Lemma 7.1

The result follows by Theorem 7.9. We only need to compute and simplify $F, L$. Due to the structure of system (7.18), we have

$$
P=\left[\begin{array}{cc}
1 & 0 \\
0 & P_{0}
\end{array}\right], K_{\star}=\left[\begin{array}{cc}
0 & 0 \\
0 & K_{0, \star}
\end{array}\right]
$$

Moreover, due to the structure of the perturbation $\Delta$ in (7.16)

$$
B^{\prime} P B+R=\left[\begin{array}{cc}
2 & 0 \\
0 & B_{0}^{\prime} P_{0} B_{0}+R_{0}
\end{array}\right], P \Delta\left(B^{\prime} P B+R\right)^{-1} \Delta^{\prime} P=\frac{1}{2}\left[\begin{array}{cc}
0 & 0 \\
0 & P_{0} \Delta_{1} \Delta_{1}^{\prime} P_{0}
\end{array}\right]
$$

Hence

$$
F=\frac{1}{2} \operatorname{tr}\left(\left[\begin{array}{cc}
0 & 0 \\
0 & P_{0} \Delta_{1} \Delta_{1}^{\prime} P_{0}
\end{array}\right]\left(\Sigma_{x}-I_{n}\right)\right)=\frac{1}{2} \Delta_{1}^{\prime} P_{0}\left(\Sigma_{0, x}-I_{n-1}\right) P_{0} \Delta_{1}
$$

Finally we have $L \leq n$, since $\Delta K_{\star}=0, \Delta_{1}$ has unit norm, and $R=I_{p}$.

### 7.11.2 Proof of Lemma 7.2

First note that $P_{0} \succeq Q_{0}=I_{n-1}$. As a result, we have

$$
\left\|P_{0}\left(\Sigma_{0, x}-I_{n-1}\right) P_{0}\right\|_{2} \geq\left\|\Sigma_{0, x}-I_{n-1}\right\|_{2} .
$$

It is sufficient to lower bound $\left\|\Sigma_{0, x}-I_{n-1}\right\|_{2}$. Consider the recursion:

$$
\Sigma_{k}=\left(A_{0}+B_{0} K_{0, \star}\right) \Sigma_{k-1}\left(A_{0}+B_{0} K_{0, \star}\right)^{\prime}+I_{n-1}, \Sigma_{0}=0
$$

Then $\Sigma_{0, x}=\lim _{k \rightarrow \infty} \Sigma_{k} \succeq \Sigma_{n-1} \succeq I_{n-1}$. The second inequality follows from monotonicity of the Lyapunov operator:

$$
g(X)=\left(A_{0}+B_{0} K_{0, \star}\right) X\left(A_{0}+B_{0} K_{0, \star}\right)^{\prime}+I_{n-1},
$$

i.e. $g(X) \succeq g(Y)$ if $X \succeq Y$. What remains is to lower bound $\left\|\Sigma_{n-1}-I_{n-1}\right\|_{2}$. Let $e_{1}=\left[\begin{array}{llll}1 & 0 & \cdots & 0\end{array}\right]^{\prime}$ be the first canonical vector. Due to the structure of $A_{0}, B_{0}$

$$
e_{1}^{\prime}\left(A_{0}+B_{0} K_{0, \star}\right)^{i}=e_{1}^{\prime}\left(A_{0}\right)^{i}, \text { for } i \leq n-1
$$

Hence

$$
\begin{aligned}
\left\|\Sigma_{n-1}-I_{n-1}\right\|_{2} & \geq e_{1}^{\prime}\left(\Sigma_{n-1}-I_{n-1}\right) e_{1} \\
& =\sum_{k=1}^{n-1} e_{1}^{\prime} A_{0}^{k}\left(A_{0}^{\prime}\right)^{k} e_{1} .
\end{aligned}
$$

After some algebra we can compute analytically

$$
\left\|\Sigma_{n-1}-I_{n-1}\right\|_{2} \geq \sum_{k=1}^{n-1} \sum_{t=0}^{k}\binom{k}{t}^{2}=\sum_{k=1}^{n-1}\binom{2 k}{k} \geq\binom{ 2(n-1)}{n-1} \geq\left(2 \frac{n-1}{n-1}\right)^{n-1}=2^{n-1}
$$

which completes the proof.

### 7.11.3 Proof of Theorem 7.3

It is sufficient to prove the result for the class $\mathcal{C}_{n, n-1}^{\mu}$. If $n>\kappa+1$, then we can consider the system:

$$
\tilde{A}=\left[\begin{array}{l|l}
0 & 0 \\
\hline 0 & A
\end{array}\right], \tilde{B}=\left[\begin{array}{c|c}
I_{n-\kappa-1} & 0 \\
\hline 0 & B
\end{array}\right], \tilde{H}=\left[\begin{array}{c|c}
I_{n-\kappa-1} & 0 \\
\hline 0 & H
\end{array}\right]
$$

where $(A, B, H) \in \mathfrak{C}_{\kappa, \kappa-1}^{\mu}$ and repeat the same arguments.
The proof follows from Lemma 7.1 and Lemma 7.2. What remains to show that for
every $\epsilon$

$$
\mathcal{C}_{S}(\epsilon) \subseteq \mathcal{C}_{n, n-1}^{\mu}(\epsilon)
$$

This follows from the fact that $\Delta K_{\star}=0$, hence $A=A(\theta)$ and $\|B-B(\theta)\|=\theta\|\Delta\|_{2}=\theta \leq \epsilon$.
Thus,

$$
\|[A-A(\theta) \quad B-B(\theta)]\|_{2} \leq \epsilon
$$

Since $\mathcal{C}_{S}(\epsilon) \subseteq \mathcal{C}_{n, n-1}^{\mu}(\epsilon)$, we get

$$
\lim \inf _{T \rightarrow \infty} \sup _{S \in \mathfrak{C}_{n, n-1}^{\mu}\left(T^{-a}\right)} \mathbb{E}_{\hat{S}, \pi} \frac{R_{T}(\hat{S})}{\sqrt{T}} \geq \lim \inf _{T \rightarrow \infty} \sup _{\hat{S} \in \mathcal{C}_{S}\left(T^{-a}\right)} \mathbb{E}_{\hat{S}, \pi} \frac{R_{T}(\hat{S})}{\sqrt{T}}
$$

### 7.11.4 Stable System Example

Here we show that the local minimax expected regret can be exponential in the dimension even for stable systems. Using again the two subsystems trick, consider the following stable system

$$
S: \quad x_{k+1}=\left[\begin{array}{c|ccccc}
0 & 0 & 0 & & 0 & 0  \tag{7.37}\\
\hline 0 & \rho & 2 & & 0 & 0 \\
0 & & & \ddots & & \\
0 & 0 & 0 & & \rho & 2 \\
0 & 0 & 0 & & 0 & \rho
\end{array}\right] x_{k}+\left[\begin{array}{c|c}
1 & 0 \\
0 & 0 \\
\vdots & \\
0 & 1
\end{array}\right] u_{k}+w_{k}, 0<\rho<1,
$$

with $Q=I_{n}, R=I_{2}$. Following the notation of (7.18) let:

$$
A_{0}=\left[\begin{array}{cccccc}
\rho & 2 & 0 & & & 0  \tag{7.38}\\
0 \\
0 & \rho & 2 & & 0 & 0 \\
& & & \ddots & & \\
0 & 0 & 0 & & \rho & 2 \\
0 & 0 & 0 & & 0 & \rho
\end{array}\right], B_{0}=\left[\begin{array}{c}
0 \\
0 \\
\vdots \\
0 \\
1
\end{array}\right], Q_{0}=I_{n-1}, R_{0}=1,
$$

where $A_{0} \in \mathbb{R}^{(n-1) \times(n-1)}$ and $B_{0} \in \mathbb{R}^{n-1}$. Note that $A_{0}$ has spectral radius $\rho<1$. Let $\Delta=\left[\begin{array}{cc}0 & 0 \\ \Delta_{1} & 0\end{array}\right]$. Then, by Lemma 7.1, the local minimax expected regret for system $S$, given the perturbation $\Delta_{1}$ is lower bounded by

$$
\lim \inf _{T \rightarrow \infty} \sup _{\hat{S} \in \mathcal{e}_{S}\left(T^{-a}\right)} \mathbb{E}_{\hat{S}, \pi} \frac{R_{T}(\hat{S})}{\sqrt{T}} \geq \frac{1}{4 \sqrt{n}} \sqrt{\Delta_{1}^{\prime} P_{0}\left[\Sigma_{0, x}-I_{n-1}\right] P_{0} \Delta_{1}} .
$$

As we show in the following lemma, the quantity $\sqrt{\Delta_{1}^{\prime} P_{0}\left[\Sigma_{0, x}-I_{n-1}\right] P_{0} \Delta_{1}}$ is exponential with $n$ if we choose $\Delta_{1}$ appropriately. Although the system is stable, it is very sensitive to inputs and noises. Any signal $u_{k, 2}$ that we apply gets amplified by 2 as we move up the chain from state $x_{k, n}$ to state $x_{k, 2}$. As a result, any suboptimal policy will result in excessive excitation of the state.

Lemma 7.8 (Stable systems can be hard to learn). Consider system (7.38) Let $P_{0}$ be the Riccati matrix for $Q_{0}=I_{n-1}, R_{0}=1$, with $K_{\star, 0}, \Sigma_{0, x}$ the corresponding $L Q R$ control gain and steady-state covariance, respectively. Then

$$
\left\|P_{0}\left[\Sigma_{0, x}-I_{n-1}\right] P_{0}\right\|_{2} \geq 2^{4 n-8}+o(1)
$$

where o(1) goes to zero as $n \rightarrow \infty$.
Proof. Let $\Delta_{1}=\left[\begin{array}{lllll}0 & 0 & \cdots & 1 & 0\end{array}\right]^{\prime}$. It is sufficient to prove that

$$
\Delta_{1}^{\prime} P_{0}\left(\Sigma_{0, x}-I_{n-1}\right) P_{0} \Delta_{1}
$$

is exponential. Using the identity $\Sigma_{0, x}-I_{n-1}=\left(A_{0}+B_{0} K_{\star, 0}\right) \Sigma_{0, x}\left(A_{0}+B_{0} K_{\star, 0}\right)^{\prime}, \Sigma_{0, x} \succeq I$, we have:

$$
\Delta_{1}^{\prime} P_{0}\left(\Sigma_{0, x}-I_{n-1}\right) P_{0} \Delta_{1} \geq\left\|\Delta_{1}^{\prime} P_{0}\left(A_{0}+B_{0} K_{\star, 0}\right)\right\|_{2}^{2} .
$$

By Lemma 7.10 and Lemma 7.9 it follows that

$$
\left\|\Delta_{1}^{\prime} P_{0}\left(A_{0}+B_{0} K_{\star, 0}\right)\right\|_{2}^{2} \geq 2^{4 n-8}+o(1) .
$$

Lemma 7.9 (Riccati matrix can grow exponentially). For system (7.38) we have:

$$
B_{0}^{\prime} P_{0} B_{0}+R_{0} \geq 2^{2 n-4}+1
$$

Proof. Consider the Riccati operator:

$$
g(X, Y)=A_{0}^{\prime} X A_{0}+Y-A_{0}^{\prime} X B_{0}\left(B_{0}^{\prime} X B_{0}+R_{0}\right)^{-1} B_{0}^{\prime} X A_{0}
$$

Based on the above notation, we have $P_{0}=g\left(P_{0}, Q_{0}\right)$. The Riccati operator is monotone (Anderson \& Moore, 2005), i.e

$$
X_{1} \succeq X_{2} \Rightarrow g\left(X_{1}, Y\right) \succeq g\left(X_{1}, Y\right)
$$

It is also trivially monotone with respect to $Y$. Let $X_{0}=0$, then the recursion $X_{t+1}=$ $g\left(X_{t}, Q_{0}\right)$ converges to $P_{0}$. By monotonicity

$$
P_{0} \succeq X_{t}, \text { for all } t \geq 0
$$

Let $e_{i}$ denote the $i$-th canonical vector in $\mathbb{R}^{n-1}$. By monotonicity, we also have:

$$
X_{1}=g\left(X_{0}, Q_{0}\right) \succeq g\left(X_{0}, e_{1} e_{1}^{\prime}\right)=\underbrace{e_{1} e_{1}^{\prime}}_{\tilde{X}_{1}}
$$

Repeating the argument:

$$
\begin{aligned}
X_{2} & =g\left(X_{1}, Q_{0}\right) \succeq g\left(\tilde{X}_{1}, Q_{0}\right) \succeq g\left(\tilde{X}_{1}, e_{1} e_{1}^{\prime}\right)=\underbrace{A_{0}^{\prime} \tilde{X}_{1} A_{0}+e_{1} e_{1}^{\prime}}_{\tilde{X}_{2}}=A_{0}^{\prime} e_{1} e_{1}^{\prime} A_{0}+e_{1} e_{1}^{\prime} \\
& =2^{2} e_{2} e_{2}^{\prime}+\rho^{2} e_{1} e_{1}^{\prime}+2 \rho e_{1} e_{2}^{\prime}+2 \rho e_{2} e_{1}^{\prime}
\end{aligned}
$$

Similarly,
$X_{n-1}=g\left(X_{n-2}, Q_{0}\right) \succeq g\left(\tilde{X}_{n-2}, e_{1} e_{1}^{\prime}\right)=\left(A_{0}^{\prime}\right)^{n-2} e_{1} e_{1}^{\prime} A_{0}^{n-2}+\left(A_{0}^{\prime}\right)^{n-1} e_{1} e_{1}^{\prime} A_{0}^{n-1}+\cdots+e_{1} e_{1}^{\prime}$,
where we use the fact that every $\tilde{X}_{k}$ is orthogonal to $B_{0}$ for $k \leq n-2$. As a result:

$$
\begin{align*}
{\left[P_{0}\right]_{n-1, n-1} } & \geq\left[X_{n}\right]_{n-1, n-1} \geq e_{n-1}^{\prime}\left(A_{0}^{\prime}\right)^{n-2} e_{1} e_{1}^{\prime} A_{0}^{n-2} e_{n-1} \\
& =\left(e_{1}^{\prime} A_{0}^{n-2} e_{n-1}\right)^{2}=\left(\left[A_{0}^{n-2}\right]_{1, n-1}\right)^{2} \tag{7.39}
\end{align*}
$$

What remains is to compute $\left[A_{0}^{n-2}\right]_{1, n-1}$. Define by $J \in \mathbb{R}^{(n-1) \times(n-1)}$ the companion matrix:

$$
J=\left[\begin{array}{llllll}
0 & 1 & 0 & & 0 & 0 \\
0 & 0 & 1 & & 0 & 0 \\
& & & \ddots & & \\
0 & 0 & 0 & & 0 & 1 \\
0 & 0 & 0 & & 0 & 0
\end{array}\right]
$$

Since $A_{0}=\rho I+2 J$ and $I$ commutes with $J$ by the binomial expansion formula:

$$
A_{0}^{n-2}=2^{n-2} J^{n-2}+\sum_{t=0}^{n-3} 2^{t}\binom{n-2}{t} J^{t}
$$

Since $e_{1}^{\prime} J^{n-1} e_{n-1}=1, e_{1}^{\prime} J^{t} e_{n-1}=0$, for $t \leq n-2$, we obtain:

$$
\begin{equation*}
\left(\left[A_{0}^{n-2}\right]_{1, n-1}\right)^{2}=2^{2 n-4} \tag{7.40}
\end{equation*}
$$

By (7.39) and (7.40) we finally get

$$
B_{0}^{\prime} P_{0} B_{0}+R_{0}=\left[P_{0}\right]_{n-1, n-1}+1 \geq 2^{2 n-4}+1
$$

Lemma 7.10. We have:

$$
\left\|\Delta_{1}^{\prime} P_{0}\left(A_{0}+B_{0} K_{\star, 0}\right)\right\|_{2} \geq(0.5+o(1))\left(B_{0}^{\prime} P_{0} B_{0}+R_{0}\right),
$$

where the $o(1)$ is in the large $n$ regime.
Proof. Let $e_{i}$ denote the $i$-th canonical vector in $\mathbb{R}^{n-1}$. It is sufficient to show that

$$
\left|\left(B_{0}^{\prime} P_{0} B_{0}+R_{0}\right)^{-1} \Delta_{1}^{\prime} P_{0}\left(A_{0}+B_{0} K_{\star, 0}\right) e_{n-1}\right| \geq 0.5+o(1)
$$

For simplicity we will denote:

$$
\alpha \triangleq\left[P_{0}\right]_{n-1, n-1}, \quad \beta \triangleq\left[P_{0}\right]_{n-2, n-2}, \quad \gamma \triangleq\left[P_{0}\right]_{n-1, n-2} .
$$

Due to the structure of $A_{0}$, we have

$$
A_{0} e_{n-1}=\rho e_{n-1}+2 e_{n-2}
$$

Using this, we obtain

$$
\begin{align*}
K_{\star, 0} e_{n-1} & =-\left(B_{0}^{\prime} P_{0} B_{0}+1\right)^{-1} B_{0}^{\prime} P_{0} A_{0} e_{n-1}=-(\alpha+1)^{-1} e_{n-1}^{\prime} P_{0}\left(\rho e_{n-1}+2 e_{n-2}\right) \\
& =-(\alpha+1)^{-1}(\rho \alpha+2 \gamma) . \tag{7.41}
\end{align*}
$$

Combining the above results

$$
\begin{aligned}
& \left(B_{0}^{\prime} P_{0} B_{0}+R\right)^{-1} \Delta_{1}^{\prime} P_{0}\left(A_{0}+B_{0} K_{\star, 0}\right) e_{n-1}=\left(B_{0}^{\prime} P_{0} B_{0}+1\right)^{-1} e_{n-2}^{\prime} P_{0}\left(A_{0}+B_{0} K_{\star, 0}\right) e_{n-1} \\
& =(\alpha+1)^{-1}\left\{e_{n-2}^{\prime} P_{0}\left(\rho e_{n-1}+2 e_{n-2}\right)-e_{n-2}^{\prime} P_{0} e_{n-1}(\alpha+1)^{-1}(\rho \alpha+2 \gamma)\right\} \\
& =(\alpha+1)^{-1}\left\{\rho \gamma+2 \beta-\gamma(\alpha+1)^{-1}(\rho \alpha+2 \gamma)\right\} \\
& =2(\alpha+1)^{-1}\left\{\beta-(\alpha+1)^{-1} \gamma^{2}\right\}-(\alpha+1)^{-2} \rho \gamma \\
& \stackrel{i)}{=} \frac{2}{\alpha+1}\left\{\beta-\frac{\gamma^{2}}{\alpha+1}\right\}+o(1),
\end{aligned}
$$

where i) follows from Lemma 7.11. What remains to show is that

$$
\begin{equation*}
\frac{2}{\alpha+1}\left\{\beta-\frac{\gamma^{2}}{\alpha+1}\right\}=0.5+o(1) \tag{7.42}
\end{equation*}
$$

Using the algebraic Riccati equation:

$$
\begin{aligned}
\alpha & =e_{n-1}^{\prime} A_{0}^{\prime} P_{0} A_{0} e_{n-1}+1-e_{n-1}^{\prime} A_{0}^{\prime} P_{0} B_{0}(\alpha+1)^{-1} B_{0}^{\prime} P_{0} A_{0} e_{n-1} \\
& =\left(\rho e_{n-1}+2 e_{n-2}\right)^{\prime} P_{0}\left(\rho e_{n-1}+2 e_{n-2}\right)+1 \\
& -\left(\rho e_{n-1}+2 e_{n-2}\right)^{\prime} P_{0} e_{n-1}(\alpha+1)^{-1} e_{n-1}^{\prime} P_{0}\left(\rho e_{n-1}+2 e_{n-2}\right) \\
& =\rho^{2} \alpha+4 \beta+4 \rho \gamma+1-\frac{(\rho \alpha+2 \gamma)^{2}}{\alpha+1} \\
& =4 \beta+\frac{\rho^{2} \alpha+4 \rho \gamma+\alpha+1-4 \gamma^{2}}{\alpha+1} .
\end{aligned}
$$

Dividing both sides with $\alpha+1$ :

$$
\frac{\alpha}{1+\alpha}=\frac{4}{\alpha+1}\left\{\beta-\frac{\gamma^{2}}{\alpha+1}\right\}+\frac{4 \rho \gamma}{(\alpha+1)^{2}}+\frac{1+\rho^{2} \alpha}{(1+\alpha)^{2}}
$$

Rearranging the terms gives:

$$
\frac{2}{\alpha+1}\left\{\beta-\frac{\gamma^{2}}{\alpha+1}\right\}-0.5=-\frac{0.5}{1+\alpha}-\frac{2 \rho \gamma}{(\alpha+1)^{2}}-\frac{1+\rho^{2} \alpha}{2(1+\alpha)^{2}}
$$

By Lemma 7.11 the second term in the right-hand side is $o(1)$. By Lemma 7.9, $\alpha=\Omega\left(2^{2 n}\right)$, hence all remaining terms also go to zero, which completes the proof of (7.42).

Lemma 7.11. Recall the notation in the proof of Lemma 7.10

$$
\alpha \triangleq\left[P_{0}\right]_{n-1, n-1}, \quad \gamma \triangleq\left[P_{0}\right]_{n-1, n-2} .
$$

Then, we have:

$$
\left|\frac{\gamma}{(\alpha+1)^{2}}\right|=o(1)
$$

Proof. We use the relation:

$$
P_{0}=\left(A_{0}+B_{0} K_{\star, 0}\right)^{\prime} P_{0}\left(A_{0}+B_{0} K_{\star, 0}\right)+Q_{0}+K_{\star, 0}^{\prime} R_{0} K_{\star, 0} \succeq K_{\star, 0}^{\prime} R_{0} K_{\star, 0}
$$

Multiplying from the left and right by $e_{n-1}$ and by invoking (7.41) we obtain:

$$
\alpha \geq\left(\frac{\rho \alpha+2 \gamma}{\alpha+1}\right)^{2}=(\xi+\lambda)^{2}
$$

where for simplicity we define $\xi=\frac{\rho \alpha}{\alpha+1}, \lambda=\frac{2 \gamma}{\alpha+1}$. We can further lower bound the above expression by:

$$
\alpha \geq(\xi+\lambda)^{2} \geq \xi^{2}+\lambda^{2}-2 \xi|\lambda|
$$

This is a quadratic inequality and holds if and only if:

$$
\xi-\sqrt{\alpha} \leq|\lambda| \leq \xi+\sqrt{\alpha}
$$

As a result:

$$
2 \frac{|\gamma|}{\alpha+1} \leq \rho+\sqrt{\alpha+1}
$$

which leads to

$$
\frac{|\gamma|}{\alpha+1} \leq 0.5 \frac{\rho+\sqrt{\alpha+1}}{\alpha+1}=O(1 / \sqrt{\alpha})=o(1)
$$

since $\alpha=\Omega\left(2^{2 n}\right)$.

## Chapter 8

## Conclusion and Open Problems

In this thesis, we studied the statistical complexity of learning linear systems for the tasks of system identification, learning to predict, and learning to control. In the first part of this thesis, we provided the first finite-sample analysis of stochastic system identification and the first end-to-end guarantees for the offline learning of the Kalman filter. We also provided the first logarithmic regret upper bounds for the problem of online Kalman filtering. In the second part, we studied when systems are statistically easy or hard to learn. We proved that control theoretic parameters, especially the controllability structure of the system, can affect the statistical difficulty of learning dramatically. Our approach was based on control theoretic tools as well as modern tools from statistical learning and high-dimensional statistics. Going forward, there are multiple directions for future work.

Time-varying systems/Continuous adaptation In the online control literature, most existing algorithms rely on the assumption that the unknown system is time-invariant. As a result, adaptation essentially only happens initially. If a change occurs in the system, then, the online control algorithms might not adapt fast enough. It is an interesting topic to study the regret of online control in the case of time-varying systems. There has already been some work on this topic Jadbabaie et al. (2021); Luo et al. (2022); Gradu et al. (2020).

Nonlinear systems In this thesis, we focused on linear systems. In reality, most systems are nonlinear. However, the statistical tools used in this thesis, might not be directly applicable to nonlinear systems. Recently, there has been work on developing new tools for nonlinear systems (Foster et al., 2020; Boffi et al., 2021; Mania et al., 2022; Ziemann et al., 2022). It seems that the stability properties of the nonlinear system might be crucial to provide generalization guarantees.

System Identification of Unstable Partially-Observed Systems It has been known that identification of unstable systems from single trajectory data is possible in the case of fully-observed systems under certain conditions (Faradonbeh et al., 2018a; Sarkar \& Rakhlin, 2018). It is an open problem if identification of unstable systems is possible in the case of partially-observed systems. The main limitation is that the technique of unrolling and truncating the Kalman filter might no longer work in the case of single trajectory data; the initial state and the noise might have an exponentially increasing influence on the future measurements.

Learning with Structure Most of the work so far has considered unstructured problems, in the sense that $A, B, C$ etc were assumed to be entirely unknown. In many real world applications we might have partial knowledge of the model, e.g. we might know that matrix $A$ is sparse (Fattahi et al., 2019) or that $A$ has a graph structure etc. It is an open problem to study how structural knowledge would affect the statistical difficulty of learning. For example, if we know the structure of matrices $A, B$, it might be possible to avoid exponential sample complexity, in the case of the difficult learning instances studied in Chapters 6, 7 .

Learning under Constraints In this thesis, we considered unconstrained systems. In reality, systems have physical limits and should satisfy safety specifications. Optimizing performance, i.e. minimizing the LQR cost, might not be enough. It might be even more important to satisfy constraints, e.g. in a Model Predictive Control (MPC) framework.

The problem of adaptive MPC has been studied before (Bujarbaruah et al., 2019), however, understanding its statistical complexity is still an open problem. The related problem of constrained LQR control was studied before in both the offline (Dean et al., 2019) and the adaptive setting (Li et al., 2021).

Application Oriented Bounds. The sample complexity/regret guarantees in this thesis are mainly theoretical; they reveal how various system theoretic properties qualitatively affect the difficulty of learning. Our guarantees are data-independent and they might be loose due to overestimated universal constants. As a result, they might not be sharp enough to be used in applications. A different line of work focuses on application oriented bounds, e.g. data-dependent bounds, see for example Carè et al. (2018) or bootstrapping (Dean et al., 2017). Such bounds might be more suitable for applications, but they might not necessarily reveal how system properties affect learnability. It is still an open problem how to successfully utilize such bounds in real-world applications.
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[^1]:    ${ }^{1}$ A stabilizing solution $P$ to the Riccati equation defines a Kalman gain $K$ such that $\rho(A-K C)<1$.

[^2]:    ${ }^{2}$ The results of Section 3.4 do not depend on the order $n$ being known.

[^3]:    ${ }^{3}$ This is a variation of the MOESP algorithm Qin (2006).

[^4]:    ${ }^{4}$ We can slightly relax the condition to $(A, B)$ stabilizable (Lale et al., 2020a; Simchowitz \& Foster, 2020; Efroni et al., 2021). To avoid technicalities we leave that for future work.

