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ABSTRACT

TOWARDS PRECISION MEASUREMENTS OF THE OPTICAL DEPTH TO

REIONIZATION USING 21 CM DATA AND MACHINE LEARNING

Tashalee Billings

James E. Aguirre

The Epoch of Reionization (EoR) was a phase transition from a neutral state to an ion-

ized state where the first generation of luminous objects were able to heat and ionize the

surrounding predominantly neutral hydrogen gas. Detection of brightness temperature fluc-

tuations from the redshifted hyperfine 21 cm line of neutral hydrogen would provide a direct

three-dimensional probe of astrophysics and cosmology during this period. Another impor-

tant property of reionization is the redshift of its midpoint, when half the hydrogen in the

intergalactic medium (IGM) was ionized. This quantity is often estimated by using the cos-

mic microwave background (CMB) optical depth, τ . Since the optical depth is obtained by

integrating along the line of sight, it provides just one number to characterize reionization.

As a result, this can be converted into a constraint for the midpoint under the assumption

of a parametric form for the ionization history. This is also a probe of the EoR.

Upcoming measurements of the high-redshift 21 cm signal from the EoR are a promising

probe of the astrophysics of the first galaxies and of cosmological parameters. In particular,

the optical depth τ to the last scattering surface of the CMB should be tightly constrained

by direct measurements of the neutral hydrogen state at high redshift. A robust measure-

ment of τ from 21 cm data would help eliminate it as a nuisance parameter from CMB

estimates of cosmological parameters. Previous proposals for extracting τ from future 21 cm

datasets have typically used the 21 cm power spectra generated by semi-numerical models

to reconstruct the reionization history. I present in this thesis a different approach which

uses convolution neural networks (CNNs) trained on mock images of the 21 cm EoR signal

to extract τ . I constructed a CNN that improves upon on previously proposed architectures,
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and perform an automated hyperparameter optimization. I showed that well-trained CNNs

are able to accurately predict τ , even when removing Fourier modes that are expected to be

corrupted by bright foreground contamination of the 21 cm signal.

I then began answering a slightly different question that involved raining three different

Bayesian models using mock images of ionized fields of hydrogen to extract the ionization

fraction of hydrogen by only looks at one redshift to infer the ionization fraction of each

simulated image. I showed that for a simple fully Bayesian network it is possible to success-

fully produces predicted values that are closely aligned with the true values and the model

was tuned to find the “best” generalized model architecture for this particular problem.
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CHAPTER 1

COSMIC HISTORY

1.1. A Brief History of The Universe

Shortly after the Big Bang, The Universe quickly expanded into a hot dense opaque pri-

mordial soup of quarks, leptons, gluons and extremely energetic photons. Tiny random

fluctuations in the values of the electric and magnetic fields of the elementary particles rep-

resent the electromagnetic force are carried by photons; W and Z fields carry the weak force;

and gluon fields which carry the strong force. This random change in the in the energy state

of a point in space is called a quantum (vacuum) fluctuations. Density anisotropies formed

by these hugely inflated quantum fluctuations, ionized mostly hydrogen and helium; in ad-

dition to that deuterium, lithium and beryllium. These ionized atoms filled The Universe as

a hot plasma. Prior to this, the unbound and densely packed electrons were exceptionally

good at absorbing and re-emitting light. Blackbody photons, thermal electromagnetic radi-

ation within thermodynamic equilibrium with its environment, were continuously scattered

throughout this plasma.

About 380,000 years after the Big Bang, the number of photons with energies above the 13.6

eV threshold required to ionize neutral hydrogen (astronomers refer to neutral hydrogen as

HI, and ionized hydrogen [i.e. protons] as HII) became outnumbered by the number of

baryons, and HII were able to recapture electrons without immediately being ionized. This

critical period is known as recombination. The plasma was able to neutralize and The

Universe underwent another cosmic transition as it adiabatically expanded from optically

thick to optically thin as free electrons were captured allowing light to travel unimpeded,

in straight lines for the first time. Some of the unimpeded photons that existed at the time

of the ‘last scattering’, redshifted by the expansion of The Universe, are observed today

as the Cosmic Microwave Background (CMB). The Universe we see today is structured,

complicated and diverse in stars and galaxies, dark matter and dark energy, but very little
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Figure 1.1: After the Big Bang, The Universe was a very hot soup of fundamental particles.
The plasma quickly cooled over several thousands of years and we see the as the CMB. After
The Universe became neutral, it became unobservable across much of the electromagnetic
spectrum and any short wavelength radiation that might have been emitted was quickly
absorbed by the atomic gas. The Universe then transitioned into a long interval known as
the Dark Ages. Slowly, the gravitational collapse of overdense regions, led to the formation
of more pronounced structure in the neutral medium, and eventually the first stars, galaxies
and quasars started to form ending with the formation of the first generation of galaxies.
These objects started emitting ultraviolet radiation that carve out ionized regions around
them. After a sufficient number of ionizing sources have formed, the ionized fraction of the
gas in The Universe rapidly increases until hydrogen becomes fully ionized. This period,
during which the cosmic gas went from neutral to ionized, is known as The Universe’s Epoch
of Reionization. This figure was taken from http://www.reionization.org.
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neutral gas. At the same time, observations of the CMB and standard cosmological models,

Λ-CDM( standing for Dark Energy and Cold Dark Matter) find agreement with the story

told above. However, there also exists a large observational gap: how and when did The

Universe transition from its neutral state at recombination, to its ionized and structured state

we see today? The formation of cosmological structure begins with the primordial density

anisotropies of the hot plasma. The dark matter that permeate The Universe should have

traced those perturbations, and gravitationally accreted into those regions, increasing the

overdensities. Eventually, these overdense regions above some threshold density collapsed

into halos; matter structures that permeates and surrounds individual galaxies, as well as

groups and clusters of galaxies and are supported by their own gravitational potential. The

similarly pervasive HI field should have traced the dark matter overdensities also. This

gravity-dominated period represents an epoch of relatively simple physics directly driven by

Λ-CDM and is known as the “Dark Ages”. At that time no luminous structures existed,

and the only photons that existed were from the slowly fading CMB. Within the early

dark matter halos, enough HI accreted to a large enough density to fuse, igniting the first

stellar cores. These first stars, commonly referred to as Population-3 or (PopIII) stars (stars

formed very early with little to no elements heavier than helium), were the first source

of ultraviolet (UV) and X-ray photons capable of ionizing HI since recombination. They

were also extremely massive and therefore shortlived and their supernovae likely provided

the seeds for the first galaxies composed of PopII stars. The PopIII era is also sometimes

referred to as “Cosmic Dawn”, and represents the birth of astrophysics in our Universe.

1.2. Cosmic Dawn

With the origin of galaxies, the HI region surrounding haloes began to be reionized, form-

ing “bubbles” of HII regions. As more luminous structures formed, UV photon production

increased, and the reionization rate overcame recombination. The Cosmic Dawn of our uni-

verse is one of the last unexplored frontiers in cosmic history. This history is summarized in

Figure 1.1, starting with the Big Bang on the left. The early population of gravitationally

condensed material produced sufficiently energetic flux to reionize the intergalactic medium
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(IGM) from its previous neutral state in a period called the Epoch of Reionization. This pe-

riod is the rapid transition from separated large reionized “bubbles” to the merged reionized

state and to structures that began to resemble the inhabitant of our current universe. The

structure of the IGM contains a plethora of information about the underlying astrophysical

and cosmological phenomena governing this cosmic evolution.

The evolution of the cosmic structures depend on the constituents of those first galaxies with

Population III stars but also the local and average cosmic density, the relative velocities

of baryons and dark matter, and the sizes and clustering of the first galaxies to form.

It also depends on stellar remnants, X-ray binaries, and early supermassive black holes.

UV and X-ray luminosities and spectra also affect the thermal and ionization states of

the IGM. The wealth of unexplored physics during the Cosmic Dawn, culminating in the

Epoch of Reionization (EoR), led to the most recent US National Academies astronomy

decadal survey entitled New Worlds, New Horizons to highlight it as one of the top three

priority science objectives for the decade. Exploring the interplay of galaxies and large-scale

structure during the EoR requires complementary observational approaches. Measurements

of the photons permeating The Universe after becoming transparent to its own radiation by

the recombination of the protons and electrons about 400,000 years after the Big Bang by

telescopes like COBE, WMAP and Planck provide initial conditions for structure formation.

1.3. Processes

Because The Universe has many high energy photons from quasars and large amounts of

hydrogen atoms, both the absorption and emission of photons occurs frequently. It is also

important to mention that because The Universe is expanding the photons travel towards

us “stretching" or has a wavelength that has increased, λ, and lowers the energies of the

photons. This phenomena is called redshifting. Neutral hydrogen atoms in their ground

state will interact with redshifted photon to a wavelength of 1216 Å when it reaches them.

The rest of the light will keep travelling towards us.
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1.3.1. Thomson Scattering

Thomson scattering, different from Rayleigh scattering (scattering from a harmonically

bound electron), is the classical scattering of electromagnetic waves by free electrons. The

electron experiences a force due to the incident electric field:

E⃗ = ϵ̂E0e
ik⃗·r⃗−iωt (1.1)

where ϵ̂ represents the polarization direction and ϵ̂ · k⃗ = 0. The equation of motion for the

charged particle is then,

m¨⃗r = −eE (1.2)

Recall that in the dipole approximation, or for a non-relativistic particle accelerated by a

force, the power emitted per unit solid angle is

dP

dΩ
=

e2

16π2c3ϵ0
⟨a2⟩ sin2 θ (1.3)

where < a2 > represents the time-averaged squared acceleration. The leading order acceler-

ation is due to the plane wave electric field with polarization ϵ̂0, wave vector k0, and New-

ton’s equation of motion law gives the acceleration directly and the time averaged squared

acceleration is:

< a2 >=
e2

2m2
|E0|2 (1.4)

Pluging 1.4 into 1.3 yields, upon rearranging,

The term in the brackets is known as the classical electron radius. Recall that the time-

averaged Poynting vector, directional energy flux (the energy transfer per unit area per unit

time) of an electromagnetic field, is I ≡ ϵc |E0|2
2 .
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The differential scattering cross section is defined by:

dσ

dΩ
=

(
e2

4π2mc2ϵ0

)2
ϵ0c|E0|2

2
sin2 θ (1.5)

The differential scattering cross section is defined by:

dσ

dΩ
=

dP
dΩ

I
(1.6)

and is the area of the wavefront which delivers the same power as is scattered into a given

solid angle dΩ. The total cross section is obtained by integrating over the differential solid

angle:

σ = 2πr2c

∫ π

0
(dθsinθ)sin2θ = 2

4π

3
r2c (1.7)

This is known as the classical Thomson cross section. When the incident energy of the

photon, ℏω, becomes comparable to the rest mass of the electron quantum mechanical

effects become important. This is the case of Compton scattering.

Classical Thomson Scattering of CMB photons by the ionized particles constrains the in-

tegrated column of ionized gas and kinetic Sunyaev-Zel’dovich measurements constrain the

duration of the patchy phase of cosmic structures. But even with these measurements, the

detailed evolution of the IGM is only loosely constrained. Lyman alpha absorption features

in quasar and gamma-ray burst spectra give ionization constraints at the tail end of reion-

ization z < 7, but these features saturate at low neutral fractions xHI = 10−4, where xHI is

the average fraction of hydrogen in its neutral state.
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CHAPTER 2

21 CM COSMOLOGY

2.1. Brief Introduction

The 21 cm line from gas during the first billion years after the Big Bang redshifts to radio

frequencies 30-200 MHz making it a prime target for a new generation of radio interferom-

eters currently being built. Instruments, such as Murchison Widefield Array (MWA), the

LOw Frequency ARray (LOFAR), and the Precision Array to Probe the Epoch of Reioniza-

tion (PAPER), sought to detect the radio fluctuations in the redshifted 21 cm background

arising from variations in the amount of neutral hydrogen. Next generation instruments will

be able to go further in making more detailed maps of the ionized regions during reionization

and measure properties of hydrogen out to redshift z = 30. These observations constrain

the properties of the intergalactic medium and by extension the cumulative impact of light

from all galaxies. Combining this with direct observations of the sources themselves, they

provide a powerful tool for learning about the first generation of stars and galaxies. This

probe will also provide information about active galactic nuclei (AGN), such as quasars, by

observing the ionized bubbles surrounding individual AGN.

The quasar and gamma-ray burst shines within a certain spectrum. Gas around the quasar

both emits and absorbs photons. With the presence of neutral hydrogen near the quasar,

the emitted flux is depleted for certain wavelengths, indicating the absorption by the neutral

hydrogen. It is known that at this location the photon of wavelength 1216 Å is absorbed.

Its wavelength is stretched by the expansion of the Universe from what it was initially at

the quasar, and, if it had continued to travel to us, it would have been stretched more from

the initial 1216 angstroms wavelength it had at the absorber. When the emitted photon

is absorbed we see the dip in flux at the wavelength corresponding to the 1216 angstrom

photon if it had reached us. As we can calculate how the universe is expanding, we can tell

where the photons were absorbed in relation to us. In other words, an absorption map can
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Figure 2.1: The time evolution of the 21cm signal. (Top Plot) Time evolution of fluctuations
in the 21 cm brightness from just before the first stars formed through to the end of the Epoch
of Reionization. Coloration indicates the strength of the 21cm brightness signal as it evolves
through two absorption phases (purple and blue), separated by a period (black) where the
excitation temperature of the 21cm hydrogen transition decouples from the temperature
of the hydrogen gas, before it transitions to an emission (red) state and finally disappears
(black) owing to the ionization of the hydrogen gas. (Bottom Plot) The expected evolution
of the sky-averaged 21cm brightness signal from the Dark Ages at around redshift r = 200
to the end of reionization, sometime before redshift z = 6. The solid curve indicates the
21cm signal and the dashed curve indicates the brightness temperature of zero Tb = 0.
The frequency structure within this redshift range is driven by several physical processes,
including the formation of the first galaxies and the heating and ionization of the hydrogen
gas. There is considerable uncertainty in the exact form of this signal, arising from the
unknown properties of the first galaxies. Figure from Pritchard and Loeb (2012)

.
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Figure 2.2: In order to determine the thing we want which is Tau, to first order knowing
information about the ionization faction of hydrogen gets us pretty far. The most interesting
thing in this image is the bottom Ionation Fraction plot. If the temperature field map is
known it can be used to try and infer the ionization field and get the ionization fraction
as a function of redshift. This approach gets us really close to getting Tau by making the
connection between the observed (or simulated) data that we have which is in the form of
temperature fields and the value we want which is the optical depth. Use the neutral fraction
to calculate the number density of electron. The optical depth to the epoch of reionization
as a function of (redshift z) can be computed by integrating ne ∗ σTdl, the electron density
times the Thomson cross section along the proper length. Since the optical depth of this
transition is small at all relevant redshifts, it yields a differential brightness temperature
(δTb). This figure was taken from Liu et al. (2016)
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be used to plot the positions of region of intervening hydrogen between us and the quasar.

In addition to learning about galaxies and reionization, 21cm observations have the potential

to inform us about fundamental physics too. Part of the 21cm signal traces the density field

giving information about neutrino masses and the initial conditions from the early epoch

of cosmic inflation in the form of the power spectrum. In addition, the spin temperature

fluctuations driven by astrophysics also contribute to the signal. Understanding the astro-

physical effects such as exploiting the effect of redshift space distortions, which also produce

21 cm fluctuations but directly trace the density field is important in order to understanding

the cosmology. In the long term, 21 cm cosmology may allow precision measurements of

cosmological parameters by opening up large volumes of the Universe to observation.

2.2. Basic 21 cm Physics

2.2.1. Hyperfine Splitting

Hydrogen, the most abundant atom in the Universe, is a useful tracer of the local properties

of the surrounding gas. The 21 cm line of hydrogen arises from the hyperfine splitting of the

1S ground state of the atom due to the interaction of the magnetic moments of the proton and

the electron. This splitting leads to two distinct energy levels separated by ∆E = 5.9×10−6

eV, which corresponds to a wavelength of about 21.1 cm and a frequency of about 1420

MHz. This frequency is one of the most precisely known quantities in astrophysics and has

been used as a probe of astrophysics since it was first detected . Radio telescopes look for

emission by warm hydrogen gas within galaxies. Since the line is narrow it can be used as

a probe of the velocity distribution of gas within surrounding galaxies and trace galactic

dynamics.

Other atomic species do show hyperfine transitions, 2.3, that may be useful in probing

cosmology. The 8.7 GHz hyperfine transition of 3He+, which could prove to be a probe of

Helium reionization with the 92 cm deuterium analogue of the 21 cm line. The abundance

of deuterium and 3He is much lower compared to neutral hydrogen making it more difficult

to take advantage of these transitions. In a cosmological contexts the 21 cm line has been
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Figure 2.3: Hydrogen in its lowest energy state will absorb 1420 MHz and the observa-
tion of 1420 MHz in emission implies a prior excitation to the upper state by slightly
split the interaction between the electron spin and the nuclear spin. The splitting
is known as hyperfine structure. This image was taken from http://hyperphysics.phy-
astr.gsu.edu/hbase/quantum/h21.html.

used as a probe of gas along the line of sight to some background radio source and depends

upon the radiative transfer through gas along the line of sight. Since the relevant photon

frequencies ν are much smaller than the peak frequency of the CMB blackbody this allows

us to relate the intensity Iν to a brightness temperature T by the relation,

Iν = 2kBT
ν2

c2
(2.1)

where c is the speed of light and kB is Boltzmann’s constant. We will also make use of the

standard definition of the optical depth to reionization,

τ = σT

∫
dzne

dl

dz
(2.2)

where ne is the number density of electrons, σT is the Thomson cross section along proper

length. I will go into more detail and further expand this equation later.

In order to fully express the optical depth to reionization, the average number density of
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electrons must be approximated. Below is the analytical representation of the,

ne = xHIInH + xHeIInHe + xHeIIInHe (2.3)

The average number density of electrons is the sum of the average product of the ionization

fraction (xHII ,xHeII ,xHeIII) of the atom with its corresponding number density.

The excitation temperature of the 21 cm line is known as the spin temperature TS and is

defined through the ratio between the number densities ni of hydrogen atoms in the two

hyperfine levels. The label for the number density with a subscript 0 is for the 1S singlet

and subscript 1 is the 1S triplet levels.

Recall that the singlet or a triplet can form when one electron is excited to a higher energy

level. In an excited singlet state, the electron is promoted to it’s highest energy state in

the same spin orientation as it was in the ground state (paired). In a triplet excited stated,

the electron that is excited has the same spin orientation (parallel) to the other unpaired

electron.

The singlet, doublet and triplet states are derived using the equation for multiplicity, 2S+1,

where S is the total spin angular momentum (sum of all the electron spins). Individual spins

are denoted as spin up (s = +1
2) or spin down (s = −1

2). The S for the excited singlet state

is

2

[(
+

1

2

)
+

(
− 1

2

)]
+ 1 = 2(0) + 1 = 1

therefore making the center orbital a singlet state. The spin multiplicity for the excited

triplet state is

2

[(
+

1

2

)
+

(
+

1

2

)]
+ 1 = 2(1) + 1 = 3,

as expected.
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In an atom the difference between a molecule in the ground and excited state is that the

electrons is diamagnetic in the ground state and paramagnetic in the triplet state. This

difference in spin state makes the transition from singlet to triplet (or triplet to singlet)

more improbable than the singlet-to-singlet transitions. This singlet to triplet (or reverse)

transition involves a change in electronic state. For this reason, the lifetime of the triplet

state is longer than the singlet state by approximately 104 seconds. The radiation that

induced the transition from ground to excited triplet state has a low probability of occurring,

thus their absorption bands are less intense than singlet-singlet state absorption. The excited

triplet state can be populated from the excited singlet state of certain molecules which results

in phosphorescence.
n1

n0
=

(
g1
g0

)
exp

(
− hc

kλ21cm
/TS

)
, (2.4)

hc

kBλ21cm
= 0.068 K. (2.5)

where
(

g1
g0

)
= 3 is the ratio of the statistical degeneracy factors of the two atomic energy

levels. The degeneracy factor is the number of electron states in which have have same

energy level. Mathematically these states are eigenstates of the system’s Hamiltonian with

the same eigenvalue (energy level).

2.2.2. Spin Temperature

Collisional excitation of the 21 cm hyperfine transition is not strong enough to thermalize

it in warm neutral interstellar gas, which was shown Liszt (2001) by simultaneously solving

the equations of ionization and collisional equilibrium. Coupling of the 21 cm excitation

temperature and local gas motions may be established by the Lyman alpha radiation field.

This is only true if strong Galactic Lyman alpha radiation permeates the interstellar gas.

The Lyman alpha radiation tends to impart to the gas its own characteristic temperature,

which is determined by the range of gas motions that occur on the spatial scale of the Lyman

alpha scattering. In general, the calculation of neutral atomic hydrogen spin temperatures

is a difficult problem as is any interpretation of neutral atomic hydrogen spin temperature
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measurements. For example, some calculations make use of the assumption that the col-

lisional cross-sections are independent of velocity; the actual velocity dependence leads to

a non-thermal distribution for the hyperfine occupation Hirata and Sigurdson (2007). This

effect can lead to a suppression of the 21 cm signal at the level of 5%, which although small is

still important from the perspective of using the 21 cm signal from the dark ages for precision

cosmology.

There are three processes that determine the spin temperature:

• Absorption/emission of 21 cm photons from/to the radio background, primarily the

CMB.

• Collisions with other hydrogen atoms and with electrons.

• Resonant scattering of Lyman alpha photons that cause a spin flip via an intermediate

excited state. The rate of these processes is fast compared to the de-excitation time

of the line, so that to a very good approximation.

The rate of these processes are significantly fast compared to the emission time of the

transition line. To a good approximation, the spin temperature is given by the equilibrium

balance of these effects. In this limit, the spin temperature can be expressed as,

T−1
S =

T−1
γ + xαT

−1
α + xcT

−1
K

1 + xα + xc
(2.6)

where Tγ is the temperature of the surrounding radio photons. This is typically set by the

CMB so that Tγ = TCMB. Tα is the color temperature of the Lyα radiation field at the Lyα

frequency. This field is closely coupled to the gas kinetic temperature TK by recoil during

repeated scattering. Recall that temperature is related to color. This is because hot things

radiate light. The temperature of the object affects the color of the light that is radiated.

xc, xα are the coupling coefficients due to atomic collisions and scattering of Lyα photons,

respectively. The spin temperature becomes strongly coupled to the gas temperature when

14



xtot ≡ xc+xα ≥ 1 and relaxes to Tγ when xtot ≪ 1. There are two forms of radio background

sources that are important for the 21 cm line as an astrophysics probe Venkatesan (2000).

Firstly, the use of CMB as a radio background source, TR, such that TR = TCMB and the

21 cm feature is seen as a spectral distortion to the CMB blackbody at appropriate radio

frequencies since fluctuations in the CMB temperature are small δTCMB ≈ 10−5 the CMB is

effectively a source of uniform brightness. The spectral distortion forms a diffuse background

that can be studied across the whole sky in a similar way to CMB anisotropies. Observations

at different frequencies probe different spherical shells of the observable Universe, so that

3D brightness temperature maps can be constructed.

The second form uses a radio loud point source, for example a radio loud quasar, as the

background. In this case, the source will always be much brighter than the weak emission

from diffuse hydrogen gas, TR ≫ TS , so that the gas is seen in absorption against the source

instead. The appearance of lines from regions of neutral gas at different distances to the

source leads to a series of absorption lines or a “forest” of lines known as the “21 cm forest”

in analogy to the Lyα forest. The high brightness of this particular background source

allows the 21 cm forest to be studied with high frequency resolution so probing small scale

structures to approximately kpc in the IGM. For statistical soundness, many lines of sight

to different radio sources are required, making the discovery of high redshift radio sources a

global scientific priority. Note that many of the quantities with unit temperature are not true

thermodynamic temperatures. For instance TR and δTb are measures of a radio intensity.

TS measures the relative occupation numbers of the two hyperfine levels. Tα is a color

temperature describing the photon distribution in the vicinity of the Lyα transition. Only

the CMB blackbody temperature TCMB and TK are true thermodynamic temperatures.

2.2.3. The Optical Depth to Reionization

The reionization of the universe by the first generations of stars is described by the model

developed in Haiman and Loeb (1997) and in Venkatesan (2000) they argued that the optical

depth to reionization can be used as a probe of cosmological and astrophysical parameters.

15



The fraction of baryons in collapsed dark matter halos uses the Press-Schechter formulation;

of these baryons, a fraction of them cool and form stars in a Scalo initial mass function. A

fraction of the generated ionizing photons is assumed to escape from the host object and

propagate isotropically into the IGM. One can then solve for the size of the ionized regions

associated with each such star-forming cloud and when integrated over all haloes, yields at

each redshift the average ionization fraction of the universe, given by the filling factor of

ionized hydrogen by volume. Assuming a homogeneous IGM, the ionized region created by

each source can be taken to be spherical with some radius. Reionization is defined to occur

when filling factor of ionized hydrogen by volume has a value of 1. The total optical depth

for electron scattering, τreion, to the reionization redshift zreion, is given by integrating the

product of the electron density, the ionization fraction, and the Thomson cross section along

the line-of-sight from the present to zreion. The cosmology enters τreion through the first

two terms of the integrand, and also through the path length of the photons last scattered

at zreion.

With this definition, the optical depth to reionization can also be expressed as,

τreion =

∫
dz[1− exp(−E10/kBTS)]σ0ϕ(ν)

nH

4
(2.7)

where nH is the number density of hydrogen, and we have denoted the 21 cm cross-section

as,

σ(ν) =
3c2A10

8πν2
ϕ(ν) (2.8)

where A10 = 2.85× 10−15 s−1 is the spontaneous decay rate of the spin-flip transition. The

line profile is normalised such that
∫
ϕ(ν)dν = 1. To evaluate Equation 2.8 we need to find

the column length as a function of frequency l(ν) to determine the range of frequencies dν

over the path ds that correspond to a fixed observed frequency νobs. This can be done in

one of two ways: (1) by relating the path length to the cosmological expansion,

dl = −c
dz

(1 + z)
H(z) (2.9)
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where the redshifting of light to relate the observed and emitted frequencies is represented by

νobs = νem/(1+z). (2) assuming a linear velocity profile locally where ν = (dν/dz)z, known

as the Sobolev approximation and by using the Doppler law νobs = νem(1− v/c). Since the

latter case describes the well known Hubble law in the absence of peculiar velocities these

two approaches give identical results for the optical depth. The latter picture brings out the

effect of peculiar velocities that modify the local velocity-frequency conversion. The optical

depth of this transition is small at all relevant redshifts, yielding a differential brightness

temperature

δTb =
Ts − TR

1 + z
(1− e−τν )

=
Ts − TR

1 + z
τ

= 27HxHI(1 + δb)
Ωbh

2

0.023

(
0.15

Ωmh2
1 + z

10

) 1
2

= x

(
TS − TR

Ts

)[
∂rνr

(1 + z)H(z)

]
(2.10)

2.3. Collisional Coupling

Collisions between different particles may induce spin-flips in a hydrogen atom and dominate

the coupling in the early Universe where the gas density is high. There are three main

channels available:

• Collisions between two hydrogen atoms.

• Collisions with a hydrogen and electron.

• Collisions with a hydrogen and proton.

xi ≡
C10

A10

T

Tγ
(2.11)

where C10 is the collisional excitation rate, xi is the specific rate coefficient for spin de-

excitation by collisions with species i (in units of cm3s−1).
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The total collisional coupling coefficient can be written as the sum of the hydrogen-hydrogen,

hydrogen-electron, and hydrogen-proton coupling:

xi = xHH + xeH + xpH

=
T

A10Tγ

[
κHH
1−0(Tk)nH + κeH1−0(Tk)ne + κpH1−0(Tk)np

]
(2.12)

where κHH
1−0 is the collisions rate between two hydrogen atoms, κeH1−0 is the scattering rate

between electrons and hydrogen atoms, and κpH1−0 is the scattering rate between protons and

hydrogen atoms. The collisional rates require a quantum mechanical calculation. Values

for κHH
1−0 have been determined as a function of thermodynamic temperatures, Tk. The

scattering rate between electrons and hydrogen atoms κeH1−0 was considered.

The spin temperature of neutral hydrogen, which determines the optical depth to reioniza-

tion and brightness of the 21 cm line, is determined by the competition between radiative

and collisional processes. Furlanetto and Furlanetto (2007) examines the role of proton hy-

drogen atom collisions in setting the spin temperature by using fully quantum mechanical

calculations of the relevant cross sections, which allows for accurate results over the entire

temperature range of 1− 104 K. For large thermodynamic temperatures the proton hydro-

gen atom rate coefficient exceeds that for hydrogen hydrogen collisions by about a factor

of two. However, at low thermodynamic temperatures (TK ≤ 5 K) proton hydrogen atom

collisions become several thousand times more efficient than hydrogen hydrogen and even

more important than electrons and hydrogen collisions.

In the high-redshift intergalactic medium, the dominant collisions are typically those between

hydrogen atoms. However, collisions with electrons couple much more efficiently to the

spin state of hydrogen than collisions with other hydrogen atoms and is therefore more

important once the ionized fraction exceeds 1%. The authors of Furlanetto and Furlanetto

(2007) compute the rate at which electron hydrogen collisions changes the hydrogen spin.

Previous calculations included only S-wave scattering and ignored resonances near the n
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Figure 2.4: Hyperfine structure of the hydrogen atom 1S and 2P levels and the transitions
relevant for the Wouthuysen-Field effect. Solid line transitions allow spin flips, while dashed
transitions are allowed but do not contribute to spin flips.

= 2 threshold. Results, including all partial wave terms through the F-wave, for the de-

excitation rate at thermodynamic temperatures TK ≤ 1.5 × 104 K. It is important to note

that beyond this point, excitation to n ≥ 2 hydrogen levels becomes significant and accurate

electron hydrogen collision rates at higher temperatures are not necessary, because collisional

excitation in this regime inevitably produces Lyman alpha photons that dominate the spin

exchange when TK is very large even in the absence of radiative sources.

2.4. Other Coupling Effects

This section will provide a sense of some of the subtleties that go into determining the

strength of the Lyman alpha coupling by other coupling effects. These effects can modify

the 21 cm signal at the 10% level, which will be important as observations begin to detect
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21 cm fluctuations. For most of the redshifts that are probed, collisional coupling of the 21 cm

line is inefficient. Once star formation begins, resonant scattering of Lyman alpha photons

provides a second channel for coupling. This process is generally known as the Wouthuysen-

Field effect and is illustrated in Figure 2.4. This figure depicts the hyperfine structure of

the hydrogen 1S and 2P levels. Suppose that hydrogen is initially in the hyperfine singlet

state, absorption of a Lyman alpha photon will excite the atom into either of the central 2P

hyperfine states. From here emission of a Lyman alpha photon will relax the atom to either

of the two ground state hyperfine levels. If relaxation takes the atom to the triplet state

then a spin-flip has occurred. In other words, resonant scattering of Lyman alpha photons

can produce a spin-flip.

The first ultraviolet sources in the Universe are expected to have coupled the neutral hydro-

gen atom spin temperature to the gas kinetic (thermal) temperature via scattering in the

Lyman alpha resonance. Recall that by establishing an HI spin temperature different from

the temperature of the CMB, the Wouthuysen-Field effect should allow observations of HI

during the Epoch of Reionization in the redshifted 21 cm hyperfine line. The authors of the

papers Hirata (2006) and Higgins and Meiksin (2009) investigates four mechanisms that can

affect the strength of the Wouthuysen Field effect that were not previously considered:

1. Photons redshifting into the HI Lyman resonances may excite an hydrogen atom and

result in a radiative cascade terminating in two-photon 2s1/2 → 1s1/2 emission, rather

than always degrading to Lyman alpha as usually assumed.

2. The fine structure of the Lyman alpha resonance alters the photon frequency distri-

bution and leads to a suppression of the scattering rate.

3. The spin flip scatterings change the frequency of the photon and cause the photon

spectrum to relax not to the kinetic temperature of the gas but to a temperature

between the kinetic and spin temperatures, effectively reducing the strength of the

Wouthuysen Field coupling.
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4. Near the line center, a photon can change its frequency by several times the line width

in a single scattering event, thus potentially invalidating the usual calculation of the

Lyman alpha spectral distortion based on the diffusion approximation.

It has been shown that the first item suppresses the Wouthuysen-Field coupling strength

by a factor of up to approximately 2, while [2] and [3] are important only at low kinetic

temperatures. Effect [4] is said to have a less than 3% effect for kinetic temperatures greater

than 2K. In particular if the intergalactic medium prior to reionization was efficiently heated

by X-rays, only effect [1] is important.

The physics of the Wouthuysen-Field effect is more subtle and the coupling expression can

be written as

xα =
4Pα

27A10

T

Tγ
(2.13)

where Pα is the scattering rate of Lyman alpha photons. Here we have related the scattering

rate between the two hyperfine levels to Pα using the relation P01 =
4Pα
27 , which results from

the atomic physics of the hyperfine lines and assumes that the radiation field is constant

across them. The rate at which Lyman alpha photons scatter from a hydrogen atom is given

by the following equation,

Pα = 4πχα

∫
dνJν(ν)ϕα(ν) (2.14)

where σν ≡ χαϕα(ν) is the local absorption cross section, χα ≡ (πe2/mec)fα is the oscillation

strength of the Lyman alpha transition, ϕα(ν) is the Lyman alpha absorption profile, and

Jν(ν)) is the angle-averaged specific intensity of the background radiation field (by number).

Sα ≡ Rdx
ϕαα(x)Jν(x)

J∞
(2.15)

with J∞ is defined as the flux away from the absorption feature. This is used as a correction

factor of order unity to describe the detailed structure of the photon distribution in the

neighborhood of the Lyman alpha resonance. Equation 2.15 can be used to calculate the

critical flux required to produce xα = Sα. The critical flux can also be expressed in terms of
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the number of Lyman alpha photons per hydrogen atom. In general, this condition is easy

to satisfy once star formation begins. The above description of the physics couples the spin

temperature to the color temperature of the radiation field, which is a measure of the shape

of the radiation field as a function of frequency in the neighbourhood of the Lyman alpha

line defined by,
h

kBTc
= −d log nν

dν
(2.16)

where nν = c2Jν/2ν
2 is defined as the photon occupation number. Typically, TC = TK

because in most cases of interest the optical depth to Lyman alpha scattering is very large

leading to a large number of scatterings of Lyman alpha photons that bring the radiation

field and the gas into local equilibrium for frequencies near the line center. This relation

occurs through the process of scattering Lyman alpha photons in the neighbourhood of the

Lyman alpha resonance, which leads to a distinct feature in the frequency distribution of

photons. This is defined as the “flow” of photons in frequency. Redshifting with the cosmic

expansion leads to a flow of photons from high to low frequency at a fixed rate. As photons

flow into the Lyman alpha resonance they may scatter to larger or smaller frequencies. Since

the cross-section is symmetric, the net flow rate should in theory be preserved however, each

time a Lyman alpha photon scatters from a hydrogen atom it will lose a fraction of its energy

hν
mpc2

due to the recoil of the atom. This loss of energy increases the flow to lower energy and

leads to a deficit of photons close to line center. This feature develops scattering redistributes

photons leading to an asymmetry about the line and this asymmetry is precisely what is

required to bring the distribution into local thermal equilibrium with TC ≈ TK .

The shape of this feature determines Sα and, since recoils source an absorption feature,

ensures Sα ≤ 1. At low temperatures, recoils have more of an effect and the suppression

of the Wouthuysen Field effect is more prominent. If the IGM is “warm” then this sup-

pression is then negligible. The processes whereby the distribution of photons is changed

by spin-exchanges was not addressed because it complicates the determination of TS and

TC considerably since they must then be iterated to find a self-consistent solution for the
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level populations and photon populations. However, the effect of spin-flips on the photon

distribution is small, less than 10%.

From an astrophysical perspective, HERA will primarily be interested in photons redshift-

ing into the Lyman alpha resonance from frequencies below the Lyman beta resonance.

In addition to this, Lyman alpha photons can be produced by atomic cascades from pho-

tons redshifting into higher Lyman series resonances. For large values the conversion is

approximately 30%. These photons are inserted into the Lyman alpha line instead of being

redshifted from outside of the line. This effect changes their contribution to the Wouthuysen

Field coupling since the photon distribution is now completely one-sided. Other processes

apply to the redistribution of these photons that can lead to an amplification of the Lyman

alpha flux.

2.5. Global 21 cm Signature

2.5.1. Spin Temperature Evolution

An important feature of the brightness temperature, Tb, is that its dependence on each of

these quantities such as temperature of the surrounding radio photons, saturates at some

point. For example, once the Lyman alpha flux is high enough the spin and kinetic gas

temperatures become tightly coupled and further variation in Jα becomes irrelevant to the

details of the signal. This leads to separate regimes where variation in only one of the

variables dominating fluctuations in the signal. The most important phases of the global

21-cm signature are driven by the evolution of the spin temperature. Within a standard

cosmological framework (ΛCDM Cosmology) these phases are summarized as follows,

• Recombination (z ≊ 1060): The gas kinetically decouples from the CMB. The

Universe then becomes neutral leaving free electrons and protons of the order of 10−4

charges per neutral atomic hydrogen.

• (130 ≲ z ≲ 1060): The number density of CMB photons is now much larger than the

baryonic number density, the Compton scattering of CMB photons with the residual
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population of free electrons is efficient in keeping the gas in thermal equilibrium with

the CMB. During this phase the gas temperature is written as Tg = TCMB(z) ≈ (1+z).

This high density gas to collisional coupling (xC ≫ 1) such that TS = Tg. Since all

the temperatures are the same, the fluctuations of the brightness temperature Tb are

negligible and as a result no 21-cm signal will be detected.

• (40 ≲ z ≲ 130): The gas is thermally decoupled from the CMB at z ≲ 130. In this

phase the gas adiabatically cools so that Tg ≈ (1+z)2. Again, the density of the gas is

high enough to still make collisional coupling efficient (xC > 1) so that TS = Tg. Since

the gas temperature is now colder than the CMB an early 21-cm signal in absorption

is predicted.

• (z∗ ≲ z ≲ 40): The density of the gas decreases and the collisional coupling is no

longer efficient in keeping TS = Tg (xC < 1). During this phase TS ≈ TCMB(z) and

therefore a second period in history without a 21 cm signal is expected.

• (zα ≲ z ≲ z∗): The first stars and quasars emit both Lyman alpha photons and X-rays

concluding the Dark Ages. In general the requirement for the Lyman alpha coupling

xalpha is less than that for heating the gas above TR. During this period the gas is

still cooling adiabatically and the Lyman alpha couples TS to Tα (xα > 1). Tα ≈ Tg

due to the recoil of the Lyman alpha photons in the Wouthuysen-Field effect. We

therefore expect a regime where the spin temperature is coupled to cold gas so that

TS ≈ Tg < TCMB(z). A second period with a 21 cm signal in absorption is predicted

and could be the one detected by telescopes.

• (zh ≲ z ≲ zα): Heating has now become significant. The gas temperature overtakes

the CMB one and the 21 cm signal in emission. The signal will die after the full

reionization of the Universe because xHI ≡ 0.

• (z ≲ zr): After reionization, any remaining 21 cm signal originates primarily from

collapsed neutral hydrogen or damped Lyman alpha systems.
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Figure 2.5: The history of the EoR global signal, with important turning-points indicated.
This figure was produced using the fiducial model of Mirocha et al. (2012).

It is important to note that most of these epochs are not precisely defined resulting in

considerable overlap between them. In fact, our ignorance of early sources is such that we

can not definitively be sure of the sequence of events.

The largest uncertainty lies in the ordering of zα and zh. Although the authors in Nusser

(2005) ignored Lyman alpha coupling and that an X-ray background may generate Lyman

alpha photons they explored the possibility that zh >zα, such that X-ray preheating allows

collisional coupling to be important prior to the Lyman alpha flux becomes significant.

Simulations of the very first miniature quasar also probe this regime and show that the first

luminous X-ray sources could have had a greater impact on their surrounding environment.

While these authors looked at the case where the production of Lyman alpha photons was

inefficient, the case where heating is much more efficient can be considered.
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2.5.2. Evolution of Global Signal

In calculating the 21 cm signal it helps to treat the IGM as a two phase medium. During the

first phase, the IGM is composed of a single mostly neutral phase left over after recombina-

tion characterised by a gas temperature Tg and a small fraction of free electrons, xe. This

is the phase that is expected to generate the observed 21 cm signal. Once galaxy formation

begins, energetic UV photons ionize the surrounding HII regions because UV photons have

a very short mean free path in a neutral medium leading to the ionized HII regions. The

ionized HII bubbles can be treated as a second phase in the IGM characterised by a volume

filling fraction xi, the volume-averaged ionized fraction of hydrogen, provided that the free

electron fraction is small. xi is then approximately the mean ionization fraction. These

bubbles are fully ionized and the temperature inside the bubbles is fixed at THII = 104K

determining the collisional recombination rate inside these bubbles. Since the photons that

redshift into the Lyman alpha resonance initially have long mean free paths, the Lyman

alpha flux, Jα, may be treated as being the same in both phase one and two although in

practice there is no 21 cm signal from these fully ionized bubbles. Technically, it is only the

Lyman alpha flux in the mostly neutral phase that matters. To determine the 21 cm signal

at a given redshift, the following four quantities must be calculated xi, xe, Tg, and Jα. First

accounting for adiabatic cooling of the gas due to the cosmic expansion and for other sources

of heating/cooling. Then, consider the volume filling fraction xi and the ionization of the

neutral IGM, xe.

Since the ionization rate is a balance between ionizations and recombinations, the rate of

change in xi and xe look the same, however, the main distinction lies in the manner in which

recombination is treated. For fully ionized bubbles, recombinations occur in those dense

clumps of material capable of self-shielding against ionizing radiation. These overdense re-

gions will have a locally enhanced recombination rate, making it important to account for

the inhomogeneous distribution of matter through the clumping factor. Since recombina-

tions will occur on the edge of these neutral clumps. Secondary photons produced by the
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recombinations will likely be absorbed inside the clumps rather than in the mean IGM.

Recombinations in the neutral IGM will occur at close to mean density in gas with temper-

ature Tg. This two phase approximation will eventually break down if xe = 1, indicating

that most of the IGM has been ionized and that there is no clear distinction between ionized

bubbles and a neutral IGM. In most models, xe remains small until the end of reionization

making this a reasonable approximation.

2.5.3. Growth of HII Regions

The first thing to consider is the ionization rate per hydrogen atom which is a function

fraction of ionizing photons, the number of ionizing photons per baryon produced in stars,

and the star formation rate density as a function of redshift. The star formation rate is

modeled as tracking the collapse of matter which is still poorly known observationally.

The model for xi is motivated by HII regions (ionized hydrogen) expanding into neutral

hydrogen by calculating the mass function and determining a minimum mass for collapse by

requiring that the appropriate cooling temperature of atomic hydrogen to be greater than

104 K. This decreases this minimum galaxy mass of molecular hydrogen cooling of to about

300 K, will allow star formation to occur at earlier times resulting in a shift in the ionization

features over redshift. The sources of ionizing photons in the early Universe are primarily

from galaxies. However, the properties of these galaxies are currently poorly constrained.

Observations from the Hubble Space Telescope provide some of the best constraints on early

galaxy formation.

Faint galaxies are identified as being at high redshift using a Lyman alpha drop-out technique

where a naturally occurring break in the galaxy spectrum at the Lyman alpha wavelength is

seen in different color filters as a galaxy is redshifted. This technique states that very high

redshifts, galaxies illuminate intervening clouds of neutral gas which produce absorption

lines in the UV spectrum. Strong absorption by the intervening hydrogen occurs when the

observed red shifted photons of wavelength is shorter the Lyman alpha line and is even

stronger as the observed wavelength approaches the red shifted observed Lyman limit, 91.2
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Figure 2.6: The 21 cm brightness as a function of redshift. This figure was taken from Kohn
(2018).
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nm. The galaxy is observed using two broad band filters for a galaxy. The galaxy is visible in

one filter but not in the other filter. The Lyman alpha line is used to gain greater precision

in the measurements. Galaxies at redshifts up to z ≈ 10 have provided information on the

sources of reionization.

The recombination rate is important at late times once a significant fraction of the volume

has already been ionized. At this stage, dense clumps within an ionized bubble can act

as sinks of ionizing photons slowing or even stalling further expansion of the bubble. The

degree to which gas resides in these dense clumps is an important uncertainty in modelling

reionization. Hydrodynamic effects such as the evaporation of gas from a halo as a result

of photoionization heating can significantly modify the clumping factor. A more simple

model for the clumping factor assumes that the Universe will be fully ionized up to some

critical overdensity. The probability distribution can be modeled analytically starting from

a consideration of behaviour of low density voids and accounting for Gaussian initial condi-

tions. To accurately capture factor the clumping one should self consistently perform a full

hydrodynamical simulation of reionization, since thermal feedback can modify the gas den-

sity distribution. Critical density can account for the patchy nature of reionization, which

proceeds via the expansion and overlap of ionized bubbles. The size of a bubbles will then

become limited if the mean free path of ionized photons becomes shorter than the size of the

bubble. With this information the average clumping factor over the distribution of bubble

sizes is determined.

There are limitations on the existing surveys due to their small sky coverage, which makes

it unclear whether those galaxies seen are properly representative, and limitations to the

frequency coverage. Even at the optical frequencies at which the galaxies are seen do not

correspond to the UV photons that ionize the IGM. Limitations on the understanding of the

mass distribution of the emitting stars introduces an uncertainty in the number of ionizing

photons per baryon is emitted by galaxies. There is also considerable uncertainty in the

fraction of ionizing photons that escape the host galaxy to ionize the IGM.
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2.5.4. Heating and Reionization

Integrate gas temperature, Tg, using a specific heating mechanisms is used to determine the

heating rate. At high redshifts, the dominant mechanism is Compton heating of the gas

arising from the scattering of CMB photons from the small residual free electron fraction.

Since these free electrons scatter from the surrounding baryons, this transfers energy from

the CMB to the gas. Compton heating couples Tg to Tγ at some redshifts, but becomes

ineffective below a redshift of about 150. It could serve as the initial conditions before star

formation begins.

At redshifts below 150, the growth of non-linear structures leads to other possible sources

of heat. Shocks associated with large scale structure occur as gas separates from the Hub-

ble flow and undergo turnaround before collapsing onto a central overdensity. After the

turnaround, different fluid elements may cross and shock due to the differential accelera-

tions and could provide considerable heating of the gas at late times.

Another source of heating is the scattering of Lyman alpha photons off hydrogen atoms,

which leads to a recoil of the nucleus that depletes energy from the photon. It was initially

believed that this would provide a strong source of heating sufficient to prevent the possibility

of seeing the 21 cm signal in absorption. Early calculations showed that by the time the

scattering rate needed for Lyman alpha photons to couple the spin and gas temperatures

was reached, the gas would have been heated well above the CMB temperature. However,

these estimates did not account for the way the distribution of Lyman alpha photon energies

was changed by scattering. This spectral distortion is a part of the photons coming into

equilibrium with the gas and serves to greatly reduce the heating rate. While Lyman alpha

heating can be important, it typically requires very large Lyman alpha fluxes and so it is

most relevant at late times and may be insufficient to heat the gas to the CMB temperature

alone.

The most important source of energy injection into the IGM is likely from X-ray heating of
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the gas. While shock heating dominates the thermal balance in the present day Universe.

For sensible source populations, Lyman alpha heating is mostly negligible compared to X-

ray heating. Since X-ray photons have a long mean free path, they are able to heat the

gas far from the source, and can be produced in large quantities once compact objects are

formed. The comoving mean free path of an X-ray with energy E is,

λX ≈ 4.9x̄
−1/3
HI

(
1 + z

15

)−2(
E

300eV

)3

Mpc (2.17)

The Universe will be optically thick over a Hubble length to all photons with energy below,

E ≈ 2

[
1 + z

15

]
1

2
x
−1/3
HI keV (2.18)

The E−3 dependence of the cross-section means that heating is dominated by soft X-rays,

which fluctuate on small scales. There will also be a uniform component to the heat-

ing from harder X-rays through photo-ionization of HI and HeI. This generates energetic

photo-electrons, which dissipate their energy into heating, secondary ionizations, and atomic

excitation. This energy can be divided into heating, ionization, and excitation by inserting a

factor that is defined as the fraction of energy converted at a specific frequency. This allows

us to calculate the contribution of X-rays to both the heating and the partial ionization of

the IGM. The division of the X-ray energy depends on both the X-ray energy and the free

electron fraction and can be calculated by using Monte-Carlo methods.

The total X-ray luminosity per unit star formation rate is consistent with that observed in

starburst galaxies at the present epoch. Since then improved observations have revised this

number resulting in a better separation of the contribution from LMXB and HMXB. While

the data is fairly patchy it shows considerable scatter X-ray emissivity of 0.2 which seems

to be a better fit to other data in the local universe. Extrapolating observations from the

present day to high redshift is highly uncertain. In particular, the metallicity evolution of

galaxies with redshift is likely to impact the ratio of black holes to neutron stars that form
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the compact object in the HMXB and with it the efficiency of X-ray production.

Other sources of X-rays are inverse Compton scattering of CMB photons from the energetic

electrons in supernova remnants. Estimates of the luminosity of such sources is again highly

uncertain, but of a similar order of magnitude as from HMXB. The X-ray luminosity from

supernovae remnants is expected to track the star formation rate. Finally, miniquasars ac-

cretion onto black holes with intermediate masses 106 solar mass can produce significant

levels of X-rays. Since the early formation of black holes depends sensitively on the source

of seed black holes and their subsequent merger history there is again considerable uncer-

tainty. The evolution of miniquasars could be considerably highly complex but for simplicity

assuming that miniquasars track the star formation rate is sufficient.

The total X-ray luminosity at high redshift is constrained by observations of the present

day unresolved soft X-ray background (SXRB). An early population of X-ray sources would

produce hard X-rays that would redshift to lower energies contributing to this background.

Since there will be faint X-ray sources at lower redshift that also contribute to this back-

ground, the SXRB can be used to place a conservative upper limit on the amount of X-ray

production at early times. This rules out complete reionization by X-rays but allows for

heating.

Since heating requires considerably less energy than ionization, X-ray emissivity is still rela-

tively unconstrained by the CMB polarisation anisotropies on the optical depth for electron

scattering. Constraining this parameter will mark a step forward in the understanding of

the thermal history of the IGM and the population of X-ray sources at high redshifts.

2.6. Direct Measurements of HI

Throughout the Dark Ages and the EoR, neutral hydrogen, HI, shone weakly at radio

wavelengths. As stated section 2.2.1 the neural hydrogen atom is capable of a hyperfine

transition between its spin energy levels. Observations of HI during the Dark Ages and the

EoR would directly constrain the ionization history of the Universe, allowing us to probe the
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evolution of the density fields at high redshifts, the properties of the first stars, galaxies and

black holes, and map the structure of the IGM as it evolves as a function of redshift. It would

also represent the furthest baryons ever detected, and the largest volume of the Universe

ever surveyed. This Section reviews the nature of the 21 cm line during the EoR, and two

parallel endeavours to detect it, using the monopolar signal (power averaged over the sky),

and the anisotropic signal (power as a function of spatial scale). The 21 cm photons generated

through the hyperfine transition are highly unpolarized. Primordial magnetic fields could

induce circular polarization via Zeeman splitting, but such an effect would be 3 to 4 orders

of magnitude smaller than the already faint total intensity signal itself (Hirata et al., 2018).

Mitigation of foregrounds is essential for accessing the EoR observation. This fact was

recognized by Madau et al. (1997) in one of the first in-depth studies of the promises and

challenges of 21 cm tomography. The authors suggest that fitting the smooth synchrotron

spectra may have been sufficiently accurate to subtract the foregrounds from the total sig-

nal. There were few low-frequency instruments powerful and well-characterized enough to

attempt an EoR detection, and precise observations of low-frequency foregrounds did not

exist. The first work to concentrate solely on the foreground challenge was Di Matteo et al.

(2002) and they concluded that the challenge was surmountable with accurate and precise

multi-frequency fitting.

Parsons et al. (2012) realized that from their numerical simulated visibilities dominated by

smooth synchrotron foregrounds could be Fourier transformed along their frequency axis,

and mapped into a narrow region of Fourier space. This is because the sinusoidal structure

of the fringe term in the visibility equation, coupled with smooth sky emission and a smooth

evolution of the beam term, produced a visibility that could be described with a relatively

low number of Fourier modes. However, the inherent spectral structure of 21 cm emission

caused its power to scatter to high k∥. This allowed per-baseline access to a statistical power

spectrum measurement of the EoR.
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Figure 2.7: An illustration of the foreground wedge and the EoR window. Bright syn-
chrotron foregrounds (such as those imaged by the MWA, on the right) are localized in
(k⊥, k∥) to a wedge-shaped region, while spectrally-structured 21 cm power (simulations
from Mesinger et al. (2010) on the left) exists throughout Fourier space – crucially, outside
of the wedge, in an EoR window. Pober et al. (2013) identified the requirement of a buffer
region where instrumental effects could spill power just beyond the wedge region. Figure
taken from DeBoer et al. (2017).
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CHAPTER 3

OPTICAL DEPTH TO THE LAST SCATTERING SURFACE

3.1. Motivation

Using only five parameters (Ωbh
2, Ωch

2, θ∗, As, ns), the description of the history and con-

tents of the universe can be accomplished. A variety of precision measurements cosmological

probes of the CMB have measured the values of these parameters to perfect precision. In

addition to these parameters, the optical depth to the last scattering surface τ is constrained

using CMB data. However, the constraints on τ are poor compared to the other parameters:

τ has an uncertainty upwards of 10% as reported in the Planck analysis, whereas the other

parameters have been determined to 1% uncertainty or better Planck Collaboration et al.

(2020). Furthermore, τ is partially degenerate with several other parameters, such as As,

and thus impacts the overall uncertainty of all other parameters. In Liu et al. (2016) they

argue that this degeneracy can be broken with the aid of 21 cm data. This is done by model-

ing the underlying astrophysics of reionization and precisely describing the various quantities

(both astrophysical and cosmological) that are needed for such modeling. Measuring the

value of τ with higher precision from large-scale polarization data in CMB measurements is

still several years away and will suffer from irreducible cosmic variance.

Placing tighter constraints on the value of τ using 21 cm measurements and secondary

anisotropies in CMB data, focusing particularly on upcoming data from the Hydrogen Epoch

of Reionization Array (HERA) and the Simons Observatory (SO) is the general goal. The

value of τ is sensitive to the global ionization history of the universe and measurements of

Cosmic Dawn (CD) from z > 12. Using the hydrogen 21 cm line, the Epoch of Reioniza-

tion (EoR; 12 ≥ z ≥ 6) can provide constraints on the value of τ independent of CMB

data. Combining measurements of the 21 cm signal from HERA and the kinetic Sunyaev–

Zel’dovich (kSZ) effect from SO have the ability to even more tightly constrain the global

ionization history, and thus τ . However, the optimal method for extracting τ from these
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different data sets is not obvious, and instrumental effects on the data leave artifacts that

can pollute the cosmological information. Recent work has shown a significant amount of

information in the two- and three-point correlation statistics of these fields.

Machine learning techniques featuring artificial neural networks (ANNs) provide a method

for robustly and reliably inferring scientific conclusions from both real data from telescopes

and simulated data from cosmological simulations. Leveraging these techniques to infer

the value of τ from 21 cm data from HERA and kSZ data from SO is possible. These

techniques provide a complementary approach to the multi-point statistics proposed above.

Importantly, ANN-based techniques generally do not require the explicit definition of an

estimator for a parameter, and instead may find unforeseen or unexpected correlations in

the data.

3.2. Background Summary

When deriving cosmological constraints from the CMB, the five “canonical” parameters fit

to the data are: (1) baryon density Ωbh
2, (2) cold dark matter density Ωch

2, (3) acoustic

scale angle θ∗, (4) initial amplitude of scalar fluctuations As, and (5) the spectral index

of scalar fluctuations ns. From this set of parameters, it is possible to derive the value of

other quantities such as the Hubble parameter H0, the amplitude of matter fluctuations σ8,

and the age of the universe. In addition to these five parameters, it is necessary to fit an

additional “nuisance” parameter—the optical depth to the last scattering surface τ—due to

the degeneracy of this quantity with other parameters. As stated previously, when analyzing

the overall amplitude of the temperature power spectrum, the quantities As and e−2τ are

degenerate. However, unlike the other parameters, the value for τ is driven primarily by

astrophysics occurring since the last scattering surface, rather than fundamental physics. As

CMB experiments seek to move beyond the cosmology and constrain additional parameters

such as the sum of the neutrino masses Σmν , the number of effective relativistic species

Neff , and the running of the spectral index dns/d ln k, the uncertainty in τ begins to drive

the accuracy with which these extensions to the model can be measured. For example, SO
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predicts σ(Σmν) = 22 meV (baseline) if Σmν is the only extension to the fitting Ade et al.

(2019). Even then, the errors are limited by uncertainty on τ .

There are ways of constraining τ directly from CMB measurements of the power spectrum

of temperature fluctuations (TT ) and divergence-like polarization fluctuations (EE) di-

rectly. τ measurements from TT have nearly reached the cosmic variance limit from Planck

Planck Collaboration et al. (2020), while the cosmic variance limit using EE measurements

is still some years off, to be obtained by CLASS or a future satellite mission such as PICO

Hanany et al. (2019). In contrast, inferring τ from other methods can be done with data

in the near future, and provide an independent method of verifying the value of τ mea-

sured from CMB data. As mentioned above, two data sets capable of providing independent

measurements of τ are 21 cm observations and the kSZ effect.

A feature of both 21 cm and kSZ measurements is that they can directly measure the ion-

ization process which contributes to τ , notably the component from 12 ≥ z ≥ 6. However,

the problem of estimating τ reliably from these data is a non-trivial one. Quantitatively, τ

can be expressed as the optical depth of a photon passing through an ionized intergalactic

medium (IGM) along a given line-of-sight n̂:

τ(n̂) = σT

∫ zrec

0
ne(n̂, z)

dl

dz
dz, (3.1)

where σT is the Thomson cross-section of the electron, ne(n̂, z) is the local electron number

density at a given redshift z, and zrec is the redshift of recombination. When considering

the spatially averaged value ⟨τ⟩ =
∫
τ(n̂)dΩ/4π, the electron number density can be derived

from xi, the average ionization fraction at a redshift z (where xi = 0 denotes a neutral IGM,

and xi = 1 is ionized). Given this simplification, inferring the value of xi from 21 cm or

kSZ data is complicated by the relatively broad range of models of early galaxy formation.

For example, these various models predict different expected values for star formation and

X-ray production, which affect the ionization level and temperature of the low-density gas in

the intergalactic medium (IGM). Given these uncertainties, the possible values of τ allowed
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by theoretical models of reionization are quite broad, and the connection between specific

parameters and τ is complicated.

ne = xHIInH + xHeIInHe + xHIIInHe (3.2)

= xHIInb +
1

4
xHIIInbY

BBN
p (3.3)

where nH , nHe, and nb = nH +nHe are the hydrogen, helium, and baryon number densities,

respectively. The ionization fractions (defined to be between 0 and 1) are given by xHII ,

xHeII , and xHeIII , referring to singly ionized hydrogen, singly ionized helium, and doubly

ionized helium, respectively. The helium fraction Y BBN
p is defined as 4nHe

nb
. The electron

number density depends on the cosmology. This is because HERA actually measures hy-

drogen and helium fraction and the amount of primordial helium determines the amount of

helium measured and therefore measures the amount of electrons bound to helium atoms

instead of hydrogen atoms.

The averaged baryon density can be easily related to cosmological parameters via this equa-

tion,

nb =
3H2Ωb

8πGµmp
(1 + z)3 (3.4)

this is actually what HERA measures where Ωb is the normalized baryon density, G is the

gravitational constant, mp is the mass of the proton, and µ is the mean molecular weight.

Although HERA does not actually measure the cosmological parameters well directly (it

is difficult to look at temperature maps to determine the baryon faction of the universe),

these parameters are well determined by other experiments. HERA instead will focus on

measuring the ionization history which is independent of the cosmology.

3.2.1. Simulation

In a standard parameter estimation process certain parameters θr are assumed to describe

the reionization process (and in addition parameters θc which describe the cosmology). It

is then possible to construct cosmological simulations of various types ranging from simple
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Figure 3.1: A comparison of evaluating a CNN trained using input data from 21cmfast (left)
and then evaluating using data from zreion (right). In both plots, we show the predicted
value of the network versus the true value. As can be seen, there is some small bias that
changes as a value of the true value of τ , though across the entire range the results seem
relatively unbiased. Conversely, for the zreion data, the results are significantly biased.
This result has implications for scientifically relevant quantities like xi(z) and, by extension,
τ . Minimize the error in inferred parameters, and understand how the uncertainty in the
21 cm semi-numeric model affects the ultimate error on τ is necessary.

semi-numeric approaches to full radiation-hydrodynamic simulations which have a reioniza-

tion history xi(z)associated with them, and from which τ can be derived. τ is not an input

parameter to these simulations and consequently, it is difficult to write the standard likeli-

hood analysis L(d|τ), data given optical depth. Previous attempts to quantify the ability of

τ measured from 21 cm observations to affect uncertainties in other CMB parameters, such

as Liu et al. (2016), was to infer the underlying parameters of a semi-numeric 21cmfast

simulation Mesinger et al. (2010) which best fit the measured 21 cm power spectra, and then

use that to reconstruct xi(z)and τ . This approach is limited by the degree to which the sim-

ulation parameters adequately capture the physics producing xi(z). It is also worth noting

that many different cosmic reionization scenarios can map onto the same τ .
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3.2.2. Temperature Maps

At a deeper level, having some method of inferring the underlying ionization field, indepen-

dently of the details of the reionization process, then the calculation of τ should be trivial.

While the power spectrum is a statistical method that does contains information about the

features, a direct examination of the 21 cm temperature field δT21 might be more productive

in detecting features that reliably indicate the ionization state:

δT21(x, z) = δT0(z)[1− xi(x, z)][1 + δm(x, z)]

(
1− Tγ

Ts(x, z)

)
, (3.5)

where δT0(z) is a prefactor that depends only on redshift and cosmology, δm is the local

matter fluctuation, Tγ is the temperature of the CMB, and TS is the spin temperature

of the IGM. The kSZ effect appears as a secondary temperature fluctuation in the CMB

temperature ∆TkSZ, and also contains information about the ionization state of the gas:

∆TkSZ(n̂)

TCMB
= −σT

c

∫
dl ne(l)e

−τ(l)v · n̂, (3.6)

where v is the peculiar velocity of the gas in the IGM. For both observables, it is gen-

erally expected that ionization fluctuations dominate over other factors such as the spin

temperature, density fluctuations, and peculiar velocities for much of reionization, and the

ionization fluctuations are strongly non-Gaussian. Hence, an approach which could largely

isolate characteristic of the ionization field would provide to be a path that directly estimates

τ .

The question then becomes regardless of the underlying physical processes, does a generic

features exist and is their a method that can be found to identify them. The flexibility of

artificial neural networks (ANNs) for identifying features in image processing might provide

a natural method for maximizing the inference ability given some measurement.
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3.3. Current Progress

In 2020 I submitted a first author research paper, “Extracting the Optical Depth to Reion-

ization τ from 21 cm Data Using Machine Learning Techniques”, illustrating the success

of training two different CNNs on simulated data. Through the use of model parameter

optimization, I was able to find the optimal model architectures for each of the two data

sets, and demonstrated that they accurately predicted τ values and performed well over the

full range of input data. I also showed that I was able to provide constraints on the optical

depth with a fractional error of 3.06% or better, which makes this approach competitive with

observations based on the theoretical best determinations using CMB only. Due to the fact

that instruments capable of providing such a constraint are many years away, using 21 cm

measurements may be able to provide a constraint on a shorter time line. Machine learning

techniques such as that outlined in my paper are most powerful in conjunction with more

traditional analysis, providing additional cross-checks of results inferred by other means.

While the actual noise of 21 cm instruments will be quite complicated, I was able to gain

some insight into the robustness of my analysis method by simply adding noise with mean

value zero, white Gaussian noise, to the test image data and re-running the predictions. In

my paper I was able to demonstrate the ability of my network to predict the optical depth at

these different noise levels. I examined the linear relationship between the true optical depth

values and the prediction by plotting them. If the predicted optical depth matches the true

values then I would expect to see a straight line with a slope of one going through the origin.

My predictions did indeed follow the one-to-one line closely, except for the highest noise level

which showed a noticeable bias. However, even in this case, the clear correlation between

τtrue and τpred still remains, giving confidence that a network properly trained using the

actual noise properties of the instrument would still be able to make accurate predictions.

I also did two types of error analysis to assess the accuracy with which my machine learning-

based approach is able to determine the value of the optical depth to reionization. The first

method empirically derived the error bars from the training data, and are not “proper” error
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bars in either the Bayesian or Frequentist sense (how one chooses to view the data and model

parameters). The other method uses an approximate Bayesian view: the data is a fixed set

but the model parameters are treated as random variables. These are preliminary and were

not treated as a proper forecast of the potential accuracy of future 21 cm experiments.

It is important to note that both networks were trained on 21 cm data generated using a par-

ticular set of cosmological parameters. To provide an estimate of the kinds of errors which

would occur in this analysis if the underlying cosmologies were wrong, we generated new

test data using a different choice of parameters. The most notable difference between these

cosmologies (τ aside) is Ωm (which includes both baryonic matter and dark matter), which

differs by 10%. I then used the networks trained on data using one set of cosmological pa-

rameters to make predictions on the other. From previous work, it has been determined that

there is a weak dependence of the 21 cm power spectrum on cosmology (e.g., (Kern et al.,

2017)) and indeed we find that the dependence of τ on cosmological parameters is weak.

When using data from 21 cm measurements to constrain τ , the uncertainties associated

with the predicted value are important for understanding how competitive the results are

with the value inferred from other methods. A significant portion of my work focused on

providing estimates of the error bars associated with an inferred value of τ . I also approached

estimating τ in such a way that the uncertainty can be quantified as a straightforward part

of the parameter estimation process. Other techniques such as Markov Chain Monte Carlo

(MCMC), a probabilistic way of estimating a value by sampling from a distribution of values,

approach involves deriving the Bayesian posterior, a way to summarize what we know about

uncertain quantities like the model weights and optical depth.

I used Bayesian Neural Networks (BNNs) as a means of producing well-informed error bars.

A BNN is a stochastic, randomly determined, network that attempts to estimate from the

training data, both the mean and standard deviation of each model parameter using Bayesian

inference. This is a method of statistically concluding information in which Bayes’ theorem

is used to update the probability of a hypothesis occurring. Bayes’ theorem describes the
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probability of an event, based on prior knowledge of conditions that might be related to

the event. This method assumes that the training data is fixed, and the model parameters

are random variables that capture conditionally dependent and conditionally independent

relationships between random variables. This approach allows BNNs to address the inter-

dependence of the prior distributions of the parameters internal to the BNN, which while

formally calculable is essentially impossible in practice.

Instead of employing other sampling methods that uses the variational inference to learn

distributions which approximate the exact summary parameter of how uncertain we are,

I will exploit the power of optimized ML libraries such as TensorFlow Probability . This

allow users to implement this Bayesian inference method by using the Flipout estimator,

which approximates model parameters and draws from their distribution during training

and testing. This estimator is typically paired with an approximation of the gradient of the

loss function like negative log likelihood or evidence lower bound (ELBO).

3.4. Future Work

Actual noise in 21 cm instruments are extremely difficult to replicate. Including these re-

alistic noise realizations as part of the data used for forecasting purposes in ML training

data should have many of these features present in them. This will be done in such a

way that the level of the noise can be varied. Implementing such an approach allows for

the implementation of varying amounts of noise to be applied to data that was unseen by

the model during the training process resulting in the final output parameter uncertainty.

This approach also allows for understanding how the relative level of signal and noise affect

the overall uncertainty budget necessary to complement and perhaps improve upon cur-

rent methods of measuring τ . Building a more precise noise model will allow further assess

the impact of foreground contamination from the wedge and other instrumental noise by

applying these effects to the output of the 21 cm temperature maps before computing any

summary statistic such as the mean, standard deviation, power spectrum, and so on.
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3.5. This Thesis

This thesis is divided into five parts. Part i is devoted to introducing the scientific back-

ground. Part ii details the structure of the interferometer telescope and its limitations. In

Part iii I provide a brief introduction to Machine Learning, I go through important termi-

nologies, and how to use explores the building and the use of Convolution Neural Network

Models. Part iv elaborates on the mathematical concepts used to build the simulated data

used in this these and in my papers. Finally, in Part v I present findings from my published

paper and work in progress for publication.
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Figure 3.2: A visualization of the 21 cm field generated by zreion (top) and 21cmfast (bot-
tom) at comparable redshift values with similar values for xi(z). As can be seen, although
there are differences in the shape of features, such as the dark-blue “bubbles” of ionized gas,
overall the structures in the field are comparable.
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Figure 3.3: The one-point statistics (like pixel value distributions) and two - point statis-
tics (like the dimensionless power spectrum ∆2(k), above) of two different simulations are
comparable. Nevertheless, there are differences, such as the overall amplitude of the power
spectrum (though not the shape). Despite the apparent agreement, these differences are
noticeable through image-based machine learning methods, and can bias the inferred pa-
rameter values, as shown in Figure 3.1. A significant effort goes toward ensuring that these
model differences are accounted for in the estimators chosen and understanding their ulti-
mate impact on the uncertainty of τ .
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CHAPTER 4

RADIO INTERFEROMETER

4.1. Analysis of Interferometer Response

In this section, I will introduce a simplified analysis of interferometry and other important

concepts. The instantaneous response of a radio interferometer to a point source can be

analyzed by considering the signal paths in the plane containing the electrical centers of the

two interferometer antennas and the source under observation, Figure 4.1. For an extended

observation, it is necessary to take account of the rotation of the Earth and consider the

geometric situation in three dimensions. The two-dimensional geometry is a good approxi-

mation for short-duration observations and facilitates visualization of the response pattern.

Consider the geometric situation shown in Figure 4.1, where the antenna spacing is east

to west. The two antennas are separated by a distance D, the baseline, and observe the

same far field cosmic source of the interferometer. The source is sufficiently distant that the

incident wavefront can be considered to be a plane over the distance D. The source will be

assumed to have infinitesimal angular dimensions. The receivers will be assumed to have

narrow bandpass filters that pass only signal components very close to ν. The signal voltages

are multiplied and then time-averaged, which has the effect of filtering out high frequencies.

The wavefront from the source in a particular direction, reaches the right antenna at some

time,

τg =
D

c
sin θ (4.1)

before it reaches the left antenna τg is called the geometric delay, and c is the speed of light.

In terms of the frequency ν, the output of the multiplier is proportional to

F = 2 sin(2πνt) sin(2πν(t− τg))

= 2[sin2(2πνt) cos(2πντg)− sin(2πνt) cos(2πνt) sin(2πντg)] (4.2)
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The center frequency of the receivers is generally in the range of tens of megahertz to

hundreds of gigahertz. As the Earth rotates, the most rapid rate of variation of θ is equal

to the Earth’s rotational velocity, which is of the order of 10−4 rad s−1. D cannot be more

than 107 m for terrestrial baselines; therefore the rate of variation of ντg is smaller than νt

by at least six orders of magnitude. For an averaging period T ≫ 1/ν, the average value of

sin2(2πνt) = 1
2 .

Figure 4.1: This is a simplified depiction of an interferometer showing bandpass amplifiers
H1 and H2, the geometric time delay τg of the incident approximate plane, the instrumental
time delay τi, and the correlator consisting of a multiplier and an integrator. This image
was taken from Taylor et al. (1999).

Figure 4.1 shows a general type of interferometer with the amplifiers H1 and H2, the multi-

plier, and an integrator with respect to time. An instrumental time delay τi is inserted into

one arm. Assuming a point source, each antenna delivers the same signal voltage V (t) to the

correlator, and that one voltage lags the other by a time delay τ = τg− τi, as determined by
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the baseline D and the source direction θ. The integrator within the correlator has a time

constant 2T meaning that it sums the output from the multiplier for 2T seconds and then

resets to zero after the sum is recorded. The output of the correlator represents a physical

quantity with the dimensions of voltage squared and may be a voltage, a current, or a coded

set of logic levels.

4.1.1. Types of Interferometer Arrays

Source Tracking Array

In general it is easy to deriving the relationship between intensity and visibility in a coordin-

ate-free form and then show how the choice of a coordinate system results in an expression

in the familiar form of the Fourier transform. In the case where the antennas track the

source under observation, which is common in most situations but not for HERA, the phase

reference position, sometimes also known as the phase-tracking center, becomes the center

of the field to be imaged. For one polarization, an element of the source of solid angle at

some position contributes a component of power at each of the two antennas.

The integration of the antenna response to the element solid angle over the source assumes

that the source is spatially incoherent. In other words, the radiated waveforms from different

elements solid angle are uncorrelated. This assumption is justified for essentially all cosmic

radio sources. For a given antenna collecting area pointing in some direction at the sky

in which the beam is pointed a normalized reception pattern is introduced. The output

of the correlator can be expressed in terms of a fringe pattern corresponding to that for a

hypothetical point source in the direction of the source, which is the phase reference position.

The modulus and phase of the output of the correlator are equal to the amplitude and

phase of the fringes. The phase is measured relative to the fringe phase for the hypothetical

source. the output of the correlator has the dimensions of flux density (Wm−2Hz−1), which

is consistent with its Fourier transform relationship with power.
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Figure 4.2: The (u′, v′, w′) coordinate system for an east–west array. The (u′, v′) plane is the
equatorial plane and the antenna spacing vectors trace out arcs of concentric circles as the
Earth rotates. Note that the directions of the u′ and v′ axes are chosen so that the v′ axis
lies in the plane containing the pole, the observer, and the point under observation (α0, δ0).
In Fourier transformation from the (u′, v′) to the (l′,m′) planes, the celestial hemisphere is
imaged as a projection onto the tangent plane at the pole. The (u, v, w) coordinates for
observation in the direction (α0, δ0) are also shown.This images was taken from a series of
lectures, Taylor et al. (1999).
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East–West Linear Arrays

HERA resembles the case of arrays with east–west spacing only. First, rotate the (u′, v′, w′),

the quantities measured in the rotated system, coordinate system about the u axis until the

w axis points toward the pole. The (u′, v′) axes lie in a plane parallel to the Earth’s equator.

The east–west antenna spacing contain components in this plane only causing w′ = 0, and

as the Earth rotates, the spacing vectors sweep out circles concentric with the (u′, v′) origin.

The visibility equation and inverse visibility equation respectively can be written as,

V (u′, v′, w′ = 0) =
∫ ∞

−∞

∫ ∞

−∞
AN (l′,m′)I(l′,m′)e−2π(u′l′+v′m′) dl′dm′√

1− (l′)2 − (m′)2
(4.3)

AN (l′,m′)I(l′,m′)√
1− (l′)2 − (m′)2

=

∫ ∞

−∞

∫ ∞

−∞
V (u′, v′, w′ = 0)e+2π(u′l′+v′m′)du′dv′ (4.4)

where I(l′,m′) is the derived intensity distribution and AN (l′,m′) is the geometric mean of

the beam patterns of the two antennas. Notice that this visibility space is (u′, v′, w′) and

the Fourier Transform of it is the image space (l′,m′, n′).

In this imaging, the hemisphere is projected onto the tangent plane at the pole, as shown

in Figure 4.2. In practice an image may be confined to a small area within the antenna

beams. In the vicinity of such an area, centered at right ascension and declination (α0, δ0),

angular distances in the image are compressed by a factor sinδ0 in the m0 dimension. Also,

in imaging the (α0, δ0) vicinity, it is convenient if the origin of the angular position variables

is shifted to (α0, δ0).

It is clear from Figure 4.2 that if all the measurements lie in the (u′, v′) plane, then the

values of v in the (u, v) plane become portrayed as having less depth or distance for direc-

tions close to the celestial equator. Obtaining two-dimensional resolution in such directions

requires components of antenna spacing parallel to the Earth’s axis. With the exception of

short duration observation times, the effect of the Earth’s rotation is to distribute the mea-

surements in (u, v, w) space so that they no longer lie in a plane. Then the restriction of the
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synthesized field is acceptable in some case however, in other cases it may be necessary to

image the entire beam to avoid source confusion, and several techniques are possible based

for the following approaches:

• Write visibility equation in the form of a three-dimensional Fourier transform. The

resulting intensity distribution is then taken from the surface of a unit sphere in (l, m,

n) space.

• Large images can be constructed as mosaics of smaller ones that individually comply

with the field restriction for two-dimensional transformation. The centers of the indi-

vidual images must be taken at tangent points on the same unit sphere referred to in

1.

• Since in most terrestrial arrays the antennas are mounted on an approximately plane

area of ground, measurements taken over a short time interval lie close to a plane in (u,

v, w) space. It is therefore possible to analyze an observation lasting several hours as

a series of short duration images, which are subsequently combined after adjustment

of the coordinate scales.

4.2. Applications of Interferometry

Radio interferometers and synthesis arrays are used to make measurements of the fine an-

gular detail in the radio emission from the sky. The angular resolution of a single radio

antenna is insufficient for many astronomical purposes. Practical considerations limit the

resolution to a few tens of arcseconds. For example, the beam width of a 100 meter diame-

ter antenna at 7 mm wavelength is approximately 1700. The minimum angular separation

of two sources that can be distinguished by a telescope depends on the wavelength of the

light being observed and the diameter of the telescope. This angle is called the diffraction

limit. The diffraction limit of large telescopes with diameter of approximately 8 m is about

0.01500, but the angular resolution achievable from the ground by conventional techniques is

limited to about 0.500 by turbulence in the troposphere. It is also very important to be able
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Figure 4.3: HERA’s elements are divided between a 320-element, hexagonally-packed core
and 30 outriggers (left). This produces instantaneous uv coverage at triple the element
packing out to 250λ at 150 MHz, supressing grating lobes in the synthesized beam (middle).
All 350 elements can be redundantly calibrated, yielding calibration errors that are a small
fraction of the residual noise per antenna (right). This figure was taken from DeBoer et al.
(2017).

to measure parameters such as intensity, polarization, and frequency spectrum with similar

angular resolution in both the radio and optical domains. The mathematical expression for

half power beam width is Half power Beam width = 70 λ
D where λ is the incident wavelength

and D is the diameter of the beam. Trivially we can express the full power beam width as

FNBW 2
(
70 λ

D

)
= 140 λ

D , which is twice the half power beam width.

An advantage in the radio domain is that the phase variations induced by the Earth’s neutral

atmosphere are less severe than at shorter wavelengths. Future technology will provide even

higher resolution at infrared and optical wavelengths from observatories above the Earth’s

atmosphere. Radio waves will remain important in astronomy since they reveal objects that

do not radiate in other parts of the spectrum, and they are able to pass through galactic

dust clouds that obscure the view in the optical range.

4.3. Astrophysical Radiation

The target signal of EoR experiments has a brightness temperature of order about 10 mK. At

the 50-200MHz frequencies foreground radiation from the Milky Way, extragalactic sources

and man made interference, with total brightness temperature of about 104 times greater
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Figure 4.4: TOP: These images show the radiation pattern of an antenna, known as beam
width. In the radiation pattern of an antenna, the main lobe is the main beam of the antenna
where maximum and constant energy radiated by the antenna flows. Beam width is the
aperture angle from where most of the power is radiated. The two main considerations of
this beam width are Half Power Beam Width (HPBW) and First Null Beam Width (FNBW).
BOTTOM: This image shows the half power beam width and first null beam width, marked
in a radiation pattern along with minor and major lobes. This illustration was taken from
https://www.tutorialspoint.com/antenna_theory/antenna_theory_beam_width.htm.
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Figure 4.5: The low-frequency synchrotron spectrum of sky after removal of RFI and sub-
traction of Tcmb = 2.725. Their measurement is shown in light grey, overlaid with a well-fit
power law of spectral index β = 2.52±0.04. This figure was taken from Rogers and Bowman
(2008).

than the target signal, is the challenge to overcome. In this Chapter, I outline the cur-

rent understanding of polarized and unpolarized foregrounds, and the implications for the

dynamic range required for an EoR detection.

4.3.1. Synchrotron

Any accelerating charged particle will radiate light. For any low-frequency radio foregrounds,

the radiation we are most interested in is the one emitted by electrons accelerated by Galactic

magnetic fields. The radiation of a charged particle at non-relativistic velocities accelerated

by magnetic field is described as the cyclotron radiation. The emission spectrum of this

radiation is determined by gyration frequency about the magnetic field lines. At relativistic
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velocities, the spectrum becomes more complicated, and is referred to as synchrotron radi-

ation. The equation of motion of a relativistic charged particle of mass m, charge q and

velocity v can be written as,
d(γmv⃗)

dt
=

q

c
v⃗ × B⃗ (4.5)

d(γmc2)

dt
= qv⃗ · E⃗ (4.6)

where γ is the Lorentz factor. Decomposing the velocity into components perpendicular

and parallel to B⃗. Both v∥ and v⊥ are constant proving that motion along the magnetic

field lines is helical, with gyration frequency. Since the electrons follow a helical path, an

observer will only see components of the emission when the motion is parallel to the line-

of-sight. The observed radiation will be emitted along path δs with radius of curvature r

and angle δθ, such that δθ = 2/γ and δs = 2r/γ. The frequency spectrum of synchrotron

radiation is intimately tied to the helical geometry of the problem and is innately smooth

as a function of frequency; it can be described as a power law. An example observation of

low-frequency Galactic synchrotron is shown in Figure 4.5. The observed sky spectrum has

a brightness temperature T (ν) ≈ ν−β , where spectral index is defined as β = 2.52 ± 0.04.

The HI EoR field has a complex structure in both the image plane and along the line-of-

sight. The superposition of emission lines from this field will lead to unsmooth, structured

emission per unit frequency. In the presence of synchrotron foregrounds being many orders

of magnitude brighter than the 21 cm emission, this difference in spectral behavior is the

single most important distinguishing feature between foregrounds and the EoR.

4.3.2. Stokes parameters

It is extremely unlikely that we will observe radiation from electrons spiralling along mag-

netic field lines that are exactly parallel or perpendicular to our line-of-sight. Instead, some

elliptically polarized component of the radiation is observed. The Stokes parameters are

quantities used to describe the polarization state of electromagnetic waves. We can describe
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a monochromatic electromagnetic wave propagating towards the observer as the real part of

E⃗ = E⃗0e
−iωt =

E1e
−iϕ1

E2e
−iϕ2

 (4.7)

The real part of the vector above can be mapped to the principle axes of an ellipse at

position angles Ψ and χ to the Cartesian plane. These two angles, E1, and E2, can be

used to define the Stokes parameters for monochromatic waves. The values of E1, E2, ϕ1

and ϕ2 cannot be precisely measured. Instead, radiometers measure the average sum of

squares of the components of E⃗(t). These can be used to define the Stokes parameters for

quasi-monochromatic waves:

I ≡ ⟨E1E
∗
1⟩+ ⟨E2E

∗
2⟩ = ⟨E2

1 + E2
2⟩ (4.8)

Q ≡ ⟨E1E
∗
1⟩ − ⟨E2E

∗
2⟩ = ⟨E2

1 − E2
2⟩ (4.9)

U ≡ ⟨E1E
∗
2⟩+ ⟨E2E

∗
1⟩ = ⟨2E1E2cos(ϕ1 − ϕ2)⟩ (4.10)

V ≡ −i(⟨E1E
∗
2⟩ − ⟨E2E

∗
1⟩) = ⟨2E1E2sin(ϕ1 − ϕ2)⟩ (4.11)

The interpretation of these parameters is as follows:

• Stokes I measures the total intensity of the electric field.

• Stokes Q and U measure the orientation of the electric field relative to, in this case, the

x-axis of the Cartesian plane, where Q measures the projection parallel to the x-axis

and U measures the projection at 45 degrees to the x-axis. They are clearly linked, as

tan(y) = U = Q.

• Stokes V is the circularity parameter, measuring the ratio of the principle axes of the

ellipse.
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Instrument Collecting Area Foreground Foreground
(m2) Avoidance Modeling

PAPER 1,188 0.77σ 3.04σ
MWA 3,584 0.31σ 1.63σ

LOFAR NL Core 35,762 0.38σ 5.36σ
HERA-350 53,878 23.34σ 90.97σ

SKA1 Low Core 416,595 13.4σ 109.90σ

Table 4.1: Comparing telescope sensitivities as a function of redshift to models of the spher-
ically averaged 21 cm EoR power spectrum with 50% ionization at z = 9.5, characterized by
the dimensionless power spectrum parameter with 1080 hours observation, integrated over
a ∆z of 0.8.

For monochromatic waves, I2 ≥ Q2 + U2 + V 2. In practice, observed radiation fields are

rarely purely elliptically polarized instead they are a superposition of electric fields, each

with its own polarization state. The radiation field is completely unpolarized if Q = U =

V = 0. It it common to refer to the “polarization fraction” or “degree of polarization” of

observed radiation, p.

P ≡
√
Q2 + U2 + V 2

I
(4.12)

4.3.3. Foreground Radiation

The diffuse Galactic radio emission at meter wavelengths is significant because this emission

is the dominant contaminating foreground for the study of the redshifted 21 cm line from

the EoR (Shaver et al. (1999), Furlanetto et al. (2006)). About 75% of the sky brightness is

due to diffuse emission from our Galaxy, most of which is caused by synchrotron radiation.

Current diffuse radio emission telescopes at the meter wavelength are not adequate to es-

timating these contaminating effects on the EoR signal. Knowledge of both their intensity

and polarization structure for extracting this cosmological signal from the data on the an-

gular scale of 1-30 arcmin will be essential. For the foreground avoidance approach, several

design optimizations allow HERA to achieve significantly higher sensitivities than LOFAR

and comparable sensitivities to SKA, despite its modest collecting area.

Galactic foreground lacks significant fine-scale structure at small angular scales and at low
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frequencies from 315 to 380 MHz and the diffuse synchrotron emission from the Galaxy is

generally very smooth and is mostly resolved out by the interferometer. Extrapolating to

lower limits of frequencies and angular scales for both the spectral and the spatial properties

is not possible due to the fact that the diffuse emission can vary across the sky. The mean

spectral index of the synchrotron emission at high Galactic latitude has been quite well

constrained to be β = 2.5±0.1 in the 100-200 MHz range, (Bernardi et al. (2009), Basu et al.

(2019), Ghosh et al. (2012)), the relevant frequencies for the EoR.

4.4. Measuring the EoR

The optical depth lets us see through the entire universe back almost to the period of

recombination. An observation of an area of sky over 13 billion light-years provides an

average signal that is both weak over a cosmic volume subtends the entire sky. Initial

measurements of the EoR measure a statistical power spectrum of the signal over the sky

since the nature of the reionization process should have a specific spatial signature. The

main goal is to measure a range of spatial scales on the sky, rather than the actual image the

signal directly. Imaging does still remain an ultimate goal to fully understand the process,

however it will likely need a greater understanding of the signal characteristics and the

systematics to achieve which is a more difficult goal.

As stated in Section 4.3, between us and the EoR is a much brighter signal due to diffuse

Galactic synchrotron radiation, supernova remnants and extragalactic radio sources. All of

these foreground signals are smooth spectrum sources whereas the expected spectrum of the

EoR is expected to be rough since it is made up of nonionized regions which are randomly

distributed over a wide range of redshifts. Knowledge of this fact allows us to try and isolate

foregrounds from the EoR which is about 5 orders of magnitude brighter than the 21 cm

signal.

PAPER’s, HERA’s predecessor, lack of imaging support and its uneven uv sampling leave

it with limited diagnostic capability of direction-dependent systematics such as polarization

leakage from Faraday-rotated emission. HERA emphasizes the proven approaches of redun-
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dant calibration and delay filtering, while simultaneously increasing the extent and density

of uv sampling for high-fidelity imaging.

4.4.1. Wedge

HERA’s design informs us on how smooth-spectrum foregrounds interact with instrument

chromaticity to produce the characteristic “wedge” of foreground leakage in Fourier space

outside the region where the 21 cm signal dominates, the “EOR window”. The wedge is

a consequence of the chromatic response of the interferometer. The boundary between

the wedge and the EoR window is determined by the separation between antennas, signal

reflections within antennas, and the angular response of the antenna beam. To the limits of

current sensitivity, foreground emission is absent outside of the wedge and can only appear

there through instrumental leakage.

The power spectrum measurement provides the spatial correlations across the sky, char-

acterized by the magnitude of the wavenumber, k. Although the full magnitude of the

k-vector is used, it is more informative to split them into two components (perpendicular

and parallel), k = k⊥ + k∥ẑ where |k⊥| ≡ k⊥ = 2πb/(λX) is determined by the antenna

baseline, b, and k∥ = 2π/(Y B) by the bandwidth, B. X and Y are some cosmological

parameters relating angular size and spectral frequency to cosmic volumes respectively or

relating wavenumber to physical volume at a given redshift. k⊥ corresponds to the plane

of the sky and k∥ to the line-of-sight. This allows us to split the chromatic response of

the interferometer visibility measurement from the instrument bandpass and isolate a phase

space where smooth-spectrum foreground sources contaminate the signal of interest from

where they don’t. The k⊥ components are directly proportional to the baselines and k∥ are

proportional to the Fourier transform of the frequency response. The Fourier transform of a

frequency spectrum is a delay spectrum. The cosmic evolution limits the largest bandwidth

which determines the smallest k∥ to about 10 MHz. For larger bandwidths the evolution of

the Universe begins to impact the result. For HERA, wavenumbers are dominated by the

bandwidth and not the baseline.
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The unit of the spatial wavenumber k is the inverse of length, in this case the relevant length

scale is megaparsecs (Mpc). The Hubble parameter, H0, is further normalized by a factor

h, where H0 = 100h(km/s)/Mpc, such that the wavenumbers are expressed in units of h

Mpc−1. At the redshifts of interest, X has a value of about 160 Mpc deg−1 and Y has a value

of about 16 Mpc MHz−1. The contaminated phase space is conveniently a wedge-shaped

region in k⊥ - k∥ space such that the ratio of the time-delay across a given baseline (b/c) and

the delay associated with a given bandwidth (1/B) is less than some parameter determined

by the details of the system, which we denote as 1/β. Substituting k⊥ and k∥ in for b and

B in this ratio, this wedge is bounded by,

k∥ ≤ β
Xλ

Y c
k⊥ +

S

Y
(4.13)

where an offset S accounts for effects related to the combined spectral smoothness of the

foregrounds and the antenna response. The techniques to measure the power spectrum may

be broken down into two principle techniques, delay-space and map-making. I will elaborate

on these two techniques in the following two sections.

4.4.2. Delay Spectrum

The response of an interferometer measures the power in the fourier modes of the sky within

its beam and we can see that it is a natural instrument to use for the measurement of the EoR

spatial power spectrum. The delay-spectrum approach leverages the interferometer measure-

ment to optimize sensitivity to the desired modes while rejecting modes contaminated by the

foreground power in the wedge. The delay-spectrum approach does not combine baselines

before squaring and calculating the power spectrum, which contrasts to the map-making

techniques. The sky power spectrum P (k) is linearly proportional to the Fourier transform

along the frequency axis (the delay-transform) of an interferometer baseline visibility, V:

P (k) =
X2Y

4k2B

[
V 2

ΩbBλ4

]
(4.14)
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Ωb is the integrated beam response, B is the effective bandwidth, λ is the observation

wavelength, and kB is Boltzmann’s constant. The terms in square brackets are instrumental

terms, as opposed to the constants and cosmological parameters out front.

For a fixed number of elements using the delay-spectrum approach, hexagonal packed redun-

dant arrays provide about an order of magnitude improvement over imaging arrays. Since

the baselines go as order N2, this corresponds to using about 1/3 of the number of elements

to yield the same performance. Although a filled hexagonal packed array provides excellent

imaging, the resolution could be limited unless outriggers are included. The HERA array

design incorporates both hexagonal packed redundant arrays and outriggers.

4.4.3. Map Making

In contrast to the delay-spectrum approach, mapmaking approaches combine baselines to

build information before squaring and calculating the power spectrum. The image domain

is a natural place to combine information from partially-coherent pairs of visibility measure-

ments. First make an image cube of the sky as a function of angular position and frequency,

take the spatial Fourier transform, square and bin the cube, then subtract the dominant

foreground power and take the transform to determine the EoR power spectrum. The data

compression step keeping track of statistical properties of the maps including complex fre-

quency and position dependent point spread functions and noise covariance matrices, but

can be computationally challenging. Existing approaches have had to make a number of

approximations, including that point spread functions do not vary over the field of view and

that noise is not correlated.

One of the benefits of mapmaking is that it not as vulnerable to polarization leakage as

the delay-spectrum approach since only polarization mismodeling can cause leakage from

Stokes Q or U to I. Another advantage is that sky images can be interesting both for

dealing with measurement systematics and for accessing the non-Gaussian observational

signatures (ionized bubble structures) that are missed by the power spectrum statistics.

Although the direct subtraction of bright foregrounds expands the EoR window, accessing
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these high-order statistics or the modes of the power spectrum inside the wedge requires

extreme precision in calibration and forward-modeling of bright foreground models through

instrument systematics. For this reason, this approach to measure the EoR and initially

characterize the power spectrum is not implemented. The delay-spectrum technique is used

instead while researcher developing tools for other approaches.
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CHAPTER 5

TELESCOPE SUMMARY

5.1. Telescopes

5.1.1. The Hydrogen Epoch of Reionization Array

The Hydrogen Epoch of Reionization Array (HERA) uses the unique properties of the 21 cm

line of neutral hydrogen to probe the Epoch of Reionization and the preceding heating epoch,

roughly 0.3 to 1 Gyr after the Big Bang. These epochs represent the frontier in studies of

cosmic structure formation, during which emission from the first stars and black holes heated

and reionized the Universe. By directly observing the time evolution of these fluctuations

in the large scale structure of 21 cm emission, HERA provides an unique tool to study the

cosmological and astrophysical processes that governed the formation of the first galaxies

and black holes, and how they heated and ionized the primordial intergalactic medium

(IGM). With the Precision Array to Probe the Epoch of Reionization (PAPER) and the

Murchison Widefield Array (MWA), characterization of the strong continuum foregrounds

masking the cosmological 21 cm signal is possible. Techniques for overcoming foreground

systematics in power spectrum measurements were also developed. Through these analysis

efforts, The HERA collaboration has developed a robust pipelines for estimating the 21 cm

power spectrum and setting upper limits on 21 cm emission during reionization.

Continuation of these efforts uncovered errors in estimating signal loss in the PAPER power-

spectrum pipeline. Experience with PAPER and the MWA culminated in the design of

HERA, a new instrument optimized to deliver both the sensitivity for precision constraints

of the 21 cm power spectrum and a spectrally smooth instrumental response necessary for

foreground mitigation.

Scientific Background: Precision Constraints on Reionization

HERA’s primary science goal is to change the understanding of the first stars, galaxies, and

black holes, and their role in driving reionization. Through power spectral measurements of
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the 21 cm line of hydrogen in the IGM, HERA will be able to directly constrain the topology

and evolution of reionization, opening a window into the astrophysics of the first luminous

objects and their environments. The spectral nature of 21 cm cosmology means that the

signal at each observing frequency can be associated with an emission time to determine

both the time evolution and three-dimensional spatial structure of ionization in the IGM.

This 3D structure has information about the clustering properties of galaxies, allowing us

to distinguish between models, regardless of whether or not they predict the same average

ionized fraction. The new telescope is optimized for 3D power-spectral measurements and

with support for theoretical modeling efforts, the HERA program will advance our under-

standing of early galaxy formation and cosmic reionization. HERA builds on the advances

of first-generation 21 cm EoR experiments (PAPER; Parsons et al. (2010)), the Murchison

Widefield Array (MWA; Bowman et al. (2013) Tingay et al. (2013)). However, current ex-

periments cannot expect more than marginal detections of the EoR signal.

∆2(k) ≡ k3
P (k)

2π2
(5.1)

The expected performance of HERA relative to current and planned telescopes to detect the

peak of reionization (as well as the total collecting area) is shown in Table 5.1. The sensi-

tivity calculations done were performed with 21cm Sense1 (Pober et al. (2013),Pober et al.

(2014)). For the foreground avoidance approach, several design optimizations allow HERA

to achieve significantly higher sensitivities than LOw Frequency ARray (LOFAR) and com-

parable sensitivities to SKA, despite its modest collecting area. The primary driver is

HERA’s compact configuration. The 21 cm signal is a diffuse background, with most of its

power concentrated on large scales. Therefore, most of an instrument’s sensitivity to the

EoR comes from short baselines. Since HERA a filled out to ≈ 300 m, for a fixed collecting

area, one fundamentally cannot build an array with more short baselines. Within about a

150 m radius from the center, LOFAR has only 11 stations, amounting to just over 8000

m2 of collecting. Within this radius, the SKA is nearly filled, with aboout 80% the collect-

ing area of HERA; however, the SKA underperforms in the foreground avoidance schema,
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where long baselines lose more modes of the power spectrum to foreground contamination

Parsons et al. (2012).

Scientific Background: Secondary Scientific Objectives

By advancing our understanding of reionization astrophysics, HERA will improve CMB con-

straints on fundamental cosmological parameters by removing the optical depth to reion-

ization. HERA measurements will be able to break the degeneracy between the constraints

on τ and the sum of the neutrino masses, which has been identified as a potential problem

for CMB lensing experiments. This would represent an ≈ 5σ cosmological detection of the

neutrino masses even under the most pessimistic assumptions allowed by neutrino oscillation

experiments, making HERA key to understanding neutrino physics. HERA’s estimate of τ

would also break the degeneracy between τ and the amplitude of matter fluctuations that

arises when using only CMB data. HERA effectively reduces error bars on σ8 by more than

a factor of three Liu et al. (2016).

In addition to measuring the power spectrum, there is the potential for HERA to directly

image the IGM during reionization over the 1440 deg2 stripe that transits overhead, which is

comparable to future WFIRST large area near-IR surveys. After 100 hours on a single field

(achievable in 200 nights). HERA has the ability to reach a surface brightness sensitivity of

50 µJy/beam (synthesized beam FWHM about 240) compared to the brightness temperature

fluctuations of up to 400 µJy/beam in typical reionization models. At this sensitivity alone

makes HERA more than capable of detecting the brightest structures at z = 8 with SNR

> 10. Additionally, the design of HERA places it in a unique position to directly explore

calibration techniques while retaining a high quality point spread functions for imaging and

identifying foregrounds.

Prior to reionization, the 21 cm signal is a sensitive probe of the first luminous sources and

IGM heating mechanisms. First stars are expected to form at a redshift of about 25 - 30

and their imprint on the 21 cm signal is expected to be sensitive to the halo mass where they

are formed. The IGM is then expected to be heated by either the first generation X–ray
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Instrument Design Specification Observational Performance
Element Diameter: 14 m Field of View: 9°

Minimum Baseline: 14.6 m Largest Scale: 7.8°
Maximum Core Baseline: 292 m Core Synthesized Beam: 25′

Maximum Outrigger Baseline: 876 m Outrigger Synthesized Beam: 11′

EOR Frequency Band: 100–200 MHz Redshift Range: 6.1 < z < 13.2
Extended Frequency Range: 50–250 MHz Redshift Range: 4.7 < z < 27.4

Frequency Resolution: 97.8 kHz LoS Comoving Resolution: 1.7 Mpc (at z = 8.5)
Survey Area: 1440 deg2 Comoving Survey Volume: ≈ 150 Gpc3

Tsys: 100 + 120(ν/150MHz)−2.55 K Sensitivity after 100 hrs: 50 µJy beam−1

Table 5.1: HERA-350 design parameters and their observational consequences. Angular
scales computed at 150 MHz.

binaries or by the hot interstellar medium produced by the first supernovae. Dark matter

annihilation could have left an imprint in the 21 cm signal.

System Design

As described in the previous sections, the critical insights from the first generation 21 cm

EOR experiments have been applied to define the requirements for HERA. It is designed to

ensure that foregrounds remain bounded within the wedge while delivering the sensitivity

for high-significance detection of the 21 cm reionization power spectrum with established

foreground filtering techniques Pober et al. (2014). In this section, I summarize key features

of the HERA design (see Table 5.1) and system architecture directly inherited from the

PAPER and MWA experiments. HERA began by reusing the analog, digital, and real-time

processing systems deployed for PAPER-128. This allows for immediate observing with

the new elements with a well-characterized system. As HERA develops, the architecture

is incrementally upgraded to improve performance and add features while simultaneously

addressing issues of modularity and scalability. As with PAPER, HERA proceeds in stages

of development, with annual observing campaigns driving a cycle of development, testing,

system integration, calibration, and analysis. This cycle ensures that HERA’s instrument

is always growing, that systematics are being found and eliminated at the earliest build-out

stages, that data analysis pipelines are tested and debugged while data volumes are smaller,

and that HERA is always producing high quality science.
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5.2. Other Telescopes

HERA is not the only instrument researching the EoR and how to detect it. Several low-

frequency interferometers around the world are contributing to the understanding of the

EoR and the difficulties of observing it. Below I briefly describe a few of the leaders of the

field – but it is not an exhaustive list.

The LOw-Frequency ARray (LOFAR)

The LOFAR is an interferometer made-up of “stations”, the core of which are arranged in

a random scatter in the Netherlands. LOFAR baselines extend across Europe with stations

in Ireland, Sweden, Germany, Poland and other locations. These extremely long baselines

can provide LOFAR with exquisite imaging capabilities. LOFAR observations will allow

detection and quantification of the Cosmic Dawn and EoR over wide range in angular scales

and redshifts. Such measurement will help answer the main questions surrounding the

earliest phases of the formation of the Universe: The nature of the first objects that ended

the Dark Ages, ushering in the Cosmic Dawn and the reionization of the high-redshift IGM.

The experiment seeks to answer the following questions: What is the relative role of galaxies

and active galactic nucleus, of UV-radiation and X-rays? When did the EoR start and how

did it percolate through the intergalactic medium? Did the low or high density regions

re-ionized first? What are the detectable imprints that the re-ionization process left on the

21-cm signal and is it possible to learn from 21-cm measurements about the matter density

fluctuations on the conditions prior to the EoR? Is it possible to learn about the formation

of supermassive black holes and the duration of their active phases?

Murchison Widefield Array (MWA)

MWA, based in Murchison Radio-astronomy Observatory in Western Australia, was de-

ployed, it was one of the first generation of telescopes aiming to detect the EoR power

spectrum. It was designed as a general-purpose array with emphasis on imaging capability

and brightness sensitivity on the angular scales relevant to the EoR. In the years following

the initial design and deployment, it has become increasingly apparent that the dynamic
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range requirements such as accuracy of calibration, accuracy of sky model etc of the EoR

detection experiment are just as challenging as the sensitivity requirements.

Aside from raw sensitivity, the capability of a radio interferometer is usually constrained

by its angular resolution and by the spatial scales that are measured given the antenna

layout. MWA layout was a hybrid configuration having baselines ranging in length from

approximately 7 to 2800 metres, with many tiles in the core region. The synthesised beam

size of the Phase I array is approximately 2 arcmin at 150 MHz. Improving the angular

resolution of the MWA for Phase II was identified for its potential to impact a broad range

of science areas. In addition to the ability to better resolve objects and structures within

sources, improved angular resolution directly impacts the classical and sidelobe confusion in

continuum images.

The Square Kilometre Array (SKA)

The SKA will be one of the premier instrument to study radiation at the 21 cm wavelengths

from the cosmos, and in particular hydrogen, the most abundant element in the universe.

SKA will probe the dawn of galaxy formation. The focus of this program is the first luminous

objects in the Universe and their formation. At a redshift of around 1100, the Universe

became largely neutral as protons and electrons combined to form the first hydrogen atoms

and the photons that we now see as the CMB began free streaming across the Universe.

Today the Universe is largely ionized. The epoch of reionization of the Universe is dated to

z ≈ 6 to 12 from observations.

The original focus of the SKA was observations of the 21 cm HI line from galaxies, and such

observations remain a significant focus of the SKA Key Science Program. Neutral hydrogen

is the raw material from which stars form. The peak of the star formation rate in the

Universe occurred at redshifts between about 1 to 2 (e.g. Madau et al. (1996), Adelberger

(2000), Hopkins and Beacom (2006)). The SKA will be able to probe the evolution of

neutral hydrogen to this crucial point in the assembly of galaxies. A third motivation for

astronomy is that it provide tests of theories of fundamental physics such as observations of
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gravitational lensing by the Sun provided some of the key early support for the Einsteins

General Theory of Relativity, which now finds widespread use, such as in corrections applied

to timing signals from the Global Positioning System satellites.

SKA will be built on two sites: the Karoo Radio Quiet Zone, currently occupied by HERA,

will be the central location of the “high–mid band” (350 MHz – 14 GHz; “SKA-Mid”) obser-

vatory and the Murchinson Radio-astronomy Observatory, currently occupied by the MWA,

will be the central location of the “low band” observatory (50 – 350 MHz; “SKA-Low”).

SKA-Low will consist of over 100,000 receiving elements in an imaging configuration. It will

be the most powerful low-frequency radio telescope ever created, and be used not only for

EoR science but a host of low-frequency science objectives.
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CHAPTER 6

MACHINE LEARNING MOTIVATION

6.1. Introduction

Upcoming observations of the EoR are expected to be primarily sensitive to astrophysical

parameters related to properties of the first stars and galaxies, rather than cosmological

parameters such as those inferred from measurements of the cosmic microwave background

(CMB). One exception to this is τ , the optical depth to the CMB. Radio interferometry

telescopes such as the Hydrogen Epoch of Reionization Array (HERA ), the Low Frequency

Array (LOFAR ), and the Square Kilometre Array (SKA ) aim to map the thermal distri-

butions and ionization state of neutral hydrogen in the IGM throughout Cosmic Dawn, and

will be the only direct probes of the formation of the first generations of stars, galaxies, and

stellar-mass black holes. Full tomographic 3D images generated by these instruments can

be useful to learn information about these sources that precipitated reionization.

More imminently, statistical measurements using the 21 cm power spectrum can provide

insight about the EoR. Thus far, measurements of the 21 cm power spectrum upper limits

have been established at different Fourier wavenumbers and redshift values Paciga et al.

(2013); Beardsley et al. (2016); Patil et al. (2017); Kolopanis et al. (2019). However, direct

extraction of astrophysical and cosmological parameters from the power spectrum or from

images is challenging due to large levels of contamination from bright foreground emission

which are typically several orders of magnitude larger than the target signal. This limita-

tion makes simple imaging of the sky using traditional techniques impossible. The main

difficulty in detecting the faint signal from the EoR is to separate it from various types of

foreground emissions such as galactic synchrotron radiation and extragalactic point sources

Di Matteo et al. (2004); Jelić et al. (2008). Another common approach proposed for ex-

tracting information about the EoR from observations is to compute the power spectrum

using Fourier modes that are uncontaminated by these foregrounds. The downside to any
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power-spectrum based approach that is its insensitive to any non-Gaussian information and

therefore does not leverage all of the information present in the images. The power spectrum

does not capture the full information present in the field because the 21 cm field is highly

non-Gaussian during the EoR Majumdar et al. (2018); Shimabukuro and Semelin (2017).

Using measurements of the 21 cm signal, it may be possible to infer key properties of the EoR,

such as the timing and duration of reionization. Although these properties are interesting in

their own right, they also provide important information about the cosmological parameter

τ , which measures the optical depth to the CMB. To date τ has been measured by the

Planck collaboration, which has provided important constraints on its value. However, the

value of τ still has some of the largest relative uncertainty of the cosmological parameters,

which impacts the uncertainty of other parameters such as the density of dark matter Ωc

and clustering of matter σ8. Liu et al. (2016) proposed using measurements of the 21 cm

power spectrum as a way to provide tighter constraints than is currently feasible from

CMB measurements alone, which can lead to improved uncertainties of other parameters.

The authors jointly constrained τ and other cosmological parameters using semi-numeric

simulations of reionization, leading to a fractional uncertainty several times better than

current CMB-based constraints. Thus, data analysis techniques that provide constraints on

τ are promising ways forward for measuring cosmological parameters more accurately.

An alternative approach to computing power spectra is to use supervised machine learning

techniques on simulated image cubes of the EoR by using two-dimensional convolution

neural networks to perform regression on astrophysical and cosmological parameter values,

and ultimately predict on new images not previously seen by the network and predict the

desired reionization values. This image processing approach allows for the extraction of

non-Gaussian information present in the maps. In this section I discuss our approach to

extracting τ using convolution neural networks (CNNs). Machine learning techniques have

been exploited in a variety of fields to explore different scientific questions. (See the review

of Gu et al. (2015) and references therein for examples.)
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For example, the authors of Hortúa et al. (2020) use Bayesian Neural Networks (BNNs) to

predict the posterior distribution of the cosmological parameters directly from the CMB

temperature and polarization maps.In the context of 21 cm data, Gillet et al. (2019) used

CNNs to extract semi-analytic model parameters related to astrophysics from 21cmfast

simulations. La Plante and Ntampaka (2019) applied CNNs to simulated images of the

EoR, and were able to successfully infer the duration of reionization to a high degree of

accuracy. There have also been several recent studies where cosmological or astrophysical

parameters are inferred by applying machine learning techniques to simulated 21 cm data

Kwon et al. (2020); Villanueva-Domingo and Villaescusa-Navarro (2021). In this chapter, I

explain how I build upon the approach of La Plante and Ntampaka (2019), and vary the

reionization history to include changes in the midpoint and duration of reionization. I also

predict directly on τ , rather than inferring the reionization meta-parameters. This approach

allows us to compare more directly with the uncertainty on τ related to other methods.

6.2. ML Modeling vs Statistical Modeling

6.2.1. Statistics to Machine Learning

“Machine Learning is a branch of study in which a model can learn automatically from the

experiences based on data without exclusively being modeled like in statistical models..."

“Statistics is the branch of mathematics dealing with the collection, analysis, interpretation,

presentation, and organization of numerical data..."

Statistics are mainly classified into two subbranches. Descriptive statistics, these are used to

summarize data, such as the mean, standard deviation for continuous data types or frequency

and percentage are useful for categorical data. Inferential statistics, which is often a subset of

the data points called a sample, and conclusions about the entire population will be drawn,

which is known as inferential statistics. Inferences are drawn using hypothesis testing, the

estimation of numerical characteristics, the correlation of relationships within data, and so

on.
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Machine learning is broadly classified into three categories but nonetheless, based on the

situation, these categories can be combined to achieve the desired results for particular

applications:

• Supervised learning: Machines learn the relationship between predictor variables

and target variables. This is commonly applied to classification problems (categorical

selection) or regression problems (numerical selection).

• Unsupervised learning: Algorithms learn by themselves without any supervision

or without any target variable provided. This is commonly applied to problems where

dimensionality reduction is needed or clustering of categories of data.

• Reinforcement learning: Machine or agent learn its behavior based on feedback

from the environment. Agent takes a series of decisive actions without supervision and,

in the end, a reward will be given, either +1 or -1. Based on the final payoff/reward, the

agent reevaluates its paths. Reinforcement learning problems are closer to the artificial

intelligence methodology rather than frequently used machine learning algorithms.

In the case of my project, I used supervised learning techniques to solve a regression prob-

lem. In other words, in order for my machine learning algorithm to extract the numerical

value, optical depth to Reionization, it must be trained using predictor variables and target

variables.

In machine learning, a small sample size of 30 observations would be enough to update the

weights at the end of each iteration. Machine learning models can be effectively parallelized.

Effectively parallelized algorithm is an algorithm that can execute several instructions si-

multaneously on different processing devices and then combine all the individual outputs to

produce the final result. These algorithms are made to work on multiple machines in which

model weights are broadcast across the machines.

In statistical modeling, samples are drawn from the population and the model will be fitted
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Statistical Modeling Machine Learning Modeling

Formalization relationships between
variables in the form of mathematical

equations and rules.

Algorithm that can learn from the data
without relying on rule-based

programming.

Assumes the shape of the model curve
prior to perform model fitting on the

data.

Does not assume underlying shape, as
machine learning algorithms learns

complex patterns automatically based on
the provided data.

Statistical model predicts the output
with accuracy of a particular percent and

having a particular percent confidence
about it.

Machine learning just predicts the output
with accuracy of a particular percent.

Various diagnostics of parameters are
performed, like p-value, power, confidence

interval, significance level.

Does not perform any statistical
diagnostic significance tests.

Data will be split into training
(approximately 70 percent) and testing
(approximately 30 percent) data. Model
developed on training data and tested on

testing data.

Data will be split into training
(approximately 60 percent), validation
(approximately 20 percent), and testing
(approximately 20 percent) data. Models

developed on training and
hyperparameters are tuned on validation

data and finally get evaluated against
test data.

Models can be developed on a single
dataset called training data, as

diagnostics are performed at both overall
accuracy and individual variable level.

Due to lack of diagnostics on variables,
machine learning algorithms need to be
trained on two datasets, called training
and validation data, to ensure two-point

validation.

Statistical modeling is mostly used for
research purposes.

Machine learning is very apt for
implementation in a production

environment.
From the school of statistics and

mathematics. From the school of computer science.

Table 6.1: This table highlights the differences in methodologies.
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Figure 6.1: Left: Minimization of the Error function ϵ as a function of the weights, (β1, β2).
Right: Fitting a linear plane to the sample data (red).

on sampled data. These models are parametric in nature, which means a model will have

parameters on which diagnostics are performed to check the validity of the model.

However, in machine learning models are non-parametric and do not have any parameters

or model curve assumptions. The models are design to learn by themselves based on the

data provided and come up with complex and intricate functions rather than predefined

function fitting like statistical models. Multicollinearity, more than two predictor variables

in a multiple regression model are highly linearly related, checks are required to be performed

in statistical modeling. Whereas in machine learning weights automatically get adjusted to

compensate the multicollinearity problem. Weights get adjusted with the goal of minimizing

the error, ϵ, while optimizing while simultaneously optimizing the weights, (β1, β2).

Ŷ = β1X1 + β2X2 (6.1)

ϵ = (Y − Ŷ )2 = (Y − β1X1 − β2X2)
2 (6.2)

Consider the following simplified example, where the data is described by two predictor
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variables (X1, X2) or independent variables to get a is the model predicted target value, Ŷ .

The statistical model can be represented by Equation 6.1 and the machine learning model

attempts to minimize the error in Equation 6.2. In the Figure 6.1 the left plot shows that

although the weights can take on multiple values, there is a specific set that will minimize

the error term. As you increase the number of weights one can imagine that the terrain

would be more complicated than what is expressed here. The right plot show how statistical

modeling attempts to fit a linear plane to sample data.

6.3. Bias-Variance Tradeoff Derivation

This section will detail the mathematical explanation of the the Bias - Variance Tradeoff

and is based on both the video lecture and lecture notes on Bias - Variance Tradeoff. This

concept was important when tuning the model in my paper, Billings et al. (2021), to get

more favorable predictions. Every model has bias, variance, and noise error components.

Together they represent the generalization error. Bias and variance are inversely related

to each other. This means that attempts to reduce one component will increase the other.

The ideal model will have a balance of both low bias and low variance. In general, errors

from the bias component come from assumptions in the learning algorithm. The algorithm

essentially misses the relevant features and relations between the feature vector and target

outputs. This causes the model to underfit. Errors from the variance component come from

sensitivity to changes in training data resulting in large change to the fit of the model and

can cause overfitting.

The goal of this section is to decompose the generalization error into three meaningfully

terms of a machine learning classifier. First start with some data points (xn, yn) where xn

are n different feature vectors and yn are n different labels. These n identically independent

distributed (i.i.d) data points are randomly selected from some unknown probability distri-

bution, P (X,Y ). Also, for a given feature vector x there may not exist a unique label, y.

In other words, for a given feature vector x there exists a distribution of labels that can be

determined by calculating the expectation value. Once a set of points have been randomly
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selected those n data points, (xn, yn), form a training data D = {(x1, y1), . . . , (xn, yn)}. The

data D are also i.i.d. and are drawn from some distribution P(X,Y). The data pair (xn, yn)

and D are independent from each other.

As mentioned in the paragraph above, for a give feature vector x the expected label can

calculated. The conditional expectation value of the label given some feature vector is,

ȳ(x) = Ey|x [Y ] =

∫
y

y Pr(y|x)∂y. (6.3)

where ȳ(x) is a function that produces a single mean label value provided you know that

feature vector, x. This is the best you can do. Pr(y|x) is the conditional probability of a

label provided you know the feature vector. y is the random variable label that takes on

some value. Together, yPr(y|x), you get the weighted average of a y taking on some value.

Then, integrate out all possible label values to get the mean label as a function of the feature

vector, ȳ(x). Later Equation 6.3 will be used in the decomposition of the generalized error.

The training set, D, that was drawn from the probability distribution, P (X,Y ), is used

to train some machine learning algorithm, A. The algorithm, A, that is trained on some

training data, D, is called the hypothesis hD or classifier and is defined as,

hD = A(D) (6.4)

D is a random variable so therefore hD is a random variable and I can calculate the expected

value of some algorithm A trained on the data D is equivalent to the expected value of the

hypothesis and can be expressed as,

h̄ = ED∼Pn [hD] =

∫
D

hD Pr(D)∂D (6.5)

where h̄ is the expected hypothesis trained on a data D where D is a random variable that

was sampled from Pn. Pr(D) is the probability of selecting that particular training set D.
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hD is the classifier that was trained. Together I get the weighted average of the hypothesis

integrated over all possible data D. This means that h̄ is a constant and is completely

independent of the data because all possible data have been integrated out.

This hypothesis can be used to develop an analytical representation of the generalization

error of this equation by first selecting a loss function. I chose the residual square loss

function because it has a more simple and clean expression to demonstrate. Given hD, the

expected test error as a function of the classifier is,

E(x,y)∼P

[
(hD(x)− y)2

]
=

∫
x

∫
y

(hD(x)− y)2 Pr(x, y)∂y∂x (6.6)

For some test data points, (x, y), that are randomly selected from a probability distribution

P, the expected value of the loss function is presented above. The loss function is expressed

as the difference between the hypothesis, hD, trained data D as a function of the feature

vector, x, that was randomly selected from the probability distribution from the label, y,

that was randomly selected from the probability distribution. Pr(x, y) is the probability

of drawing the data pair (x, y) which are the test points. (hD(x)− y)2 is the predicted

label for some classifier or algorithm trained on training data D minus the actual label that

exists within the distribution P, squared. This is also known as the square of the residual.

Together I get the weighted average of residual squared. Integrate over all possible test

feature vectors and test label pairs to get the expected test error.

Finally, the expected test error can be written as a function of A(D) instead of hD as,

E(x,y)∼P
D∼Pn

[
(hD(x)− y)2

]
=

∫
D

∫
x

∫
y
(hD(x)− y)2 P(x, y)P(D)∂x∂y∂D (6.7)

This is the final expression for the generalization error, the expected value of the test error

gives the algorithm, A(D), where D are the training data points and the (x, y) pairs are

the test data points. Again, given that (x, y) was randomly sampled from the probability

distribution P(X,Y) and the training data D was sampled from Pn, now the expected value
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of the test error of some loss function of our choosing can be calculated. As a reminder,

I chose the square of the residual because it will give a simple and clean expression of

each error term. The generalization error is the product of the residual squared with the

probability of selecting the test data (x, y) with the probability of selecting that training

data D, integrated over the the entire test and training data. Expand the left side of the

equation in Equation 6.7. Subtract and add h̄(x) and expand the square.

Ex,y,D

[
[hD(x)− y]2

]
= Ex,y,D

[[(
hD(x)− h̄(x)

)
+
(
h̄(x)− y

)]2]
= Ex,D

[
(hD(x)− h̄(x))2

]
+ 2 Ex,y,D

[(
hD(x)− h̄(x)

) (
h̄(x)− y

)]
+ Ex,y

[(
h̄(x)− y

)2] (6.8)

The first term in Equation 6.8 is the variance. This is because the square of the difference

between the classifier, hD(x), trained on data, D, as a function of the feature vector, x, from

the mean of the classifier h̄(x) is the definition of the variance.

The middle term is zero because Ex,y,D can be expressed as the

Ex,y

[
ED[hD(x)− h̄(x)]

(
h̄(x)− y

)]
]

such that the following is true,

Ex,y,D

[(
hD(x)− h̄(x)

) (
h̄(x)− y

)]
= Ex,y

[
ED

[
hD(x)− h̄(x)

] (
h̄(x)− y

)]
(6.9)

Lets focus on the first product ED[hD(x) − h̄(x)]. Since the expectation value is a linear

operator, applying the linear distribution property to get ED[hD(x)] − ED[h̄(x)] is simple.

Recall, h̄(x) is the expected hypothesis/classifier as a function of feature vector x so the

expected value of an expected value is simply that value, a constant, h̄. This is true because

h̄ is not a function of the training data, D, then h̄ is completely independent of the training
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data. So you cannot take the expectation value of some function that is trained on data D

if it is not dependent on D. However, hD is the classifier that was trained on data D. The

expected value of this is exactly h̄. Therefore,

ED[hD(x)]− ED[h̄(x)] = h̄(x)− h̄(x)

= 0

Concluding that,

Ex,y

[
ED

[
hD(x)− h̄(x)

] (
h̄(x)− y

)]
= 0

Rewrite the original expression as,

Ex,y,D

[
(hD(x)− y)2

]
= Ex,D

[(
hD(x)− h̄(x)

)2]︸ ︷︷ ︸
Variance

+Ex,y

[(
h̄(x)− y

)2]

The second term can be expressed using the same tick as before where by subtracting and

adding ȳ(x) and expand the square.

Ex,y

[(
h̄(x)− y

)2]
= Ex,y

[(
h̄(x)− ȳ(x)) + (ȳ(x)− y

)2]
= Ex,y

[
(ȳ(x)− y)2

]
+ Ex

[(
h̄(x)− ȳ(x)

)2]
+ 2 Ex,y

[(
h̄(x)− ȳ(x)

)
(ȳ(x)− y)

]
(6.10)

The first term is the noise because of the difference between the average label as a function

of the feature vector and the label. The second term is the square of the bias because

given the model average h̄(x), it is independent of the training data D, when you subtract

the mean label as a function of the feature vector, ȳ(x), it tells you information about the

model being bias towards something not in the training data. The more data you introduce

will not convince it otherwise. Note, the bias error term is specifically squared because the

predictions can be biased either above or below the true value.
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The third term is zero using the same argument as before in Equation 6.9. It is clear that,

Ex,y

[(
h̄(x)− ȳ(x)

)
(ȳ(x)− y)

]
. Given that a function dependent on the feature vector x

and the label y, the expectation value is equivalent to given a function dependent on the

feature vector x, the expectation value of the function for a label y provided you know the

feature vector x.

Ex,y

[(
h̄(x)− ȳ(x)

)
(ȳ(x)− y)

]
= Ex

[
Ey|x [ȳ(x)− y]

(
h̄(x)− ȳ(x)

)]
The first product, Ey|x [ȳ(x)− y], can be simplified by using the linear distributive property

of the expectation value. ȳ(x) is the mean label as a function of the feature vector. It is not

a function of y so the Ey|x[ȳ(x)] is ȳ(x). The expected value of the label, y is ȳ(x) and as

a result,

Ey|x[ȳ(x)]− Ey|x[y] = ȳ(x)− ȳ(x)

= 0

The final expression for the generalization error is

Ex,y,D

[
(hD(x)− y)2

]
︸ ︷︷ ︸

Generalization Error

= Ex

[(
h̄(x)− ȳ(x)

)2]︸ ︷︷ ︸
Bias2

+Ex,D

[(
hD(x)− h̄(x)

)2]︸ ︷︷ ︸
Variance

+Ex,y

[
(ȳ(x)− y)2

]
︸ ︷︷ ︸

Noise

(6.11)

The total error is the sum of the square of the bias, the variance, and the noise. Bias is

inherent to the model. If the classifier were trained on infinite training data, the classifier

would still be biased towards a particular solution or features not in the data. Variance

describes the change in the classifier if you change the training data. Instead of looking at

a single large accurate classifier, the average variance of a model from many smaller data
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tells you how certain you are about the model. The classifier not generalized but instead

it is overly specialized. Finally, noise measures ambiguity due to the data distribution and

feature representation.

6.4. Epistemic and Aleatoric Uncertainty

The goal of uncertainty estimation in machine learning is to assign a level of confidence to a

model’s output. By definition, the true uncertainty correlates with a model’s performance.

While a correct prediction can have high uncertainty, model performance degrades on av-

erage where uncertainty increases. Uncertainty quantification is an important challenge for

applications of deep learning within systems. Uncertainty that can vary from sample to

sample within a data domain is called heteroscedastic and are input data-dependent uncer-

tainty . Though it is frequently neglected, heteroscedasticity uncertainty in deep learning

can be modeled from two sources: epistemic uncertainty and aleatoric uncertainty. Epis-

temic uncertainty describes uncertainty in the model parameters and has been addressed by

[Tellini (2015), Pearce et al. (2018), Pawlowski et al. (2017)].

Aleatoric uncertainty is the uncertainty arising from the natural stochasticity of observations.

Noisy measurements of the underlying process lead to high aleatoric uncertainty in the data

or by additional measurements. Aleatoric uncertainty is irreducible with additional training

or even when more data is provided. When it comes to measurement errors, it is called the

homoscedastic uncertainty because it is constant for all samples. Finally, the uncertainties

of predictions of multiple values are often correlated, so it is important to account for the

full multivariate uncertainty.

Epistemic uncertainty or model uncertainty, represents uncertainty in the neural network

model parameters. Like aleatoric uncertainty, epistemic uncertainty can vary from measure-

ment to measurement and is a concern for neural networks given their many free parameters,

and can be very large for data that is significantly different from the training set. Epistemic

uncertainty is due to limited data and knowledge. In other words, high epistemic uncer-

tainty arises in regions where there are few or no observations for training. This is because
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too many plausible model parameters can be suggested for explaining the underlying ground

truth phenomenon. The solution to this is given enough training samples, epistemic uncer-

tainty will decrease. Epistemic uncertainty can arise in areas where there are fewer samples

for training.

Numerous approaches for Bayesian inference have been developed that allow for the esti-

mation of this uncertainty. The easiest and most practical approach is to use the dropout

Monte Carlo method. The benefit of this is it trades off accuracy for speed and convenience.

If epistemic uncertainty can be estimated from N samples, the total predictive covariance

estimate should be calculated by

Σpred = Σepistemic +Σaleatoric (6.12)

a full derivation of the covariance of the variational predictive distribution and the variance of

the variational predictive distribution is presented in Hortúa et al. (2020). This is important

because neural network can be used to learn the correlations between the the targets and

produce estimates of their uncertainties.

This formulation can be used at test time as long as epistemic uncertainty for the training

data is small relative to the aleatoric uncertainty. However, if epistemic uncertainty is

significantly large for data in the training set after training, the total predictive covariance

estimate predicted directly from the neural network will incorporate this uncertainty into

the prediction, making it challenging to separate. It has been shown Russell and Reale

(2019) that it is possible to calculate the epistemic uncertainty covariances for the training

data set and tune the model covariance prediction to predict the residual. However, this

tuning proves to be less stable and best results are generally achieved by training until the

epistemic uncertainty had become small for the training set.
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CHAPTER 7

NETWORK ARCHITECTURE

7.1. What is a Convolution Filter

The bases of convolution neural networks is a vector/matrix of some shape is received as

input and is multiplied with a matrix to produce an output to which a bias vector is usually

added before passing the result through a nonlinearity layer. This is applicable to inputs of

any form such as sound clips or images. Data stored in the form of multi-dimensional arrays,

or feature one or more axes for which ordering matters (e.g., width and height axes for an

image, time axis for a sound clip) or if one axis is called the channel axis, is used to access

different views of the data (e.g., the red, green and blue channels of a color image, or the

left). Regardless of the input dimensionality, their representation can always be flattened

into a vector before it gets transformation by the convolution filter.

These properties are not exploited when the transformation is applied. All the axes are

treated in the same way and the topological information is not taken into account while

still taking advantage of the implicit structure of the data and in many cases preserving

it. This is where discrete convolutions come into play. A discrete convolution is a linear

transformation that preserves this notion of ordering. It is sparse (only a few input units

contribute to a given output unit) and reuses parameters (the same weights are applied

to multiple locations in the input). Figure 7.1 provides an example of a simple discrete

convolution. For simplicity a single 5 × 5 input matrix or feature map is drawn. It is

not uncommon to have multiple feature maps stacked one onto another. In fact, for the

work presented in this thesis the input feature maps were 30 maps stacked onto each other

representing the ordered redshift evolution of the data. Taking a 3 × 3 kernel of some

unknown values that are not predetermined, slide the kernel across the input feature map.

At each location, the product between each element of the kernel and the input element it

overlaps is computed and the results are summed up to obtain the output in the current
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Figure 7.1: Computing the output values of a discrete convolution. This cartoon was taken
from Dumoulin and Visin (2016)
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Figure 7.2: The author in Dumoulin and Visin (2016) showed depthwise separable 2D con-
volution which first processes each channel separately and then applies inter-channel convo-
lutions

location. The procedure can be repeated using different kernels to form as many output

feature maps as desired. The final outputs of this procedure are called output feature maps.

If there are multiple input feature maps (having a 3rd ordered axis like redshift), the kernel

will have to be 3-dimensional or, equivalently each one of the feature maps will be convolved

with a distinct kernel and the resulting feature maps will be summed up element wise to

produce the output feature map.

The following properties affect the output feature map size, oj , of a convolution layer along

axis j:

• ij : input size along axis j.

• kj : kernel size along axis j.

• sj : stride (distance between two consecutive positions of the kernel) along axis j.

• pj : zero padding (number of zeros concatenated at the beginning and at the end of

an axis) along axis j.

7.2. How Convolution Filters Work

The remarkable thing about convolution neural networks (CNN) is its ability to automati-

cally learn a large number of convolution filters components in parallel specific to an input

training data under the constraints of a specific predictive modeling problem. The results are

highly specific features that can be detected anywhere on input images. CNNs are special-
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ized types of neural network model designed for working with one, two, or three-dimensional

image or sound data. Central to the convolutional neural network is the layer performs an

operation called a “convolution”, which that gives the network its name.

In the context of a convolutional neural network, a convolution is a linear operation that

involves the multiplication of a set of weights with an array of input. This two-dimensional

array of weights is formally called a filter or a kernel. The filter is typically smaller than

the input data and the type of multiplication applied between a filter-sized patch of the

input data and the filter is a dot product. Recall that the dot product is the element-wise

multiplication between the filter-sized patch of the input and filter, which is then summed,

always resulting in a single value often referred to as the “scalar product”.

Using a filter that is significantly smaller than the input data array is intentional as it allows

the same filter to be multiplied by the input array multiple times at different points on the

input. Specifically, the filter is applied systematically to each overlapping part or filter-sized

patch of the input data, left to right, top to bottom. This is why the convolution filter is so

powerful. The application of a small filter systematically allows for the extraction of localized

features within an input data array. Then the application of that filter systematically across

the entire input image allows the filter an opportunity to discover that feature anywhere in

the image. This is commonly referred to as translation invariance, the general interest in

whether the feature is present rather than where it was present.

A filter must always have the same number of channels, often referred to as “depth”, as the

input data. If an input image has 3 channels (depth of 3), then a filter applied to that image

must also have 3 channels (depth of 3). For example, a 3× 3 filter would in fact be 3× 3× 3

or [3, 3, 3] for rows, columns, and depth.

This means that if a convolutional layer has f number of filters, these f filters are not just

two-dimensional for the two-dimensional image input, but are also three-dimensional, having

specific filter weights for each of the three channels. The output from multiplying the filter
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with the input array a single time results in a single value. However, as the filter is applied

multiple times to the input array, the result is a two-dimensional array of output values

that represent a filtering of the input called a “feature map”. Which means that the depth

of the output of applying the convolutional layer with f filters is f for the f feature maps

created. Once the feature map is created it can pass each value in the feature map through

a nonlinearity activation function.

7.3. How to train a CNN

7.3.1. Activation Function

A neural network without an activation function is essentially a linear regression model. In

other words, every neuron will only be performing a linear transformation on the inputs

using the weights and biases. Although linear transformations make the neural network

simpler and using a non-linearity activation function introduces an additional step at each

layer during the forward propagation, this network would be less powerful and will not be

able to learn the complex patterns from the data. Therefore, it is important to apply a

non-linear transformation to the inputs of the neuron and this non-linearity in the network

is introduced by an activation function.

The input data is fed to the input layer and then the neurons perform a linear transforma-

tion on these inputs using the weights and biases. Then after that the activation function

introduces some non-linearity to the network. Figure 7.3 details a few common activation

functions. Starting from top to bottom, left to right: binary step, rectified linear unit, soft-

max, leaky rectified linear unit, sigmoid, parameterized rectified linear unit, and tanh. In

my research I used the rectified linear unit activation. Below is a simple linear model,

output =
N∑
i=1

(weights × input) + bias (7.1)

Where N is the number of neurons connected to a particular node, weights is a trainable

parameters updated during the backprapogation process. Weights are used to connect each
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Figure 7.3: The red large circles represent the activation function. The gradient of the activation
function is represented by the black small dots.
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Figure 7.4: The absolute fractional error penalizes the network more than the square frac-
tional error when errors are less than 1, but when for errors larger than 1, the square
fractional error penalizes the model far more.

neurons in one layer to the every neurons in the next layer. They also determine the

strength of the connection of the neurons. Weights near zero mean changing this input will

not change the output. The bias node is another trainable parameters updated during the

backpropagation process. The bias means how far off my predictions are from real values.

A low Bias suggests more assumptions about the form of the target function, whereas high

bias suggests less assumptions about the form of the target function.

7.3.2. Loss Function

A deep learning neural network learns to map a set of inputs to a set of outputs from

training data and the choice of loss function must match the framing of the specific predictive

modeling problem, such as classification or regression. In addition, the configuration of

the output layer must also be appropriate for the chosen loss function. As part of the

optimization algorithm, the error for the current state of the model must be estimated
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repeatedly. This requires the choice of an error function (general form of the loss function,

Equation 6.2) that can be used to estimate the loss of the model so that the weights can be

updated to reduce the loss on the next evaluation.

It is impossible to calculate the perfect weights for a neural network because there are

too many unknowns. Instead, the problem of learning is instead a search or optimization

problem and an algorithm is used to navigate the parameter space of all possible sets of

weights the model may use in order to make good enough predictions. A neural network

model is commonly trained using the stochastic gradient descent optimization algorithm

or some combination of its extension and weights are updated using the backpropagation

of error algorithm. The optimization algorithm seeks to change the weights so that the

next evaluation reduces the error function, or in other words, the optimization algorithm is

navigating down the gradient (or slope) of error function in a complex parameter space of

all possible sets of weights.

The goal is to maximize or minimize the error function; search for a candidate solution that

has the highest or lowest score respectively. For neural networks the goal is to minimize

the error (minimize the loss function). The loss function reduces all the various good and

bad aspects of a highly complex system down to a or a couple of scalar values, which allows

candidate solutions to be ranked and compared. Selecting the proper error function of the

model can be a very challenging problem as the function must capture the properties of the

problem.

For my project I initially used the “mean squared error" function (MSE) but later realized

that for my particular input data I needed a loss function that would severely penalizes

the model the more wrong it was. Instead of using the absolute size of the error, MSE =

(ytrue − ypred)
2, it is more beneficial to use the fractional error instead. For example, I

know the optical depth to reionization is a small value and the error could come out to be

0.01 ± 0.01 (100% error) and count equally in the loss function with and error 0.1 ± 0.01

(10% error). However, if the loss function were fractional, then every value counts in the
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Figure 7.5: Models with different learning rates.

loss function as its fractional error, so you try to enforce that small values are correct to the

same percent error as large values.

The fractional MSE, MSEfrac, can be written as,

MSEfrac =

(
ypred − ytrue

ytrue

)2

(7.2)

7.3.3. Backpropagation

Learning Rate

As previously stated, deep learning models are trained using some kind of optimization

algorithm. The learning rate is a hyperparameter, a parameter that is not learned but

preset prior to the training process, that controls how much to change the model in response

to the estimated error each time the model weights are updated. The goal it to minimize

the loss by optimizing the weights by “moving” through the space of all possible parameters.

This space is highly complex and could resemble rough/structured terrain with mountains

and valleys. Choosing the learning rate is very challenging as a value that is too small may

result in a long training process that could potentially not converge. In other words, if

the step size taken towards the minimum loss are too small the model could get stuck in
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a local or false minimum. Whereas a learning rate that is too large may result in learning

a sub-optimal set of weights too fast or an unstable training process. This is equivalent to

taking too large of a step potentially jumping past the minimum loss.

The learning rate may be the most important hyperparameter when configuring your neural

network. Therefore, it is good practice when optimizing your model to first adjust the

learning rate to see the most pronounced changes in the performance of the model. It is

vital to know how to investigate the effects of the learning rate on model performance and to

build an intuition about the dynamics of the learning rate on model behavior. Examination

of the loss as a function of epoch can prove to be a good indicator of how well or poorly the

learning rate was selected.

Gradient Descent

The evaluation of how close a fit a machine learning model estimates the target function

can be calculated a number of different ways. To start, the model gets initialized with some

random values for weight that are less than 1. After that the loss function is calculated

again with a goal of reducing it by modify the parameters by using the Gradient descent

algorithm over the given data. The loss function involves evaluating the coefficients in the

machine learning model by calculating a prediction for the model for each training instance

in the dataset and comparing the predictions to the actual output values and calculating a

sum or average error. The loss is calculated for a machine learning algorithm over the entire

training dataset for each coefficient and for each iteration of the gradient descent algorithm.

One iteration of the algorithm is called one batch and this form of gradient descent is referred

to as batch gradient descent. Batch gradient descent is the most common form of gradient

descent described in machine learning.

To understand the mathematical representation for run the gradient descent algorithm on

some loss function I will go through a simple example by rewriting the loss function has two

parameters to update, ω (weight) and b (bias), consideration of the impact each parameter

has on the final prediction can be retrieved by using partial derivatives and the chain rule.
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By calculating the partial derivatives of the loss function with respect to each parameter and

store the results in a gradient, I can learn how each parameter impacts the final prediction.

Given a simple MSE loss function:

L(ω, b) =
1

N

n∑
i=1

(yi − (ωxi + b))2 (7.3)

yi is a vector of true values and xi is the vector of input values. The gradient can be

calculated as:

L′(ω, b) =

dL
dω

dL
db

 =

 1
N

∑−2xi(yi − (ωxi + b))

1
N

∑−2(yi − (ωxi + b))

 (7.4)

To solve for the gradient, I must iterate through the entire data set and compute the partial

derivatives. This new gradient tells us the slope of our loss function at our current position

(current parameter values) and the direction I should move to update our parameters. The

size of this update is controlled by the learning rate.

An advantages of the gradient descent algorithm is that it produces a stable error gradient

and a stable convergence. One major disadvantages is the algorithm is computationally

expensive on large data because too many gradient descent updates are required and each

gradient descent step is too expensive to calculate for each iteration. Computing the the

first order gradient will require O(nω) operations (n = sample size, ω = number of weights).

In this case, methods that approximate the derivative based on smaller subsets of the data

are more attractive, such as stochastic gradient descent.

Stochastic Gradient Descent

Although, using the whole dataset is really useful for getting to the minima in a less noisy

and less random manner, but the problem arises when our datasets gets big. By contrast,

stochastic gradient descent (SGD) updates the parameters for each training example one

by one and is a much faster algorithm than batch gradient descent. The word ‘stochastic’
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means a system or a process that is linked with a random probability. As a result, in SGD,

a few samples are selected randomly instead of the whole data set like in gradient descent

for each iteration.

The first step of the procedure requires that the order of the training dataset is randomized.

This is to mix up the order that updates are made to the coefficients. Because the coeffi-

cients are updated after every training instance, the updates will be noisy, and so will the

corresponding loss function. By mixing up the order for the updates to the coefficients, it

harnesses this random walk and avoids it getting distracted or stuck. The update procedure

for the coefficients is the same as that above, except the loss is not summed over all training

patterns, but instead calculated for one training pattern.

The learning can be much faster with stochastic gradient descent for very large training data

sets and often only need a small number of passes through the dataset to reach a good or

good enough set of coefficients (1-10 passes through the dataset).

Momentum

SGD has trouble navigating areas where the surface curves much more steeply in one di-

mension than in another. In these scenarios, SGD oscillates across the slopes of the surface

area while only making “hesitant” progress along the bottom towards the local minima. Mo-

mentum is a method that helps accelerate SGD in the relevant direction and simultaneously

dampens the oscillations. It does this by adding a fraction γ of the update vector of the

past time step to the current update vector:

vt = γvt−1 + η∇θJ(θ)

θ = θ − vt

(7.5)

Think of pushing a ball down a hill. The ball accumulates momentum as it rolls down-

hill, becoming faster and faster on the way until it reaches its terminal velocity if there is

resistance, γ < 1. The same thing happens to the parameter updates: The momentum

term increases for dimensions whose gradients point in the same directions and reduces up-
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dates for dimensions whose gradients change directions. As a result, the model gain faster

convergence and reduced oscillation.

Adaptive Gradient Algorithm (AdaGrad)

Adagrad is an optimization algorithm for gradient-based optimization that adapts the learn-

ing rate to the parameters, performing smaller updates or low learning rates, for parameters

associated with frequently occurring features, and larger updates or high learning rates, for

parameters associated with infrequent features. For this reason, it is well-suited for dealing

with sparse data. Adagrad is an improvement to the robustness of SGD and is often used for

training large-scale neural nets, train GloVe word embeddings, as infrequent words require

much larger updates than frequent ones.

Updates performed for all parameters θ were done at once as every parameter θi used the

same learning rate η. Adagrad uses a different learning rate for every parameter θi at every

time step t. The per-parameter update are then vectorize. gt denotes the gradient at time

step t. gt,i is then the partial derivative of the objective function w.r.t. to the parameter θi

at time step t:

gt,i = ∇θJ(θt,i) (7.6)

In its update rule, Adagrad modifies the general learning rate η at each time step t for every

parameter θi based on the past gradients that have been computed for θi:

θt+1,i = θt,i − η · gt,i

θt+1,i = θt,i −
η√

Gt,ii + ϵ
· gt,i

(7.7)

Gt contains the sum of the squares of the past gradients w.r.t. to all parameters θ along its

diagonal, it becomes is easy to vectorize the implementation by performing matrix-vector

product ⊙ between Gt and gt:

θt+1 = θt −
η√

Gt + ϵ
⊙ gt (7.8)
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Root Mean Square Propagation (RMSProp)

AdaGrad decays the learning rate very aggressively (as the denominator grows). As a

result, after a while, the frequent parameters will start receiving very small updates because

of the decayed learning rate. To avoid this the algorithm can not decay the denominator

and prevent its rapid growth. RMSprop was developed stemming from the need to resolve

Adagrad’s radically diminishing learning rates. Everything is very similar to AdaGrad,

except now I decay the denominator as well. RMSprop’s first update vector is described as:

E[g2]t = 0.9E[g2]t−1 + 0.1g2t

θt+1 = θt −
η√

E[g2]t + ϵ
gt

(7.9)

RMSprop as well divides the learning rate by an exponentially decaying average of squared

gradients. γ should be set to 0.9, while a good default value for the learning rate η can be

0.001.

Adaptive Moment Estimation (Adam)

Adam, the algorithm used throughout my research, is another method that computes adap-

tive learning rates for each parameter. Adam is a replacement optimization algorithm for

stochastic gradient descent for training deep learning models. Adam combines the best

properties of the AdaGrad and RMSProp algorithms to provide an optimization algorithm

that can handle sparse gradients on noisy problems. In addition to storing an exponentially

decaying average of past squared gradients vt RMSprop, Adam also keeps an exponentially

decaying average of past gradients mt, similar to momentum. Whereas momentum can be

seen as a ball running down a slope, Adam behaves like a heavy ball with friction, which

thus prefers flat minima in the error surface. We compute the decaying averages of past and

past squared gradients mt and vt respectively as follows:

mt = β1mt−1 + (1− β1)gt

vt = β2vt−1 + (1− β2)g
2
t

(7.10)
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mt and vt are estimates of the first moment (the mean) and the second moment (the variance)

of the gradients respectively, hence the name of the method. As mt and vt are initialized

as vectors of 0’s, the authors of Adam observe that they are biased towards zero, especially

during the initial time steps, and especially when the decay rates are small, (β1 ≈ 0.9, β2 ≈

0.999) are close to 1.

They counteract these biases by computing bias-corrected first and second moment esti-

mates:

m̂t =
mt

1− βt
1

v̂t =
vt

1− βt
2

(7.11)

The Adam update rule says:

θt+1 = θt −
η√

v̂t + ϵ
m̂t (7.12)

7.3.4. Training/Validation

The training dataset is the sample of data used to fit the model. This is the actual dataset

that is used to train the model and find the most optimal weights and biases. The model sees

and learns from this data. The validation dataset is the sample of data used to provide an

unbiased evaluation of a model fit on the training dataset while tuning model hyperparam-

eters. The evaluation becomes more biased as skill on the validation dataset is incorporated

into the model configuration. The validation set is used to evaluate a given model or use

this data to fine-tune the model hyperparameters. Hence, the model occasionally sees this

data, but it never does “learn” from this dataset. The validation set results are often used to

update higher level hyperparameters. So the validation set used in this way affects a model,

but only indirectly during the “development” stage of the model. Recall from section 5.2.1,

due to lack of diagnostics on variables, machine learning algorithms need to be trained on

two data sets, called training and validation data, to ensure two-point validation.
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7.3.5. Batches

Batch is a hyperparameter that defines the number of samples needed to update the model.

Think of a batch of training data as iterating over small random samples of data. The data

is sampled without replacement to ensure fast convergence Recht and Re (2012). At the end

of the batch, the predictions are compared to the expected output variables and an error is

calculated. From this error, the update algorithm is used to improve the model, e.g. move

down along the error gradient.

• Batch Gradient Descent Size = Size of Training Set

• Stochastic Gradient Descent Size = 1

• Mini-Batch Gradient Descent = 1 < Batch Size < Size of Training Set

7.3.6. Epoch

One epoch means that each sample in the training dataset has had an opportunity to update

the internal model parameters. An epoch is comprised of one or more batches. Imagine a

for-loop over the number of epochs where each loop proceeds over the training dataset.

Within this for-loop is another nested for-loop that iterates over each batch of samples,

where one batch has the specified batch size number of samples.

7.3.7. K-Fold Cross Validation

Cross-validation is another way of ensuring robustness in the model at the expense of com-

putation. In order to train a CNN model, one popular technique is to split the data into

training and testing. The ratio of the split can be 90% training data and 10% testing data

(referred to as 90/10), or 80/20.

One potential issue with this method is that it is possible to introduce variance in output

values because the volume of input data may not be large enough. Such a situation might

prevent the network from being able to extract key features, as well as seeming to be biased.

An alternative approach is using the k-fold cross-validation method. The k-fold technique
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is a popular alternative because it generally results in a less biased model because it allows

the user to estimate how well a given model is truly doing before actually testing it. It also

ensures that every observation from the original data set has a chance to appear in training

and test set. In my model I take the approach that no part of the data is over sampled.

My goal in using this method initially was to understand the variance of my model from

sample to sample. First, I split the entire data randomly into 10 folds where 80% of the

data is used for training and the other 20% of the data is used for testing. The general rule

of thumb is that a higher value of k leads to a less biased model, but if the value is too large

it may lead to a large variance, potentially causing overfitting. In general, the best practice

is to use somewhere between 5 and 10 k-folds. Although k-folding is a potentially effective

method to decrease the bias and variance, it was ultimately decided to use hyperparameter

tuning to decrease the bias and variance more robustly.

In this work, I use k-fold cross validation to help demonstrate that the performance of the

trained CNN model does not vary significantly between different partitioning of the input

data. To accomplish this, I reserve a randomly selected 20% of the total pool of images

as “test” data that is not used for training or validation. Then, I use six-fold validation

within the training set. I divide the data up into six equally sized groups, and train ten

different networks. Each network uses a different group in turn to serve as validation data

in the training process. Throughout the work, results I show are for predictions made on

the “test” data that was not used as training or validation data. I also use results from

different folds as estimates of the bias term. For each fold, I perform a linear regression

of the predicted versus true values of τ . I then compute the slope and y-intercept of these

lines. These can be interpreted as multiplicative and additive forms of bias, and for a well-

trained model, the values should be 1 and 0, respectively. Deviations from these values can

indicate that a particular CNN model is not well-suited for the problem at hand resulting

in a model that does not generalize to data not present in the training set. To remedy this,

the hyperparameters may require adjustment. Estimating the variance and noise terms is

also important, though not at all quantified by fitting the slope and intercept of a linear
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Figure 7.6: A visualization of a typical convolution neural network (CNN) architecture
used in the analysis. Cubes represent convolutional layers and vertical bars fully connected
layers. Note that other layers, such as max pooling or regularization layers, are not explicitly
depicted in the figure. The specific model shown is the “Full Modes” CNN model (Table
7.1). The image was generated using the NN-SVG tool. The input images are 512× 512× 30,
and the output is a vector value of length one, corresponding to the optical depth τ .

regression model. I discuss means by which these forms of error can be quantified.

7.4. Architecture Layers

Two-dimensional convolutional neural networks (CNNs) are deep learning algorithms that

take in some input data, use an algorithm such as backpropagation to adjust weights and

biases internal to the network, and then typically solve regression or classification problems.

CNNs are among the most effective algorithms to use in order to understand image contents

and their success has captured the attention in industry giants as well as academics.

Convolutions are a useful image processing tool because the convolution operation is able

to extract features from locally correlated data points rather than globally which helps in

learning about abstract features within the image. In other words, CNNs can capture the

spatial dependencies within an image through the application of the convolution filters.

The ability of CNNs to make use of information on multiple scales is due in part to CNNs

typically having two components: hidden CNN layers, followed by dense layers.

The hidden CNN layers localize feature extractions and also perform a series of convolutions

on the image. Then the output of the convolution layers are fed into the pooling layer where

further feature extractions are performed. The second component involves the classification
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La Plante & Ntampaka Full Modes Cut Modes

16 3x3 Conv2D filters 16 3x3 Conv2D filters 16 3x3 Conv2D filters
BatchNormalization BatchNormalization BatchNormalization
2x2 MaxPooling2D 2x2 MaxPooling2D 2x2 MaxPooling2D

32 3x3 Conv2D filters 32 3x3 Conv2D filters 32 3x3 Conv2D filters
BatchNormalization BatchNormalization BatchNormalization
2x2 MaxPooling2D 2x2 MaxPooling2D 2x2 MaxPooling2D

64 3x3 Conv2D filters 64 3x3 Conv2D filters 64 3x3 Conv2D filters
BatchNormalization BatchNormalization BatchNormalization
2x2 MaxPooling2D 2x2 MaxPooling2D 2x2 MaxPooling2D

— 256 3x3 Conv2D filters 128 3x3 Conv2D filters
— BatchNormalization BatchNormalization
— 2x2 MaxPooling2D 2x2 MaxPooling2D
— — 128 3x3 Conv2D filters
— — BatchNormalization
— — 2x2 MaxPooling2D

GlobalAvgPooling2D GlobalAvgPooling2D GlobalAvgPooling2D
— 20% Dropout 20% Dropout
— 350 neurons FC 250 neurons FC

20% Dropout 20% Dropout 20% Dropout
200 neurons FC 200 neurons FC 200 neurons FC
20% Dropout 20% Dropout 20% Dropout

100 neurons FC 100 neurons FC 100 neurons FC
20% Dropout 20% Dropout 20% Dropout
20 neurons FC 20 neurons FC 20 neurons FC
Output neuron Output neuron Output neuron

Table 7.1: A summary of the models used in my paper, Billings et al. (2021), with the
number of parameters expressed using Keras, a high-level python deep learning library that
uses a TensorFlow/Theano backend to do lower level calculations. The model on the far
left was trained in La Plante and Ntampaka (2019), the center model was optimized using
the full data without the foreground-contaminated k-modes removed, and the model on the
right was optimized and trained on data with the foreground k-modes filtered out.
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portion. These are the fully connected, or dense, layers, which serve as the classifier on top

of the extracted features. When placing fully connected layers after the convolution layers,

the model reduces the image into an easily processed form without losing key features and

then assigns a probability for the object on the image being what the algorithm predicts

it is. Figure 7.6 shows a visualization of a network used in this work. The CNN layers

are shown as cubes, with skewers through the cube depicting the convolutions, and dense

layers are columns. The diagram represents a number of CNN hidden layers, after which the

transition is made to dense layers. The final output layer is a single neuron containing the

value of τ . In general, the CNN architectures used in this work begin with two-dimensional

convolution layers with a stride of one followed by the rectified linear unit activation

(ReLU) function. The purpose of the activation function is to become “active” and transfer

data exiting one neuron to the next. This non-linearity is key to successful operation of

the machine learning network. If the neuron is not activated, no information gets through.

After that comes a batch normalization layer Ioffe and Szegedy (2015); Santurkar et al.

(2018) and finally, a two-dimensional max pooling layer with a stride of 2. The batch

normalization layer works to restrict the activation of each layer to strictly have zero mean

and variance of one. This was once called “covariate shift” and if ignored it can be a problem

because the behavior of machine learning algorithms can change when the input distribution

changes from layer to layer. It is important to limit covariate shift by normalizing the

activation neurons of each layer and as a result batch normalization transforms the inputs

to be mean zero and variance of value one making them constant.

Pooling layers allow for down sampling important features within an image by summa-

rizing the presence of features into patches of the feature map. This pooling produces a

feature image with low resolution. Average pooling and max pooling summarize the

average presence of a feature and the most activated presence of a feature respectively.

In my networks, max pooling layers are repeated four times. Then, the two-dimensional

global average pooling layer is used. After this, the network alternates using dropout

layers and dense layers four times before it reaches the output layer, the predicted value
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of τ based on the input images. The dropout (20% dropout) layer is a regularization

method that randomly ignores some number of neurons in some layer outputs during the

training process Srivastava et al. (2014). This dropout is done according to the Bernoulli

distribution.Including dropout layers makes the model more robust because it does model

averaging with neural network and forces the neurons within the network to extract features.

However, if there is too much dropout it can introduce noise into the training process and

force other neurons to take on more or less responsibility than necessary. The dense or

fully-connected layer, takes all the input features from different neurons and makes them

connected to all the neurons in each layer. The resulting networks will have 358,211 and

354,239 trainable parameters respectively and 736 non-trainable parameters.

For defining, training, and predicting using my CNN architectures, I make use of Keras.

Keras Chollet and others (2018) is a high-level wrapper of TensorFlow Abadi et al. (2016),

a numerical library capable of constructing and training machine learning networks. It is

important to point out that the weights and biases are considered “trainable parameters”,

and are updated during the backpropagation process by some optimization algorithm. By

default Keras does not update the weights of layers that work to make statistical corrections.

For example, the batch normalization and dropout layers are not updated during the training

process.

Grid search and manual search are the most widely used strategies for hyperparameter

optimization. Randomly chosen trials are a more efficient method for hyperparameter opti-

mization than trials on a grid (Bergstra and Bengio, 2012). To optimize the hyperparameter

(architecture, learning rate, loss function) in my model, I use Keras-Tuner. This package

does a random search through a user-provided list of hyperparameters and then determines

the optimal combination of these parameters for the neural network. I use the random

search method instead of the manual search because it is much faster. Table 12.1 lists the

optimal hyperparameter that were determined by a random search scheme.
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7.5. Activation Maximum Technique

When using image-based machine learning techniques such as CNNs, an interesting question

is how to interpret the inner workings of the algorithm. One way to do this is to examine

the effect on an input image of the different convolutional filters at each layer. Though the

resulting “images” no longer represent information in the same space as the input images after

the first input layer, they do contain information about which particular features of the map

the CNN has learned to focus on. Alternatively, one can use the activation maximization

technique (Erhan et al., 2009) to visualize the important features in the input map directly,

rather than using a partially processed image like I saw before. In this approach, a specific

neuron in a dense layer or convolution filter in a convolutional layer of a trained network

is chosen. An initially random input image is gradually transformed into an image that

maximizes the response of the chosen neuron or filter layer through gradient ascent. The

resulting input images do not necessarily look like input images, but instead emphasize

the features that are important for the machine to discriminate between different values

or feature classes. Such an approach helps visualize which aspects of the the image are

being used by the trained network to provide predictions, and complement other methods of

visualizing CNN operations. To carry out the actual computation, one can make use of the

[keras-vis] package . An example of this applied to the problem of τ extraction is shown

in Figure 12.5.
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CHAPTER 8

OPTIMIZATION TECHNIQUES

8.1. Hyperparameter Optimization Background

In the world of machine learning the goal of any supervised machine learning model is to

minimize the loss function while still remaining general. To achieve this state, the optimal

model parameters and hyperparameters must be selected. Model parameters, sometimes

referred to as “weights and biases”, are variables whose best values are informed by the data.

These variables are updated during the training process. By updating these parameters, the

optimization algorithm indirectly assigns importance to certain features that minimize the

loss. In contrast, model hyperparameters are variables associated with the model that are

determined only once, prior to the training process. Put another way, these hyperparameters

are not typically modified as part of the training process using the input data. At the same

time, choosing appropriate values for these hyperparameters is essential for generating results

that are acceptably accurate. Global optimization these hyperparameters is a challenging

problem of finding an input that results in the minimum or maximum cost of a given objective

function. Typically, the form of the objective function is complex and intractable to analyze

and is often non-convex, nonlinear, high dimension, noisy, and computationally expensive

to evaluate. When attempting to systematically infer which hyperparameter choices are

best for a given application, there are four tuning strategies that can implemented: manual

search, grid search, random search, and Bayesian search. As might be suggested by its name,

manual search can be tedious but worth exploring if one wants to see the effects that each

hyperparameter has on the model’s overall accuracy.

Most systematic hyperparameter optimization techniques require first constructing a “grid”

of hyperparameters. The user specifies the hyperparameters the algorithm has the freedom

to vary, along with an array of acceptable values they each can take on. The outer product

of all such combinations forms a multi-dimensional grid of choices. I made use of the
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Figure 8.1: In order to select the best possible model from the parameter tuning, I evaluated
15 different models on 10 different test data and calculated the variance of the error for each
of the 15 models. I picked the best model by prioritising first the model with the smallest
variance and then the lowest complexity (number of trainable parameters). This method
was applied for models trained on both the “Full” data (shown here) as well as the wedge
filtered data (not shown).
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Keras-Tunerpackage to perform the hyperparameter optimization. Specifically, I used the

so-called random search method in my research, proposed by Bergstra and Bengio (2012).

8.1.1. Grid Search

In the grid search approach, a model is constructed for all possible combinations of hy-

perparameter values within the grid of hyperparameters values. This is the most basic

hyperparameter tuning method. This algorithm explores fewer parameters over the itera-

tion. Though this approach is exhaustive, it does not scale well with dimensionality (similar

to traditional parameter fitting for statistical models). Instead, it is more beneficial to have

an algorithm that can explore more of the parameter space in the same number of iterations.

For this reason this search method is not used often because it is both computationally and

time inefficient.

8.1.2. Random Search

The search method used throughout this work is random search (Bergstra and Bengio, 2012),

which differs from a grid search in that the user no longer provide a discrete set of values

to explore for each hyperparameter. Instead, a statistical distribution is provided for each

hyperparameter from which values may be randomly sampled. This an extremely valuable

strategy to explore because it is known that not all hyperparameters have the same weighted

importance. Random search may solve the drawbacks of grid search, as it goes through only

a fixed number of hyperparameter settings within the grid in a random fashion to find the

best set hyperparameters.

8.1.3. Bayesian Search

Finally, the Bayesian methods differ from grid search or random search in that it uses past

evaluation results to choose the next values to evaluate and determines the distribution of

the parameter instead of some point result. All the hyperparameter combinations are chosen

randomly in the random search algorithm. Choosing hyperparameters randomly helps to

explore the hyperparameter space but does not guarantee absolute optimal hyperparameters.

Instead of all combinations being random, it chooses first few randomly, then based on the
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performance on these hyperparameters it chooses the next best possible hyperparameters.

Hence this algorithm takes into account the history of the hyperparameters which were

tried. The iterations of choosing next set of hyperparameters based on history and evaluating

performance continues till the tuner reaches optimal hyperparameters or exhausts maximum

number of allowed trails.

Note that in addition to quantities used by the optimizer, such as the learning rate and

the loss function, the architecture itself can also be varied: allow the number of convolution

layers to vary, as well as the number of neurons in the dense layers. In addition to the

hyperparameter which were varied, auxiliary parameters can be fixed as part of the opti-

mization process. In general, those parameters may not have a significant impact on the

overall performance of the network, and so holding them fixed while varying other quantities

proves beneficial.

8.2. Model Pruning

Pruning is a data compression technique in machine learning and search algorithms that

reduces the size of the model (number of weights and biases). There are different types

of pruning methods in an experiment. In a neural network, every neuron is connected to

the layer above it which mathematically means it has got to do a lot of multiplications

with floating-point values, which takes time and computational power. The neurons can be

ranked based on how much they influence the result and by doing so using L1 or L2 norm I

can actually sort the neurons in accordance to their ranking.

Using iterative Pruning method, the accuracy will drop and the network is usually trained-

pruned-trained-pruned iteratively to recover. If I prune too much at once, the network

might be damaged so much it won’t be able to recover. In practice, this should be used as

an iterative process. Weight pruning sets individual weights in the weight matrix to zero.

This corresponds to deleting connections from neuron to neuron to achieve sparsity of k%,

rank the individual weights in weight matrix W according to their magnitude, and then set

to zero the smallest k%. Finally, neuron pruning, which sets entire columns to zero in the
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weight matrix to zero, in effect deleting the corresponding output neuron. Here to achieve

sparsity of k% I rank the columns of a weight matrix according to their L2-norm and delete

the smallest k%.

Using tensorflow_model_optimization from the model optimization libraryallows prun-

ing methods to be used. tensorflow_model_optimization uses magnitude-based weight

pruning that gradually zeroes out model weights during the training process to achieve

model sparsity. Sparse models are easier to compress, and the zeroed neurons are skipped

during inference process. This pruning library however does not currently work for proba-

bilistic models. A very clever workaround is to use L1 regularization methods to perform

magnitude-based weight pruning that also gradually zeroes out model weights during the

training process to achieve model sparsity.

8.3. L1 and L2 Regularization

A regression model that implements L1 norm for regularisation is called lasso regression.

Lasso Regression (Least Absolute Shrinkage and Selection Operator) adds “absolute value

of magnitude” of coefficient as penalty term to the loss function. A regression model that

implements (squared) L2 norm for regularisation is called ridge regression. Ridge regression

adds “squared magnitude” of coefficient as penalty term to the loss function.

The change in weights depends on the ±λ term or the −2λw term, which highlight the

influence of the following:

• sign of current weight (L1, L2)

• magnitude of current weight (L2)

• doubling of the regularisation parameter (L2)

Notice that the weight updates using L1 are influenced by the first point, weight updates
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from L2 are influenced by all the three points.

min
w

1

n

n∑
i=1

(x⊤
i w − yi)

2 + λ||w||1 (8.1)

min
w

1

n

n∑
i=1

(x⊤
i w − yi)

2 + λ||w||22 (8.2)

The key difference between lasso, Eq. 8.1, and ridge, Eq. 8.2 is that Lasso shrinks the

less important feature’s coefficient to zero thus, removing some feature altogether. So, this

works well for feature selection in case I have a huge number of features. As the weight goes

to 0, the number of features are being reduced by reducing the variable importance. This

in turn reduces the model complexity, making our model simpler and a simpler model can

reduce the chances of overfitting.
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CHAPTER 9

BAYESIAN STATISTICS

9.1. Motivation

Bayesian statistical inference is dependent on Bayes Theorem and is the process of deducing

properties about a probability distribution from data. This technique begins with stating

prior beliefs about the system being modelled. These beliefs are combined with data to

constrain the details of the model. Then, when used to make a prediction, the model

does not give one answer, but rather a distribution of likely answers, allowing us to assess

confidence. This method of inference naively incorporates the idea of confidence, it performs

well with sparse data, and the model, and results are highly interpretable.

9.2. Deterministic Network

Deterministic neural networks are prone to overfitting because these networks are also often

incapable of correctly assessing the uncertainty in the training data and makes overly con-

fident decisions about the correct prediction. This is addressed by introducing uncertainty

in the model parameters of the network. Algorithms like Bayes by Backprop Blundell et al.

(2015) introduce an efficient, principled and backpropagation-compatible algorithm for learn-

ing a probability distribution on the weights of a neural network. Recall, all weights in the

neural networks are represented by probability distributions over possible values, rather than

having a single fixed value. The learned representations and computations must therefore

be robust under perturbation of the weights, but the amount of perturbation each weight

exhibits is also learned in a way that explains variability in the training data. Thus, instead

of training a single network, the method trains an ensemble of networks, where each net-

work has its weights drawn from a shared probability distribution. Unlike other ensemble

methods, this method typically only doubles the number of parameters yet trains an infinite

ensemble using unbiased Monte Carlo estimates of the gradients Mohamed et al. (2019).

To put it plainly, neural networks can act as universal function approximaters, including for
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ultra-complex functions between inputs and outputs such as image and natural language

processing. When gauging predictive uncertainty mere knowledge of the input-output map-

ping by a deterministic network is inadequate. One of the main limitations of deterministic

network is that they are fundamentally a frequentist tool. This is part of the reason why,

when there’s not much data to work with, deterministic neural networks will often overfit

to the data. Overfitting can occur one of two ways; (1) when there is too little training

data, (2) lack of diverse data that result in unwanted extrapolations of the data that are

obviously unfounded. This becomes obvious when trying to apply a deterministic neural

network to data far outside the realm of what the network was trained on. The trendlines

that far exceed the range of the original training data for regression tasks or a network will

often have to choose one of it’s categories to assign data to, even if that instance does not

belong to any of them for a classification task. This is by definition overfitting.

In addition to having this overfitting problem to contend, ideally some kind of predictive

uncertainty from the model that could reflect the confidence intervals of the model which is

incredibly difficult to do with a deterministic neural network is desired.

9.3. Problem I and Potential Solution

It is important to note that for classification analysis, modifications to the softmax layer at

the end of a neural network will not provide truly reliable confidence intervals Szegedy et al.

(2013). The region in the input domain space corresponding to a particular class may be

much larger than the space in that region occupied by training examples from that class.

The result of this is that an image may lie within the region assigned to a class and be

classified with a large peak in the softmax output, while still being far from the images that

occur within the domain of the training set. In other words, the data that is far from the

domain of the training data should never get a high confidence level, since the model cannot

be sure about it as it has never seen it. The reason for this comes down to the kind of

problem neural networks are try to solve.

Recall that from the training dataset D = {(xi, yi)}, it is possible to calculate a likelihood
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function p(D|w) =
∏

i p(yi|xi,wi) over the data and w. Maximizing this likelihood function

gives the maximimum likelihood estimate (MLE) of w (maximizing the likelihood of the

seen data given the network parameters w). However, since MLE is trying to maximize

the probability of the data itself, for large numbers of parameters the consequence can

be overfitting and failure to generalize. A solution would be to calculate the maximum a

posteriori (MAP) point estimates instead of calculating the MLE. This makes the model

more robust and resistant by instead optimizing for a data distributions that makes the

parameters more likely instead of optimizing for network parameters that make the observed

data more likely. This means that instead of using L1 and L2 regularization, Section 8.3,

for the MLE calculations, you can use Gaussian Priors and Laplace Priors respectively for

MAP calculations.

The goal is to make accurate and precise predictions, estimate the confidence interval, and

estimate the uncertainty (standard error) of the predictions however, this change in the

optimization problem does not completely fix the problem of overfitting and unwanted ex-

trapolation. Uncertainty should be highest away from the data and lower within the range

of the training data (and vice versa for confidence). In addition, both MLE and MAP

give point estimates of parameters. We instead want a full posterior distribution over the

parameter space to make predictions that take weight uncertainties into account.

9.3.1. Bayesian inference

Both MLE and MAP are used to estimate parameters for a distribution. In MLE the goal

is to choose parameters that maximize the conditional likelihood. The conditional data

likelihood P (y | X, θ) is the probability of the observed values y ∈ Rn in the training

data conditioned on the feature values xi. Note that X = [x1, . . . ,xi, . . . ,xn] ∈ Rd×n and

yi ∈ Rn. We choose the parameters that maximize this function and we assume that the

yi’s are independent given the input features xi and w. So,

P (y | X,w) =
n∏

i=1

P (yi | xi,w) (9.1)
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ŵMLE = argmax
w

P (D;w) (9.2)

In the MAP estimate we treat w as a random variable and can specify a prior belief dis-

tribution over it. It is common to use w ∼ N (0, σ2I), Tran et al. (2020), as the Gaussian

approximation for the prior. In order to determine the MAP estimate replace the likelihood

in the MLE with the posterior distribution. Comparing the equation of MAP with MLE, it

is clear that the only difference is that MAP includes a prior in the formula, which means

that the likelihood is weighted by the prior in MAP. In other words, finding the most likely

model parameters that maximize the posterior distribution.

P (y | X,w) ≈
n∏

i=1

P (yi | xi,w)P (xi)P (w) (9.3)

ŵMAP = argmax
w

log (P (y | X,w)P (xi)P (w)) (9.4)

Note that MAP is only one way to get an estimator. There is much more information in

P (w | D). A true Bayesian approach is to use the posterior predictive distribution directly

to make prediction about the label y∗ of a test sample with features X∗. MLE, MAP

and Bayesian inference are methods used to deduce properties of a probability distribution

behind observed data. That being said, there’s a big difference between MLE/MAP and

Bayesian inference. MLE gives you the value which maximises the Likelihood P (D|w).

And MAP gives you the value which maximises the posterior probability P (w|D). As both

methods give you a single fixed value, they’re considered point estimators. On the other

hand, Bayesian inference fully calculates the posterior probability distribution. Hence, the

output is not a single value but a probability density function (when w is a continuous

variable) or a probability mass function (when w is a discrete variable).

Bayesian models treat the parameters as a random variable and impose preliminary knowl-

edge about the parameter through the prior. Inference in the Bayesian model amounts

to conditioning on the data and computing the posterior P (w|D). This computation is
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intractable for models where the prior and likelihood take different functional forms (non-

conjugates). In these cases, analytical closed form estimation of the marginal likelihood is

also intractable. This has led to the usage of sampling methods to solve for such intractable

distributions. Markov Chain Monte Carlo (MCMC) method is a sampling techniques which

allow us to sample any unnormalized distribution. The idea of the MCMC algorithms is

to construct and sample from a Markov chain whose stationary distribution is the same

as the desired distribution and use those samples to compute expectations and integrals of

required quantities using Monte Carlo integration technique. Gunapati et al. (2022) argues

that although most applications of Bayesian Inference for parameter estimation and model

selection in astrophysics involve the use of Monte Carlo techniques such as MCMC, they are

time consuming and their convergence to posterior is difficult to determine. A remedy to

this optimization problem is to introduce variational inference as an alternative to solving

parameter estimation and model selection.

9.4. Problem II and Potential Solution

The posterior predictive distribution, Equation 9.6, in which the model parameters have

been marginalized out is a solution. This is equivalent to averaging predictions from an

ensemble of neural networks weighted by the posterior probabilities of their parameters w.

As a result, this built-in model-averaging component to the model makes it noise resistant.

Doing a full Bayesian inference in order to estimate the entire posterior distribution is

possible by adjusting the beliefs about a distribution of data or evidence using Bayes rule

on the seen data to estimate a full posterior distribution of the parameters.

p(ŷ|x̂) = Ep(w|D)p(ŷ|x̂,w) =

∫
w
p(ŷ|x̂,w)p(w|D)dw (9.5)

p(w|D) =
p(D|w)p(w)

p(D)
(9.6)

where, p(w|D) is the posterior parameter distribution, p(w) is our Prior parameter distri-

bution, p(D) is our evidence, and p(D|w) is the likelihood of the data. It is common to
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reframe Bayes rule as an approximation, p(w|D) ∼ p(D|w)
p(D) , as the likelihood of the data is

unknown.

The obvious problem with this built-in model-averaging approach is that calculating an

exact solution to this would be computationally expensive and the equations are not differ-

entiable, which means approximating by backpropagation is out of the question. The exact

computation of the posterior parameter distribution is also intractable. By extension, the

exact computation of the posterior predictive distribution is also intractable. This implies

that the differentiation with respect to the model weights is intractable which means that

the backpropagation algorithm cannot be used to update the model during the training

process.

In general, exact Bayesian inference on the weights of a neural network is intractable be-

cause the number of trainable parameters is significantly large and the functional form of a

neural network does not lend itself to exact integration. Instead, an approximate inference

on the weights can be made using Variational Bayesian approximation, discussed in the

next section. While the number of trainable parameters within the hidden layer of a neural

network can often be on the order of thousands, the number of weights in a Bayesian Neural

Network (BNN) is easily two orders of magnitude larger, making the optimisation problem

much larger in scale. Uncertainties associated with the weights within the hidden layers

allows the expression of uncertainty about a particular observation and is complementary

in that it captures uncertainty about which neural network is appropriate, leading to regu-

larisation of the weights and model averaging. Weights with greater uncertainty introduce

more variability into the decisions made by the network. As more data is observed and

introduced to the network during the training process, the uncertainty can decrease, allow-

ing the decisions made by the network to become more deterministic as the environment is

better understood.
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9.5. Inference of Probabilistic Models

In this section I will briefly introduce some variational inference techniques to deal with

difficult-to-compute probability densities. Variational inference algorithm requires model

specific computations to obtain the variational lower bound . The central idea behind varia-

tional inference is to solve an optimization problem by approximating the target probability

density. The target probability density could be the Bayesian posterior or the likelihood

from frequentist analysis. The first step is to propose a family of densities and then to find

the member of that family, which is closest to the target probability density Kullback-Leibler

divergence Kullback and Leibler (1951) to the conditional of interest. The fitted variational

density then serves as a proxy for the exact conditional density.

Neural networks are commonly trained by MLE, the model parameters θ are estimated in

such a way that the likelihood of the observations in xi, yi is maximized. In the Bayesian set-

ting, I choose a prior on the weights p(w) and a model which allows capturing the predictive

probability of the model given w. The aim then is to find the posterior distribution given

the observed dataset using Bayes’ theorem and can be written as Equation (9.3). Once this

posterior is computed, the predictive probability distribution of y∗ for a new input x∗ ≡ X∗

can be obtained by integrating out the model parameters w resulting in the Equation (9.6).

However, this posterior distribution, P (w | D) cannot be approximated analytically and

variational inference methods are used to approximates the posterior distribution P (w | D)

by a variational distribution q(w | θ)). This variational distribution is a well behaved func-

tional space and depending on a set of variational parameters θ. The objective can then be

formalized as finding θ that makes q as close as possible to the true posterior. This strategy

converts the problem of computing the posterior p(w | D) p(z | x) into an optimization

problem: minimize a divergence equation.

One form of variational inference minimizes the KullBack-Leibler (KL) divergence between

the two distributions, KL(q(w|θ)||p(w|D)). This function always produces to a positive

value and is a measure of relative entropy. It is called a divergence because it is not symmet-
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ric, KL(q(w|θ)||p(w|D)) ̸= KL(p(w|D)||q(w|θ)). The backward (or reverse) KL divergence

and the forward KL divergence mean different things. The forward KL divergence means

that the resulting approximation will be mode averaging the two distributions (positioned

in between the two modes). In the reverse KL divergence means that the resulting approx-

imation will be mode fitting of the two distributions (fitting one of the two modes). It is

essentially the gap between the evidence and the Evidence Lower Bound.

The divergence can be expressed as,

KL(q(w|θ)||p(w|D)) ≡
∫
W

q(w|θ) ln(q(w|θ))
p(w|D)

dw (9.7)

The problem here is that KL divergence is intractable and I need to find a way to avoid

calculating the posterior distribution because its evidence is intractable. Decomposing the

KL divergence provides a solution to the intractability problem.

KL(q(w|θ)||p(w|D)) = log p(D) + Eq(w,θ)

[
log p(D,w)− log q(w, θ)

]
(9.8)

The first term on the right hand side of the equation is intractable and the left hand side of

the equation is intractable. Rearranging this equation to put all intractable things on one

side I can maximize the solvable quantity while simultaneously minimizing KL divergence

between our variational distribution and the true posterior and maximizing the evidence.

It has been shown Graves (2011) that minimizing this KL divergence is equivalent to mini-

mizing the following variational free energy function, F,

F(D, θ) = KL(q(w|θ)||p(w))−
∑

(x,y)∈D

∫
Ω
q(w|θ)ln(q(y|x,w))dw (9.9)

Minimising the Kullback–Leibler divergence is equivalent to maximising the log Evidence

Lower Bound Gal and Ghahramani (2015a).

The first term in the Variational free energy equation Equation (9.9) is the KL divergence
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Figure 9.1: Illustration for the KL divergence gap between the marginal log-likelihood log
p(D,w) for some data D and the corresponding ELBO for a single 1D-parameter variational
distribution.

between the variational distribution and the prior that penalizes complexity priors, while

the second term drives the variational distribution to place where the likelihood is high and

the data is well explained. As a result, variational inference transforms Bayesian learning

from an analytically intractable integral to a manageable optimization problem.

9.5.1. Gradient Estimate of ELBO

In this section is I will briefly talk about how the gradients of the ELBO can estimate

by using two techniques: the score function estimator, REINFORCE, and the pathwise

estimation reparametrization trick.

The goal is to get the gradient of the expectation. The gradient of an expectation cannot

be approximated using Monte Carlo methods, instead the Leibniz’s rule is used to move the

121



gradient inside the integral. The problem is that most of the time the gradient of a density

function is not itself a density function, since it may have negative values and could not

integrate to one. When trying to get the gradient of the ELBO the same issue occurs since

the gradient of the ELBO corresponds to the gradient of an expectation.

Reparameterization

In Auto-Encoding Variational Bayes, Kingma and Welling (2013), the author presents an

unbiased, differentiable, and scalable estimator for the Evidence lower bound in variational

inference and the key idea behind this estimator is the reparameterization trick. The goal

of this section is to explain why the reparameterization trick of the variational lower bound

yields a simple differentiable unbiased estimator of thee ELBO equation. The problem is

that the probability density (or mass) of the data point under the model given the sample

is negative. In order to solve this problem alternative methods for generating samples from

variational distribution are used. The essence of the parameterization trick involves letting

the input sample be a deterministic continuous random variable with independent marginal

probability, and is some vector-valued function parameterized by θ. This reparameterization

is useful because the the variational distribution expectation is written such that the Monte

Carlo estimate of the expectation is differentiable with respect to some vector-valued function

parameterized, θ.

Imagine taking the gradient w.r.t. θ of the following expectation

Ep(w)[fθ(w)] (9.10)

where p is a probability density (or mass). Provided some general function, fθ(w), is differ-

entiable, computing the gradient of the expectation value is relatively easy:

∇θEp(w)[fθ(w)] = ∇θ

(∫
w
p(w)fθ(w)dw

)
=

∫
w
p(w)(∇θfθ(w))dw

= Ep(w)[∇θfθ(w)] (9.11)
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The equation above says that the gradient of the expectation is equal to the expectation

of the gradient because the probability density function is independent of the parameter θ.

However, if the density function is in fact also parameterized by θ, pθ(w), the derivative of

the expectation can be written as,

∇θEpθ(wi)[fθ(w
i)] = ∇θ

(∫
wi

pθ(wi)fθ(wi)dwi

)

=

∫
wi

∇θ(pθ(wi)fθ(wi))dwi

=

∫
wi

(fθ(wi)∇θpθ(wi))dwi +

∫
w
(pθ(w)∇θfθ(w))dwi

=

∫
wi

(fθ(wi)∇θpθ(wi))dwi + Epθ(wi)[∇θfθ(wi)] (9.12)

The first term of the last equation is not guaranteed to be an expectation. Monte Carlo

methods require that we can sample from pθ(w), but not its gradient. This is not a problem

if we have an analytic solution to ∇θpθ(w), but this is not true in general. Applying the

reparameterization trick goes as follows

ϵ ≈ p(ϵ)

w = gθ(ϵ,x)

Epθ(wi)[fθ(w
i)] = Epθ(wi)[fθ(gθ(ϵ,x

i)]

∇θEpθ(wi)[fθ(w
i)] = ∇θEpθ(wi)[fθ(gθ(ϵ,x

i)]

= Epθ [∇θfθ(gθ(ϵ,x
i)]

(9.13)

provided that gθ is differentiable, the reparameterization trick can be used to express a

gradient of an expectation as an expectation of a gradient. The issue is that backproping

would not compute an estimate of the derivative and without the reparameterization trick,

there is no guarantee that sampling large numbers of w will help converge to the right

estimate of derivative.
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This is precisely the problem we have when estimating the derivative of the ELBO loss

function. The authors in Kingma and Welling (2013) presents two estimators, one is an

estimator that can be used when there is an analytic solution to the KL-divergence (the

approximate from the true posterior) term in the ELBO and the other term (the variational

lower bound on the marginal likelihood of data point) can be Monte Carlo gradient esti-

mated. For the second type of estimator the KL-divergence term can then be interpreted as

regularizing θ, encouraging the approximate posterior to be close to the prior. This second

version typically has less variance than the generic first estimator. Now that the full loss

can compute through a sequence of differentiable operations, a gradient-based optimization

technique can be used to maximize the ELBO.

Bayesian Inference

Variational Bayes approximates the full posterior by attempting to minimize the Kullback-

Leibler divergence between the true posterior and a predefined factorized distribution on

the same variables. Minimizing this divergence is equivalent to maximizing the familiar

variational objective function. Stated another way, this method is used to approximate a

posterior distribution with a factorized set of distributions by maximizing a lower bound

on the marginalized likelihood, Figure 9.1. This requires the ability to integrate a sum of

terms in the log joint likelihood using this factorized distribution. As always, the closed form

solution of the integrals is typically difficult to calculate. Also, the solution is only locally

optimal when the loss function is not convex, which is usually the case. Most variational

inference algorithms optimize the loss function by coordinate ascent, which repeatedly cycles

through and optimizes with respect to each variational parameter, Paisley et al. (2012).

Coordinate descent updates one parameter at a time, while gradient descent attempts to

update all parameters at once.

Typically locally optimal value of each variational parameter have a closed-form solution,

such as conjugate exponential models. The log of the joint likelihood results in a sum of

terms. One particular issue that often arises in Variational Bayes is that not all expectations
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in this sum are in closed form. In this scenario a typical solution involves replacing the

problematic function with another function of the same variables that is a point-wise lower

bound.

Coordinate ascent mean-field variational inference,

• Initialize parameter randomly.

• repeat

– for each local variational parameter do: Update variational parameter.

– end for loop

– Update the current estimate of the global variational parameters.

• repeat until forever until the ELBO converges.

Stochastic Inference

Stochastic variational inference optimization algorithms follow noisy estimates of the gra-

dient of the ELBO with a decreasing step size. Noisy estimates of a gradient are often

computationally cheaper to compute than the true gradient. Such estimates can allow

algorithms to escape shallow local optima of complex objective functions. In statistical es-

timation problems of the global parameters, the gradient can be written as a sum of terms

for each data point and the fast noisy approximation can be computed by subsampling the

data. With certain conditions on the step-size schedule, these algorithms provably converge

to an optimum. The auther in Nowak (2007) gives an overview of stochastic optimization;

Bottou Bottou (2004) gives an overview of its role in machine learning.

Algorithm of stochastic natural gradient ascent on the global variational parameters,

• Initialize parameter randomly.

• Set the step-size schedule appropriately.
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• repeat

– Sample a data point uniformly from the data set.

– Compute its local variational parameter.

– Compute intermediate global parameters as though is replicated N times.

– Update the current estimate of the global variational parameters.

• repeat until forever until the ELBO converges.

9.6. Other Techniques

9.6.1. Markov chain Monte Carlo (MCMC)

Law of Large Numbers

The law of large numbers is a theorem from probability and statistics that says that the

average result from repeating an experiment or trials multiple times will better approximate

the true result or before making inferences about what the result means. As the sample

size increases, the mean of the sample will move towards the population mean, the true

underlying expected value. This is called regression to the mean or sometimes reversion to

the mean. The observations in the sample from each trial must be independent. This means

that when a trial is run in an identical manner the observations within the sample do not

depend on the results of any other trial. In statistics, this expectation is called independent

and identically distributed (iid). This is to ensure that the samples are indeed drawn from

the same underlying population distribution.

The law of large numbers helps to understand why we cannot trust a single observation from

an experiment in isolation. It may be very strangely unlikely to expect that a single result

or the mean result from a small sample to represent the mean of the population distribution.
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Central Limit Theorem

The central limit theorem is the most important finding from probability and statistics and

it states that if you have a population with mean µ and standard deviation σ and take suf-

ficiently large random samples from the population with replacement, then the distribution

of the sample means will be approximately normally distributed. This is true regardless

of whether the source population is normal or not, provided the sample size is sufficiently

large (usually n ≥ 30). If the population is normal, then the theorem holds true even for

samples smaller than 30. This is incredible because this means that we can use the normal

probability model to quantify uncertainty when making inferences about a population mean

based on the sample mean.

As the sample size increases, the standard deviation of the sampling distribution becomes

smaller because the square root of the sample size is in the denominator. In other words, the

sampling distribution clusters more tightly around the mean as sample size increases. This

also means that the sampling distribution more closely approximates the normal distribution,

and the spread of that distribution tightens.

Monte Carlo Simulation

Monte Carlo methods, Katzgraber (2009) and Walter and Barkema (2015), are a broad class

of computational algorithms that rely on repeated random sampling a probability distribu-

tion to obtain numerical results. To put it simply, Monte Carlo simulations are just a way

of estimating a fixed parameter by repeatedly generating random numbers. By taking the

random numbers generated and doing some computation on them, Monte Carlo simulations

provide an approximation of a parameter (posterior distribution) where calculating it di-

rectly is impossible or expensive. The purpose is to use randomness to solve problems that

might be intractable. They are often used in physical and mathematical problems and are

most useful when it is difficult or impossible to use other approaches. Monte Carlo methods

are mainly used in three problem classes:
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• Estimate density, gather samples to approximate the distribution of a target function.

• Approximate a quantity, such as the mean or variance of a distribution.

• Optimize a function, locate a sample that maximizes or minimizes the target function.

Monte Carlo methods are defined in terms of the way that samples are drawn or the way

constraints are imposed upon the sampling process:

• Direct Sampling: Sampling the distribution directly without prior information.

• Importance Sampling: Sampling from a simpler approximation of the target distribu-

tion.

• Rejection Sampling: Sampling from a broader distribution and only considering sam-

ples within a region of the sampled distribution.

There are many problems where describing or estimating the probability distribution is rel-

atively straightforward, but calculating some desired quantity is intractable and calculating

an analytical solution cannot be done directly. This happens to be true for most practical

probabilistic models. The quantity can instead be approximated either directly or indirectly

via a computational simulation by using random sampling methods. Samples can be drawn

randomly from the probability distribution and used to approximate the desired quantity.

Monte Carlo random sampling methods were initially used around the time that the first

computers and are used throughout all fields of science and engineering. The desired calcu-

lation is typically a sum of a discrete distribution or integral of a continuous distribution.

The calculation may be intractable for many reasons, such as the large number of ran-

dom variables, the stochastic nature of the domain, noise in the observations, the lack of

observations, or due to the stochastic nature of the number of random variables.

It is important to note that drawing a sample from some distribution may be as simple as

calculating the probability for a randomly selected event, or may be as complex as running

a computational simulation, called a Monte Carlo simulation. Several samples are collected
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and used to approximate the desired quantity. From the law of large numbers from statistics,

the more random trials that are performed, the more accurate the approximated quantity

will become. Essentially, the number of samples provides control over the precision of

the quantity that is being approximated, often limited by the computational complexity

of drawing a sample. Additionally, due to the central limit theorem, the distribution of

the samples will form a Normal distribution, the mean can be taken as the approximated

quantity and the variance is used to provide a confidence interval for the quantity.

Markov Chain

The second element to understanding the MCMC methods is the Markov chain portion.

These are simply sequences of events that are probabilistically related to one another. Each

event comes from a set of outcomes, and each outcome determines which outcome occurs

next. This is according to a fixed set of probabilities.

An important feature of Markov chains is that they are memoryless. This means that all the

information needed to predict the next event is available in the current state, and no new

information comes from knowing the history of events. Markov chains proves that in the

long run non-independent distribution of events may also conform or settle to patterns. In

other words, interdependent events, if they are subject to fixed probabilities, conform to an

average. Markov chains, which seem like an unreasonable way to model a random variable

over a few periods, can be used to compute the long-run tendency of that variable if we

understand the probabilities that govern its behavior.

MCMC

MCMC methods allow us to estimate the shape of a posterior distribution where direct

calculations are impossible. MCMC methods pick a random parameter value to consider.

The simulation will continue to generate random values (the Monte Carlo part), but subject

to some rule for determining what makes a good parameter value. The trick is, for a pair of

parameter values, it is possible to compute which is a better parameter value, by computing

how likely each value is to explain the data, given some prior. If a randomly generated
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parameter value is better than the last one, it is added to the chain of parameter values

with a certain probability determined by how much better it is (the Markov chain part).

MCMC methods begin by randomly sampling along the feature axis. Since the random

samples are subject to fixed probabilities, they tend to converge after a period of time in the

region of highest probability for the parameter we’re interested in. MCMC sampling then

yields a set of points which are samples from the posterior distribution.

Any statistics calculated on the set of samples generated by MCMC simulations is the best

guess of that statistic on the true posterior distribution. MCMC methods can also be used

to estimate the posterior distribution of more than one parameter. For n parameters, there

exist regions of high probability in n-dimensional space where certain sets of parameter

values better explain observed data.

9.6.2. Laplace Approximation

As said before, deriving a closed form solution of the posterior distribution can be difficult.

Another approximation method that can be used is the Laplace. It states that a Gaussian

distribution can be used for approximating the posterior if it is roughly symmetric and

unimodal. One of the great benefits of working with the Gaussian distribution is that you

only need two numbers to describe it, the mean and the variance. This approximation is often

called a quadratic approximation because it uses a quadratic function for approximating the

logarithm of the posterior density. This approximation uses the fact that the log of a

Gaussian is a parabola - a quadratic function. Taking a Taylor series expansion of the log

of the posterior density centered at the posterior mode gives you,

log p(θ|x) = log p(θ̂|x) + 1

2
(θ − θ̂)T

[ d2

dθ2
log p(θ|x)

]
θ=θ̂

(θ − θ̂) + ... (9.14)

Finding the posterior mode is simple with a standard optimization procedure. This mode

represents the center of the Gaussian that will be used to approximate the posterior. The

posterior mode is also referred to maximum a-posteriori. The first term in the expansion

above is a constant, but the second term provides an estimate of the curvature near the
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posterior’s peak and is proportional to the log of a Gaussian density. This provides the

variance of the Gaussian to approximate the posterior as:

p(θ|x) ≈ N
(
θ̂, [I(θ̂)]−1

)
(9.15)

where I(θ̂) is an estimate for I(θ), the observed information,

I(θ) = − d2

dθ2
log p(θ|x). (9.16)

Knowledge of the posterior mode and the curvature of the posterior density is enough to

determine the approximation of the posterior distribution. It is important to note that since

the second order derivative is being calculated, this can be computationally expensive. If

there are n parameters, n2 second order derivatives are calculated. Recall, that in the case

of scalar functions the concept of derivative is very simple as there is only one variable

whose value need to be changed and there is only one output for which we need to measure

the change. The derivative of the multivariate functions is the gradient operator and the

gradient of a multivariate function is a vector with each component proportional to the

derivative of the function with respect to that component. The Jacobian operator is a

generalization of the derivative operator to the vector-valued functions. A vector-valued

function is a mapping from one space to another, hence, instead of having a scalar value

of the function f, a mapping [x1, x2, ..., xn] −→ [f1, f2, ..., fn] is true. The gradient and

the Jacobian operator are the first order derivative of a multivariate function. To find the

second order derivative of a multivariate function is called a Hessian matrix. Finally, the

trace of the Hessian matrix is known as the Laplacian operator.

9.7. Loss Function

Sampling methods like Metropolis-Hastings use the variational inference method that learns

a variational distribution q(w|θ) which approximates the exact posterior distribution. Us-

ing optimized machine learning libraries, such as TensorFlow Probability, allow users to

implement this Bayesian variational inference method using the Flipout estimator, which
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approximates model parameters and draws from their distribution during training and test-

ing.

Minimizing the Kullback-Leibler divergence between variational distribution and the true

posterior w.r.t. to variational parameter is important. The Kullback-Leibler divergence is

not a true measure of distance because as the name (divergence) suggests it is not symmetric

(KL(p||p) ̸= KL(q||p)) and is always positive. It can be viewed as the gap between the

evidence and the evidence lower bound and it describes the relative entropy, Figure 9.1.

The KL divergence between the variational distribution q(w|θ) and the true posterior

p(w|D) is defined as,

KL(q(w|θ) || p(w|D)) =

∫
q(w|θ) log q(w|θ)

p(w|D)
dw

= Eq(ω) log
q(w|θ)
p(w|D)

Applying Bayes’ theorem to the true posterior, p(w|D) to get,

KL(q(w|θ) || p(w|D)) = Eq(ω) log
q(w|θ)

p(D|w)p(w)
p(D)

= Eq(ω) [log q(w|θ)− log p(D|w)− log p(w) + log p(D)]

= Eq(ω) [log q(w|θ)− log p(D|w)− log p(w)] + log p(D)

= KL(q(w|θ) || p(w))− Eq(ω) log p(D|w) + log p(D)

using the fact that the log marginal likelihood log(p(D)) does not depend on the model,w.

The first two terms on the RHS are called the variational free energy F(D,θ). This equation

can be written as,

KL(q(w|θ) || p(w|D)) = F(D,θ, ϕ) + log p(D)

In order to minimize KL(q(w|θ) || p(w|D)) we really only need to minimize F(D,θ) w.r.t.
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θ and ϕ as p(D) does not depend on θ. The negative variational free energy is also known

as evidence lower bound E(D,θ) (ELBO).

KL(q(w|θ) || p(w|D)) = −E(D,θ) + log p(D)

Recall that the evidence which is a constant with respect to the variational parameter, can

be defined as the log of the marginalized likelihood. ELBO also bounds the log p(D) because

the Kullback-Leibler divergence is always non-negative.

This means that if the correct model weights and biases are selected, then you can expect

that the marginal probability of the observed data to be high. A large likelihood is “evidence”

that the right model for the data has been selected and that you are on the right track. The

optimization of ELBO maximizes the probability of the observed data.

E(D,θ) = log p(D)−KL(q(w|θ) || p(w|D))

E(D,θ) ≤ log p(D)

Therefore, the KL divergence between the variational distribution q(w|θ) and the true pos-

terior p(w|D) is also minimized by maximizing the evidence lower bound.

This divergence estimator is typically paired with an approximation of the gradient of the

loss function used to update the model. This algorithm is known as backpropagation.

The problem with backpropagation is that it cannot flow through the nodes because they

are random. The gradient of the expected value of the ELBO loss with respect to the

variational parameter θ for a give probability density function is not guaranteed to be an

expectation, only that the distribution can be sampled. A solution to this is to use a

reparameterization trick, Section 9.5.1, to rewrite the expectation such that the Monte Carlo

Estimate is differentiable. Now, ELBO can be expressed as the sum of the Kullback-Leibler
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(KL) divergence and negative log likelihood function Kingma and Welling (2013):

∇θELBO(θ) = ∇θ[Eq(w)[log pθ(D,w)− log q(w|D)]]

= −∇θ[KL[q(w|D)||p(w)]]︸ ︷︷ ︸
Compute Analytically

+∇θ

[
1

L

L∑
i=1

(log p(D.|w)

]
︸ ︷︷ ︸

Monte Carlo Estimate

. (9.17)

This expression is the approximation of the gradient with respect to θ. In this expression,

p(w) is the prior distribution, q(w|D) is the posterior approximation, and p(D|w) is the

likelihood distribution.

After performing stochastic forward passes through the model, it is possible that for a

fixed input data set on which predictions are done, sample the posterior distributions and

producing an output distribution of the model parameters (i.e., τ in this case) can be done.

This gives a more rigorous way of encapsulating the error due to an inherent variability or

stochasticity within the data and subjective uncertainty due to our imperfect knowledge of

the best model parameters.

9.8. Monte Carlo Dropout

The authors in Gal and Ghahramani (2015b) have shown a connection between Dropout and

approximate variational inference for the probabilistic deep Gaussian processes, allowing the

neural network to be interpreted as an approximate Bayesian model. In other words a neural

network with arbitrary depth and non-linearities, with dropout applied before every weight

layer, is mathematically equivalent to an approximation to the probabilistic deep Gaussian

process Damianou and Lawrence (2012) and is marginalised over its covariance function

parameters. The dropout objective minimises the Kullback–Leibler divergence between an

approximate distribution and the posterior of a deep Gaussian process. These results are

applicable to any network architecture that makes use of dropout exactly as it appears and

no simplifying assumptions are made on the use of dropout in the literature.

Let ŷi be the output of a CNN model with L layers and a loss function (name of the loss we
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use). Wi represent the CNN’s weight matrices with of dimensions KiXKi−1, and the bias

vectors, bi, of dimensions Ki for each layer i = 1, ..., L. Recall that n input and output data

sets, (X,Y ) are denoted by (xi, yi). During CNN optimisation an L2 regularisation term

is often added and weighted by some weight decay λ, resulting in a minimisation objective

loss function,

Ldropout =
1

N

n∑
i=1

E(yi, ŷi) + λ
L∑
i=1

(||Wi||2 + ||bi||2) (9.18)

With dropout, we sample binary variables for every input point and for every network unit

(neuron) in each layer apart from the output layer. Each binary variable takes value 1

with probability pi for layer i. A neuron is dropped by setting its corresponding binary

variable value to zero for a given input. It uses the same values in the backpropagating of

the derivatives to the parameters.

Recall that since the posterior distribution p(w|D) is intractable and using q(w), variational

distribution for the weights, a distribution over matrices whose columns are randomly set to

zero, to approximate the intractable posterior. The variational distribution for the weights

of the j-th layer is defined by is defined as,

Wi = Mi · diag([zi,j ]Ki
j=1) (9.19)

zi,j ∼ Bernoulli(pi) (9.20)

for i = 1, . . . , L, j = 1, . . . ,Ki is the neural network’s weight matrices of dimensions (Ki ×

Ki−1) given some probabilities pi and matrices Mi is a matrix of variational parameters to be

optimise. The binary variable zi,j = 0 corresponds to unit j in layer i−1 being dropped out

as an input to layer i. The variational distribution q(w) induces strong joint correlations over

the rows of the matrices Wi which correspond to the frequencies in the sparse spectrum GP

approximation. Inserting this variational distribution, Wi, into the variational free energy
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function Equation 9.9, we obtain an unbiased estimator for the objective function,

−F =

D∑
i=1

ln(p(yi|xi,w))− λ

L∑
i=1

||Wi||2 (9.21)

where λ is some positive constant and the weights of the network are sampled at each

layer from q(Wi). The first term corresponds to the likelihood that encourages the model

parameter, w, to explain well the observed data, while the second term is a L2 regularization,

weighted by the weight decay parameter λ. This parameter mimics the KL divergence term.

Therefore, training a neural network using Dropout has the same effect as minimizing the

KL divergence. Besides working similar to a Bayesian Neural Network, this scheme acts also

as a regularization method which prevents over-fitting. After training the neural network,

Dropout remains active during the predictive phase allowing us to perform inference and

estimates of the uncertainties of the network.

9.9. Flipout Estimator

The authors in Adams et al. (2021) present the flipout estimator as an efficient method for

decorrelating the gradients within a mini-batch by implicitly sampling pseudo-independent

weight perturbations for each example. Flipout achieves the ideal 1/N variance reduction

for fully connected networks, convolutional networks, and RNNs and significantly speedups

in training neural networks with multiplicative Gaussian perturbations.

Libraries such as TensorFlow Probability allows users to implement the Bayesian inference

method by using the Flipout estimator, which approximates model parameters and draws

from their distribution during training and testing. This flipout estimator reshuffles the

weights in a mini-batch to make them more independent of each other. In turn this reduces

variance and requires fewer training epochs than the reparameterization method that is

also available in TensorFlow Probability. The Flipout estimator is typically paired with an

approximation of the gradient of the loss function. However, although Flipout needs fewer

epochs it actually requires twice as many floating point operations as the reparameterization

estimator because it is calculating the mean and variance of the model parameters. The
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Flipout arguments permit separate specification of the surrogate posterior (q(w|D)), prior

(p(w)), and divergence for both the kernel and bias distributions.

Upon building the model, these Flipout layers adds losses (accessible via the losses property)

representing the divergences of kernel and/or bias surrogate posteriors and their respective

priors. Recall that in order to fit a model using variational inference method, it is necessary

to minimize the negative expected lower bound, which is the sum of the expected negative

log likelihood and the KL divergences. These two terms are not on the same scale and need

to be on the rescale. This is due to the design of Tensorflow and how it backpropagates

the corrections of batch trained models. By averaging the log likelihood (that is, divide the

sum by the number of samples in the batch) and dividing the sum of the divergences by the

total number of samples in the dataset (NOT in the batch), puts the two terms on the same

scale. This rescaling is extremely important when doing minibatch stochastic optimization.

In Graves (2011) section 6, the author details noisy gradient estimates and emphasizes the

need for rescaling.

9.10. Frequentist vs Bayesian Method

In summary, the frequentist method is the probability of an event is the limit of the relative

frequency of an event after a large number of trials. This is the same as calculating the

probability that the experiment would have the same outcomes if the experiment were

replicate many times under the same conditions. This model only uses data from the current

experiment when evaluating outcomes.

When applying the frequentist statistics, the p-value is the calculated probability of obtain-

ing an effect at least as extreme as the one in the sample data, assuming the truth of the

null hypothesis. For a small p-value this means that there is a small chance that the results

could be completely random (the more statistically significant the results) whereas for a

large p-value it means that the results have a high probability of being random and not due

to anything done in the experiment. P-values are probability statements about the data

sample not about the hypothesis itself.
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In Bayesian statistics, the probability of an event is expressed as a degree of belief in that

event. This method is different from the frequentist methodology in a number of ways.

One of the big differences is that probability actually expresses the chance of an event

happening. This method is simpler and more intuitive approach for testing. The Bayesian

concept of probability is more conditional. It uses prior and posterior knowledge as well as

current experiment data to predict outcomes. The Bayesian approach attempts to account

for previous knowledge and data that could influence the end results.
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CHAPTER 10

BACKPROPAGATION

10.1. Classical Backpropagation

Backpropagation (backpropagate the error) is an algorithm used to help calculate the gra-

dient of the loss/cost function for a single training example or if backpropagation combined

with a learning algorithm such as stochastic gradient descent, in which we compute the

gradient for many training examples. Recall that the gradient descent is an algorithm that

updates the weights and bias of the model . At the heart of backpropagation is an expression

for the partial derivative of the loss function with respect to any weight w or bias b in the

network. The expression tells us how quickly the cost changes when we change the weights

and biases and how changes the overall behaviour of the network.

In the paper Rumelhart et al. (1986) they describes several neural networks where backprop-

agation works far faster than earlier approaches to learning, making it possible to use neural

nets to solve problems which had previously been unsolvable. Today, the backpropagation

algorithm is the workhorse of learning in neural networks.

Backpropagation is the fasted algorithm as opposed to a obvious way of estimating the

change in the loss function with respect to a certain weight or bias term using

∂L
∂wL

jk

≈ L(w + ϵej)− L(w)
ϵ

(10.1)

where ϵ > 0 is a small positive number, and ej is the unit vector in the jth node direc-

tion. This looks deceptively simple however, in practice this algorithm is computationally

expensive. For a training dataset of size one million, this means for each distinct weight,

L(w+ϵej)−L(w) needs to be computed in order to compute partial derivative. That means

that for a million weights the gradient of the loss function is computed a million different

times, requiring a million forward passes through the network per training data input and
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L(w) needs to be computed as well, so that’s a total of a million and one passes through

the network.

The amazing thing about the backpropagation algorithm is that it simultaneously computes

all the partial derivatives using only one forward pass through the network, followed by one

backward pass through the network. Therefore, the computational cost of the backward

pass is about the same as the forward pass meaning the total cost of backpropagation is

roughly the same as making just two forward passes through the network compared to the

million and one forward passes.

10.1.1. Assumption about Loss Function

Remember, the goal of backpropagation is to compute the gradient of the loss function, L,

written as partial derivatives ∂L/∂w and ∂L/∂b of the cost function with respect to any

weight (w) or bias (b) in the network.

Assume some quadratic loss function with simplified indices,

L =
1

2n

∑
x

∥y(x)− aL(x)∥2, (10.2)

where aL(x), it the vector of activations output from the last layer, L, for an input x; n

is the total number of training examples; the sum is over individual training examples, x;

y = y(x) is the corresponding desired output; L denotes the number of layers in the network.

In order for backpropagation to work the first assumption needed is that the loss function

can be written as an average L = 1
n

∑
x Lx over loss functions Lx for each training data, x.

The loss of a single training data is Lx = 1
2∥y − aL∥2. This assumption is needed because

backpropagation is computing the partial derivatives ∂L/∂w and ∂L/∂b for a single training

data point. ∂L/∂w and ∂L/∂b are recovered by averaging over a fixed training data sets.

The second assumption made about the loss is that it can be written as a function of the

outputs from the neural network making it a function of the output activations instead of
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simply a function of the desired output y,

L =
1

2
∥y − aL∥2 = 1

2

∑
j

(yj − aLj )
2, (10.3)

Since the input data x is fixed, and as such the output y is also a fixed parameter, it’s not

something that can be modify by changing the weights and biases in any way. In other

words, it is not something which the neural network learns. The input and desired output

are merely parameters that helps define that loss function.

10.1.2. Fundamental Equations of Backpropagation

Backpropagation is about understanding how changing the weights and biases in a network

changes the loss function by computing the partial derivatives ∂L/∂wL
jk and ∂L/∂bLj to

compute the some error δLj that are related to the partial derivatives.

δLj ≡ ∂L
∂zLj

(10.4)

δLj of neuron j denoteS the vector of errors associated with layer L. Backpropagation is a

way of computing δL for every layer and the gradient of the loss function. All four equations

below are a consequences of the chain rule.

Error in the output layer, δL

Recall that the components of δL are given by,

δLj =
∂L
∂zLj

Applying the chain rule the equation above can re-expressed in terms of partial derivatives

with respect to the output activations,

δLj =
∑
k

∂L
∂aLk

∂aLk
∂zLj
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where the sum is over all neurons k in the output layer. Of course, the output activation aLk

of the kth neuron depends only on the weighted input zLj for the jth neuron when k=j. And

so ∂aLk /∂z
L
j vanishes when k ̸= j. As a result we can simplify the previous equation to,

δLj =
∂L
∂aLj

∂aLj

∂zLj

We know that aLj = σ(zLj ). Finally, the components of δL are given by,

δLj =
∂L
∂aLj

σ′(zLj ) (10.5)

The first term on the right, ∂L
∂aLj

, measures how fast the loss is changing as a function of the

jth output activation. If the loss does not depend much on a particular output neuron, j,

then δLj will be small. The second term on the right, σ′(zLj ), measures how fast the activation

function is changing at zLj .

Error in the next layer, δL+1

An equation for the error δl can be written in terms of the error in the next layer, δL+1,

δLj =
∂L
∂zLj

=
∑
k

∂L
∂zL+1

k

∂zL+1
k

∂zLj

=
∑
k

∂zL+1
k

∂zLj
δL+1
k

where in the last line we have interchanged the two terms on the right-hand side, and

substituted the definition of δL+1
k . To evaluate the first term on the last line, note that

zL+1
k =

∑
j

wL+1
kj aLj + bL+1

k =
∑
j

wL+1
kj σ(zLj ) + bL+1

k
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and differentiating this equation gives,

∂zL+1
k

∂zLj
= wL+1

kj σ′(zLj )

The final result is,

δLj =
∑
k

wL+1
kj δL+1

k σ′(zLj ) (10.6)

where wL+1
kj is the transpose of the weight matrix for the (L+1)th layer. Application of

this transposed matrix is equivalent to moving the error backward through the network and

through the activation function, giving some sort of measure of the error, δL, at the output

of the Lth layer.

Start by using Equation 10.5 to compute δL, then apply Equation 10.6 to compute δL−1,

then Equation 10.6 again to compute δL−2, and so on, all the way back through the network.

Rate of change of the loss with respect to any bias

An equation for the rate of change of the cost with respect to any bias in the network,

∂L
∂bLj

= δLj . (10.7)

Equation 10.5 and Equation 10.6 show how to compute δLj .

Rate of change of the loss with respect to any weight

An equation for the rate of change of the loss with respect to any weight in the network,

∂L
∂wL

jk

= aL−1
k δLj . (10.8)

This tells us how to compute the partial derivatives in terms of quantities already know, δL

and aL−1. The partial derivative equals the product of the activation of the neuron input

to the weight w and the error of the neuron output from the weight w. If the activation
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of the neuron input to the weight is small then the gradient term also tends to be small.

This means that the weight learns slowly and is no longer changing much during gradient

descent. One consequence of this is that weight’s output from low-activation neurons learn

slowly. The output neuron can also be saturated resulting in either the weights no longer

learning or are learning slowly. The same is true for the biases of output neuron.

To improve intuition about what the algorithm is doing, imagine that there is a small change

∆wL
jk to some weight in the network, wL

jk. That change in weight will cause a change in the

output activation from the corresponding neuron. Then that will cause a change in all the

activations in the next layer. Those changes will in turn cause changes in the next layer,

and then the next, and so on all the way through to causing a change in the final layer, and

then in the loss function,

∆L ≈ ∂L
∂wL

jk

∆wL
jk. (10.9)

This equation tracks how a small change in wL
jk propagates to cause a small change in L.

Calculation of the ∂L/∂wL
jk by remembering that if ∆wL

jk is non-zero, then a small change

∆aLj in the activation of the jth neuron in the Lth layer. This change is given by,

∆aLj ≈
∂aLj

∂wL
jk

∆wL
jk. (10.10)

and the change is propagated to the next layer is given by,

∆aL+1
q ≈

∂aL+1
q

∂aLj

∂aLj

∂wL
jk

∆wL
jk. (10.11)

Then the change in the loss function, L, due to changes in the activations along this partic-

ular path through the network a more generalized sum over all the possible paths between
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the weight and the final loss is given by,

∆L ≈
∑

mnp...q

∂L
∂aLm

∂aLm
∂aL−1

n

∂aL−1
n

∂aL−2
p

. . .
∂aL+1

q

∂aLj

∂aLj

∂wL
jk

∆wL
jk, (10.12)

δLj = ∂L
∂aLj

σ′(zLj )

δLj =
∑

k w
L+1
kj δL+1

k σ′(zLj )

∂L
∂bLj

= δLj

∂L
∂wL

jk

= aL−1
k δLj

Table 10.1: The four fundamental equations of backpropagation.

10.1.3. Backpropagation Pseudocode

The backpropagation equations provide us with a way of computing the gradient of the cost

function. Let’s explicitly write this out in the form of an algorithm:

• Input x: Set the corresponding activation a1 for the input layer.

• For each training data x: Set the corresponding input activation as ax,1, and perform

the following steps

– Feedforward: For each l = 2, 3, . . . , L compute, ax,l = σ(zx,l)

– Output error δx,L: Compute the vector,

δx,L = ∇aLx ⊙ σ′(zx,L)

– Backpropagate the error: For each l = L-1, L-2, . . . ,

δx,lj =
∑

k w
l+1
kj δx,l+1

k σ′(zx,lj )

• Gradient descent: For each l = L,L−1, . . . , 2 update the weights according to the rule

wl → wl− η
m

∑
x δ

x,l(ax,l−1)T , and the biases according to the rule bl → bl− η
m

∑
x δ

x,l.

As you can see, the error vectors δL is computed backwards, starting from the final layer.
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The backward movement is a consequence of the fact that the cost is a function of the

outputs from the network. To understand how the cost varies with earlier weights and

biases we need to repeatedly apply the chain rule, working backward through the layers to

obtain usable expressions.
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CHAPTER 11

SIMULATION

11.1. Zreion Data Design

The simulated 21 cm data used in this paper was generated using the semi-numeric technique

first developed in Battaglia et al. (2013). This model considers the redshift at which different

region in the universe become highly ionized, such that the ionization fraction xi ∼ 1. This

leads to defining a local “redshift of reionization” field zre(x), with fractional fluctuations

δz(x):

δz(x) =
[zre(x) + 1]− [z̄ + 1]

z̄ + 1
, (11.1)

where z̄ is the mean redshift of reionization, chosen as an input to the model. The reioniza-

tion field δz(x) is assumed to be a biased tracer of dark matter on large scales (≥ 1 h−1Mpc)

with bias parameter bzm(k):

b2zm(k) ≡ ⟨δ∗zδz⟩
⟨δ∗mδm⟩ =

Pzz(k)

Pmm(k)
. (11.2)

This bias parameter is a three-parameter function of spherical wavenumber k and the result

of relating the dark matter density and redshift fields:

bzm(k) =
b0(

1 + k
k0

)α , (11.3)

where b0 is the bias amplitude, k0 is the scale threshold, and α is an asymptotic exponent.

We use a value of b0 = 1/δc = 0.593. Given this parameterization, we are able to vary the

reionization history by changing the parameter z̄ to modify the midpoint, and the parameters

k0 and α to adjust the duration.

The dark matter density field is generated at the mean redshift z̄, then it is Fourier trans-

formed into k-space. The bias function in Equation 11.3 is then used to generate δz(k) by
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Figure 11.1: This is a visualization of the 21 cm images before (top) and after (bottom) the
application of the foreground effects. The different columns are different redshift slices. The
most dramatic change is that the zero-level is no longer the absence of the 21 cm signal, as in
the top row, but is the mean value of the Fourier-transformed slab. This effect is due to the
removal of the k∥ = 0 mode as part of the foreground effects, which ensures that the resulting
inverse-Fourier transformed slab must have mean 0. Also note that the structures in the top
panel are no longer in the corresponding places in the bottom panel, another effect of the
application of the foreground wedge. Although this effect makes matching the locations of
individual sources difficult, statistically, the fields seem to have similar properties.
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simple mode-wise multiplication. An inverse Fourier transform is applied to this k-space

field to arrive at δz(x). Then it is finally inverted using Equation 11.1 to get the field zre(x),

the reionization history for some volume. We can use the redshift of reionization field to cal-

culate the local ionization field for some redshift z. Finally, we combine the local ionization

field with the matter density field to compute the 21 cm signal:

δTb = 26(1 + δm)xHI

(
TS−Tγ

TS

)(
Ωbh

2

0.022

)
×
[(

0.143
Ωmh2

) (
1+z
10

)] 1
2
mK (11.4)

where xHI
= 1−xi is the neutral fraction field for a given point in the volume, TS is the spin

temperature of the gas, and Tγ is the temperature of the CMB at some redshift. Using this

semi-analytic model of reionization, we can generate mock images of the 21 cm brightness

temperature δTb at different redshift values in an efficient way by adjusting the parameters

z̄, k0, and α.

For this study, we generated 1000 realizations of the 21 cm field from a dark-matter density

field generated from a single N -body simulation which tracked 20483 particles in a cubic

volume of 2 h−1Gpc on a side using a P3M algorithm described in Harnois-Deraps et al.

(2012). To avoid presenting the same density structures in different 21 cm realizations (and

thus potentially biasing the results), the line-of-sight direction and zero-indexed pixels were

randomly chosen. Once the starting indices for each axis were chosen, the box was permuted

using periodic boundary conditions. This approach helps mitigate repetition of the under-

lying density field for the purposes of generating snapshots. We then randomly sample the

parameters z̄, α, and k0 from a uniform range of values to generate a unique reionization

field zre(x).

In order to obtain the density field at z = z̄, the two neighboring matter density fields are

loaded into memory, and interpolated in scale factor a for every point in the volume. This

allows for the construction of an approximate density field for any desired redshift without

having to run a new simulation. The simulation of that particular realization then proceeds

as outlined above.
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Note that this method does not take τ directly as an input, but given the field zre(x), the

value of τ can be computed from the simulated volume.

In general, the reionization histories produced by our parameter choices feature a late end of

reionization, and tend to have a relatively broad duration of reionization. The corresponding

values of τ range from 0.045 ≤ τ ≤ 0.068. This range covers the values of τ reported by the

Planck 2015 and Planck 2018 cosmological parameters. Afterwards, 30 redshift values at

constant intervals in co-moving distance between 6 ≤ z ≤ 12 are chosen. Two-dimensional

slices are generated at each redshift value, which serve as the input data for the CNN

architecture. By treating these 30 input images as “color channels” in the input data, we

are able to make full use of the tomographic data potentially available from observations.

To construct the 1000 reionization realizations we use as training and validation data, an N -

body simulation is performed which generates the dark matter density field. After selecting

a new combination of z̄, k0, α, a matter density field at z = z̄ is generated. In order to

obtain the density field at an arbitrary redshift, the two neighboring matter density fields are

loaded into memory, and interpolated in scale factor a for every point in the volume. This

allows for the construction of an approximate density field for any desired redshift without

having to run a new simulation. The bias relation in Equation 11.3 is applied to the matter

density field in Fourier space to generate the field δz(x), which can then yields zre(x) by

applying an inverse Fourier transform along with Equation 11.1. Equation 11.4 yields the

local 21 cm brightness temperature.

To understand the performance of the CNN in the presence of foreground contamination, we

generate two versions of the same input data: one using just the data from the simulation,

and another where the modes expected to be contaminated by foreground emission have

been removed from the data. The power of foreground emission can be written as a function

of the Fourier mode along the line of sight k∥ and in the plane of the sky k⊥. The slope m

relating the two is a function of redshift, but is largely independent of instrument specifics.

The boundary between the foreground contaminated and foreground free region is given by
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Thyagarajan et al. (2015):

m(z) ≡
k∥

k⊥
=

λ(z)Dc(z)f21H(z)

c2(1 + z)2
, (11.5)

where λ(z) = λ0(1+z) is the wavelength of the 21 cm radiation at the redshift of interest, Dc

is the co-moving distance to redshift z, f21 is the rest-frame frequency of the 21 cm signal,

and H is the Hubble parameter. For the redshifts of interest, m ∼ 3. We approximate the

effects of ignoring contaminated foreground modes by setting all modes below the slope m

in Equation 11.5 to 0. For this “Cut” input data where the foreground-contaminated modes

were removed, we extracted a slab of 50 pixels along the line of sight (so the full slab had

dimensions of 2048 × 2048 × 50) and applied the wedge cut individually to each of the 30

input slabs of data. Afterwards, we selected the central slice from the input data to serve

as a representative sampling of the slab.

As a point of comparison, we also generated “Full” input data which did not remove any

k-modes, and the 30 input slices were merely averages over this same 50-pixel slab. In both

cases, we also down-sampled from the native 2048 × 2048 pixel resolution within a slice

to 512 × 512 pixels, in order to make the data more manageable for the machine learning

application. Note that in practice the actual combination of different co-moving regions

along the line of sight will be determined by the observing strategy of the instruments,

though for the time being we use this approach as an approximation. Also note that this

approach does not include other sources of observational uncertainty, such as thermal noise

from the instrument or other systematic errors. We defer additional treatment of these

issues to future work.

11.2. Other Simulators

11.2.1. 21cmFast Data Design

21cmFAST is a powerful semi-numeric modeling tool designed to efficiently simulate the

cosmological 21-cm signal from neutral hydrogen Mesinger et al. (2010). By varying the
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number of parameters relating to the amount of ionizing photons escaping from high-redshift

galaxies (ionizing efficiency), the minimum virial temperature of halos producing ionizing

photons (typically chosen to be 104 K, which corresponds to a halo solar mass of 108 at

z = 10), the soft X-ray emissivity, and the X-ray energy threshold for self-absorption by

the galaxy, independent realization of the initial Gaussian random field generate the 21-cm

light-cones. This is done by randomly sampling the 4 astrophysical parameters stated above,

uniformly over the ranges of possible values, Pober et al. (2014); Gillet et al. (2019).

11.2.2. Toy Model

The ToyModel is a simple simulation of ionized maps of the Universe. Each image is normal-

ized from zero to one such that in the ideal case has no instrument features and noise. The

ionization fraction at a particular redshift is trivially calculated by taking the averaging of

the image resulting in the fractional number of pixels ionized. The simulation is constructed

by starting with a filtered Gaussian random field and converting each pixel to standard

normal image. Then I select a random ionization threshold such that while that threshold

is not met, the pixels will not be labeled as ionized. However, if any of the pixels exceed

this threshold, then they are labeled ionized. In short, the ToyModel is an nonphysically

motivated smoothed Gaussian random field where all pixels above a particular threshold are

labeled "ionized" smoothing filter of around sigma = 3 pixels.

In summary, the ToyModel is the only truly Gaussian field while zreion and 21cmfast both

start from a simulation of the cosmological density field, which is slightly non-Gaussian.

zreion takes that density field, applies a spherical wavenumber dependent bias at the mid-

point redshift, and then determines at what redshift a given biased density would ionize.

This method involves matching simulations like 21cmfast. 21cmfast takes the density field

and assigns a certain amount of star formation to each spot. There is no star formation

if the density is such that the halo mass is below a cutoff value, and the amount of star

formation proportional to the halo mass if it is above the cutoff.
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Figure 11.2: Gaussian Filter used in on the Toy model simulation to imitate instrumental
effect on images.
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Figure 11.3: ToyModel simulations, no filter with noise. Ionization fractions are listed above
each images.
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Figure 11.4: ToyModel simulations, no filter and no noise. Ionization fractions are listed
above each images.
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Figure 11.5: ToyModel simulations, filer plus noise. Ionization fractions are listed above
each images.
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Figure 11.6: ToyModel simulations, filer plus noise. Ionization fractions are listed above
each images.
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Figure 11.7: A visualization of the ToyModel as corruptions are added.
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CHAPTER 12

EXTRACT OPTICAL DEPTH FROM SIMULATED DATA

12.1. Model Hyperparameter Optimization

To minimize the loss function while still remaining general, the optimal model parameters

and hyperparameters must be selected. In addition to quantities used by the optimizer, such

as the learning rate and the loss function, I also varied the architecture itself: I allowed the

number of convolution layers to vary, as well as the number of neurons in the dense layers.

In addition to these hyperparameter which were varied, the bottom half of Table 12.1 shows

auxiliary parameters that were fixed as part of the optimization process. In general, these

parameters did not have a significant impact on the overall performance of the network,

and so I held them fixed while varying other quantities. Additionally, due to the relatively

small value of τ , I rescaled the labels for the testing and training datasets by a factor of

1000, which was then removed from predicted values. This led to faster convergence when

training the networks, especially for loss functions such as MSE that do not normalize by

the “true” input values.

Table 12.1 displays hyperparameters used as part of the grid search for the hyperparameter

optimization, as well as parameters that were fixed. The top half of the table shows the

hyperparameters that were allowed to vary. In particular, it includes various choices for

the loss function. These were: relative square residual (RSR), mean square error (MSE),

mean absolute error (MAE), mean absolute percentage error (MAPE), and mean squared

logarithmic error (MSLE). Mathematically, RSR can be expressed as:

RSR =

(
ytrue − ypred

ytrue

)2

(12.1)

In order to evaluate the best overall network, I used two main criteria. The first one used was

the value of the loss function: given a fully trained network, I examined the average value

of the loss function across the validation data. There were several models that performed
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Figure 12.1: In order to select the best possible model from the parameter tuning, I evaluated
15 different models on 10 different test data and calculated the variance of the error for each
of thee 15 models. I essentially picked the best model by prioritising first the model with the
smallest variance and then the lowest complexity (number of trainable parameters). This
method was applied for models trained on both the “Full” data (shown here) as well as the
“Cut” data.
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Parameter Values

Learning Rate [0.1, 0.01, 0.001, 0.0001]
Loss Function [RSR, MSE, MAE, MAPE, MSLE]

Number of Convolution Layers [3, 4, 5]
Convolution Filter Size [125, 256]

Dense Layer [(200-350, 200, 100, 20)]
Batch Size 32
Optimizer Adam

Activation Function ReLU
Dropout Rate 20%

Metrics [loss, validation loss]

Table 12.1: A summary of the parameters used in the final models. Parameters in the
top half of the table were included in the hyperparameter optimization. The different loss
functions and ultimate best options are explained further in Section 12.1. Parameters in the
bottom half of the table were not included in the hyperparameter optimization, and fixed
to the values shown.
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Figure 12.2: A visualization of the bias/variance trade-off for two different networks. These
networks were small perturbations of the model used in La Plante and Ntampaka (2019).
At left is a model with low variance but significant bias, and at right one with large het-
eroscedastic variance and high bias. As can be seen, the error in the predicted value is quite
large, which suggests that additional complexity is needed to generate accurate prediction.
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noticeably worse than the others. These poorly performing networks tended to be less

complex, in the sense that they contained fewer trainable parameters. Above a particular

number of parameters, many of the networks performed comparably in terms of the average

loss value. This led to the second criterion used: the complexity of the network. I quantified

the complexity by looking at the number of trainable parameters in the network. Thus, the

“best” network chosen was the one that had the smallest number of trainable parameters

while still performing well in terms of the average loss function. I performed the random

search separately for the two different sets of input data, and found that slightly different

network architectures yielded the best results.

Figure 12.1 shows model performance as a function of model complexity. The x-axis shows

the number of trainable parameters, and the y-axis shows the variance of the loss function

after performing 10-fold cross-validation. Networks with low complexity showed relatively

high variance in their average loss function values, most likely indicating that they lacked

sufficient flexibility to model the data accurately. Above a certain threshold of about 400,000

trainable parameters, the variance does not decrease significantly. This could indicate that

there are insufficient training data to adequately make use of the increase in model complex-

ity, or that the additional number of parameters is not be necessary to accurately capture

the behavior of the input data.

Table 7.1 details the final architectures of our networks arrived at by this hyperparameter

optimization. I chose the model that showed the smallest variance as the “best” for the pur-

poses of evaluating. I did this for both the “Full” and “Cut” datasets, which yielded slightly

different network architectures. From left to right, the columns show the architectures of

the model in La Plante and Ntampaka (2019), the model trained on the complete data, and

the model that was trained on data where foreground-contaminated k-modes were removed

from the data. Interestingly, both the “Full” and “Cut” networks are more complex than the

model used in La Plante and Ntampaka (2019), but are slightly different from each other.
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Figure 12.3: A visualization of the performance of the best-performing CNN on the “Full”
dataset. Top left: a scatter plot of the “true” value τtrue versus the value predicted τpredicted
by the trained CNN on the validation data. The different colors and symbols correspond to
the 10 different folds I used in our k-fold cross-validation (explained more in Sec. 12.1.1).
Bottom left: the residual relative difference, defined as (τpredicted − τtrue)/τtrue, which when
squared is used as the loss function for training. Top right: the slope and intercept of a
linear fit to the performance of a trained model. For an unbiased network, the intercept
has a value of 0 and the slope has a value of 1 and the standard deviation for this value is
0.0267. Bottom right: a box plot of the slope (orange) of the trained network across the
different folds. The average value, 0.9694, is nearly 1.0, though there is a significant low
outlier whose slope is significantly less than 1 (the single point below the box).
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Figure 12.4: A visualization of the performance of the best-performing CNN on the “Cut”
dataset. The panels are the same as in Figure 12.3. Note that for these models, the variance
in the predictions is higher, and there is a slight bias in the slope where the average value
is 0.9926 and the standard deviation for the slope value is 0.0308.
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12.1.1. Results of Regression

In the results that follow, I treated τ as the only cosmological parameter of interest during

regression. Although I made several attempts to regress on τ in conjunction with other

details of the reionization history (such as the timing and duration), the results were most

accurate when τ alone was used. As previously mentioned, CNNs were trained by minimizing

the RSR loss function, show in Equation 12.1. Here I present the results of predicting τ for

some realization.

Figures 12.3 and 12.4 describe the performance of the CNN regression for τ for both models

trained on data without the foreground-contaminated and the model with the k-modes

removed. These neural networks provide an estimate of τ . The top left corner plot details

the one-to-one relationship between the true and predicted tau values. The various colors

and symbols represent the 10 different folds used in our k-fold cross-validation. The bottom

left describes the relative difference between the true and predicted value. Note that when

squared, this quantity is used as the loss function, written explicitly in Equation 12.1. The

top right and bottom right plots describe 10 different slopes of the one-to-one lines observed

in the top left plot. As discussed, these quantities provide an estimate of the bias from the

bias-variance tradeoff. For an unbiased CNN, the slope has a value of 1 and the intercept has

a value of 0. As can be seen in the different figures, the relationship between the predicted

values of τ and the true values of τ are quite linear. More specifically, the one-to-one relation

between the predicted values and true values show strong positive correlation. With both

fully trained CNNs, I were able to recover values to better than < 3.06% percent precision.

The scatter plots in the top- and bottom-left panels show the full relationship between the

true value and predicted value of τ . In both the “Full” and “Cut” networks, there are slight

systematic biases where small values of true τ are biased low, intermediate values of τ are

biased high, and the highest values of τ are biased slightly low. However, as can be seen in

the plots, the bias is typically smaller than the scatter in the values, and so the true values of

τ are generally included as part of the scatter. The top- and bottom-right plots of the figures
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Figure 12.5: A visualization of the activation maximization technique for the 5 neurons most
strongly connected to the final output neuron for the “Full” data (left) and the “Cut” data
(right) networks from the best performing model fold. The neurons are organized by column
and rank-ordered from left-to-right by the magnitude of the weight connecting them to the
final neuron. The different rows represent redshift values corresponding to the different slices
of the input data.

emphasize the bias component of the trained network: the value of the slope is a proxy for

the multiplicative bias inherent in the network, and the intercept is an additive bias. In

contrast to Figure 12.2, the bias of the lines is generally small, even across different folds.

These results suggest that the networks described in Table 7.1 are sufficiently complex to

capture the important features of the input data, and are correctly minimizing the variance

and noise terms while providing an unbiased estimate of τ .

As a way of determining the bias and variance of the predicted values as a function of

the input value of τ , I combine the predicted values of τ across the 10 folds of our input

data. I then divide the true values of τ in the input dataset into ten discrete bins of equal

width. Within each bin, I compute the mean value and the standard deviation. The mean

value is a proxy for the bias (because a mean value different from the true value denotes

a biased estimator) and the standard deviation encapsulates the variance in the output of

the model predictions as well as the noise in the trained model. In general, I find that the

variance tends to be several factors larger than the bias. While this result is not as ideal as

having a truly unbiased estimator, it does mean that the variance by itself is a reasonable
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Figure 12.6: The accuracy with which our machine learning-based approach is able to
determine the value of τ . Note the values on the y-axis are absolute differences, rather
than relative ones as in Figures 12.3 and 12.4. Also shown are uncertainties associated
with sample-variance-limited measurements of CEE

ℓ Reichardt (2016). As can be seen, our
method produces results that are typically better than what can be obtained from the CMB
alone, even for the case where foreground-contaminated k-modes have been removed from
the dataset. Note that the error bars shown are empirically derived from the training data,
and are not “proper” error bars in either the Bayesian or
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Figure 12.7: Extrapolation of the current models to make predictions on simulated data
with a different cosmology generated using the 9-year results from WMAP. I are still able
to extract τ for different cosmologies.
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Figure 12.8: Noise investigation of simulated data generated from Planck 2018 cosmologies.
The analysis is conducted by adding white Gaussian noise to input test image data with
mean zero and variance set at 0.1, 0.01, and 0.001 of the typical variance of the images.
The top panel shows the prediction performance of the CNNs trained either on full data or
wedge cut data with no noise when predicting on noisy data. Models that are unbiased will
make predictions that follow the one-to-one black dashed line. The bottom panel shows the
relative model residuals.
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approximation to the total error of the trained network.

Figure 12.6 shows the results of performing such an analysis for both the “Full” and “Cut”

datasets. As noted above, the results are slightly biased as a function of τ , and the direction

of the bias changes as a function of the input value. However, as can also be seen, this

bias tends to be smaller than the variance in the output values, and so the mean predicted

value of τ tends to be consistent with the proper value within 1σ of the empirical standard

deviation. As a point of comparison in Figure 12.6, I show the best-case error estimates

that can be provided on τ from measurements of the CMB alone.

Interestingly, simply using the model from La Plante and Ntampaka (2019) without us-

ing Keras-Tuner yielded results which were severely biased low with significant variance.

The trained model using data with the k-modes removed were worse that the model that

contained all k-modes, 22% below the predicted value and 20% below the predicted value

respectively as shown in Figure 12.2. Furthermore, the variance was lower for the model

trained on data with the all of the modes, but higher on the model trained on filtered

k-modes.

Note that in the discussion of variance in the bias-variance tradeoff, the variance component

is not to be confused with the intrinsic variance within the data itself. Rather, it is the

variability of the model’s ability to make predictions for a given set of input data points.

In this context, I have data in the form of images. The variance in this context provides

some insight on the spread of predictions and the overall performance of the model. More

specifically, models that exhibit high variance for testing and validation data may by overfit

to the input data, and do not generalize well on the data which it has not seen before. Put

another way, the generalization gap between the training performance and the validation

performance is large, and the model has high generalization error rates. A concept closely

related to the variance of predicted values is the bias, which is the difference between the

average prediction of our model and the correct value which I are trying to predict. In

contrast to models with high variance, models with high bias are generally underfit to
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the input data. This underfitting includes the architecture of the neural network, where

the number of tunable parameters or hidden layers may not be sufficient to capture the

complexity of the application. This type of problem usually leads to high error on both

training and validation/testing data.

In addition to quantifying the bias present in a trained network, I can also quantify the

variance present. This is an empirical estimate of the variance, and does not take the place

of properly propagated error estimates using, e.g., probabilistic layers to estimate posterior

distributions of model parameters. At the same time, these variances can still provide some

insight as to the errors that one might expect when applying the trained models to real

data. Caution must be used, though, in interpreting these values as “one-sigma error bars”.

Rather, these are expected output values that combine the variance and noise terms of

Equation 6.11, and implicitly include any idiosyncrasies inherent to the training data.

12.2. Discussion

12.2.1. Visualizing CNN Feature Extraction

When using image-based machine learning techniques such as CNNs, an interesting question

is how to interpret the inner workings of the algorithm. One way to do this is to examine

the effect on an input image of the different convolutional filters at each layer. Though the

resulting “images” no longer represent information in the same space as the input images after

the first input layer, they do contain information about which particular features of the map

the CNN has learned to focus on. Alternatively, one can use the activation maximization

technique Erhan et al. (2009) to visualize the important features in the input map directly,

rather than using a partially processed image. In this approach, a specific neuron in a dense

layer or convolution filter in a convolutional layer of a trained network is chosen. An initially

random input image is gradually transformed into an image that maximizes the response of

the chosen neuron or filter layer through gradient ascent. The resulting input images do not

necessarily look like input images, but instead emphasize the features that are important for

the machine to discriminate between different values or feature classes. Such an approach
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helps visualize which aspects of the the image are being used by the trained network to

provide predictions, and complement other methods of visualizing CNN operations. To

carry out the actual computation, I make use of the keras-vispackage.

I applied the activation maximization technique to the fully trained networks developed in

this work. This approach is sometimes employed for a classification problem, where the

resulting images can be interpreted as the features that are most important for categorizing

an imagine into a particular class. However, for a regression problem like the one at hand,

these instead show features that lead to a large response of a particular neuron, typically

one deep in the network. Though not as clear an indicator of the network’s response as in a

classification problem, the resulting images nevertheless contain features that the network

has identified as ways to distinguish different output values. In both the “Full Modes” and

“Cut Modes” architectures, there is a 20-neuron dense layer immediately before the final

prediction neuron for the value of τ . After training the network, I examine the magnitude

of the weights connecting these 20 neurons and the output neuron. In general, the larger

the magnitude of the weight connecting these neurons (positive or negative), the more

influence the individual neuron has on the output prediction. For the two different networks,

I identified the five neurons that had the largest magnitude connection to the output neuron.

I then used the activation maximization technique to generate input images which would

maximize the response of these neurons. The resulting images have the same dimensionality

as the input images, and in particular have 30 “color channels” which correspond to the

redshift layers of the input data.

Figure 12.5 shows the five most strongly connected neurons for various input redshift val-

ues for the “Full Modes” and “Cut Modes” networks, respectively. The columns show the

maximal input for different neurons, rank-ordered from left-to-right by the magnitude of the

weight connecting them with the final output neuron. The different rows correspond to the

same redshift layers in the input data. When comparing the features between the different

networks, several different trends emerge. First, for an individual neuron, the features that
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appear in the input images are similar for different redshifts. Because different input images

are comparable between the different input redshifts, this similarity suggests that having

many different filter layers initially is important. Multiple filter layers provide sufficient

flexibility for identifying various features in the input maps, which are later condensed into

features identified by hidden layers deeper into the network. Also of interest is the fact

that generally, the features seem to be contrasts of large and small values at different scales,

which roughly correspond to the size of individual ionized regions when viewing unprocessed

input images. This result suggests that the CNN may be using the size of ionization bubbles

at different redshifts to inform the overall value of τ , though I caution that such a one-to-one

mapping is not necessarily faithful to the actual operations being performed by the CNN.

When comparing the features identified in the “Full Modes” versus “Cut Modes” networks,

there are several interesting differences. Of particular note is the features that the two

different architectures treat as the “most important” in terms of informing the overall output

value. The most important maps for the “Full” are qualitatively similar to the “Cut” network,

but they are not the most important. Instead, the “Cut” network seems to be identifying

features that are deviations from a background level (typically either higher, seen in the

bright yellow regions, or lower, seen in the dark blue regions) rather than high-low variations

near each other. Accordingly, these features appear non-Gaussian, perhaps emphasizing that

the 21 cm maps are highly non-Gaussian (especially so with the large-scale contaminated

modes removed). As such, the CNN appears to be making use of important information

that is difficult to capture in the form of summary statistics, which bolsters the claim that

CNNs can complement more traditional methods of analyzing image-based data.

12.2.2. Comparison with Limits on τ from Other Methods

There are a number of well-established techniques for measuring τ . The current best con-

straints come from using CMB data, such as the all-sky temperature auto-power spectrum

(denoted CTT
ℓ ), as well as the large-angle auto-power spectrum of gradient-like E-modes

(denoted CEE
ℓ ). CTT

ℓ is sensitive to the combination of parameters ASe
−2τ , where AS is
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the initial amplitude of scalar perturbations. This degeneracy can be partially broken by

using CMB lensing maps. Alternatively, the low-ℓ portion of CEE
ℓ follows a rough scal-

ing of CEE
2≤ℓ≤20 ∝ τ2 Page et al. (2007), which provides an additional means of determin-

ing τ . The Planck 2015 set of cosmological parameters Planck Collaboration et al. (2016)

reports a value of τ = 0.066 ± 0.016, or a roughly 25% uncertainty. The Planck 2018 re-

sults Planck Collaboration et al. (2020) find a value of τ = 0.054 ± 0.007, about a 13%

uncertainty. Other experiments, such as the EDGES high-frequency instrument, have fur-

ther been able to place upper limits on the value of τ consistent with the measurements of

Planck Monsalve et al. (2019). In principle, measurements of CEE
ℓ can provide much tighter

constraints on τ than CTT
ℓ . However, due to sample variance, these measurements cannot

provide an uncertainty better than στ ∼ 0.002 Reichardt (2016), which corresponds to a

roughly 4% uncertainty. These measurements are projected to be made with future space-

based CMB instruments, such as LiteBIRD Hazumi et al. (2012) and Pixie Kogut et al.

(2011), which are not scheduled to fly until well into the next decade.

Figure 12.6 shows the accuracy with which our machine learning-based approach is able to

determine the value of τ , along with the sample variance possible from CEE
ℓ . As can be

seen, the accuracy of our method is typically better than what can be obtained from the

CMB alone, even for the case where foreground-contaminated k-modes have been removed

from the dataset. Some important caveats remain, however. Importantly, the error bars

shown in Figure 12.6 are empirically derived from the training data, and are not “proper”

error bars in either the Bayesian or Frequentist sense. Nevertheless, the error bars are an

indication that the value of τ inferred from this method is smaller than what is possible

from the CMB alone, and is a promising tool to use in conjunction with more traditional

methods. At the same time, further work is required to understand the impact the training

data has on correctly inferring the value of τ , either due to the quantity of training data

or the semi-analytic model used to generate it. I plan to investigate these effects in future

studies.
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The results here are, of course, preliminary and should not be treated as a proper forecast of

the potential accuracy of future 21 cm experiments. While I have included the effect of lost

modes due to foreground contamination, I have not included the effect of other systematic

errors in the 21 cm measurement on the result. In addition, the analysis here does not

consider realistic instrument noise which varies with respect to the cosmological k-mode,

which will naturally increase the error bars Pober et al. (2014). Working against this, our

network only works on a single FoV of ∼ 10◦, whereas HERA will sample approximately 10

such non-overlapping fields over some 1000 square degrees. I may also be able to use a fewer

number of frequency channels to obtain comparable results, which will allow for generating

multiple spectral windows to improve sensitivity. A forecast for more realistic systematic

and sensitivity calculations will be presented in future work.

Another point of comparison for the ability to infer the value of τ is the analysis in Liu et al.

(2016). The approach taken in that paper was to treat τ as a parameter to be inferred jointly

with other CMB parameters, such as Ωc and σ8. In that case, the final marginalization over

τ and other parameters yielded an uncertainly of στ = 0.0016, or about 3%. This is compa-

rable to the uncertainty for our “Cut” model, and larger by roughly a factor of 50% compared

to our “Full” model, as seen in Figure 12.6. Note that in our approach, the background cos-

mology was assumed to be fixed, and I do not attempt to jointly constrain the value of τ in

concert with the other cosmological parameters. Performing a joint fit for other cosmologi-

cal parameters is computationally intensive, and requires the use of cosmological emulators

Kern et al. (2017) or other techniques to accelerate the forward-modeling component. In

future work, I plan to use Bayesian neural networks (BNNs) to provide more robust dis-

tributions of the errors associated with machine learning modeling. Future directions may

also include varying the background cosmology to understand the uncertainty associated

with inferring τ using the 21 cm alone and how sensitive these measurements are to other

parameters changing.
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12.2.3. Testing the Effects of Different Cosmology and Noise

The networks above were trained on 21 cm data generated using Planck 2018 (Planck18) cos-

mology. From previous work showing only a weak dependence of the 21 cm power spectrum

on cosmology (e.g., Kern et al. (2017)) I can similarly expect that the dependence of τ on

cosmological parameters is weak. To provide an estimate of the kinds of errors which would

occur in this analysis if the underlying cosmology is wrong, I generated a new test data

set using Wilkinson Microwave Anisotropy Probe (WMAP) 9 year results Hinshaw et al.

(2013). The most notable difference between these cosmologies (τ aside) is Ωm, which dif-

fers by ∼10%. I then used the networks trained on Planck18 to make predictions on the

WMAP-9 data. In Figure 12.7, I show the results. For the case of the full data, the predic-

tions are nearly as good as using the correct cosmology. Interestingly, the model trained on

wedge cut data makes optical depth predictions that are biased high in this new cosmology,

though the bias is only slightly larger in magnitude than was observed in Figure 12.6. Given

that the tight correlation remains, it seems reasonable that a fuller analysis which properly

marginalized over the cosmological parameter uncertainty would not increase the prediction

errors unduly.

While the actual noise of 21 cm instruments will be quite complicated, I can gain some insight

into the robustness of this method to noise by simply adding mean zero white Gaussian noise

to the test image data and re-running the predictions. I chose the variance to be 0.1, 0.01,

and 0.001 of the typical variance of the Planck18 cosmology images. Figure 12.8 shows

the ability of the network to predict the optical depth at these different noise levels. The

predictions follow the one-to-one line closely, except for the highest noise level of wedge-

cut data, which shows a noticeable bias. However, even in this case, the clear correlation

between τtrue and τpred remains, giving confidence that a network properly trained using the

actual noise properties of the instrument would still be able to make accurate predictions.
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CHAPTER 13

ERROR ESTIMATION USING MACHINE LEARNING

In this chapter I will detail my results while training Neural Networks using the ToyModel.

First, I will give a general overview of this project, then I will broadly analyze the plot and

finally I will conclude by summarizing my results.

13.1. Goals and Objectives

This project aims to answer a slightly different question. Instead of using mock temperature

maps of thee 21 cm EoR signal to extract tau, I instead use mock images of ionized fields

to extract the ionization fraction. This problem only looks at one redshift and is able to

infer the ionization fraction of each simulated image. I do this by training three different

Bayesian models. The goal is to better understand errors and tackle a more generalizable

problem of estimating the ionization fraction because other research Zhou and La Plante

(2021) suggested that while you can do well predicting for tau on a specific simulation

package, the result does not generalize.

13.2. Building a Bayesian Neural Network

When training a ML model the first and most important task is identifying the problem

being solved and selecting the correct model for that task. Once the general architecture of

the model is established, that is, once a trained model produces predicted values that are

closely aligned with the true values. Tuning techniques are an important step to implement

while finding the “best” generalized model architecture for a problem. In this particular

exercise I started with 5 different architectures varying in model complexity, number of

training parameters, and trained them using some combination of the parameters in Table

13.1.

There three types of probabilistic models: approximately Bayesian models with Dropout

layers turned on during prediction phase, fully Bayesian models with deterministic loss

functions, and fully Bayesian models with probabilistic loss functions. All of them are
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trained using the same ToyModel data either without filtering, with filters applied, or with

filters and noise at different levels applied.

13.3. Comparing Models

Using the Monte Carlo sampling method on models and then averaging over the predictions

produces the one-to-one plots seen in this chapter. These plots allow me to easily visually

compare the performance of the different models and then from there it becomes clear

which model is a likely candidate. Things like training the models for longer periods of time

should in theory improve the other predictions. At this stage I am not looking looking the

one perfect model because there exists a space of models that can perform well.

For the predicted distribution plots, ideally I want the distributions of the predicted values

to be centred at zero with a narrow spread because I am looking at the difference between

the predicted and the true value. Throughout my analysis I noticed that the MC-Sample

method spotlight the presence of divergence features in the distribution. I cannot see much

skewed behavior but I do see the presence of kurtosis (positive and negative). Due to the

presence of skewed and kurtosis, some of the distributions unsurprisingly have fat tails too.

The class of fat-tailed distributions includes those whose tails decay like a power law or as

the log-normal. Compared to fat-tailed distributions, in the normal distribution of events

that deviate from the mean of the distribution by five or more standard deviations have

lower probability, meaning that in the normal distribution extreme events are less likely

than those for fat-tailed distributions. In the case of a fat-tailed distribution the variance

is undefined. A consequence, when estimating sigma based on a finite sample size would

understate the true degree of predictive difficulty of the model.

An interesting question I wanted to answer was, with two models with the same archi-

tecture trained under the same conditions, how does the both computationally expen-

sive and time consuming MC-sampling method compare to the direct sample from the

DistributionLambda output layer. The DistributionLambda is minimially characterized
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Parameter Values

Learning Rate [ 0.0001]
Loss Function [RSR, MSE, MAE, MAPE, NLL, ELBO]

Number of Flipout Convolution Layers [2, 3, 4, 5, 6, 7]
Flipout Convolution Filter Size [4-256]

Flipout Dense Layer [100, 20, 1]
Batch Size 5
Optimizer Adam

Activation Function ReLU
Dropout Rate [20%, 0%]

Metrics [MSE, loss, validation loss]

Table 13.1: A summary of the parameters used to determine the simplest and best perform-
ing model architecture.

by a function that returns a tensorflow_probability.distributions.Distribution dis-

tribution instance. Interestingly enough, the mean predicted of both methods are compara-

ble. However, the estimate of the standard deviation of the distribution calculated using the

MC-sample is larger than the DistributionLambda output layer estimate. This is because

when I take some theoretical estimate of what the standard deviation will be and express it

analytically (DistributionLambda) and then I take a sample of points in the distribution

and calculate the standard deviation empirically (MC-sampling), the estimates are always

larger.

There seems to be evidence that the standard deviation is dependent on the input value.

This is evident in the one-to-one plots. The spread of the scatter plot does not follow the

one-to-one line constantly. In my case the relationship seems to be linear.

13.4. Results

No Filter or Noise Applied to Training Data

The worst performing model was trained using a deterministic loss function and the best

performing models were the Dropout trained using a deterministic loss function and the

fully Bayesian model trained using either NLL or ELBO loss function. The easiest metric

used to determine the quality of the model’s performance are the one-to-one plots illustrated
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La Plante & Ntampaka Full Modes Cut Modes

16 3x3 Conv2D filters 16 3x3 Conv2D filters 16 3x3 Conv2D filters
BatchNormalization BatchNormalization BatchNormalization
2x2 MaxPooling2D 2x2 MaxPooling2D 2x2 MaxPooling2D

32 3x3 Conv2D filters 32 3x3 Conv2D filters 32 3x3 Conv2D filters
BatchNormalization BatchNormalization BatchNormalization
2x2 MaxPooling2D 2x2 MaxPooling2D 2x2 MaxPooling2D

64 3x3 Conv2D filters 64 3x3 Conv2D filters 64 3x3 Conv2D filters
BatchNormalization BatchNormalization BatchNormalization
2x2 MaxPooling2D 2x2 MaxPooling2D 2x2 MaxPooling2D

— 256 3x3 Conv2D filters 128 3x3 Conv2D filters
— BatchNormalization BatchNormalization
— 2x2 MaxPooling2D 2x2 MaxPooling2D
— — 128 3x3 Conv2D filters
— — BatchNormalization
— — 2x2 MaxPooling2D

GlobalAvgPooling2D GlobalAvgPooling2D GlobalAvgPooling2D
— 20% Dropout 20% Dropout
— 350 neurons FC 250 neurons FC

20% Dropout 20% Dropout 20% Dropout
200 neurons FC 200 neurons FC 200 neurons FC
20% Dropout 20% Dropout 20% Dropout

100 neurons FC 100 neurons FC 100 neurons FC
20% Dropout 20% Dropout 20% Dropout
20 neurons FC 20 neurons FC 20 neurons FC
Output neuron Output neuron Output neuron

Table 13.2: A summary of the final model with the number of parameters expressed using
Keras, a high-level python deep learning library that uses a TensorFlow/Theano backend
to do lower level calculations.
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in Figure 13.1 and Figure 13.2.

Filter Applied to Training Data

The models were trained using data with Gaussian Filters, Figure 11.2, to mimic instrument

effects on observed data. Note, these are not realistic instrument effects on data. This was

done using the scipylibrary to build a filter image of the same dimension as the input image

smoothed with a Gaussian sigma of 3 pixels.

Filter + Noise Applied to Training data
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Figure 13.1: Ideal Data: One-to-one plots (black dashed line) comparing predicted number
of ionized pixels to the true number of ionized pixels. The green and red are models trained
using the ELBO and NLL loss function respectively.
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Figure 13.2: Ideal Data: The top plot are the results from the dropout model one-to-one
predictions with a deterministic loss, MSE. The bottom plot is the error plot with negligible
error bars.
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Figure 13.3: Ideal Data: Distribution of predicted of a few ionized pixels. Top and bottom
plots are models trained using the ELBO and NLL loss function respectively.
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Figure 13.4: Ideal Data: Error of the model with error bars assigned to each mean pre-
diction. Top and bottom plots are models trained using the ELBO and NLL loss function
respectively.
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Figure 13.5: Ideal Data: Standard deviation comparison of MC-Sampling methods to
direct prediction methods. Top and bottom plots are models trained using the ELBO and
NLL loss function respectively.
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Figure 13.6: Filtered Data: One-to-one plots (black dashed line) comparing predicted
number of ionized pixels to the true number of ionized pixels. The green and red are models
trained using the ELBO and NLL loss function respectively.
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Figure 13.7: Filtered Data: Distribution of predicted of a few ionized pixels. Top and
bottom plots are models trained using the ELBO and NLL loss function respectively.

188



Figure 13.8: Filtered Data: Error of the model with error bars assigned to each mean
prediction. Top and bottom plots are models trained using the ELBO and NLL loss function
respectively.
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Figure 13.9: Filtered Data: Standard deviation comparison of MC-Sampling methods to
direct prediction methods. Top and bottom plots are models trained using the ELBO and
NLL loss function respectively.
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Figure 13.10: Filtered Data: The top plot are the results from the dropout model one-
to-one predictions with a deterministic loss, MSE. The bottom plot is the error plot with
negligible error bars.
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Figure 13.11: Filter + Noise Data: One-to-one plots (black dashed line) comparing pre-
dicted number of ionized pixels to the true number of ionized pixels. The green and red are
models trained using the ELBO and NLL loss function respectively.
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Figure 13.12: Filter + Noise Data: Distribution of predicted of a few ionized pixels. Top
and bottom plots are models trained using the ELBO and NLL loss function respectively.
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Figure 13.13: Filter + Noise Data: Error of the model with error bars assigned to each
mean prediction. Top and bottom plots are models trained using the ELBO and NLL loss
function respectively.
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Figure 13.14: Filter + Noise Data: Standard deviation comparison of MC-Sampling
methods to direct prediction methods. Top and bottom plots are models trained using
the ELBO and NLL loss function respectively.

195



0 20 40 60 80 100
Ionized Pixels

0

20

40

60

80

100

P
re

di
ct

ed

0 20 40 60 80 100
Ionized Pixels

70

60

50

40

30

20

10

0

P
re

di
ct

ed

Figure 13.15: Filter + Noise Data: The top plot are the results from the dropout model
one-to-one predictions with a deterministic loss, MSE. The bottom plot is the error plot
with negligible error bars.
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CHAPTER 14

CONCLUSION

I showed that I am able to train two different Convolution Neural Networks to extract

τ from simulated data, one with the all Fourier k-modes included and the other without

foreground-contaminated k-modes removed from the data. Through the use of hyperpa-

rameter optimization, I was able to find model architectures that are best suited for each

application, and perform well over the full range of input data. I demonstrated that I can

make accurate τ predictions using networks trained on both simulation types reasonably

well. These simulated input images reflect the effects of the foreground avoidance strategy

implemented by HERA as part of data processing. If some of these foreground modes can

be used instead of discarded, the ultimate performance may be closer to the full data set

than the one with the k-modes removed. I show that I was able to provide constraints on

τ with a fractional error of 3.06% or better, which makes this approach competitive with

low-ℓ observations of the CMB auto-power spectrum CEE
ℓ . Due to the fact that instruments

capable of providing such a constraint are many years away, using 21 cm measurements may

be able to provide a constraint on a shorter time line.

The approach outlined does not preclude using other methods of inferring τ from 21 cm data,

such as using more traditional measurements like the 21 cm power spectrum. However,

machine learning techniques such as that outline here are most powerful in conjunction

with more traditional analyses, providing additional cross-checks of results inferred by other

means. In future work, I made use of Bayesian neural networks (BNNs) to provide robust

error estimates in addition to the predicted values for a particular CNN model. These novel

analysis methods can supplement other established methods, and help bolster confidence in

inferences made through other analysis techniques.

In the other project, the aim was to answer a slightly different question that involved using

mock images of ionized fields of hydrogen to extract the ionization fraction of hydrogen by
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only looking at one redshift to infer the ionization fraction of each simulated image instead

of looking at 30 different redshifts to infer the optical depth to reionization. I did this by

training three different Bayesian models with the goal of better understand errors and how

generalizable the problem of estimating the ionization fraction can be.

I showed that for a simple fully-Bayesian network with both convolution filters and dense

layers, it is possible to successfully produce predicted values that are closely aligned with

the true values and the model was tuned to find the “best” generalized model architecture

for this particular problem. I did this for three different models where all of them are

trained using the same ToyModel data either without filtering, with filters applied, or with

filters and noise at different levels applied. All but one model, a fully Bayesian model with

deterministic loss function, were successful in making predictions.

Naturally, the next steps are to test the “ionization-fraction-measuring” CNNs on 21cmfast

/ zreion data instead of on the ToyModel data. The new goal will be to compare the

performance of these new fully Bayesian convolution neural networks on trained on 21cmfast

when presented with zreion data. In addition to this, exploration of the performance of a

fully Bayesian CNN that infers the optical depth to reionization by looking at 30 redshifts

will make the predictions made in my first paper more statistically sound. Then, I believe

it is important to explore these same questions but with more realistic data filtering and

noise.
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