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ABSTRACT 

THE UPSTREAM SOURCES OF BIAS: INVESTIGATING THEORY, DESIGN, AND 

METHODS SHAPING ADAPTIVE LEARNING SYSTEMS 

Shamya Chodumada Karumbaiah  

Ryan S. Baker 

Adaptive systems in education need to ensure population validity to meet the needs of all 

students for an equitable outcome. Recent research highlights how these systems encode 

societal biases leading to discriminatory behaviors towards specific student 

subpopulations. However, the focus has mostly been on investigating bias in predictive 

modeling, particularly its downstream stages like model development and evaluation. My 

dissertation work hypothesizes that the upstream sources (i.e., theory, design, training data 

collection method) in the development of adaptive systems also contribute to the bias in 

these systems, highlighting the need for a nuanced approach to conducting fairness 

research. By empirically analyzing student data previously collected from various virtual 

learning environments, I investigate demographic disparities in three cases representative 

of the aspects that shape technological advancements in education: 1) non-conformance of 

data to a widely-accepted theoretical model of emotion, 2) differing implications of 

technology design on student outcomes, and 3) varying effectiveness of methodological 

improvements in annotated data collection. In doing so, I challenge implicit assumptions 

of generalizability in theory, design, and methods and provide an evidence-based 

commentary on future research and design practices in adaptive and artificially intelligent 

educational systems surrounding how we consider diversity in our investigations. 
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CHAPTER 1  

INTRODUCTION 

Adaptive and artificially intelligent systems are being increasingly adopted in education 

(VanLehn, 2011; Luckin et al., 2016). Formal public education is also proliferated with 

virtual learning environments (Koedinger et al., 1997). Consider the example of Cognitive 

Tutor (CT; Ritter et al., 2007), now named Mathia, an intelligent tutoring system that is 

designed to provide instruction and real-time adaptive feedback to students learning high 

school mathematics. CT utilizes a data-driven approach to model students’ evolving 

knowledge as they progress in their subject matter learning (Koedinger & Corbett, 2006). 

Originally designed for the purposes of researching human cognition in the early 1980s 

(Anderson et al., 1995), CT has found widespread use in schools across the United States. 

For instance, the Pittsburg Advanced Cognitive Tutor (PACT) center reports that CT was 

being used in 1400 schools in 2003, and the estimated current usage is over half a million 

students. Although designed and developed in the United States, CT has also been used in 

other countries such as Chile (Ogan et al., 2015)). In 2006, CT Algebra was reported to 

have doubled students’ end-of-course problem-solving test scores (Koedinger & Corbett, 

2006). However, a 2014 study concluded that CT had a mixed effect on high school 

students’ mathematics achievement - complex positive effects for CT Algebra but negative 

effects for CT Geometry (Pane et al., 2014). Like CT, several other tutoring systems such 

as ALEKS (~600K students), Inq-ITS (~100K students), MathGarden, and Alef NexGen 

are being used widely in classrooms. As these systems continue to be used by diverse 
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student populations across the United States and the globe, they need to ensure that their 

pedagogical decisions meet the needs of all students for an equitable outcome.  

Recent research highlights how adaptive systems encode societal biases leading to 

discriminatory behaviors towards specific subpopulations (Baker & Hawn, 2021; Kizilcec 

& Lee, 2020). This is in direct contradiction to the popular view of data-driven decision-

making as fair and objective (Lee, 2018). Several recent studies across varied domains 

(e.g., criminal justice, medicine, education) have demonstrated bias in systems using 

computer-driven algorithms to make different decisions for different individuals. This 

includes high-stakes decisions such as predicting recidivism (Angwin et al., 2016), 

administering anesthesia (O’Reilly-Shah et al., 2020), and hiring (Garcia, 2016). Adaptive 

systems in education incorporate different kinds of algorithmic decision-making - data-

driven or rule-based, explainable or inscrutable, descriptive or predictive. For instance, 

intelligent tutoring systems like Learnta use an algorithmic model of student knowledge to 

predict a student's current skill level and decide the difficulty level of the content they will 

see next (Baker et al., 2020). Bias in these systems can lead to inequitable student 

outcomes, causing harm to specific student subpopulations (Doroudi & Brunskill, 2019; 

Holstein & Doroudi, 2021). For instance, if a tutoring system is biased against female 

students, it may systematically deliver content below the students’ skill level, leading to 

missed learning opportunities and suboptimal experience - potentially lowering 

achievement and engagement in female students in the long run. Several recent research 

projects have examined bias in algorithmic systems in education (see review in Baker & 

Hawn, 2021). However, the focus has mostly been on investigating bias in predictive 
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modeling, particularly its downstream stages like model development and evaluation 

(Kizilcec & Lee, 2020). By considering three upstream components separately (e.g., 

theory, design, training data collection method), this dissertation aims to bring to attention 

those aspects of the design and development of adaptive systems that are often obscured in 

the evaluation of bias in downstream products (e.g., an algorithmic model in an adaptive 

system). As elaborated in a later section, studying upstream bias is important not only 

because such bias could manifest itself in specific ways downstream (e.g., suboptimal 

choice of variables in a predictive model based on a biased theory), but also because it 

could lead to direct discriminatory behaviors in an adaptive system (e.g., biased affective 

intervention). 

My dissertation work hypothesizes that the upstream components (e.g., theory, design, 

training data collection method) in the development of adaptive systems also contribute to 

the bias in these systems, highlighting the need for a nuanced approach in conducting bias 

research. Using previously collected student data from various virtual learning 

environments, I conduct empirical analyses of demographic disparities in three cases that 

are representative of the aspects that shape technological advancements in adaptive systems 

in education: 1) non-conformance of data to a widely-accepted theoretical model, 2) 

differing implications of technology design on student outcomes, and 3) varying 

effectiveness of methodological improvements in annotated data collection. In the 

remainder of this chapter, I present a detailed overview of the overarching theme of the 

dissertation research - identification of the upstream sources of bias. First, I will briefly 

introduce bias pertaining to adaptive systems in education. Then, I provide a detailed 
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theoretical foundation for bias, the harms caused by biased systems, and the current 

discourse on the origins of bias. After summarizing the empirical evidence of bias reported 

in educational algorithmic systems so far, I argue for the need to move upstream to identify 

other sources of bias. I conclude with a discussion on the potential origins of upstream 

biases. Finally, I discuss the purpose of the three studies conducted in this dissertation, 

connecting them back to gaps identified in the literature and how they each contribute to 

the identification of upstream biases.  

1.1 Bias in Adaptive Learning Systems 

In this dissertation, I will focus only on fully automated adaptive systems designed to 

provide personalized instruction and immediate feedback to students (Corbett et al., 1997; 

Shute & Psotka, 1994). The general goal of these systems is to optimize student learning 

with one-to-one instruction which is often hard to achieve in traditional schooling. Several 

forms of adaptive systems exist today - from fully online (e.g., Database Place) to blended 

learning environments (e.g., ASSISTments), from multiple-choice and fill-in-the-blank 

problem answering (e.g., Imagine Learning’s Reasoning Mind) to learning games (e.g., 

Zoombinis) to open-ended learning (e.g., MiGen), and from sketching-based (e.g., Physics 

Playground) to dialogue-based tutors (e.g., AutoTutor). They have been built on several 

platforms, including standalone, web, or mobile applications, virtual reality systems, and 

wearable technology. Likewise, they have been designed for diverse subject matters such 

as mathematics (e.g., Cognitive Tutor Algebra), biology (e.g., MetaTutor), literacy(e.g., 

Writing Pal), and vocational training (e.g., TransfrVR). I chose to investigate these systems 

for the following reasons. First, they often involve models of complex educational 
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constructs (e.g., models of student affect, cognition, and self-regulated learning behaviors). 

Second, they utilize rich student data (e.g., fine-grained interaction data) to make real-time 

decisions that impact students' experiences closely. Third, the two complexities above may 

likely introduce complex biases which may need a more nuanced approach to identify and 

mitigate. Lastly, despite the wide usage of these systems, biases in these systems have not 

yet been studied thoroughly. 

The distinguishing feature of these adaptive systems compared to traditional computer-

aided instruction is their ability to adapt based on the perceived student needs (Self, 1999). 

Although originally designed to adapt instruction by inferring students’ knowledge 

(Anderson et al., 1995), these learning environments soon started adapting their 

pedagogical actions based on other aspects of the student experience such as behavior, 

affect, and motivation (Desmarais and Baker, 2012). In some cases, the system behavior is 

driven by a set of rules - often derived from small-scale experimental studies (e.g., when 

and how to provide hints; Aleven et al., 2016). In other cases where the educational 

construct is more complex (e.g., students’ changing subject matter knowledge), these 

systems need an accurate computational model of the construct to adapt meaningfully (e.g., 

choosing the next appropriate math problem based on a student’s current skill level). Such 

models are often data-driven, i.e., they are built to understand the patterns in the past data 

to make future decisions. Nevertheless, in most cases, the result is automated decision-

making with little to no human intervention (there are some exceptions, such as Learnta 

and SQL-Tutor, which leaves the final decision for teachers or students to make).  
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One of the central assumptions in such rule-driven or data-driven algorithmic systems is 

that their decisions (e.g., who gets a hint) are inherently objective and fair (Lee, 2018). 

However, several recent studies have reported bias in automated decision-making - both in 

education (Yudelson et al., 2014; Kai et al., 2017, Ocumpaugh et al., 2014) and other 

domains more broadly, including medicine (O’Reilly-Shah et al., 2020), hiring (Garcia, 

2016), and criminal justice (Angwin et al., 2016). In addition, algorithmic systems in 

education often serve a diverse student population, with a single system catering to students 

from different grade levels (e.g., Alef NexGen serves students from elementary through 

high school), countries (e.g., Cognitive Tutor used in the United States and Chile), and 

socioeconomic and cultural backgrounds.  This further complicates the issue of bias as 

system behavior now needs to be non-discriminatory across all the student populations it 

serves. Bias in adaptive educational systems is a serious issue as it has the potential to harm 

students (O’Neil, 2016). Consider a system that adapts the learning content and student 

interaction based on the student’s affect. Now, assume that the identification of student 

affect is biased against female students. For instance, perhaps it consistently misidentifies 

boredom in female students and intervenes less effectively than for male students. Such a 

bias will likely result in poorer educational experiences for female students and potentially 

also lead to loss of motivation and interest in the subject matter. Worst, this could also 

become a self-fulfilling prophecy wherein the incorrect affective interventions for female 

students may lead to actual boredom, further confirming the system’s bias, thus 

perpetuating the system’s behavior. In this fashion, algorithmic systems have the potential 

to obscure the root cause of the bias and automate its effect - making it harder to objectively 



 

7 
 

identify and fix it. Hence, identifying and mitigating bias in adaptive educational systems 

has become an important area of research in recent years (Baker & Hawn, 2021; Holstein 

et al., 2019; Holstein & Doroudi, 2021; Kizilcec & Lee, 2020). 

Empirical evidence on bias in adaptive systems. Studying bias in adaptive educational 

systems is not a new topic. Among the empirical studies of (non-algorithmic) bias, it has 

been more common to study the biased effectiveness of the adaptive system as a whole as 

compared to identifying the sources of the bias. A few studies have examined the 

demographic differences in the effectiveness of adaptive system design (e.g., Arroyo et al., 

2013; Finkelstein et al., 2013; Ogan et al., 2015). However, other upstream sources such 

as the theories driving these design choices or the data collection methods used for 

decision-making have not been empirically studied in detail. Here are some relevant past 

research that examined differences in key educational constructs (e.g., learning, affect, 

help-seeking, and off-task behaviors) in adaptive systems based on students' demographic 

categories such as gender, disabilities, nationality, and other sociocultural factors.  

First, there is some evidence that the differences in the design of adaptive systems may 

explain some of the demographic differences observed in educational outcomes. Arroyo 

and colleagues (2013) conducted a series of four studies over ten years to examine the 

gender differences in the effectiveness of pedagogical agents and hints in a virtual math 

tutoring system. These studies suggested that using female characters as pedagogical 

agents was beneficial for female students, while male students exhibited worse outcomes 

in the presence of female characters - in terms of both learning and affective experience. 

Another randomized control study with the same tutor reported that the affective feedback 
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delivered by the pedagogical agents was more effective for low achievers (including 

students with learning disabilities) as compared to high achievers (Woolf et al., 2010). 

Second, cultural mismatches in student behaviors and classroom practices have been 

reported in adaptive system studies as possible explanations for demographic differences. 

When studying the relationship between help-seeking and learning in three different 

countries (Costa Rica, the Philippines, and the United States), Ogan and colleagues (2015) 

observed differences in classroom practices that may contradict assumptions about 

effective help-seeking, as measured through student behaviors logged by an online tutor. 

For instance, students in Costa Rica displayed collaboration outside the tutor leading to 

help usage. This study highlights the need to consider differences in cultural values and 

practices when an adaptive system is used in a country that is different from where it was 

designed, developed, and tested (Blanchard, 2012). Another study (Ogan et al., 2012) 

conducted in three Latin American countries (Brazil, Mexico, and Costa Rica) also found 

intensive and ongoing collaborative use of an adaptive system (Cognitive Tutor) that was 

developed in the United States for individual use. Students also walked away from the 

computer from time to time, potentially leading to significant missing data in the 

interaction log. In another study comparing differences in nationalities, Rodrigo and 

colleagues (2013) conducted a set of three studies to investigate the behavioral differences 

in the use of an intelligent tutoring system based on students’ nationality. They reported 

consistently less off-task behavior in students in the Philippines as compared to the students 

in the United States after controlling for curriculum and study methods.  
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Third, a few articles (mostly non-empirical) have suggested how research methods may 

lead to biases in adaptive systems. Researchers in the Philippines have shared the unique 

challenges surrounding infrastructure, logistics, institutional support, and student 

communication when conducting educational technology research in their context (Andres 

et al., 2015). They highlight the disconnect in implementing methods developed in the 

western context to a low-income global south country. More broadly, Blanchard (2015) 

analyzed the international representation in one of the primary research communities 

studying adaptive systems in education, i.e., Artificial Intelligence in Education (AIED). 

The analysis suggested “limited cultural diversity” (p. 225) in the student population 

investigated in AIED research and differing needs of students from non-WEIRD (Western 

Educated Industrialized Rich and Democratic) contexts. 

Finally, some studies have also focused on overcoming bias in adaptive systems by 

adapting their design to students’ needs. For instance, Finkelstein and colleagues (2013) 

observed significantly better performance of third graders in science when the adaptive 

system used a similar dialect as the native tongue of the students (African American 

Vernacular English; AAVE). Another promising new research has also attempted to adapt 

the content of a math learning system (ActiveMath) based on the students’ cultural context 

(Melis et al., 2019). It is yet to be tested more broadly. As discussed so far, the past 

empirical studies on non-algorithmic bias in adaptive systems have viewed bias as a design 

issue without much deliberation on other upstream sources such as methods or theory 

(except a few conceptual papers). In the next section, I present the more recent advances 
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in the study of bias in adaptive systems and its origins, which also seem to be lacking in 

efforts to move upstream to identify and mitigate bias.  

1.2 Theoretical Foundation: Bias and its Origins 

In this section, I will first present some background literature on bias and a brief overview 

of studies that have investigated bias in algorithmic systems in education. I will discuss the 

current understanding of the origin of bias to then (in the next section) present arguments 

for why its upstream origins also need to be considered.    

What is bias? Despite the recent spike in the research on algorithmic bias, there is no 

consensus on a single definition of bias (Crawford, 2017). Furthermore, the often 

overlapping conceptualizations of bias and the harms they cause have themselves been 

considered a potential limitation that needs to be addressed as the work to mitigate it 

emerges (Blodgett et al., 2020). Lack of clarity in the description of bias has been argued 

to hinder the progress in conversations about “what kinds of system behaviors are harmful, 

in what ways, to whom, and why” (Blodgett et al., 2020, p. 2). Here I present some 

definitions of bias in the current literature. A popular use of the term bias is to refer to the 

difference in the accuracy of a computational model (or a lack of generalizability thereof) 

for different social groups - in some definitions, this explicitly relates to disadvantaged 

groups (Mitchell et al., 2021) but not in others (Gardner et al., 2019). Some researchers 

prefer to use alternate terms such as unfairness (Mehrabi et al., 2019), discrimination 

(Friedman & Nissenbaum, 1996), or demographic disparity (Barcoas et al., 2019) while 

restricting the technical use of the term bias to indicate a systematic statistical error 
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(Barocas et al., 2019). It is relatively less popular to view bias from an individual point of 

view as compared to the group definitions mentioned so far (Dwork et al., 2012). However, 

a small subset of research has investigated ways to attain individual fairness, wherein 

“people who are ‘similar’ with respect to the [prediction] task receive similar outcomes” 

(Binns, 2020, p. 1). In this dissertation, I investigate biases originating at the group level 

and define biases as the possible “sources of downstream harm” - in the same sense as used 

by Suresh and Guttag (2020, p. 1). However, instead of restricting the sources of harm to 

the stages of a machine learning pipeline, as Suresh and Guttag (2020) do, I expand the 

scope of inquiry to broader aspects of the adaptive system that can similarly lead to 

“societally unfavorable outcome[s]” (p. 2). 

 What harms do biased systems cause? Downstream harm in the case of adaptive systems I 

study in this dissertation refers specifically to inequitable student outcomes - not just 

restricted to learning outcomes but also their experience more broadly, including 

motivation, self-identity, and affect. To understand how biases can lead to such harms, it 

may help to examine the consequences of bias through the lens of allocative and 

representational harms (Crawford, 2017). Consider the previous example of a tutoring 

system biased against female students in its knowledge estimation. In this case, allocative 

harm for this student group refers to the missed learning opportunity (content offered below 

the actual skill level). A more well-known example of allocative harm in education is the 

bias in standardized testing leading to denied college admissions (Dorans, 2010; Santelices 

& Wilson, 2010). Similarly, bias against certain linguistic and ethnic minorities in 

automated essay scoring may lead to lower scores for those groups in high-stakes exams 
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like the GRE (Madnani et al., 2017). On the other hand, representational harm refers to 

discriminatory depictions of certain subgroups. For instance, African American English is 

sometimes tagged as hate speech in discussion forum posts (Sap et al., 2019).  

Representational harm can also be more subtle sometimes. Historical bias may lead to 

certain groups being advantaged over the other - making the representation of those groups 

more favorable than others. If we then use demographics as predictor variables in a model, 

the model is likely to make decisions based on the group membership of the student - 

leading to such biases being perpetuated further. For example, students belonging to a 

certain subgroup may be systematically predicted to have lower grades (Wolff et al., 2013). 

Including demographic variables while modeling is not uncommon in education. In the 

recent review of papers in educational data mining, Paquette and colleagues (2020) found 

that around half of the papers use demographic features in their models. 

Demographic categories studied. As synthesized by Baker and Hawn (2021), the majority 

of the empirical studies on bias in educational algorithmic systems have focused primarily 

on the more frequently measured categories of race, gender, and nationality. They attribute 

this trend partly to the perceived importance of these demographic categories and highlight 

the need to also consider other categories studied in a fewer number of studies like native 

language and dialect, disabilities, urbanicity, parental educational background, 

socioeconomic status, international students, and military-connected status. To identify 

which categories need to be considered in the investigation of bias, Baker and Hawn (2021) 

propose a “non-malleability test” - similar to the “immutability” consideration of 
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identifying protected classes (Soundarajan & Clausen, 2018) - which examines the “the 

degree to which an individual can move in and out of the suggested class.”  

In this dissertation, I will be investigating bias with respect to nationality in one study, 

urbanicity in two studies and race/ethnicity, economic status, English as a second language, 

special education, and charter school in another study. The choice of urbanicity as a 

demographic variable is driven by reasons similar to those outlined by Ocumpaugh and 

colleagues (2014). This includes 1) racial, ethnic, and economic differences in student 

populations across urbanicities (e.g., affluent White students in suburban schools as 

compared to non-White students with poorer economic backgrounds in urban schools), 2) 

reported correlations between educational outcomes and urbanicity (Graham and Provost, 

2012), 3) the use of urbanicity as a demographic in education research more broadly 

(Campbell, 1989; Hu, 2003), and 4) common exclusion of rural or urban schools in research 

studies due to practical constraints around budget, recruitment, accessibility, and time. 

Also, due to limited data availability, I currently use a broad categorization for 

race/ethnicity (e.g., Asian), which has been criticized for oversimplifying these groups 

(e.g., combining several distinct communities such as Sri Lankan, Korean, and 

Vietnamese) primarily on political lines rather than cultural identities (Strmic-Pawl et al., 

2018). This is a limitation. 

Empirical studies on algorithmic bias. Here, I provide a brief summary of the empirical 

evidence from recent studies on bias in predictive models in education. As noted earlier, 

most of this research has focused on race, gender, and nationality. Due to limited research 

on other student subpopulations, I will summarize results only for these traditionally 
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measured categories and recommend readers to refer to the review by Baker and Hawn 

(2021) for a more comprehensive list. Kai and colleagues  (2017) studied models predicting 

student retention in an online college program and found that some algorithms were more 

equitable than others when gender and race (African American and White) differences 

were examined. Hu and Rangwala (2020) also examined race and gender differences in at-

risk prediction (for failing a course) and found that the models did worse for African 

American students and male students. Anderson and colleagues (2019) studied differences 

in college graduation prediction and observed higher false-positive rates for White students 

and higher false-negative rates for both Latino and male students. Lee and Kizilcec (2020) 

developed an equity-corrected course grade prediction algorithm and found that this 

version did better with underrepresented racial/ethnic groups and with male students as 

compared to the unmodified algorithm. Yu and colleagues (2020) found that including 

student demographics as a predictor variable in a success prediction model for 

undergraduates led to inaccurate predictions for female students and for some racial groups.  

Bridgeman and colleagues (2009, 2012) studied automated essay scoring algorithms and 

found that they were more accurate for male students and assigned higher scores for 

Chinese and Korean students. Finally, Ogan and colleagues (2015) studied cross-country 

validity (Costa Rica, Philippines, and United States) of student learning models and found 

that the models built using data from the same country were more accurate than the data 

from the other countries. Of these, only the study conducted by Ogan and colleagues 

investigated bias in a model used in adaptive learning systems.  
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Overall, there is evidence that it is likely problematic to assume population validity in 

algorithmic systems in education. More work is needed to understand student 

subpopulation differences further - both within the core categories (of race, gender, and 

nationality) and more broadly. First, there are no studies on non-binary gender identities or 

any other categories of LGBTQ identities (Baker & Hawn, 2021). Second, only one study 

examined data on indigenous students (Anderson et al., 2019) and reported that the model 

was highly unstable for indigenous students who were significantly underrepresented in 

the data. Third, the research so far has emerged primarily from research groups in the 

United States which indicates that there is a serious lack of voice from other contexts in 

this discussion. Fourth, some of the categorizations may be oversimplified or politically 

influenced (e.g., with race as discussed earlier). Finally, as noted earlier, more work is 

needed on categories other than race, gender, and nationality that are potentially important 

in understanding students’ experience and learning. 

The current discourse on the origins of bias. Unlike statistical bias originating from a 

systematic measurement error, “societal bias” - which is the focus of this dissertation - is 

often attributed to discriminatory social structures that get embedded in the data (Mitchell 

et al., 2021). The examination of the origin of societal bias has been focused primarily on 

the different stages of the machine learning pipeline - the process beginning at data 

collection and continuing to model development and application (e.g., Suresh and Guttag, 

2020). The key early work on identifying the origins of algorithmic bias is that of Friedman 

and Nissenbaum (1996), who mapped the biases to the context in which they arise, 

resulting in a corresponding sequential map of the origins - from historical bias to the ones 
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introduced during data collection and later by the use in the real world. Such a sequential 

framing has been instrumental in the present-day conceptualizations of the machine 

learning process related origin of bias - both in finer-grained (Suresh and Guttag, 2020) 

and broader framings (Barocas et al., 2019; Kizilcec and Lee, 2020; Mehrabi et al., 2019). 

Below I present one of the comprehensive frameworks on the sources of bias. 

Figure 1.1 presents the framework proposed by Suresh and Guttag (2020), connecting the 

sources of bias to different stages of the machine learning pipeline. The first three sources 

of bias are related to the data collection stage. First, historical bias originates from data that 

represents the world as-is, including the biases that exist historically. For example, 

historical biases in college admission decisions (Rosser, 1987; Clark et al., 2009) may be 

replicated by an algorithmic system used to inform future admission decisions. Second, 

underrepresentation of certain student subpopulations in the data causes representation 

bias, leading to lower predictive performance for that group. For example, recent research 

has reported less accurate college graduation predictions for minority groups in higher 

education, such as indigenous students (Anderson et al., 2019). Third, measurement bias 

occurs from variables lacking construct validity - either entirely or for specific 

subpopulations. For example, African American English has been reported to be annotated 

incorrectly as hate speech in discussion forum posts (Sap et al., 2019).  
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Figure 1.1 The framework on the sources of bias proposed by Suresh and Guttag (2020). 

 

The next three sources of bias are related to model development and its use in the real 

world. First, aggregation bias results from combining data from different student 

subpopulations who are to be ideally considered separately due to inherent differences in 

them. For example, lower affect detection performance has been reported when rural, 

urban, and suburban students are combined together as compared to the individual models 

trained separately (Ocumpaugh et al., 2014). The challenge, however, is that it is often 

difficult to identify specific student populations (Baker et al., 2019), let alone those 

populations that need to be considered separately and those that could be aggregated safely. 

Second, evaluation bias occurs due to the mismatch in the population used to assess the 
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model and the actual target population. It is usually difficult to identify evaluation bias as 

it is not a common practice to report the population on which the models were assessed 

(there is also a problematic lack of reporting population information of training data; see 

discussion in Paquette et al., 2020). Third, deployment bias results from using models in 

ways they were not originally designed for. For example, at-risk predictions may be used 

automatically to customize future course selection, while it was designed to be used just as 

a heuristic by the course instructor (potentially along with other information) to identify 

students who may need personal attention.   

1.3 Upstream Sources of Bias 

As presented so far, the empirical studies and the overall discussion on the sources of bias 

in adaptive educational systems have focused mainly on the development and evaluation 

of the algorithmic (mostly predictive) models in them (Baker & Hawn, 2021). The 

investigations in this dissertation are based on the central hypothesis that there are other 

important upstream factors that contribute to the biased decision-making in adaptive 

systems. The current emphasis on the research in the downstream locations of predictive 

modeling - while being an important step in the right direction - will limit the progress 

towards fairness and equity in adaptive educational systems if we don’t broaden our search. 

By considering three upstream components separately (e.g., theory, design, training data 

collection method), this dissertation aims to bring to attention those aspects of the design 

and development of adaptive systems that are often obscured in the evaluation of bias in 

downstream products (e.g., an algorithmic model in an adaptive system). Studying 

upstream bias is important not only because such bias could manifest itself in specific 
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downstream components (e.g., suboptimal choice of variables in a predictive model based 

on a biased theory), but also because it could lead to direct discriminatory behaviors in an 

adaptive system (e.g., biased affective intervention). Hence, in this dissertation, I 

investigate three upstream components for potential sources of bias - the theories shaping 

the adaptive systems, design choices of these systems, and data collection methods 

adopted. Next, I present some reasons for choosing these three upstream factors for the 

three studies.   

The Influence of Theory, Design, and Methods on Adaptive Decisions. There are several 

ways in which theory, design, and data collection methods are known to influence decision-

making in adaptive systems. Moreover, theories may also impact design and data 

collection. And design may also impact data collection. For instance, an upstream bias in 

theories can manifest itself in a biased design (e.g., culturally irrelevant rewards as extrinsic 

motivators) or a biased data collection method (e.g., choice of culturally irrelevant affective 

states to collect data for). It can also influence the decision-making of an adaptive system 

more directly (e.g., theory-driven rules of affective interventions that are culturally 

insensitive) or indirectly induce bias through algorithmic models used in them (e.g., 

influencing a biased choice of predictors for boredom detection). In the latter cases, 

upstream biases (e.g., theoretical bias) could be a root cause of the downstream biases 

introduced at different stages of algorithmic modeling. With examples from the design and 

development of virtual learning environments, I illustrate the different roles that these three 

facets play.  
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The development of adaptive and artificially intelligent systems in education has 

accelerated as the amounts of learning-related digital data generated by these systems 

increased rapidly (Siemens & Baker, 2012) - both in terms of the number of students and 

the fine-grained data collected per student. With the exception of some earlier cases of 

algorithmic interventions in education which were designed based on specific theories 

(e.g., Cognitive Tutors were built on John Anderson’s ACT-R theory of human cognition), 

the algorithmic design has mostly been data-driven, involving models that automatically 

learn patterns (that may or may not be interpretable) from large amounts of historical data. 

However, recognizing the important (often implicit) role theories play, there has been a 

recent call to pay more attention to theories when dealing with educational data (see special 

issue by Wise & Shaffer, 2015). I now present a few ways in which theories continue to 

shape several aspects of adaptive systems.  

First, theories drive the assumptions around the conceptualization of educational 

constructs. Consider the highly-cited theoretical model of affect dynamics proposed by 

D’Mello and Graessar (2012) that hypothesized the likely transitions between different 

affective states prominent during a student's deep learning of a subject matter. For example, 

this model states that students are more likely to transition from engaged concentration to 

confusion when faced with an impasse, while it is less likely that they transition from 

engaged concentration directly to boredom. This theoretical model has been cited to justify 

the selection of two multi-state transition patterns between four affective states - starting 

from engaged concentration to confusion to frustration to boredom and vice versa - when 
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conducting studies of affect sequences in digital learning environments (Andres et al., 

2019; Ocumpaugh et al., 2020).  

Second, theory influences the design of variables used in predictive modeling. Consider an 

algorithmic model of carelessness (e.g., Hershkovitz et al., 2013) that includes affective 

states as the predictor variables in it. The theoretical model from the example above will 

likely shape the choice of representing a student's affective experience in relation to 

carelessness with the same four states or sequences, even though the original study may 

not have focused on carelessness. As Wise and Shaffer (2015) explain, theory plays a key 

role in directing our attention to the variables that can be assumed to be more important. 

This is especially relevant in the current era of big data, when fine-grained digital logs 

provide many options to choose from. However, it is very likely that a widely accepted 

theory will be used in contexts for which it was not originally developed - both in terms of 

the construct being modeled and the student subpopulations it will be used for. As theory 

closely shapes the assumptions surrounding modeling, theoretical biases could become the 

root cause of the downstream biases introduced at different stages of modeling. 

Third, theory influences the interpretation of student behaviors in the data collected and 

also the design of educational interventions in the adaptive systems. For example, our basic 

understanding of how to assess students’ affective experiences is highly influenced by 

theories like Csikszentmihalyi’s “zone of flow” (Csikszentmihalyi, 1990). Several emotion 

theories assume that there is positive and negative affect, which then determines how we 

interpret the data collected on the student experience (e.g., boredom as bad and flow as 

good) (Csikszentmihalyi, 1990; Kort et al., 2001). Moreover, the design of affective 
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interventions in an adaptive system may also drive its decisions based on these 

assumptions. There are examples of automated interventions that try to get students into 

the positive affective states and avoid the negative affective states (e.g., Padron-Rivera et 

al., 2018). In contrast to this popular assumption, a recent review of the empirical studies 

on the relationship between students’ affect and their learning outcomes suggests that most  

affective states have mixed relationships with learning (Karumbaiah et al., 2021). 

Moreover, whether an affective state is conducive for learning or not is also context-

dependent. For example, studies conducted in authentic settings like classrooms had 

significantly more negative relationships between confusion and learning outcomes as 

compared to laboratory studies (Karumbaiah et al., 2021). 

Design influences the quality of student experience and learning directly and also shapes 

what data gets collected and how. Consider the design of hints in virtual learning 

environments. Arroyo et al. (2000) found that the effectiveness of different hint designs 

varied by gender. Specifically, girls benefited more from highly interactive hints, while 

boys did better with less interactive hints. This work matches findings in other learning 

contexts, which has shown both that there may be racial and gendered interactions 

influencing differences in help-seeking behaviors and that these different behaviors may 

explain subsequent achievement patterns (Ryan et al., 2009). In addition to impacting 

student experience more directly, design may also influence data collection. In the previous 

example, hint usage in a virtual learning environment is often used as a proxy for students’ 

help-seeking tendencies (e.g., Aleven et al., 2016). Hint design can influence students’ 

perception of help-seeking opportunities as affecting their sense of competence and 
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autonomy. Based on how hints are designed in a system (automatic versus on-demand, ease 

of access to bottom out hints, goal feedback versus content feedback), the measurements 

of students’ help-seeking behaviors may vary in meaning.  

Data collection methods closely shape the measurement of the educational constructs. 

Going back to affect data collection, let’s compare the three methods employed in past 

studies - field observations, self-reports, and automated detection. First, field observations 

by expert coders will likely generate coarser-grained affect data for each student (e.g., one 

observation every three minutes). In addition, cultural differences between the annotators 

and students have been reported to interfere with the quality of affect annotations (Okur et 

al., 2018). Second, student self-reports may suffer from reliability issues (Richardson, 

2004), especially if students perceive certain affective states as being positive and others 

as negative or if the teacher is involved in the data collection efforts. In some studies, 

students are asked to report their affect retrospectively. In this case, reliability issues may 

arise from students’ ability to recall discrete emotions they experienced during their 

learning when asked to reflect on them after the completion of the learning activity. Recent 

work suggests that there is considerable variation in students’ retrospective memory of 

their own affect, even shortly thereafter (Rebolledo-Mendez et al., 2021). Finally, using an 

automated detector of affect enables the collection of finer-grained data for a much larger 

sample. Obtaining a large sample is not feasible with the other methods, all of which 

require considerable human labor. However, general-purpose automated detectors may not 

generalize well to diverse student populations. If the detector involves facial expression 
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analysis, there are also concerns about the poor performance of facial recognition for 

female students and students with darker skin tones (Lohr, 2018). 

As theories, design, and methods continue to shape future research and innovation in 

adaptive systems in education, solely fixing downstream predictive models for biases will 

not be sufficient. Upstream components need to be checked to make sure that the bias 

embedded in them doesn’t form a basis for bias in downstream stages of algorithmic 

systems. Letting an algorithmic model perpetuate an upstream bias in its discriminatory 

decision-making may further harm the sensitive group, leading to outcomes that falsely 

confirm the bias. For example, intervening incorrectly on boredom for a certain student 

population based on a biased theory, design, or affect data collection may lead to an actual 

increase in boredom in that population due to ineffective interruptions. Identifying and 

mitigating upstream biases is an important step towards preventing such feedback loops 

that may amplify the harm. In this dissertation, I explore upstream biases that manifest 

directly as differing rates of theoretical conformance, the validity of design assumptions, 

and methodological effectiveness in the empirical evidence for different student 

subpopulations. However, as discussed above, it is possible that the biases in theories could 

also have an indirect effect, wherein the theoretical bias could be the root cause of the 

downstream biases observed in different stages of modeling (see Figure 1.1). This is likely 

to be the result of the unacknowledged influences that theories have on several aspects of 

data and modeling practices as described above (e.g., choice of variables, measurement, 

interpretation of results). Thus, the identification of theoretical bias will likely be an 
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arduous process involving researchers and designers questioning several of their 

assumptions driven by implicit theoretical lenses. 

Origins of Upstream Bias. Biases in upstream sources like theory, design, and data 

collection methods could originate from some of the similar mechanisms described earlier. 

Theories and design choices are often informed by experiments that could be affected by 

historical, representation, and measurement biases (terms borrowed from Suresh and 

Guttag, 2020). First, forming theories and design choices by observing the world as it exists 

(as opposed to as it should be) may lead to a theory that reflects the historical biases in the 

world. Consider educational interventions aimed at improving achievement gaps in 

students in the United States (e.g., writing exercises to promote self-affirmation in Borman 

et al., 2016). It can be argued that this framing of achievement gaps is biased and ignores 

the historical, economic, sociopolitical, and moral debt owed to Black, Latina/o, and Native 

American students whose identities were treated as barriers in the educational system 

(Ladson-Billings, 2006). The debt, Ladson-Billings argues, is not about what we might 

mitigate, but what is owed after years of undeserving them. Such historical biases, if 

embedded in theory, design, or methods, get perpetuated by downstream applications, such 

as the design of an adaptive system or a predictive model that then automates the biased 

decision-making at a potentially larger scale (e.g., biased college admissions negatively 

impacting groups already underrepresented in higher education).  

Next, representation bias can invalidate the assumptions in a theory, design choice, or data 

collection method, especially for student subpopulations not represented in the experiments 

informing these assumptions. This is not uncommon - in fact, it is likely for small-scale 
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experiments to not contain students from all the target subpopulations. Representation bias 

occurs due to several reasons. First, most educational research studies tend to be conducted 

in western countries with adaptive systems developed by designers in the west (Blanchard, 

2012). The study results and the designed adaptive systems then get used in non-western 

contexts (especially the global south) - oftentimes with little to no research on the 

generalizability of the design to the new population, despite evidence that the systems are 

used by students in very different ways in those countries (Ogan et al., 2012). Consider the 

running example of affect detection. An affect-aware tutoring system built for western 

students may not identify or respond optimally to affective experiences of students in a 

country like Sri Lanka. Culture is known to influence variation in beliefs and personal 

dispositions towards emotional expression and moderation (Tsai & Levenson, 1997; 

Uchida et al., 2009) and the frequency and emergence of certain affective states (Kitayama 

et al., 2000). It is not too long ago that the universality of the basic emotions (e.g., Ekman’s 

six basic emotions of anger, fear, disgust, sadness, joy, and surprise were assumed to be 

innate and cross-cultural; Ekman, 1971) was demonstrated to be invalid for its lack of 

consideration of sociocultural factors influencing affective experiences (Elfenbein, 2002).  

Second, even within the western context, due to practical constraints of research projects 

(e.g., budget, recruitment, accessibility, and time), some small-scale experiments tend to 

recruit their participants from a convenience sample - like undergraduate, middle-class 

students in the United States (see Kimble, 1987 for discussion) - who are likely to exhibit 

significant differences in their behavior than other subpopulations (Henrich et al., 2010). 

In the case of affect, for example, age is known to influence people’s emotional 
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expressivity (Dunn & Brown, 1994; Gross et al., 1997) and inhibition (Cole, 1986). The 

inferences about students’ affective experiences from an experiment with undergraduate 

students are likely not to hold with younger students in elementary, middle, or high school 

for whom several of the adaptive systems in education are developed. With education data, 

there are other added logistical constraints such as the cost of reaching remote rural schools 

or difficulty with bureaucratic overheads that make it harder to collect data in some schools 

than others (Baker et al., 2019).  

Third, even when there is access to larger, more diverse datasets - especially digital log 

data from virtual learning environments - it is often harder to collect student demographics 

data due to concerns over student privacy. This further limits investigation on demographic 

differences in the theoretical and design assumptions made in the adaptive systems. Finally, 

there is also a lack of representation among the designers of these adaptive systems within 

national boundaries. Institutionalized and unconscious bias and social and cultural distance 

between educational technology designers and those they seek to serve (especially low-

income and minority groups) are the two common sources of failure for the equitable 

deployment of new technologies (Reich & Ito, 2017). Technology developers’ lack of 

awareness of sociocultural contexts and the needs of different student subgroups can lead 

to unfortunate consequences. Reich and Ito (2017) emphasize that measuring differences 

in how various subgroups experience and benefit from adaptive systems in education will 

be a crucial component of our deepening understanding of these technologies and in 

addressing the inequalities that emerge. 
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Lastly, measurement bias can occur due to issues in data collection methods. Measuring 

complex and sometimes subjective educational constructs need caution to ensure that the 

measurements are reliable for different student subpopulations. Here are some ways in 

which measurement bias gets introduced. Going back to the example of student affect, 

coder bias due to cross-cultural affect coding (observers of one culture coding affect of 

students from another culture) may systematically introduce errors in affect measurements 

for students whose culture doesn’t match with the coders (Okur et al., 2018). This is also 

true for other forms of affect measurements, such as automated detection through 

physiological signals like facial expression. For example, automated facial recognition has 

been reported to perform poorly for individuals with darker skin tones and for females 

(Lohr, 2018). This technological limitation may introduce systematic biases in the 

measurement of affect for female students of color. Previously, I discussed the role of 

student demographics in affective experiences. A general-purpose affect detector (e.g., 

McDuff et al., 2016) trained using data from a certain context (e.g., adults in non-learning 

related situations) is likely to produce less accurate measurements of affect in adaptive 

educational systems if used as-is. More generally, there could be other reliability issues 

that may differ between student subpopulations. In the case of self-reports of affective 

states, students of some ages or cultures may hesitate more or less to report negative affect 

in fear of consequences. In this dissertation, I will be focusing on illustrating the existence 

of bias in theories, design choices, and data collection methods that shape adaptive systems 

in education. Locating the exact origin of these upstream biases is an arduous but important 

task that is out of scope for this dissertation work. 
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1.4 Purpose of the Studies  

In this section, I briefly present the three studies conducted as part of this dissertation 

research connecting each of them to the broader purpose. I briefly discuss how each study 

contributes to the gap identified in the previous sections. The discussion sections of the 

following three chapters present a more detailed implication to research and practice. 

Study #1. Non-conformance of data to a widely-accepted theoretical model of emotion. The 

first upstream component investigated in this dissertation is a theory, specifically a popular 

theoretical model of affect dynamics. Affect dynamics is a field of research that studies 

how students’ affect develops and manifests over time (Kuppens, 2015). The most 

commonly-cited model in this context, put forward by D’Mello and Graesser (2012), 

postulates that a specific set of affect transitions will be particularly prominent. It has been 

one of the most influential theoretical frameworks in affect dynamics research. However, 

few empirical studies have matched that model’s predictions (see review in Karumbaiah et 

al., 2018), an issue which this study investigates. Further investigation of the literature 

reveals that at least some of the differences in the literature may be culturally driven. The 

studies that do show some evidence for the model were all conducted in the United States 

with undergraduate populations, but other student populations seem to show more variance 

in their transition patterns.  

To better understand the validity of this method and its scope of applicability, I reanalyzed 

and synthesized previously collected data from diverse learning contexts. I first address 

some methodological concerns that had not been previously discussed in the literature, 
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presenting how various edge cases should be treated. Next, I present mathematical 

evidence that several past studies applied the transition metric incorrectly - leading to 

invalid conclusions of statistical significance - and provide a corrected method. Using this 

corrected analysis method, I reanalyze ten past affect datasets collected in diverse contexts 

and synthesize the results, determining that the findings do not match the most popular 

theoretical model of affect dynamics. More importantly, the results in this study suggest 

that affective patterns seem to differ based on the country in which the research was 

conducted (US versus Philippines). The results limit the scope of applicability of the 

theoretical model and highlight the need to focus on cultural factors in future affect 

dynamics research. 

Study #2. Differing implications of technology design on student outcomes. The next 

upstream component investigated in this dissertation is the technological design of an 

adaptive system. Adaptive system designers need to ensure population validity as they 

attempt to meet the individual needs of all students. There is often access to larger and 

more diverse samples of student data to test replication of design assumptions across broad 

demographic contexts in adaptive systems as compared to either the small-scale 

experiments or the larger convenience samples often seen in experimental psychology 

studies of learning (see discussion in Kimble, 1987). However, the source of typical 

educational data in these systems (i.e., interaction log data) and concerns related to student 

privacy often limit the opportunity to collect demographic variables from individual 

students – the sample is diverse, but the researcher does not know how that diversity is 

realized in individual learners. Yet considerable research shows that demographic factors 
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are often related to differences in educational outcomes (Childs, 2017). In order to ensure 

equitable student outcomes, the research community should make greater efforts to develop 

new methods for addressing this shortcoming.  

Recent work has sought to address this issue by investigating publicly-available, school-

level differences in demographics, which can be useful when individual-level variation 

may be difficult or impossible to acquire data for (Wang & Beck, 2013; Pardos & 

Heffernan, 2010, Yudelson et al., 2014). In this study, I use this approach to better 

understand the role of social factors in students’ self-regulated learning and motivation-

related behaviors (as observed in an adaptive system) - behaviors whose effectiveness 

appears to be highly variable between groups, making a general-purpose design ineffective. 

I demonstrate that school-level demographics can be significantly associated with the 

relationships between students’ help-seeking behavior, motivation, and outcomes (math 

performance and math self-concept). I do so in the context of Reasoning Mind 

(Khachatryan et al., 2014), an intelligent tutoring system for elementary mathematics. By 

studying the conditions under which these relationships vary across different demographic 

contexts, this study challenges implicit assumptions of generalizability of design choices 

and provides an evidence-based commentary on future research practices in the community 

surrounding how we consider diversity in our field’s investigations. 

Study #3. Varying effectiveness of methodological improvements in annotated data 

collection. The final upstream component investigated in this dissertation is a data 

collection methodology. Despite the abundance of data generated from students’ activities 

in adaptive systems in education, the use of predictive modeling in these systems is limited 



 

32 
 

by the availability of labeled (annotated) data, which can be difficult to collect for complex 

educational constructs. A subfield of machine learning called Active Learning (AL) has 

been explored to improve the data labeling efficiency (Yang et al., 2018). AL trains a model 

and uses it, in parallel, to choose the next data sample to get labeled from a human expert. 

Due to the complexity of educational constructs and data, AL has suffered from the cold-

start problem where the model does not have access to sufficient data yet to choose the best 

next sample to learn from. In this study, I explore the use of past data to warm start the AL 

training process.  

More importantly, I examine the implications of differing contexts (urbanicity) in which 

the past data was collected. To this end, I use authentic affect labels collected through 

human observations in middle school mathematics classrooms to simulate the development 

of AL-based detectors of engaged concentration. I experimented with two AL methods 

(uncertainty sampling, L-MMSE) and random sampling for data selection. The results 

suggest that using past data to warm start AL training could be effective for some methods 

based on the target population’s urbanicity. I show that mismatches in the urbanicity of the 

past data (and possibly other demographic dimensions) could be detrimental to effective 

model training in some cases. I provide recommendations on the data selection method and 

the quantity of past data to use when warm starting AL training in the urban and suburban 

schools. This study suggests that it may be problematic to assume uniform effectiveness of 

new data collection methods on different student populations, highlighting the need to 

conduct studies on demographic disparities in the benefits of methodological innovations.   

Overview of Chapters 
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There are five chapters in this dissertation. Chapter 1 presents the overarching research 

problem along with the relevant background and theoretical foundation on bias in adaptive 

systems in education. After discussing the significance of this research, I summarize the 

purpose of the three studies, connecting each of them to the gaps identified in the literature. 

Chapter 2 presents the first study that investigates the non-conformance of empirical 

evidence to the widely accepted theoretical model of affect dynamics. Chapter 3 presents 

the second study that examines the differing implications of help-seeking and motivation 

design on student outcomes. Chapter 4 presents the third study that explores the impact of 

data contexts in the varying success of methodological innovation in optimizing annotated 

data collection. Chapter 5 presents a general discussion outlining the contributions of this 

dissertation and potential future directions towards an equitable design and development 

of adaptive learning systems.  

Statement of Contribution 

Chapter 1: Single-authored 

Chapter 2: First-authored publication in which I led the conceptualization, methodology, 

data gathering, software, formal analysis, and writing (original draft and revisions) 

Chapter 3: First-authored publication in which I led the conceptualization, methodology,  

data gathering, formal analysis, and writing (original draft and revisions) 

Chapter 4: First-authored publication in which I led the conceptualization, methodology,  

formal analysis, and writing (original draft and revisions) 
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Chapter 5: Single-authored 
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CHAPTER 2 

NON-CONFORMANCE OF DATA TO A WIDELY-ACCEPTED THEORETICAL 

MODEL OF EMOTION 

Karumbaiah, S., Baker, R. S., Ocumpaugh, J., & Andres, A. (2021). A re-analysis and 

synthesis of data on affect dynamics in learning. IEEE Transactions on Affective 

Computing. 

Abstract. Affect dynamics, the study of how affect develops and manifests over time, has 

become a popular area of research in affective computing for learning. In this paper, we 

first provide a detailed analysis of prior affect dynamics studies, elaborating both their 

findings and the contextual and methodological differences between these studies. We then 

address methodological concerns that have not been previously addressed in the literature, 

discussing how various edge cases should be treated. Next, we present mathematical 

evidence that several past studies applied the transition metric (L) incorrectly - leading to 

invalid conclusions of statistical significance - and provide a corrected method. Using this 

corrected analysis method, we reanalyze ten past affect datasets collected in diverse 

contexts and synthesize the results, determining that the findings do not match the most 

popular theoretical model of affect dynamics. Instead, our results highlight the need to 

focus on cultural factors in future affect dynamics research. 

2.1 Introduction
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Student affect in intelligent tutors and other types of adaptive and artificially intelligent 

educational systems has been shown to correlate with a range of other important constructs, 

including self-efficacy [1], analytical reasoning [2], motivation [3], and learning [4, 5]. 

Several research studies in the past decade have focused on building good quality affect 

detectors using physical and physiological sensors [6, 7, 8, 9], and interaction log data [10, 

11, 12, 13]. Affect-sensitive interventions have been designed to improve student 

engagement [14], learning gains [5, 15, 16], and overall experience [17]. Developing 

effective real-time interventions depend on understanding how affect develops and 

manifests over time, an area of research termed affect dynamics (i.e. [18]), with a large 

body of research examining how students transition from one affective state to the next 

during learning activities (i.e., 2, 3, 5, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30].  

The most commonly-cited model of affect dynamics in this context, put forward by 

D’Mello and Graesser [5], postulates that a specific set of affect transitions will be 

particularly prominent, but few empirical studies have matched that model’s predictions, 

an issue which this paper investigates. Research has shown that affect plays three primary 

roles in learning and education: signaling, evaluation, and modulation. These roles refer to 

the ability of affective states to draw attention to learning challenges [31], appraise learning 

[32], and guide cognitive focus [22, 31, 33, 34]. These roles play a key function within the 

model [5] of affect dynamics during learning, which hypothesizes transitions between the 

educationally-important affective states of engaged concentration, confusion, frustration, 

and boredom (e.g., Fig. 1).  
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Figure 2.1 Theoretical model of affect dynamics by D’Mello and Graesser [5] 

 

The primary model cited from the paper predicts that students who experience an impasse 

during the flow state will transition to a state of disequilibrium, which manifests itself as 

the affective state of confusion. If the student resolves this impasse, they are predicted to 

transition back to flow. If, however, the impasse is not resolved, students are hypothesized 

to become “stuck” (experienced as frustration). If the frustration persists, the model 

suggests the learner will disengage, transitioning to boredom. Two other links in this highly 

cited model (frustration → confusion and boredom→frustration) are also hypothesized as 

likely, but the justification for these transitions is not discussed as thoroughly. This same 

paper also presented two empirical lab studies to demonstrate support for the hypothesized 

transitions. While the results aligned with the majority of the transitions in the model, 

neither of the studies supported the transition of frustration→confusion and one of them 

failed to support frustration→boredom. 

D’Mello and Graesser’s model has been widely referenced (with around 400 citations as 

of this writing) by various research studies on affect dynamics, including many which have 
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used the L likelihood statistic advanced in [5, 23]. Described in detail in section 2.3, the L 

statistic compares a specific transition’s frequency to the frequency that might be expected 

based on its originating and destination affective states and can be used in statistical 

significance testing to infer whether a transition is more likely than chance. However, 

empirical results across a range of learning environments have not aligned with the 

theoretical model’s proposed affective transitions (see Section 2.2).  

A number of factors may be contributing to the divergence between the theoretical model 

and these empirical results. These studies have varied in terms of population (from 

elementary school students to graduate students and from the US to the Philippines), the 

learning context (type of learning activity as well as laboratory versus classroom study), 

and both study methodology and analysis method. However, another key difference 

between D’Mello and Graesser [5] and other research is how the data are represented when 

a student remains in the same affective state across several observation points. In [5], only 

transitions between differing states were considered, whereas in many other studies 

(including earlier work by the same authors), a student remaining in the same affective 

state was considered to exhibit a self-transition that was included in calculations. More 

broadly, past affect dynamics studies have differed in exactly how they calculate affect 

transitions, particularly in how they treated the edge cases (see Section 2.3.2).  

In this paper, we first provide a detailed analysis of the prior affect dynamics studies 

elaborating on the contextual and methodological differences in them. We then describe 

the steps involved in affect dynamics analysis using L with clarifications on the edge cases 

that have mostly been omitted from write-ups on how the prior affect dynamics studies 
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were conducted. Next, we present mathematical evidence that several past studies used the 

L statistic in ways that led to invalid conclusions of statistical significance and provided a 

correction to the interpretation of L statistic. Using a corrected analysis method, we re-

analyze ten past affect datasets collected in diverse contexts and synthesize the results to 

find if there is empirical evidence for the D’Mello and Graesser’s widely accepted model.  

2.2 Prior Work on Affect Dynamics  

To date, fifteen studies have used the L metric [23] to study the affect dynamics. The 

current study will focus primarily on the affective states included in the D’Mello and 

Graesser model (i.e., boredom, engaged concentration, frustration, and confusion), but as 

Table 2.1 summarizes, a range of other emotions have been included in these previously 

published papers (i.e., anger, anxious, curiosity, delight, disgust, eureka, excitement, fear, 

happiness, neutral, sadness, and surprise).  

We use the term engaged concentration to refer to the affective state associated with flow 

[35], in line with the recommendations in [36], who noted that flow is a complex construct 

that goes beyond simply affective experience, also necessitating elements such as a perfect 

balance between challenge and ability. The reader should note that this state is alternately 

referred to in the affective dynamics literature as flow, engagement, engaged 

concentration, and concentrating due to different theoretical positions taken by the authors; 

however, the definitions used for this affective state are generally highly similar across 

papers.   
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Table 2.1 Affect States Studied in Previous Research on Affect Dynamics 

 

Categories studied in D’Mello & Graesser’s Model are Highlighted in Gray. (BORed, ENGaged 
Concentration, DELight, FRUstration, SURprise, NEUtral, CONfused, ANXious, ANGer, DISgust, 

SADness, EUReka, CURious, FEAr, EXCited) 
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These studies have yielded a range of results. From the 15 studies considered, transitions 

that are both significantly more likely to occur than chance and align with the model of 

affect dynamics have been found predominantly in studies by D’Mello and his 

colleagues. Engaged concentration→confusion was reported in eight studies, including 

five by D’Mello et al. [4, 5, 21, 23, 37] as well as in studies by McQuiggan and 

colleagues [1, 26] and Ocumpaugh and colleagues [28]. However, fewer studies found 

support for other predicted transitions. Confusion→engaged concentration was reported 

in three D’Mello et al. studies [4, 5, 37] and in one study by Ocumpaugh et al. [28] and 

Botelho et al. [38].  Transitions of confusion→frustration (in [4, 5, 21, 37]) and 

frustration→confusion (in [4, 2, 21]) were reported exclusively in studies by D’Mello and 

his colleagues. Frustration→boredom was reported in D’Mello et al. studies [4, 5] and 

was marginally significant in one Rodrigo et al. study [3]. Boredom→frustration was 

reported in two studies by D’Mello et al. [5, 23] and in one study by Rodrigo and 

colleagues [30] and Botelho et al. [38]. 

2.2.1 Demographic Differences in Previous Work Examined 

Across all of the hypothesized affective transitions, only one transition is seen in more than 

half of the studies, arguing that thus far, the theoretical predictions of this model are not 

being upheld. However, the 15 studies summarized in Table 2.2 differ noticeably in terms 

of the demographic characteristics of their samples, including age and the region where the 

research was conducted. It is possible that these differences may explain the inconsistencies 

in whether research supports the model.  
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Table 2.2 Summary of the Observed Methodological Differences Across 15 Studies on Affect Dynamics  

 

* PH: Philippines, QFO: Qualitative field observation, RJP: Retrospective judgment protocol, SRI: self-
report based on interactions, Inc: self transitions included, Exc: self transitions excluded. 

 

All the studies by D’Mello and colleagues were conducted in the United States with 

undergraduate populations. By contrast, the studies by other researchers come from a wider 

range of demographics with students in middle school (private), high school (public and 

private), undergraduate programs, and graduate schools, from locations in the United States 

and in the Philippines. Differences in culture are known to influence variation in beliefs 

and personal dispositions towards emotional expression and moderation [39] and the 

frequency and emergence of certain affective states [40]. Likewise, age is known to 
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influence emotional expressivity [41, 42] and inhibition [43]. It is possible that some of the 

differences in results may be due to these factors; if so, this would suggest that D’Mello 

and Graesser’s model may not be generalized across contexts. 

2.2.2 Learning Settings  

The studies were conducted across multiple instructional settings, including regular 

classroom environments and laboratory settings. Educational software used to investigate 

affective dynamics has covered a broad range of educational content, including 

mathematics [29, 30], biology [3, 26, 27], emergency medical practices [28], physics [19, 

23, 44], computer literacy, and programming [4, 21, 24, 25, 37], and analytical problem 

solving [2]. The learning systems that have been used across these studies have also 

differed in terms of design. The Scatterplot Tutor, SQL-Tutor, AutoTutor and the other 

researcher-built learning environments used in studies conducted by D’Mello follow more 

linear designs wherein learners must complete problems before they are able to proceed. 

On the other hand, environments such as Physics Playground, Crystal Island, The 

Incredible Machine, vMedic, and Ecolab, are more open-ended systems that offer learners 

the opportunity to explore the range of possible solutions.  

2.2.3 Data Collection Procedure, including Observation Grain-Size and Session 

Duration 

Six of the 15 studies use the Baker Rodrigo Ocumpaugh Monitoring Protocol (BROMP, 

[45]), a momentary time sampling method that uses a holistic coding practice to code for 

both affect and behavior. In this protocol, students are observed for up to 20 seconds in a 

round-robin manner throughout the given observation period to ensure uniform frequencies 
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of student observation. The protocol is enforced by an Android application known as the 

Human Affect Recording Tool (HART, [45]).  

By contrast, D’Mello and his colleagues have used self-reporting methods, collecting affect 

data through retrospective judgment protocols which synchronize webcam video of 

students’ faces to screen capture of the learning environment [2, 4, 5, 21, 23, 37]. 

McQuiggan and his colleagues also collected self-reported data, but used in-game dialogs 

to collect spontaneous reports rather than using a retrospective technique [26, 27]. 

Observation sessions in this research varied in length, ranging from 10 minutes [20] to 2 

hours [19], potentially influencing the affect that emerges during observation. Prolonged 

exposure to similar tasks may produce fatigue or boredom [46], decreasing learner 

performance [47]. Correspondingly, it may also increase students’ susceptibility to what 

[23] describes as vicious cycles of boredom, where learners are unable to transition to other 

affective states.  

2.2.4 Differences in the Treatment of Self-Transitions Between Studies 

All of the studies considered in this section analyze time-series data (e.g., the order of the 

occurrences of each affective state), but they have been inconsistent in their treatment of 

“self-transitions,” which occur when a student remains in the same affective state over two 

(or more) consecutive observations. In more recent studies, D’Mello and colleagues have 

removed self-transitions during the data preparation stage [2, 4, 5, 21, 37], as have Botelho 

and colleagues [38]. For example, a sequence of confusion, frustration, frustration, 

boredom has one self-transition (from frustration to frustration), and would be modified 

into confusion, frustration, boredom.  
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However, this practice is not followed in all work. Nearly a dozen other studies conducted 

in this field do not report discarding self-transitions in their data processing [3, 24, 25, 26, 

27, 28, 29, 44], including work by D’Mello and his colleagues (e.g. [23]). The choice of 

including or excluding self-transitions is likely based on the goal of the research study; 

including self- transitions may suppress non-self transitions. If some affective states are 

particularly persistent [36], including self-transitions in analysis helps better understand 

each state’s persistence, but dilutes evidence for transitions between different affective 

states. In contrast, excluding self-transitions could be a better choice if the goal is to reveal 

a larger number of affective patterns that might otherwise be suppressed by the presence 

of persistent affective states. However, as we discuss in sections 2.3.3 and 2.3.4, this 

seemingly small step may have disproportionate effects on study outcomes, particularly in 

terms of this decision’s impact on the interpretation of commonly used statistics. 

2.2.5 Summary of Past Results  

Tables 2.3 and 2.4 present the findings of the affect dynamics studies conducted in the past. 

Note that blank cells in Table 2.3 represent transitions that were either not studied or not 

reported in each paper. These transitions are also not counted in the calculations in Table 

2.4. Also, Table 2.3 does not include [29] as this study only reported self-transitions. The 

studies that did not report discarding self-transitions predominantly reported null effects 

for the non-self transitions. (See Table 2.3, column 6.)  
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Table 2.3 Significance of the Transitions Reported in Previous Research  
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+ indicates a significant positive transition, - indicates a significant negative transition and Ø indicates an 
insignificant transition. Transitions not studied or not reported are left blank. A transition from affect1 to 

affect2 is denoted as “affect1_affect2.” For instance, CON_BOR is a transition from confusion to boredom. 
Only the states from D’Mello model are included - ENGaged concentration, CONfused, FRUstration, 

BORed. D’Mello studies and transitions studied in D’Mello & Graesser’s model are highlighted in grey.  

 
Table 2.4 Proportion of Studies That Reported Positive, Negative, and Null Values for the Non-Self 

Transitions 

 

INC - Studies that includes self-transitions total = 12); EXC - Studies that exclude self-transitions (total = 
7). The transitions that were either not studied or not reported are not counted for that study. Transitions 

studied in D’Mello & Graesser’s model are highlighted in grey. 
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The proportion of studies that report significant, positive likelihood for non-self transitions, 

and in particular for the transitions hypothesized by the D’Mello and Graesser model, is 

higher in the set where the self-transitions were discarded. This could imply that discarding 

self-transitions can result in higher conformance with the D’Mello and Graesser model. 

But, currently, all the studies (except one) in the set where self-transitions are discarded 

correspond to studies conducted by D’Mello and colleagues in lab settings involving 

undergraduate population from the United States and use retrospective affect judgments to 

collect affect data in observation sessions that are around 30 minutes long.  

Previous work [48] removed self-transitions and reanalyzed data collected in a classroom 

setting in the Philippines, where 180 eighth and tenth graders used a learning game called 

Physics Playground [49] for 2 hours. In this study, affect data was collected through field 

observations using the BROMP protocol [45]. This paper found that excluding self-

transitions increased the proportion of transitions that occur above chance, yet it did not 

lead to having a larger number of transitions that were more likely than chance and 

conformed to D’Mello and Graesser’s theoretical model.  

2.3 The Transition Metric L 

In this section, we present the metric most commonly used in affect dynamics research, the 

L statistic [5], and provide our recommendations for how to handle the several special cases 

that occur in using this metric. Next, we discuss issues surrounding the underlying 

assumptions of this metric, provide mathematical evidence that the metric has been used 

in an invalid fashion in many past papers, and propose a correction for future use. 

2.3.1 The L Statistic for Affect Dynamics  
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Given an affect sequence, the L statistic [23] calculates the likelihood that an affective state 

(prev) will transition to a subsequent (next) state, given the base rate of the next state 

occurring.  

𝐿(𝑝𝑟𝑒𝑣 → 𝑛𝑒𝑥𝑡) =
𝑃(𝑛𝑒𝑥𝑡|𝑝𝑟𝑒𝑣) − 	𝑃(𝑛𝑒𝑥𝑡)

1 − 𝑃(𝑛𝑒𝑥𝑡)
 

(1) 

The expected probability for an affective state, P(next), is the percentage of times that the 

state occurred as a next state. Thus, the first affective state in a student’s sequence will be 

excluded from this calculation since this state cannot take the role of a next state. For 

instance, for a state sequence AABB, the probability of the state A as the next state, 

P(A_next) is 0.33 (from ABB) instead of 0.5. Similarly, the calculation of the prev state 

excludes the last state in the sequence. The conditional probability, P(next|prev) is given 

by: 

𝑃(𝑛𝑒𝑥𝑡	|	𝑝𝑟𝑒𝑣) =
𝐶𝑜𝑢𝑛𝑡(𝑝𝑟𝑒𝑣 → 𝑛𝑒𝑥𝑡)

𝐶𝑜𝑢𝑛𝑡(𝑝𝑟𝑒𝑣)
 

(2) 

where Count(prev → next) is the number of times the prev state transitioned to the next 

state, and Count(prev) is the number of times the state in prev occurred as the previous 

state. In the example sequence of AABB, Count(B_prev) is 1 (from AAB) instead of 2 as 

the last state in the sequence cannot be a prev state for any transition. 

 The value of L varies from -∞ to 1. D’Mello and Graesser [5] state that “the sign and the 

magnitude of L is intuitively understandable as the direction and size of the association.” 

As has been expanded in subsequent papers [2, 4, 5, 19, 21, 24, 25, 26, 27, 29, 30, 37, 48, 



   

 

50 
 

50, 51], L = 0 is treated as chance, while L > 0 and L < 0 are treated as transitions that are 

more likely or less likely (respectively) than chance.  

To perform affect dynamics analysis across all students in an experiment, first the L value 

for each affect combination is calculated individually per student. Next, as [5, pg. 7] 

recommends, the researcher runs “one-sample [two-tailed] t-tests to test whether 

likelihoods were significantly greater than or equivalent to zero (no relationship between 

immediate and next state),” on the sample of individual student L values for each transition.  

Lastly, a Benjamini-Hochberg post-hoc correction procedure is used by some of the 

research groups conducting this type of analysis [3, 19, 29, 30, 38, 48, 51] to control for 

false-positive results since the set of hypotheses involves multiple comparisons – however, 

some early research papers by these groups omitted this step, and other research groups 

have not used any type of post-hoc correction at all. 

2.3.2 Special Cases when Implementing L   

There are several special cases in the calculation of L where there is no consensus in the 

literature on how to perform the calculation. [48] has recommended the following 

treatment:  

1. When any affective state (An) being considered in a given study is not present for a given 

student’s observation period: 

a. If transitions to An do not occur for that student, then P(next) = 0 and P(next | prev) = 

0, and thus, L = 0. 
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b. If transitions from An also do not occur, then we do not know what affective state 

would have followed An, and thus, L = undefined. 

2. Following from case 1, if a student remains in a single affective state (As) throughout an 

observation period, the calculations differ based on whether or not the self-transitions 

are included.  

a. If self-transitions are included in the analyses, then: 

(1) Transitions from As to any other affective state (e.g., An) do not occur, and 

therefore, as in 1a, L = 0 for any transition out of As. 

(2) Transitions to As from any other affective state (e.g., An) do not occur, and 

therefore, as in 1b, L = undefined. 

b. If self-transitions are discarded in the analyses, an affect sequence consisting of 

repeated observations of the same affective category is reduced to a single observation 

of that affective state. In this case, no transitions occur, and therefore L = undefined 

for all possible sequences being studied. 

It is not always clear how these special cases are treated in the past published research. In 

this study, we follow [48]’s definition of L as outlined above. 

2.3.3 The Case of Self-Transitions 

One other special case that is not fully discussed in most of the literature is the case of self-

transitions. In the majority of articles written by D’Mello’s group and other groups’ articles 

as well [i.e., 38], self-transitions (where the student remains in the same affective state for 

more than one step in a sequence) are removed. This straightforward procedure seems quite 

logical, but there is evidence that something may be wrong with the resulting calculations. 
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Notably, in [38], after removing self-transitions, all transitions into the affective state of 

engaged concentration were more likely than chance. As such, it may be worth examining 

the mathematical assumptions of this procedure. Specifically, while calculating the 

transition likelihood from the affective state of 𝑀! (prev) to 𝑀!"# (next), D’Mello explains 

that, “...if 𝑀!"# and 𝑀! are independent [emphasis added], then 𝑃𝑟(𝑀!"#|𝑀!) = 𝑃𝑟(𝑀!"#)” 

[15]. However, removing self-transitions violates the assumption of independence between 

𝑀!"# and 𝑀!, as 𝑀!"#can now only take values other than 𝑀!. For instance, if there are 

three states (A, B, C) and if 𝑀! = A, then 𝑀!"# can only take the value of either B or C if 

self-transitions are not allowed. Hence, when self-transitions are excluded, 

𝑃𝑟(𝑀!"#|𝑀!) ≠ 𝑃𝑟(𝑀!"#) when 𝑀! and 𝑀!"# are independent. 

Another sign of potential problems is found in [5], when that paper draws an analogy 

between L statistics and Cohen’s kappa, saying, “The reader may note significant similarity 

to Cohen’s kappa for agreement between raters and indeed the likelihood metric can be 

justified in a similar fashion.” Although this analogy seems compelling based on the 

similarity of the equations between the two metrics, it is worth noting that there is a 

difference between the range of values the two statistics can take. While the value of L 

varies from -∞ to 1 [44], the value of Cohen’s kappa varies from -1 to 1.  

These findings raise the question: if a transition occurs at chance, and self-transitions are 

excluded, is the value of L still 0? We address this concern in section 2.3.4.  

2.3.4 Correcting Chance L Value 
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For a state space with n affective states (n	>	2), there would be 𝑛$ unique transitions if we 

include self-transitions, but only 𝑛$ − 𝑛 unique transitions if we exclude self-transitions 

[50]. Thus, at chance, the expected probability is  

𝑃(𝑛𝑒𝑥𝑡) =
𝑛
𝑛$

=	
1
𝑛

 if self-transitions are included   

𝑃(𝑛𝑒𝑥𝑡) =
𝑛 − 1
𝑛$ − 𝑛

= 	
1
𝑛

 if self-transitions are excluded   

However, at chance, the conditional probability is 

𝑃(𝑛𝑒𝑥𝑡	|	𝑝𝑟𝑒𝑣) =
1
𝑛

 if self-transitions are included   

𝑃(𝑛𝑒𝑥𝑡	|	𝑝𝑟𝑒𝑣) =
1

𝑛 − 1
 if self-transitions are excluded   

Plugging these into the original equation of L (equation 1), the value of L at chance is 

𝐿 = 0 if self-transitions are included   

𝐿 = 	
1

(𝑛 − 1)$
	 if self-transitions are excluded   

This finding shows that the L statistic must be interpreted differently depending on how 

many affective categories are being observed. Table 2.5 shows the values at chance, 

depending on how many affective states are being observed. 

Table 2.5 The Value of L That Represents Chance, For Varying State Space 

 

As noted above, affect dynamics is most frequently studied in terms of four or five affective 

states. In such a setup (n = 5), the L value at chance is L=0.0625. For the smallest 
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reasonable state space (n = 3), the L value at chance reaches 0.25. As the number of 

affective states observed increases, the impact of the difference between including and 

excluding self-transitions decreases (Table 2.5). This is particularly a problem if a 

statistical significance test is conducted that compares to a chance value of 0. Take, for 

instance, a case where three affective states are studied, and L is reliably 0.15 for a specific 

transition. In this case, a comparison to 0 may find that a transition occurs more often than 

chance when it actually occurs less often than chance. 

2.4 Re-analysis of Prior Data 

2.4.1 Datasets used in this analysis 

In order to collect affect datasets from diverse contexts, we reached out to authors of papers 

that have previously reported work on affect in learning and obtained 10 datasets. Figure 

2.1 shows pictures of the eight online learning systems involved in several of these studies, 

and Table 2.6 provides an overview of these datasets, which are described in greater detail 

in the following subsections. Two of the datasets were collected in classroom studies with 

no learning system. In addition to providing information about the learning setting involved 

in each study, these sections (2.4.1.1-2.4.1.10) also outline the demographics of the 

participants in the study. 

Nine of these datasets were produced using the BROMP protocol [44] to collect affect in 

classroom settings.  BROMP is a momentary time sampling method where students are 

briefly observed by certified coders one after another, in repeated round-robin cycles. 

BROMP has been used by over 160 researchers and practitioners in seven countries for 

field observations.  
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There are slight variations in how BROMP may be implemented in the different countries 

that are represented in this study. BROMP observations in the Philippines have historically 

used two coders making simultaneous observations on the same student. In contrast, 

BROMP coders in the United States record observations independently (after inter-rater 

checks are complete). In the former case, the observations from the different coders are 

merged to form a single affect sequence sorted by the time of observation.  

 

(a)                                                (b)                                           (c) 

 

            (d)           (e)                  (f)   

 

         (g)          (h) 
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Figure 2.2 Snapshots of the different learning systems studied in this work. In parenthesis is the dataset 
number. From top left - a) ASSISTments (#1); b) vMedic (#4); c) Crystal Island (#5); d) Aplusix (DS#6); 

e) Scatterplot (#7); f) SQL-Tutor (#8); g) Physics Playground (#9); h) Ecolab (#10). 

 
Table 2.6 Description of the 12 Datasets Reanalyzed In This Paper 

 

 

2.4.1.1 Dataset #1- ASSISTments 

Affect data from 856 students was collected in six schools across urban, suburban, and 

rural settings [3]. A total of 7,663 field observations were collected. ASSISTments (Figure 
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2.2 a) is a free web-based platform which is used by students in the classroom and at home 

to practice the learning content assigned by their teacher. It is designed to provide 

immediate feedback and on-demand hints and sequences of scaffolding to support students 

when they make errors.    

2.4.1.2 Dataset #2- Elementary Classes   

Godwin and colleagues [53] conducted observations across twenty-two classrooms that 

were selected from 5 charter schools located in or near a medium-sized Northeastern city 

in the United States of America. Students observed were between kindergarten and fourth 

grade. The average class size was 21 students (10 males, 11 females). The number of 

children observed per session ranged from 15 to 22 children. The observation sessions were 

staggered across three time periods, and a total of 128 observation sessions were conducted 

in their study. Each observation session lasted approximately one hour. The average 

number of observations per session was 346.13, and the average number of observations 

per student within a session was 19.27.  

2.4.1.3 Dataset #3- Graduate Level Classes  

DiStefano and colleagues [54] observed students in an introductory methods course in an 

urban graduate school of education in the Northeast, United States. There are 

approximately 25 full-time and 408 part-time Graduate School of Education students (81% 

female and 19% male; 53% White, 19% Black, 11% Asian, 16% unknown, & 1% 

Hawaiian). Students participating in the course were observed and coded across four 

different classroom conditions of class lecture, class discussion, small group work, and 

transition periods for one semester.  
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2.4.1.4 Dataset #4 - vMedic 

Ocumpaugh and her colleagues [28] collected affect data from 108 West Point cadets (ages 

of 18-22) using vMedic (a.k.a. TC3Sim). vMedic (Figure 2.2b) is a virtual world developed 

for the US Army to provide training in combat medicine and battlefield doctrine around 

medical first response. Two BROMP-certified coders observed the trainees while they used 

vMedic for up to 25 minutes. The coders observed different trainees at a given time, coding 

for surprise and anxiety as well as more commonly-studied affective states. Each trainee 

was observed once every 122 seconds (std dev = 100.14), leading to a total of 756 

observations.  

2.4.1.5 Dataset #5 - Crystal Island 

Affect data in crystal island environment (Figure 2.2 c) was collected by McQuiggan and 

colleagues [1, 26], where they observed 35 graduate students ranging in age from 21 to 60 

(M = 24.4, SD = 6.41). This included 9 females and 26 males, and 60% were Asian (n = 

21) and approximately 37% were Caucasian (n = 13). Participants interacted with crystal 

island for 35 minutes and self-reported their affective state via an in-game dialog from a 

selection of ten affective states (anger, anxiety, boredom, confusion, delight, excitement, 

fear, engaged concentration, frustration, and sadness). A total of 592 self-report of affective 

states was collected. Crystal Island is a game-based learning environment designed for 

middle-school students in the domains of microbiology and genetics to develop deeper 

understandings about scientific knowledge.  

2.4.1.6 Dataset #6 - Aplusix 
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Rodrigo and colleagues [29] collected data from 140 high school students (ages 12-15; 83 

females, 57 males) using Aplusix in 2008 within four schools within Metro Manila and one 

school in the Province of Cavite (Philippines). Students used Aplusix II [55], an algebra 

learning assistant that teaches students how to balance equations (Figure 2.2 d). In each 

session, ten students were observed for 45 minutes. Each student has 13 observations 

spaced three minutes apart for a total of 3640 observations across all students.  

2.4.1.7 Dataset #7a and 7b – Scatterplot Tutor 

Scatterplot Tutor data from 125 students (ages 12-14) was collected in 2008 from an urban 

high school in Quezon City in the Philippines during a project with both a control (7A) and 

an experimental (7B) condition [29, 30]. Scatterplot Tutor (Figure 2.2 e) is a Cognitive 

Tutor that teaches the generation and interpretation of scatter plots. Both datasets 7A and 

7B were collected from a group of ten students over 80-minute learning sessions yielding 

24 observations per student. The control group consisted of 61 students, yielding a total of 

1,464 observations, while the experimental group consisted of 64 students, resulting in a 

total of 1,536 observations. In dataset 7B, the experimental condition, an interactive 

pedagogical agent named Scooter designed to reduce gaming the system behavior, was 

shown on-screen while the students interacted with the learning system. For the purpose of 

this study, data from the control group and the experimental group are treated as two 

separate datasets (7A and 7B) in order to account for any influences Scooter may have had 

on the emergence of affective states. 

2.4.1.8 Dataset #8 – SQL-Tutor 
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Guia and colleagues [24] collected data on affect from 29 third-year undergraduate students 

from Ateneo de Manila University in the Philippines while using SQL-Tutor. SQL-Tutor 

[27] (Figure 2.2 f) is an intelligent tutor that is designed to teach Structured Query 

Language (SQL). The participants of this study were in a course that required knowledge 

in database programming, but none had previously used SQL-Tutor. The participants were 

randomly divided into three sections and were asked to use SQL-Tutor for 60 minutes. 

Each student was observed once per 200 seconds leading to a total of 1044 observations.   

2.4.1.9 Dataset #9 - Physics Playground 

The Physics playground data was collected in 2015 from 180 students: 120 8th-graders and 

60 10th-graders from Baguio, Cebu, and Davao, in the Philippines [49]. Students spent 2 

hours using Physics Playground (Figure 2.2 g), a learning environment that teaches 

qualitative physics to secondary students [56]. In this 2-dimensional game, students sketch 

different objects like pendulums, ramps, levers, and springboards to guide a ball to touch a 

balloon. Laws of physics apply to all the objects on the screen. Each student was observed 

approximately once per minute. On average, there were 135 observations per student, 

giving a total of 24,330 observations. 

2.4.1.10 Dataset #10a and 10b - Ecolab 

Rodrigo and colleagues [3] collected affect data from 180 students from two private, co-

educational grade schools in the Philippines (ages 9-13) while they used the Ecolab 

learning system (Figure 2.2 h) to learn about food webs and chains. There were ten students 

per observation session, five in control (Ecolab) and five in experimental (M-Ecolab) 

condition. In M-Ecolab, the system was enhanced with an affective learning companion 
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who modified its demeanor based on automated assessments of the learner’s degree of 

motivation. Students used the system for 40 minutes, and each student was observed for 

affect 12 times using BROMP.  

In the current study, this dataset is split between the control (10A) and experiment 

conditions (10B) and used separately for the analysis. Each of the sub-datasets consists of 

90 students and contains a total of 4560 observations across all students. 

2.4.2 Affect Distribution Across Datasets 

Table 2.7 Mean and Standard Deviation of the Proportions of the Affective States Across the Students In 
The 12 Datasets Reanalyzed in this Paper 

 

Standard deviations presented in paretheses.  
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The descriptive statistics on the distribution of the affective states across these states are 

given in Table 2.7. In order to be consistent, affective states other than the four theorized 

in the D’Mello and Graesser model have been converted to a not-applicable (N/A) label. 

Overall, across datasets, there was a relatively high incidence of engaged concentration 

followed by confusion and boredom, and there was a relatively low incidence of 

frustration. 

2.5 Methods 

This study reanalyzes the 12 datasets outlined in the previous section. Specifically, we 

standardize the treatment of transition types and edge cases that have been identified as 

sources of potential discrepancies in the results between studies. This allows us to compare 

the results for individual datasets to determine which show the most conformity to the 

D’Mello & Graesser model. Then we apply Stouffer’s Z, a method that allows us to 

summarize results across multiple datasets. 

2.5.1 Standardizing the Analysis of Transition Types and Edge Cases 

As discussed in section 2.3, in studies that included self-transitions, the results for non-self 

transitions were less likely to be positive in direction and less likely to be statistically 

significant. While understanding the persistence of affective states might be important in 

practice (algorithms designed to trigger interventions, for instance), focusing on out-of-

state transitions could be more important for a theoretical model of affect dynamics. As 

such, we have decided to exclude self-transitions in this work, and we have reanalyzed 

these datasets accordingly.  
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In addition, we have standardized our treatment of edge cases. Specifically, we have 

ensured that in cases where a student remains in the same affective state throughout the 

observation session, we discard the student from the analysis. The number of students who 

remained in a single affective state and were omitted from the analysis is given in Table 

2.6. 

2.5.2 Stouffer’s Z to Summarize Significance Levels from Multiple Affect Datasets 

In order to determine whether transitions are significantly more likely than chance across 

datasets, we combine p-values from the independent significance tests conducted on the 

multiple affect datasets, using Stouffer’s Z [57], also known as the sum of Z’s method, a 

classic method for summarizing significance values in the social sciences [58] where the 

datasets do not contain any of the same subjects (which we believe to be true of these 

datasets). For the k independent tests (k = number of affect datasets), Stouffer’s Z is given 

by 

∑ 𝑧(𝑝%)/√𝑘
&
%'# 	   (1) 

where, 𝑝% is the p-value from the ith affect dataset. This statistic can then be used in a Z 

statistical test. This is repeated for all the 12 non-self-transitions being studied in this paper. 

Since the L values can take both positive and negative values, we are using the two-tailed 

version of Stouffer’s Z. For negative L values, the corresponding Z scores are converted to 

a negative value. This method looks across all tests to see what the aggregate evidence is 

in favor of there being a significant relationship. By the nature of this method (similarly to 

the more complex methods sometimes used in modern meta-analysis), one finding with 

very strong evidence can outweigh multiple null effects. Though Stouffer’s Z is sometimes 
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used in meta-analysis, readers are cautioned against interpreting our study as a true meta-

analysis – our study involves re-analysis of several datasets that we were able to obtain 

rather than a traditional meta-analysis, which functions solely from the information 

available in published papers and attempts to exhaustively survey all relevant papers.  

2.6 Results 

2.6.1 Analyses of Individual Datasets 

Table 2.8 summarizes the results of the individual tests conducted on the 12 non-self-

transitions in the 12 affect datasets, with a corrected L metric [50]. Across the possible 140 

results (4 transitions had undefined L value), only 24 tests yielded transitions significantly 

more likely than chance, as compared to 59 tests that resulted in transitions significantly 

less likely than chance and 57 null results.  

Of the 24 tests with significantly positive results, 15 belong to transitions in or out of 

engaged concentration. Correspondingly, the transitions out of engaged concentration 

have relatively few null results. In contrast, transitions out of frustration have the highest 

number of null results (25) and only one positive result. It is worth noting that, across the 

dataset overall, engaged concentration is the most common affective state, whereas 

frustration is most rare.   

Across datasets, some studies seem to have more null values (e.g., vMedic, Crystal Island) 

than the others (particularly studies involving Physics Playground, ASSISTments). This 

may be an attribute of these systems, but it also may be due to the quantity of data. The 

studies with more null results were also the studies with smaller sample sizes or briefer 

duration of observations. 
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Table 2.8 Significance of the Transitions Tested in the Current Analysis for the Twelve Affect Datasets 

 

+ indicates a significant positive transition, - indicates a significant negative transition and Ø indicates a 
null effect.  Transitions never seen or with undefined L value are left blank. A transition from affect1 to 

affect2 is denoted as “affect1_affect2.” For instance, CON_BOR is a transition from confusion to 
boredom. Transitions hypothesized in the D’Mello & Graesser’s model are highlighted in grey.  
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Looking across the 12 datasets, we find that many of the transitions postulated by [5] are 

not statistically significantly more likely than chance (and in fact are often less likely than 

chance), a finding noted in several of those earlier papers (see discussion in section 2.2). 

In fact, the only transition where a significant positive result is seen in a major of datasets 

is engaged concentration -> confusion. By contrast, other transitions are almost never 

statistically more likely than chance: 1/12 datasets for confusion -> engaged concentration, 

1/12 datasets for frustration -> confusion, and 0/12 datasets for frustration -> boredom. It 

is also true that across all possible transitions (including the ones not in the theoretical 

model), no transition other than engaged concentration -> confusion has a majority of 

positive transitions. 

2.6.2 Analyses Across Datasets 

Since it is possible that the results of individual studies do not provide a sufficient sample 

to find a significant effect, it is important to test whether or not any of these transitions may 

be significant if the studies were aggregated. However, as Table 2.9 shows, aggregating 

across studies using Stouffer’s Z does not increase the number of transitions that show 

statistically significant, positive effects.  Instead, the only transition that is statistically 

significantly more likely than chance remains engaged concentration -> confusion.  There 

are seven other transitions with a statistically significant result, but all of those have a 

negative Z score, indicating that they are statistically significantly less likely than chance.  

Among the other six transitions postulated in the [5] model, only one transition is 

significantly more likely than chance (engaged concentration -> confusion).  Two of their 

transitions have a null result - confusion -> engaged concentration and frustration -> 
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boredom. Lastly, three transitions in the hypothesized model are significantly less likely 

than chance - confusion -> frustration, frustration -> confusion, and boredom-> 

frustration. It is worth noting that the original studies in [5] also had little to no support for 

the transitions frustration -> confusion and frustration -> boredom. 

Table 2.9 Stouffer’s Z and Combined p-values for The Twelve Non-Self-Transitions Studied In This Paper.  

 

The transitions significantly more likely than chance are highlighted in bold. A transition from affect1 to 
affect2 is denoted as “affect1_affect2.” For instance, CON_BOR is a transition from confusion to boredom. 

Transitions hypothesized in the D’Mello & Graesser’s model are highlighted in grey. 

 

2.6.3 Comparison of Datasets from the US and the Philippines  

In the next analysis, we investigated if the model is more correct if we restrict the scope of 

its applicability. In the 12 datasets analyzed in this paper, datasets #1 to #5 were collected 

in the United States (US), the country where D’Mello’s work was conducted, and datasets 

#6 to #10 were collected in the Philippines. As noted in section 2.2.1, the manifestation of 

affect may differ in different cultures. Thus, we analyze whether there is a difference in the 

significance pattern for the two countries, looking in particular at whether one of the 
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countries conforms better to the theoretical model. Table 2.10 and Table 2.11 present the 

results of these tests for the US and the Philippines group, respectively.  

Table 2.10 Stouffer’s Z and Combined p-values for the Data Collected in the United States.  

 

The transitions significantly more likely than chance are highlighted in bold. A transition from affect1 to 
affect2 is denoted as “affect1_affect2.” For instance, CON_BOR is a transition from confusion to 
boredom. Transitions hypothesized in the D’Mello & Graesser’s model are highlighted in grey. 

 

On combining the p-values from the datasets collected only in the US (Table 2.10), we see 

that a greater number of transitions are significantly more likely than chance as compared 

to the results in Table 2.9 (the analysis in both countries). Note that all 4 of these are either 

from engaged concentration, the most frequent state in all datasets (engaged concentration 

-> confusion; engaged concentration -> frustration) or into it (confusion -> engaged 

concentration; boredom -> engaged concentration). Yet only two of these transitions 

(engaged concentration -> confusion; confusion -> engaged concentration) belong to the 

theoretical model [5].  

Table 2.11 Stouffer’s Z and Combined p-values for the Data Collected in the Philippines.  
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The transitions significantly more likely than chance are highlighted in bold. A transition from affect1 to 
affect2 is denoted as “affect1_affect2.” For instance, CON_BOR is a transition from confusion to 
boredom. Transitions hypothesized in the D’Mello & Graesser’s model are highlighted in grey. 

 

In contrast, none of the transitions are significantly more likely than chance when the p-

values in the datasets from the Philippines is combined (Table 2.11).    

Hence, affect transitions appear to be more stable in the United States than in the 

Philippines, but neither country shows patterns that conform particularly well to the 

theoretical model.  

2.7 Discussions 

D’Mello and Graesser’s model [5] has been one of the most influential theoretical 

frameworks in affect dynamics research. It theorizes how affect develops over time during 

learning and describes how the transitions in affect that are hypothesized may contribute 

to processes of learning and disengagement.  
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Figure 2.3 Visualization of the significantly likely (green solid arrows), significantly unlikely (red dashed 
arrows), and null (black dotted arrows) transitions using combine p-values from – (a) all the datastes 

combined, (b) data collected in the US, and (c) data collected in the Philippines. Transitions hypothesized 
in the D’Mello and Graesser’s model is marked with a blue * next to the arrowhead. 

 

Despite this model’s influence on the research community, our survey of the published 

literature in this area indicates that most of the empirical studies on affect dynamics do not 

conform to the theoretical model. Even the two empirical studies presented in support of 

the model in the original paper [5] do not fully support all the hypothesized transitions.  

Further investigation of the literature reveals that at least some of the differences in the 

literature may be culturally driven. The studies that do show some evidence for the model 

were all conducted in the United States with undergraduate populations, but other student 

populations seem to show more variance in their transition patterns.  

In this paper, we reanalyzed and synthesized the data collected in ten publications (twelve 

datasets) from diverse learning contexts. Our goal was to better understand the pattern of 

results across these datasets and see what empirical evidence we find for D’Mello and 

Graesser’s theoretical model.  

Two methodological concerns drove our decision to reanalyze the data from past 

publications rather than just synthesizing their results. First, it was not clear from any of 
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the past articles on affect dynamics how certain edge cases were handled, possibly 

impacting their results. Second, upon investigating methodological differences between the 

past studies, we observed that the studies that were showing some evidence for the model 

(including D’Mello and Graesser’s studies) incorporated a pre-processing technique 

(removing self-transitions) that can sometimes produce spurious false positives. 

To address these concerns, we first presented a detailed description of the steps involved 

in affect dynamics analysis, clarifying the edge cases. We also proposed a new correction 

to the interpretation of the transition metric for reanalysis. By further investigating which 

factors are associated with studies matching the predictions in D’Mello and Graesser’s 

model (i.e., studies in different countries), we seek to better understand not just its validity 

but its scope of applicability. 

2.7.1 Non-Conformance to the Theoretical Model 

By reanalyzing 12 datasets using D’Mello and Graesser’s approach (but with the correction 

to the transition metric), we show that the data generally does not seem to back up the 

D’Mello and Graesser [5] model (Figure 2.3). When all data is analyzed using Stouffer’s 

Z, only one (engaged concentration -> confusion) of the six hypothesized transitions is 

more likely than chance, and no other transitions are more likely than chance (Table 2.9). 

This finding indicates that the differences between D’Mello and Graesser’s hypothesized 

model and past published results are not simply due to differences in the analytical method. 

At best, we can conclude that this widely-accepted model of affect dynamics has a more 

limited scope than what it is currently being used for. The future use of this model needs a 
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thorough exploration of other aspects of design or contexts to understand where it is an 

accurate depiction of affective processes.  

It is worth noting that most of D’Mello and colleagues’ data were collected in lab settings, 

while the other datasets are from real-world classrooms. Is it possible that real-world events 

cause an affect to shift more rapidly than in the lab? Is it possible that the coarser grain size 

of BROMP as compared to retroactive affect judgements is part of what gives us a different 

result? One way to investigate this question in real-world learning is to use affect detectors 

to get a finer-grained look at affective processes (i.e. [4]), but given that only one study has 

used this method so far, and that paper appears to have made the same error around the 

transition metric as seen in several other studies, more work awaits the synthesis of findings 

using this method.   

There has been considerable interest over the last few years in better understanding the 

dynamics and trends of affect. The primary assumption here is that learners do not 

randomly shift between emotions and that there are systematic, recurrent shifts between 

certain states during learning. Our results suggest that affect may instead be generally 

irregular, raising the question of whether modeling affect dynamics, in general, is still 

fruitful or useful. Our results suggest that it is highly unlikely that there is a general multi-

step pattern in affect dynamics like the engaged concentration -> confusion -> frustration 

-> boredom trend suggested by the theoretical model. However, there may still be some 

contextually relevant patterns useful to understand the student experience. For instance, 

students in US classrooms (Table 2.10) may oscillate back and forth between engaged 

concentration and other states. But more broadly, perhaps we should be looking at the 
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affective changes associated with specific events during student learning more than overall 

trends and patterns.  

2.7.2 Methodological Implications for Future Affect Dynamics Research 

For around a decade, affect dynamics researchers have used the metric L to evaluate the 

probability of transitions in affect. L is largely believed to have a value of 0 when a 

transition is at chance, and this is true for the original use of the metric. However, this study 

provides mathematical evidence that the exclusion of self-transitions leads to a violation of 

the assumption of independence in the equations used to calculate L.  Therefore, this metric 

does not have a value of 0 at chance if self-transitions are removed. 

The primary implication of this finding is in how the L value is interpreted to understand 

the direction of a transition. If an affective dynamics study excludes self-transitions, we 

find that when self-transitions are excluded, the value for L that represents chance shifts 

from 0 to 1/(𝑛 − 1)$, where n is the number of affective states studied. Accordingly, the 

test for the significance of these transitions must be adjusted so that the null hypothesis is 

set at the appropriate chance levels and not zero. 

This finding, thus, has important implications for the interpretation of past publications. 

For instance, for a study with four affective states, transitions with an L value less than 

0.11 should be interpreted as being less likely than chance. In past studies that excluded 

self-transitions [4, 5, 21, 23, 37, 38, 50] like the original paper from [5], results must be 

reinterpreted in terms of the corrected chance value.  

In cases where we were unable to analyze the raw data, results need to be reinterpreted on 

the basis of appropriate chance values for L, given in Table 2.5. For instance, in first study 
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presented in [5], the transition confusion -> frustration is reported to have an L = 0.060 

and is significant with p < 0.05. This is interpreted as a transition that is more likely than 

chance, but since self-transitions were removed, researchers should apply a corrected 

chance value to L (L = 0.11, as shown for n=4 in Table 2.5) before interpreting this result. 

This means that the confusion -> frustration transition is actually less likely than chance, 

and the same is true for six of the other ten statistically significant transitions in their two 

studies.  

At the same time, it is important to remind the reader that many past publications using L 

are unaffected by this concern. Over half of the past studies using this metric included self-

transitions [3, 19, 24, 25, 26, 27, 28, 29, 30, 44, 51] and are therefore unchanged by this 

finding. The choice of whether or not one ought to include self-transitions in an affect 

dynamics analysis depends on the research goals and questions of the study. Excluding 

self-transitions reveals a larger number of affective patterns that might otherwise be 

suppressed by the presence of persistent affective states (although, as our findings indicate, 

relatively few of these patterns appear to be consistent across studies). Including self-

transitions in analysis helps us to better understand each state’s persistence, but dilutes the 

transitions between different affective states. Better understanding transitions is likely 

important in theoretical models, but understanding persistence might be particularly useful 

for algorithms being used to trigger interventions, for example. 

Recent research has also focused on finding alternative approaches to conducting affect 

dynamics research, including an update to the L statistic formula [59, 60], and use of 

epistemic network analysis [61], and marginal models [62]. 
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2.7.3 Need to Focus on Cultural Factors in Affect Dynamics Research 

One other important finding in this study is that affective patterns seem to differ based on 

the country in which the research was conducted (US versus Philippines). Across studies, 

no affective transitions were more likely than chance in the Philippines, while there were 

4 significant transitions in the US (engaged concentration -> confusion; engaged 

concentration -> frustration; confusion -> engaged concentration; boredom -> engaged 

concentration). A similar pattern can be seen in past affect dynamics studies from the 

Philippines (Table 2.3), which included self-transitions (our analysis excluded them).  

Currently, it is not clear why affect dynamic results are so different in the Philippines and 

the United States. It is not that the most common affect differs – this seems to be relatively 

consistent across studies, many of which started with additional affective states. It is not 

that the relationship between affect and learning differs – the negative correlation between 

boredom and learning and the positive correlation between engaged concentration and 

learning are seen in both countries (along with the instability of correlation within each 

country for confusion and frustration) (i.e., 43, 52, 63, 64). Despite these commonalities, 

the affect dynamics seem to differ.  

Given the many differences between schools in the United States and the Philippines – 

national culture, school culture, use of educational technology, prevalent forms of 

disengagement [65] – it is difficult at this point to understand why we see these differences. 

It may even be the case that the affect being recognized in different countries is 

fundamentally different in kind, in a way that the researchers conducting these studies 

cannot fully recognize. The BROMP field observation protocol was co-developed by 



   

 

76 
 

researchers in the USA and Phillipines and has now been applied in several other countries, 

but that does not guarantee that the same constructs are captured when a researcher in each 

country identifies “engaged concentration” or “frustration”. Indeed, many individuals have 

found it difficult to achieve acceptable inter-rater reliability out of their native culture [44], 

and there are systematic biases in cross-cultural attempts to recognize affect [64]. A better 

understanding of the role that culture plays in the manifestation and recognition of affect 

is important for any future attempts to study affect dynamics as a generalizable 

phenomenon. Ultimately, it may make the best sense to re-consider that question after 

affect dynamics has been studied in a wider range of cultures, potentially looking at the 

kinds of traits that are known to vary at a national level. 

2.7.4 Limitations and Future Work 

There are some limitations to this paper’s findings. First, all but one dataset among the ten 

studies are collected through quantitative field observations, which may sample at slower 

rates than many other approaches to collect affect data, like video, sensors, emote-aloud 

methods, and self-reports. This choice was driven primarily by the previous papers that 

investigate the phenomena of interest, as well as the availability of datasets. However, other 

methods have different virtues and flaws in terms of cost, scale, accuracy, and time. It 

would be interesting for future work to explore how each of these methods captures student 

emotions differently and how these differences impact the validity or applicability of the 

affect dynamics analysis.  

Second, this analysis did not consider the impact of other attributes of the study design like 

observation grain size and the length of observation session. As we note above, finer-
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grained affect observations could potentially yield a different result than the coarser-

grained data from BROMP observations. Moreover, it seems likely that students may be 

more likely to hit points of frustration and boredom later rather than earlier in a long 

observation system, particularly if they were working within a learning system that became 

increasingly challenging over time.  

Third, all our significant transitions have engaged concentration in them. Engaged 

concentration also happens to be the most frequent affective state in all our datasets. In 

contrast, frustration is the rarest affective state and has the most null or negative results. 

Thus, future work needs to analyze if there exists a threshold for the minimum length of 

the affect sequence or minimum base rate of each affective state to be able to see significant 

positive transitions.  Alternatively, it may be worth explicitly seeking out more difficult 

tasks and contexts where frustration may be more common, such as learning systems that 

are known to be less effective or students working alone at home within fully asynchronous 

virtual schooling. It is also possible that studies have seen less frustration because most are 

conducted in short-term studies rather than ongoing use; studies like [38] that involve an 

entire year of usage may be more able to detect affective sequences associated with 

frustration.  

Fourth, this work synthesizes across multiple affect datasets. Like the studies it builds on, 

it does not consider individual differences in affect incidence and dynamics that may 

appear in the data. It is possible that different patterns – both related and unrelated to the 

theoretical model – may be characteristic of sub-groups. Differences in affective dynamics 
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may be associated with a variety of individual differences, such as differences in 

personality. 

Overall, this paper provides a comprehensive look at affect dynamics across published 

work. Broadly, work so far does not seem to accord with the most popular theoretical 

model. Further work is needed to understand what is general in the dynamics of affect, both 

for specific contexts and across contexts. 
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CHAPTER 3 

DIFFERING IMPLICATIONS OF TECHNOLOGY DESIGN ON STUDENT 

OUTCOMES 

Karumbaiah, S., Ocumpaugh, J., & Baker, R. S. (2021). Context Matters: Differing 

Implications of Motivation and Help-Seeking in Educational Technology. International 

Journal of Artificial Intelligence in Education. 

Abstract. Educational Technology (EdTech) designers need to ensure population validity 

as they attempt to meet the individual needs of all students. EdTech researchers often have 

access to larger and more diverse samples of student data to test replication across broad 

demographic contexts as compared to either the small-scale experiments or the larger 

convenience samples often seen in experimental psychology studies of learning. However, 

the source of typical EdTech data (i.e., online learning systems) and concerns related to 

student privacy often limit the opportunity to collect demographic variables from 

individual students – the sample is diverse, but the researcher does not know how that 

diversity is realized in individual learners. In order to ensure equitable student outcomes, 

the EdTech community should make greater efforts to develop new methods for addressing 

this shortcoming. Recent work has sought to address this issue by investigating publicly-

available, school-level differences in demographics, which can be useful when individual-

level variation may be difficult or impossible to acquire data for. In this study, we use this 

approach to better understand the role of social factors in students’ self-regulated learning 

and motivation-related behaviors, behaviors whose effectiveness appears to be highly 
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variable between groups. We demonstrate that school-level demographics can be 

significantly associated with the relationships between students’ help-seeking behavior, 

motivation, and outcomes (math performance and math self-concept). We do so in the 

context of Reasoning Mind, an intelligent tutoring system for elementary mathematics. By 

studying the conditions under which these relationships vary across different demographic 

contexts, we challenge implicit assumptions of generalizability and provide an evidence-

based commentary on future research practices in the EdTech community surrounding how 

we consider diversity in our field’s investigations. 

3.1. Introduction 

As Educational Technology (EdTech) researchers and designers seek to support productive 

learning behaviors, they are faced with a challenge. Complex constructs like motivation, 

interest, and engagement are known to influence a variety of learning behaviors (Ryan & 

Deci, 2000; Renninger et al., 2018). However, due to practical constraints of research 

projects (e.g., budget, recruitment, accessibility, and time), many of these studies involve 

either small-scale experiments or larger convenience samples of middle-class, 

undergraduate students (see discussion in Kimble, 1987), which can make it difficult to 

determine the extent to which these findings will generalize to new and diverse populations 

of students. Consequently, decisions inspired by such studies could lead to inequitable 

outcomes for students, if findings are inapplicable for key groups of learners who are not 

studied. Even when EdTech researchers obtain larger sample sizes, the typical source of 

EdTech data (i.e., intelligent tutoring systems, adaptive learning platforms, educational 
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game websites) often limits the practicality of obtaining demographic variables from 

individual students. Beyond practicality (e.g., the ease of acquiring log data on student 

interactions compared to student demographic data), concerns such as student privacy can 

reduce the collection of demographic data. For example, even when a partner school or 

university has documented the demographics of individual students, their release to a 

researcher increases the risk of potentially re-identifying students, particularly in rural parts 

of the country where the analysis of (for instance) the seven children of a minority ethnic 

group in a small school narrows the potential matches for sensitive information 

considerably. Yet considerable research shows that demographic factors are often related 

to differences in educational outcomes more generally (see Childs, 2017) and to constructs 

related to motivation more specifically (Usher & Pajares, 2006; Zeldin & Pajares, 2000; 

Zeldin et al., 2008).  

Adaptive EdTech with automated decision-making attempts to meet individual student 

needs, but past research points out that technologies that aim to benefit all students might 

disproportionately benefit the more advantaged groups. Despite some examples of the 

success of adaptive EdTech technologies for historically underrepresented groups (i.e., 

Koedinger et al., 1997; Finkelstein et al., 2013; Huang et al., 2016; Roschelle et al., 2016), 

learning technologies have not had overall success in closing society’s achievement and 

opportunity gaps (Hansen & Reich, 2015). Despite removing technical and economic 

barriers (Attewell, 2001), the social and cultural barriers contributing to inequity remain 

challenging. Institutionalized and unconscious bias and social and cultural distance 
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between EdTech designers and those they seek to serve (especially low-income and 

minority groups) are the two common sources of failure for the equitable deployment of 

new technologies (Reich & Ito, 2017). Technology developers’ lack of awareness of 

sociocultural contexts and the needs of different student subgroups can lead to unfortunate 

consequences. Reich and Ito (2017) emphasize that measuring differences in how various 

subgroups experience and benefit from EdTech will be a crucial component of our 

deepening understanding of EdTech and in addressing the inequalities that emerge. At the 

same time, they acknowledge that there are substantial barriers to collecting relevant 

demographic data for individual students. Without studies to ensure population validity 

(Ocumpaugh et al., 2014), such systems may have to compromise on how effectively they 

can individualize when they are used in unexpected ways by diverse learners (Doroudi, 

2019) and in diverse settings. Thus, it seems important that EdTech designers and 

researchers make greater efforts to overcome the challenges involved in collecting 

demographic data in order to ensure population validity, equity-oriented EdTech design, 

and fairness-aware educational data mining (e.g., Ocumpaugh et al., 2014). As such, some 

researchers have sought to extend student learning models to include information from the 

broader context, building models at the class, school, or school-cluster level instead of just 

the student-level (Wang & Beck, 2013; Pardos & Heffernan, 2010, Yudelson et al., 2014).  

Our broader research goal is to investigate if the current designs of adaptive EdTech lead 

to inequitable student outcomes across different demographics. Within this paper, we 

incorporate broader demographic contexts into an investigation of help-seeking (where a 
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student deliberately asks for assistance in trying to complete or understand a problem) and 

motivational constructs within EdTech. Help-seeking is chosen as a phenomenon for 

investigation based on a recent review of the help-seeking literature, which found that the 

effectiveness of help-seeking behaviors was highly variable across studies (Aleven et al., 

2016). Most of the previous research on help-seeking in EdTech has typically used a 

cognitive lens. Thus, we attempt to shift the focus to also consider social factors. We 

conduct our investigations in the context of Reasoning Mind, an Intelligent Tutoring 

System for elementary mathematics. Specifically, we demonstrate how readily-available, 

school-level demographics might reveal how help-seeking and other motivational 

behaviors of students correlate with two student outcome measures: (1) mathematics 

performance and (2) mathematics self-concept (an affective measure of students’ 

perception of their own cognitive ability, which is known to predict performance; Lee, 

2009). This work has a direct implication to EdTech designers and researchers, who often 

rely on features such as the universal design of hints and gamification informed by small-

scale experiments or larger convenience samples, ignoring group differences.  

3.2. Prior Work 

This section will review the relevant prior work on help-seeking and motivation and the 

role they play in EdTech design. We also review the past research on the influence of 

student demographics on help-seeking, motivation, and the two outcome variables – math 

performance and self-concept. 
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Previous research on student help-seeking in ITSs has often taken a cognitive approach, 

focusing on understanding the cognition behind students’ choices around help-seeking and 

the relationship between different forms of help-seeking and student outcomes (Aleven et 

al., 2016). However, this research has often obtained conflicting findings, including 

contradictory (positive and negative) correlations between hint usage and learning 

(Koedinger & Aleven, 2007). Though accounts of these findings have often focused on 

how or when students seek help (e.g., Koedinger & Aleven, 2007), we believe that the 

conflicting findings may also relate to who chooses to seek help. In this section, we review 

prior work on help-seeking, comparing the findings in the ITS research that has typically 

taken a cognitive approach to research that has explored the social and demographic factors 

related to help-seeking. We then look at previous research on intrinsic and extrinsic 

motivation, especially as it relates to social and demographic differences in education, 

based on evidence that help-seeking is associated with the student’s motivation (Nelson-

Le Gall & Resnick, 1998; Butler, 2006). Finally, given the relationships between 

mathematics self-concept and help-seeking (Skaalvik & Skaalvik, 2013), we discuss prior 

research related to the role that demographics play in math self-concept and math 

performance, which allow us to better understand how students’ behaviors are related both 

to their actual skill level and their perceptions about that ability.   

Given that previous research shows social differences in help-seeking outside of ITS 

systems and in other constructs related to motivation, we hypothesize that we should expect 

that help-seeking and motivational behaviors may demonstrate demographic differences. 
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These differences may account for the sometimes contradictory findings that cognitive 

research has shown when comparing help-seeking practices to student performance.    

3.2.1 Help-Seeking  

Help-seeking functions - mostly in the form of on-demand, contextual, real-time hints - are 

common features in most Intelligent Tutoring Systems (ITSs; VanLehn, 2006), and they 

have long been believed to foster emerging concepts and principles in a student’s learning 

(Anderson, 1993) and to support struggling students during problem-solving (Aleven & 

Koedinger, 2000). Yet help-seeking behaviors are not always beneficial (Aleven & 

Koedinger (2000, 2001); Aleven et al., 2016). While much of the prior work on help-

seeking in ITSs has focused strictly on its cognitive effects, other research suggests that we 

should be exploring how motivational social factors may influence these findings, as these 

patterns may help us to better understand the social issues that govern when and how 

students choose to engage with help-seeking opportunities.   

3.2.1.1 Help-Seeking: A Cognitive Lens 

The literature on help-seeking behaviors in ITSs now stretches back over two decades (see 

extensive review in Aleven et al., 2016). As it quickly became apparent that the availability 

of hints did not ensure their effective use, work began to identify the factors that led to a 

positive relationship between help-seeking behaviors and student learning. In one of the 

earliest studies, Anderson et al. (1989) compared the use of explanatory hints and so-called 

bottom-out hints (which simply provided the student with the correct answer) and found 
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that neither hint type was correlated with learning. In part, this may have been due to 

selection bias. That is, hint usage is typically a sign of struggling students, who often do 

not make substantial learning gains (see discussion in Aleven et al., 2016).  

After early findings showed a negative correlation between hint usage and student learning 

in one context (Aleven & Koedinger, 2000), researchers began to develop a taxonomy of 

maladaptive help-seeking behaviors—including categories like help abuse (the overuse of 

help) and help avoidance (the underuse of help) (Aleven et al., 2006). Most studies 

analyzed the effectiveness of hints by focusing on the relationship between help-seeking 

behavior(s) and student outcome(s), with some researchers emphasizing that the 

intentionality of help-seeking behavior makes it a good candidate for understanding 

students’ self-regulated learning (SRL) strategies (Aleven et al., 2016; Goldin et al., 2012).  

A number of studies have attempted to identify the degree of help needed at any given 

moment (e.g., Koedinger & Aleven’s (2007) assistance dilemma). These studies have 

shown several interesting findings. For example, (1) on-demand hints lead to greater 

learning gains than automatic hints in middle-school mathematics (Razzaq & Heffernan, 

2010); (2) hint content (goal feedback versus other kinds of feedback) is related to student 

learning in Geometry (McKendree, 1990); (3) hints about which step to try next to improve 

student learning of logic proofs (Stamper et al., 2011).  

In general, the literature suggests that increasing hint usage does not always lead to better 

domain-level learning (Aleven et al., 2016). However, the literature on help-seeking in 

ITSs has produced research that aggregates into a complicated and contradictory narrative, 
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including: (1) a negative association between hint usage and learning (Aleven & 

Koedinger, 2001); (2) a positive association between hint usage and learning (Beck et al., 

2008; Wood & Wood, 1999); (3) a positive association between hint usage and learning 

only when time per hint level is considered (Long & Aleven, 2013); (4) a positive 

association between time spent in bottom-out hints and learning (Shih et al., 2008); (5) a 

negative association between the number of bottom-out hints used and learning (Mathews 

et al., 2008); (6) positive benefits for students but only when they have a medium level of 

skill (Roll et al., 2014); (7) a negative association between help avoidance and learning 

early within practice (Almeda et al., 2017) and on a transfer post-test (Baker et al., 2011). 

In addition, individual differences in self-regulation were observed in how students process 

hints and how that impacts their performance (Goldin et al., 2012). Vaessen et al. (2014) 

found that students’ achievement goals (mastery and performance goals) are closely related 

to their help-seeking and could be used to predict their strategies for help-seeking. Overall, 

despite a considerable volume of research, the effectiveness of help-seeking remains an 

open question—and the clearest thing that we can say is that the relationship between hint 

usage and learning is complicated. 

3.2.1.2 Help-Seeking: A Social Lens 

While the role of social factors on help-seeking behaviors has not been the primary focus 

of the EdTech community (see Aleven et al., 2016), the social evaluation of help-seeking 

behaviors is well established in the literature. For instance, some learners may feel that 

asking for help is either a sign of incompetence or a challenge to their autonomy (Tessler 
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& Schwartz, 1972). Relatedly, Howley et al. (2014) suggest that asking for help (within in-

person learning) may trigger experiences of evaluation anxiety – the fear of being judged. 

In fact, early work on student help-seeking sometimes focused on its maladaptive uses 

(Baltes, 1997), a categorization that suggests that some students might avoid help after 

accurately assessing classroom expectations of independence in their learning processes. 

Meanwhile, Butler (1998) identified three factors related to help-seeking behaviors, 

including the desire to work autonomously, the desire to demonstrate high ability, and the 

desire to finish the assignment quickly. 

These kinds of concerns seem ripe for sociocultural variation, and a few studies have begun 

to explore how these differences may emerge. For example, Tai et al. (2013) increased 

students’ help-seeking behaviors by changing the way they labeled those actions within the 

system. That is, they started by referring to the ITS as the students’ teammate, and they 

designed the system so that students who needed help could choose to “work together” 

with the system. This adaption apparently reduced the ego-threat related to admitting a lack 

of knowledge (e.g., Tessler & Schwartz, 1972) and improved student learning.  

3.2.2.3 Student Demographics and Help-Seeking Behaviors 

When social expectations guide behaviors, researchers should expect to find demographic 

differences, and some studies have specifically investigated this with respect to help-

seeking behaviors. For example, Ogan et al. (2015) found that the models on effective help-

seeking did not transfer well between countries (namely Costa Rica, the Philippines, and 

the USA). Likewise, Arroyo et al. (2000) found that the effectiveness of different hint 
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designs varied by gender. Specifically, girls benefited more from highly interactive hints, 

while boys did better with less interactive hints. This work matches findings in other 

learning contexts, which has shown both that there may be racial and gendered interactions 

influencing differences in help-seeking behaviors and that these different behaviors may 

explain subsequent achievement patterns (Ryan et al., 2009). Combined, these findings 

suggest that researchers in the ITS community should be paying attention to cultural 

differences that may influence how students perceive help-seeking opportunities to affect 

their sense of competence and autonomy.  That is, if we are going to design ways to improve 

appropriate help-seeking behaviors, we have to understand which students are currently 

reluctant to use these behaviors.  

3.2.2 Intrinsic and Extrinsic Motivation 

While help-seeking has been studied in terms of either cognitive or social factors, student 

motivation tends to be classified into either intrinsic or extrinsic motivational factors. As 

described in Deci and Ryan’s Self Determination Theory (SDT; 1985), “intrinsic 

motivation refers to doing something because it is inherently interesting or enjoyable and 

extrinsic motivation refers to doing something because it leads to a separable outcome.” 

There is a general consensus on the role of intrinsic motivation in high-quality learning and 

creativity, reflecting natural human propensities to learn (Ryan & Deci, 2000). However, 

the importance of extrinsic motivation is argued to be dependent on autonomy as 

experienced by the student. Thus, a student’s extrinsic motivation could reflect either true 

self-regulation or external control. Since it is difficult to expect students to be intrinsically 
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motivated by all subject matter or to inherently enjoy all learning activities, educators and 

EdTech designers often rely on extrinsic motivators. However, passive and controlling 

forms of extrinsic motivation can leave students only externally propelled into action (e.g., 

with the expectation of being tested on it). In contrast, more active and volitional forms of 

extrinsic motivation can win students’ acceptance (e.g., with the expectation of teaching it 

to a peer; see review in Ryan & Deci, 2000). 

3.2.2.1 Social Factors Influencing Intrinsic Motivation 

Researches examining the role of autonomy in intrinsic motivation suggest that immediate 

contextual conditions (e.g., those found in students’ schools and homes) can systemically 

catalyze or undermine the needs of competence and autonomy (Ryan & Stiller, 1991). 

Cognitive Evaluation Theory (CET) - a sub-theory of SDT – specifies social factors that 

lead to differences in intrinsic motivation. It argues that interpersonal events and structures 

that are conducive to feelings of competence and autonomy can elicit, sustain, or enhance 

intrinsic motivation for the action performed. Examples of such structures include optimal 

challenge, constructive feedback (Harackiewicz, 1979), and the absence of shaming 

evaluations (Deci & Cascio, 1972). Along with the increases in perceived competence 

(Vallerand & Reid, 1984), students must experience their behavior to be self-determined 

for intrinsic motivation to increase (Ryan, 1982).  

In fact, the issue of autonomy versus control has been a popular field of motivation research 

with considerable controversy. Lepper et al. (1973) first reported that extrinsic rewards 

could undermine intrinsic motivation. A later meta-analysis argued that any type of 
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expected tangible reward made contingent on task performance undermines intrinsic 

motivation by shifting the perceived locus of causality from internal to external (Deci et 

al., 1999). On the other hand, a parallel school of thought has argued against prematurely 

dismissing the value of tangible extrinsic rewards for students who are not intrinsically 

motivated (Hidi & Harackiewicz, 2000). Other structures that have been reported to have 

a negative outcome on intrinsic motivation include deadlines (Amabile et al., 1976), 

directives (Koestner et al., 1984), and competition pressure (Reeve & Deci, 1996). Students 

who were overly controlled also learned less and lost their initiative to learn (Grolnick & 

Ryan, 1987). In contrast, choice and opportunity to engage in self-direction (Zuckerman et 

al., 1978) were reported to enhance intrinsic motivation. A similar positive effect on 

intrinsic motivation, curiosity, and desire for challenge was reported with autonomy-

supportive teacher practices (Ryan & Grolnick, 1986).  

3.2.2.2 Social Factors Influencing Extrinsic Motivation 

An important challenge for educators and EdTech designers is to design activities that, 

when not intrinsically interesting, could still motivate students to value and self-regulate 

on their own without external pressure (Zimmerman, 1985). Organismic Integration 

Theory (OIT) - another sub-theory of SDT – emphasizes the role of student autonomy in 

designing activities and experiences that improve extrinsic motivation (Ryan & Connell, 

1989). Specifically, more autonomous extrinsic motivation is associated with greater 

engagement (Connell & Wellborn, 1990), better performance (Miserandino, 1996), higher 
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quality learning (Grolnick & Ryan, 1987), and greater psychological well-being (Sheldon 

& Kasser, 1995). 

As with intrinsic motivation, social-contextual conditions that foster a students’ feeling of 

competence and autonomy support self-regulation with extrinsic motivation. In addition, 

since extrinsically motivated behaviors do not reflect inherent interest, their value to the 

people, group, or culture whom the student identifies with becomes important (Ryan & 

Deci, 2000). For example, students’ relatedness to teachers in their classrooms, along with 

their sense of being valued by their teacher, is strongly linked to their adoption of classroom 

values (Ryan, Stiller, & Lynch, 1994). Similar findings are reported for the importance of 

autonomy, relatedness, competence supportive practices in extrinsically valued activities 

(Grolnick & Ryan, 1987; Williams & Deci, 1996).  

3.2.2.3 Student Demographics Influencing Motivation 

Demographic differences in the development of students’ motivational profiles and a 

corresponding need for different supports are noted in several studies (Renninger et al., 

2018). One notable finding includes a significant linear decrease in intrinsic motivation 

from 3rd grade through 8th, while extrinsic motivation showed few differences across grade 

levels (Lepper et al., 2005), a finding which has been replicated in other studies (Gottfried, 

Fleming, & Gottfried, 2001). Similarly, gender has been shown to influence the 

relationship between students’ motivation and the topic or context of the learning task 

(Hoffmann and Häussler, 1998). Other demographic categories, including those that are 

more clearly sociocultural (as opposed to biological) in nature, have also proved important 
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to motivation research and interventions. For example, both underrepresented students and 

first-generation students were positively influenced by interventions involving reflections 

on utility value or relevance, resulting in increased interest in the subject matter (Hulleman, 

Kosovich, Barron, & Daniel, 2016). 

Thus, there is a need for more research to look at social factors while studying student 

motivation and help-seeking in EdTech. Such studies should consider student 

demographics to understand how to foster positive student outcomes. In this paper, we 

study students’ help-seeking behavior and their intrinsically and extrinsically motivated 

behaviors in an online math tutor used in traditional classrooms during regular instruction. 

We aim to shift the focus of EdTech research for constructs like help-seeking from purely 

cognitive factors to the contextual factors that might play a more prominent role than is 

assumed. We focus on school as the social context and analyze the influence of school 

demographics on the relationship between student outcomes (math performance and math 

self-concept) and their help-seeking and motivational behaviors.  

3.2.3 The Role of Demographics in Predicting Student Outcomes  

Two outcome measures are used in this study:  math performance and math self-concept. 

The first helps us to better understand how much help a student might need, while the 

second helps us to better understand whether how confident they are in their own ability 

(which may be more linked to help-seeking choices than actual proficiency). This section 

summarizes prior work on the role of demographics in the student outcomes of interest in 

this study - math performance and math self-concept.  
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3.2.3.1 Demographics and Math Performance 

The literature addressing demographic differences in learning outcomes is now so vast that 

it would be difficult to review even if it were limited to a single domain (e.g., mathematics). 

Once referred to as the achievement gap, many scholars are now instead discussing an 

opportunity gap, as findings generally show that achievement patterns favor groups for 

whom the educational system was initially designed (see discussion in Chambers, 2009; 

Flores, 2007). Scholars point out that reframing this discussion in terms of opportunities to 

learn emphasizes the need to address the environmental inadequacies that are driving 

inequitable outcomes (Flores, 2007; Ladson-Billings, 2013). Childs’ (2017) analysis 

shows, for example, that minority students are just as likely to value mathematics as other 

students but are less likely to attend schools where advanced mathematics classes are 

offered.  

However, less tangible cultural and linguistic differences may also play a role. We know, 

for example, that the strategies for speech act like asking questions can vary substantially 

even in the same language. (See, for example, Greenbaum & Greenbaum’s (1982) review 

of classroom practices among different Native American groups or Chavajay and Rogoff’s 

(2002) review of the literature on classroom practices among cultures that do not use 

known-answer questions.) If students’ patterns of communication are different from those 

expected by educators, their attempts at communication—including help-seeking—may 

not receive appropriate responses (Hudley & Mallinson, 2015). Such experiences could 

discourage students from future help-seeking behaviors, although one could imagine that 
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the ability to get help from an ITS could also mitigate this reluctance if the help-seeking 

system were appropriately designed. 

3.2.3.2 Demographics and Self-Concept  

Demographic variables have also been shown to correlate with constructs like math self-

concept (self-beliefs related to a specific task; Bandura, 1982). Math self-concept 

(sometimes used interchangeably with self-efficacy, although see Bong & Skaalvik (2003) 

for discussion) has been found to be a predictor of various measures of achievement and 

career choice (see Brown & Lent, 2006), although the relationship between self-concept 

and mathematics achievement does vary in magnitude in different countries (Wilkins, 

2004). It has also been linked to motivational constructs, including achievement goal 

orientation, anxiety, and self-concept (Schunk & Pajares, 2005).  

Early work proposed that self-efficacy was a product of a person’s own accomplishments 

and the feedback they receive on their work (Bandura, 1982; Urdan & Pajares, 2006); 

however, more recent studies have indicated that the source of self-efficacy may vary along 

demographic lines like gender and ethnicity (Zeldin & Pajares, 2000; Zeldin et al., 2008; 

Usher & Pajares, 2006). For example, Klassen’s (2004) investigation of self-efficacy 

among seventh-grade students found that ethnic majority students followed Bandura’s 

(1982) predictions, citing personal achievements as a source of self-efficacy, but ethnic 

minority students were more likely to cite group capabilities for collective efficacy. By 

contrast, Else-Quest et al. (2013) studied the intersection of gender, ethnicity, and 

achievement in tenth-grade students from a large northeastern city and found that males 
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reported higher math self-concept and expectation of success as compared to females, but 

no gender differences across ethnic groups were found.  

Other research on self-efficacy suggests that it is malleable and can be influenced by social 

interactions (Zeldin et al., 2008), and there are significant efforts to understand how to 

support underrepresented groups, who may struggle against implicit stereotypes on top of 

normal learning struggles as their domain knowledge matures (Steele, 1997). Previous 

research shows that assimilation to social identity (e.g., gender and cultural identity) 

increases when people are experiencing uncertainty (Hogg, 2000). This could suggest that 

students could become more susceptible to negative cultural stereotypes (e.g., Steele, 

1997), particularly those related to STEM performance, during periods of confusion 

associated with learning, making help-seeking an important behavior to study.  

Given these findings, it seems likely that self-concept could vary not just by the 

demographics of individual students but also based on how those demographics influence 

the cultural interactions at a school level.  

3.3. Data Collection 

3.3.1 Reasoning Mind  

This study analyzes data from students using Imagine Learning’s Reasoning Mind (RM) 

Foundations (Figure 3.1), an intelligent tutoring system for elementary mathematics. The 

majority of Reasoning Mind’s students are in Texas, but they represent a range of 

traditionally underrepresented populations across rural, urban, and suburban schools. RM 
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includes features that are designed to mimic other social experiences in the classroom, 

including both virtual peers and the system’s signature pedagogical agent, known as the 

Genie, that guides students in their learning. 

In this blended environment, students learn through self-paced problem solving, interactive 

explanations, and skill-based games. Problem sets are classified into three groups based on 

increasing levels of difficulty: (1) A-level problems on fundamental skills; (2) B-level 

(optional) problems on a combination of skills; and (3) C-level (optional) problems on 

higher-order thinking skills. Reasoning Mind Foundations is generally used in a classroom 

environment. Teachers assign/unlock problem sets for students based on the topic of 

instruction. Past studies of Reasoning Mind Foundations have shown high student and 

teacher acceptance, increases in test scores, high time on task, and a positive affective 

profile (see review in Khachatryan et al., 2014). 

3.3.2 Hints in Reasoning Mind 

Hints are an integral part of RM Foundations. They are delivered only on student request 

and contain conceptual feedback intended to help students solve the problem. Figure 3.2 

demonstrates a hint in the system for one of the basic A-level problems in RM Foundations. 

The system’s hints are multi-level and do not always contain a bottom-out hint.  
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Figure 3.1 Left - Reasoning Mind Foundations home screen; Right – An example problem displaying the 
Genie 

 

Figure 3.2 Top - Problem screen with a button to view hint (highlighted in green); Bottom - Hint displayed 
to the student when they request to view 

 

3.3.3 Intrinsic and Extrinsic Motivations in Reasoning Mind 

Most studies on motivation rely on student self-reports, which are dependent on how self-

aware and reflective participants are (Renninger et al., 2018). Instead, we use student 

choices in the online math tutor as proxies for their intrinsic or extrinsic reason for it (cf. 

Barron, Gomez, Pinkard, & Martin, 2014). When students practice their skills in RM 
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Foundations, they are awarded points for solving problems correctly (and more points if 

they are consistent). They can use these points to buy virtual prizes or items like e-books, 

animations, and decorations for a virtual room called “My Place” (Figure 3.3), a feature 

seen in other learning systems as well. These extrinsic motivators are analogous to the 

game-like features in other EdTech systems such as iSTART-ME, the Motivational 

Enhanced (ME) version of iSTART, an intelligent tutoring system for reading (i.e., Jackson 

et al., 2009).  

Another automatic outcome of earning more points and streaks in RM Foundations is that 

doing so opens up more challenging and optional problems (B and C level), which are 

otherwise locked until students demonstrate mastery in simpler problems (A level). Since 

B/C level problems are almost always optional, a student can choose to continue working 

on A level problems, allowing them to more easily earn points to purchase more items. The 

desire for challenge within the task rather than external rewards is a strong indicator of 

intrinsic motivation (Ryan & Deci, 2000), as is the will to pursue the learning task when it 

is a “free choice” (Deci, 1971). Thus, we use the number of items purchased and the 

number of B and C level problems attempted as proxies for students’ extrinsic and intrinsic 

motivation, respectively. Our proxy for differentiating extrinsic motivation from intrinsic 

assumes that students understand that it is easier to earn points by solving the simpler 

problems than it is to do so by taking on more challenging material. 
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Figure 3.3 Left – “My place” lobby with entrances to library and great hall. At the bottom are the points 
awarded; Middle – Library with books and movies purchased using points; Right – The great hall decorated 

with furnishing items purchased using points 

 

3.3.4 Participant Schools  

We analyze data from 110 Texas schools across 25 school districts who used Reasoning 

Mind during the academic year 2017-2018 as part of their regular mathematics instruction, 

in schools where at least 25 students were using the software. There is a total of 9,122 2nd 

through 5th-grade students in this data (4,749 2nd graders, 1,964 3rd graders, 1,582 4th 

graders, and 827 5th graders) – i.e., Reasoning Mind was more widely used in 2nd-grade 

classes than older students. However, there was considerable variation in the use of 

Reasoning Mind across grades in different schools -- the standard deviations of the 

proportion of grades across schools are 33.06%, 16.87%, 15.03%, and 19.29% for grade 2, 

grade 3, grade 4, and grade 5 respectively. On average, there were 75 students using 

Reasoning Mind Foundations per school (min = 25; SD = 70) and 364 per school district 

(SD = 730), with one large urban district in Texas constituting the majority of our data, 

with 3,039 students across 62 schools.  



   

 

108 
 

Comprehensive log data captured student interactions with the system for the entire period, 

resulting in data for all 9,122 students. Surveys were administered once at the beginning 

and once at the end of the year to collect data on student math identity, resulting in complete 

surveys for 2,238 students in 22 schools.  

3.4. Data Exploration 

Considerable variation exists in the measures being analyzed in this study: help-seeking 

behaviors (i.e., hint usage), math performance, and pre- and post-year measures of math 

self-concept.  

3.4.1 Exploring Help-Seeking  

From the interaction log data, we operationalize help-seeking behavior as the number of 

hints used by a student in Reasoning Mind Foundations. As shown in Figure 3.4 (left), 

students in this study averaged less than 30 hint requests annually (mean = 27.01, SD = 

55.72). The overall low hint usage could be attributed to RM being highly scaffolded – 

anticipating many student questions beforehand. 

3.4.2 Exploring Intrinsic Motivation  

As described in section 3.3.3, we use the student choice of solving advanced and optional 

B and C-level problems as our proxy for intrinsic motivation. Accordingly, we 

operationalize intrinsically motivated behavior as the number of B and C-level problems 

attempted by a student in Reasoning Mind Foundations. As shown in Figure 3.4 (left), 



   

 

109 
 

students in this study averaged less than 30 B and C-level problems annually (mean = 

26.81, SD = 61.60).  

3.4.3 Exploring Extrinsic Motivation 

As described in section 3.3.3, we use the student choice of buying items (virtual prizes) to 

decorate a virtual room called “My Place” as our proxy for extrinsic motivation. 

Accordingly, we operationalize extrinsically motivated behavior as the number of items 

purchased by a student in Reasoning Mind Foundations. As shown in Figure 3.4 (left), 

students in this study averaged less than 15 item purchases annually (mean = 12.51, SD = 

10.87).  

3.4.4 Exploring Math Performance  

For the purposes of this paper, math performance is defined as the accuracy of student 

responses to A-level problems in Reasoning Mind Foundations, i.e., the ratio of the number 

of correct answers to the number of problems attempted. We choose only A-level problems 

because they represent the core curriculum within the software. We obtain the problems 

attempted and the correctness of student answers from the interaction log data. As 

presented in Figure 3.4 (right), student-level calculations show a mean of 0.77 (SD = 0.14) 

– i.e., students obtained correct answers 77% of the time.  



   

 

110 
 

       

Figure 3.4 From left to right: Distribution of the number of hints (leftmost), number of B and C-level 
problems attempted, number of items purchased, and math performance (accuracy in A-level problems; 

rightmost). The middle line in the box indicates the median value. 

 

Figure 3.5 Distribution of the pre and post measures of math self-concept 

 

3.4.5 Exploring Math Self-Concept  

Students’ self-concept in mathematics was measured using a five-item survey adapted from 

Marsh et al. (2005). This survey was administered twice--once at the beginning of the 

academic year (pre) and once at the end of the academic year (post). The survey included 

questions like “Math just isn't my thing” and “Some topics in math are just so hard that I 

know from the start I'll never understand them.” Students took the survey voluntarily, and 
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each item in the survey was answered with a four-point Likert scale. Our previous work 

used this data to build a predictive model of math identity-related constructs like self-

concept using language and behavior patterns (Crossley et al., 2020). 

The distribution of students’ responses is given in Figure 3.5 (self-concept pre: mean = 

2.64 standard deviation = 0.77; self-concept post: mean = 2.44, standard deviation = 0.80). 

As summarized in Marsh et al. (2005), domain-specific self-concept (e.g., mathematics 

self-concept) shows developmental patterns of decline from early childhood to adolescence 

and then increases during early adulthood. We see a similar pattern in our student 

population, with the self-concept post-test score statistically significantly lower than the 

pre-test (t = 5.2, p < 0.001). The internal consistency of these items was found to be 

satisfactory, with a Cronbach’s ∝ of 0.74. 

3.4.6 Exploring School-Level Differences  

Next, we explored the school-level differences in student outcomes (math performance and 

self-concept) and hint usage. As we can see in Figure 3.6, Figure 3.7, and Table 3.1, there 

is considerable variance in the variable aggregates (mean) across the schools, especially in 

hint usage and math performance. 

Table 3.1 Mean and standard deviation (SD) of the school-level aggregates of the variables and outcomes 
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Figure 3.6 Distribution of school-level aggregates of the variables 

 

Figure 3.7 Distribution of school-level aggregates of the outcomes 

 

3.4.7 Summarizing School-Level Demographics  
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We characterize the schools in our sample using demographics from the Texas Education 

Agency’s (TEA) public data repository. These data capture some contextual factors that 

are likely to affect the school culture or climate and thereby may affect student use of RM 

Foundations. 

Table 3.2 Mean and standard deviation (SD) of the school-level demographics 

 

 

Figure 3.8 Distribution of non-binary school-level demographics for the 110 schools selected in this study. 
ED - Economically Disadvantaged; LEP - Limited English Proficiency; SE - Special Education 

 

Table 3.2 summarizes the first set of school-level demographics obtained from TEA 

sources, including the percentage of students at the school who are classified as (1) 

Economically Disadvantaged (EcD), as (2) Limited English Proficiency (LEP), or as (3) 
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Special Ed (SpEd), as well as (4) the urbanicity of the school and whether or not it is a (5) 

charter school. These terms are defined by the State of Texas as follows (TEA, 2018). 

Students are classified as EcD if they qualify for free or reduced-price meals under the 

National School Lunch and Child Nutrition Program; it is worth noting that a large 

proportion (avg = 40%) of Texas public school students qualify for this status (TEA, 

2018a). SpEd classifications are given to students who qualify for services for cognitive, 

emotional, or physical disabilities. LEP status is conferred for students whose primary 

home language is not English and who also fail to meet proficiency standards as established 

by either an approved testing measure or by a Language Proficiency Assessment 

Committee (LPAC). Finally, the TEA (2018b) classifies a school district as urban (or not) 

based on whether its school district (a) is located in a county with a population of at least 

960,000; and (b) has the largest enrollment in the county or its enrollment is greater or 

equal to 70% of county’s largest district. As seen in Table 3.2 and Figure 3.8, we have a 

diverse set of schools along these dimensions.  

We also considered school-level data on the percentage of students representing major 

ethnic/racial groups, using the categories provided by the TEA. As Table 3.3 shows, 

Hispanic students (the TEA’s term) are by far the largest group in these schools (mean = 

63.5%), followed by African American students (mean = 17.5%), White students (mean = 

13.5%), and then Asian students (4.5%), but as Figure 3.9 the schools show considerable 

variance in terms of this composition. To avoid noisy results, this analysis considers only 
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groups that constitute at least 5% of the student population: Hispanic, African American, 

White, and Asian.  

Table 3.3 Mean and standard deviation (SD) of the school-level percentages of ethnicities 

 

*Categories constituting less than 5% of the data were excluded from further analysis. 

 

Figure 3.9 Distribution of percentages of school-level ethnicities for the 110 schools selected in this study. 
H - Hispanic; AA - African American; W - White; A - Asian; AI - American Indian; PI - Pacific Islander; 

TR - Two or more races 

 

3.5. Analysis 
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Our data exploration (Section 3.4) suggests that help-seeking behavior, intrinsic and 

extrinsic motivation, math performance, math self-concept, and demographics each vary 

by school. Our goal with the analysis is to investigate whether the relationship between the 

behavior (hint usage and motivational behaviors) and the outcomes vary for different 

student populations. Thus, we conduct a two-step data analysis to explore how help-

seeking and the two motivations might differ based on student demographics, while 

controlling for performance and math self-concept.  

In the first step, we determine how closely students’ math performance and self-concept 

measures correlate to their hint usage and motivational behaviors within each school, using 

Spearman ρ correlations due to non-normality in the data. That is, we produce three types 

of measures for the three behaviors for each student, the correlation between a behavior 

and performance on A-level problems, the correlation between a behavior and the pre-year 

survey of self-concept, and the correlation between a behavior and the post-year survey of 

self-concept.  

In the next step, we determine whether the differences in these correlations are themselves 

correlated to school-level demographics. Note that in the first step, the unit of analysis for 

the correlations is the student, but in the second step, the unit of analysis is the school. We 

conduct two-tailed tests to report the significance levels.  

3.6. Results  

3.6.1 Relationship Between Variables and Student Outcomes  
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3.6.1.1 Help-Seeking and Student Outcomes 

Figure 3.10 shows the distribution of correlations across schools between students’ hint 

usage and their math performance and math self-concept (taken once at the beginning (pre) 

and again at the end of the year (post)).  

 

Figure 3.10 School-level correlations between hint usage and math performance vs. the correlations 
between hint usage and self-concept measures 

 

Help-Seeking and Math Performance  

Grouping students by schools allows us to see that the relationship between hint usage and 

math performance differs in important ways, even before we look at demographic variables 

more directly. Specifically, when student measures are aggregated at the school level, as 

they are in Figure 3.10, the correlation between hint usage and math performance ranges 

from -0.39 to 0.40 (SD = .18). In contrast, when we do not aggregate students into school-

level populations (instead, treat them all as a single population), there is not a significant 

relationship between hint usage and math performance (ρ = -0.008, p = 0.44). In other 
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words, while there is an appearance of varied effects within individual schools, it appears 

to cancel out when considering all schools together.   

Help-Seeking and Math Self-Concept  

Like math performance, math self-concept also shows signs of sub-population differences. 

When students are aggregated into school-level populations, as shown in Figure 3.10, the 

correlations between hint usage and math self-concept show a relatively wide range. For 

pre-year surveys, the correlation ranges from -0.14 (students with lower self-concept are 

most likely to use hints) to 0.19 (students with higher self-concept are most likely to use 

hints), and an even wide range is found for post-year survey correlations (-0.27 to 0.30). In 

contrast, when the students in this data were treated as a single population, the correlations 

were essentially zero (ρ = -0.008, p = 0.442 for pre and ρ =-0.007, p = 0.77 for post).  

Summary of Help-Seeking Variance  

There is considerable variance in the school-level correlations between hint usage and 

student outcome measures (SD = 0.18 for math performance, SD = .084 for pre-year self-

concept, SD = 0.118 for post-year self-concept). This variance indicates that students likely 

have different motivations for using hints, and that hints are associated with positive 

outcomes in some student populations but not in others.  

As seen in Figure 3.10, the median of the correlations is centered close to zero. For these 

schools, there is no association between hint usage on student outcomes. Figure 3.10 also 
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shows that the distribution of these correlations is not skewed, meaning that hint usage is 

not universally positively or negatively associated with student outcomes across schools.  

3.6.1.2 Motivational Behaviors and Student Outcomes  

Figure 3.11 shows the distribution of correlations across schools between the students’ 

motivational behaviors (number of B and C level problems attempted and number of items 

purchased) and their outcomes (math performance and the pre- and post- measures of math 

self-concept).  

 

Figure 3.11 Distribution of correlations across schools between student outcomes and the proxies of their 
intrinsic (left) and extrinsic (right) motivation 

 

Intrinsic Motivation, Extrinsic Motivation and Math Performance  

When student measures are aggregated at the school level, we see that the correlation 

between the intrinsic motivation behaviors and math performance ranges from -0.12 to 

0.62 (SD = .18). The majority of the schools show a significantly positive correlation 

between intrinsic motivation and performance, in line with the vast body of empirical 
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research confirming this relationship (Ryan & Deci, 2000). When we do not aggregate 

students into school-level populations (instead treat them all as a single population), there 

is still a significant relationship between intrinsic motivation and math performance (ρ = 

0.17, p < 0.001) with a correlation value closer to the average across schools but doing so 

fails to capture the range and variance in this relationship.  

We also find that the correlation between extrinsic motivation behaviors and math 

performance ranges from -0.31 to 0.52 (SD = .19). When we do not aggregate students into 

school-level populations, there is still a significant relationship between extrinsic 

motivation and math performance (ρ = 0.04, < 0.001), but the correlation value is very 

close to zero.  

The school-level correlations between the motivations and math performance range from -

0.12 to 0.62 for intrinsic motivation and – 0.31 to 0.52 for extrinsic motivation (SD = 0.18 

for intrinsic motivation and SD = 0.19 for extrinsic motivation). This variance indicates 

that the relationship between the motivations and student performance differs by student 

populations. The average correlation, when grouping students by schools and taking an 

average across the schools, is 0.26 for the intrinsic motivation, while extrinsic motivation 

has a relatively lower average correlation of 0.08. The range of the correlations is also 

shifted upwards for intrinsic motivation when compared to the extrinsic motivation – with 

a tail of -0.12 vs. -0.31, head of 0.62 vs. 0.52, and a similar standard deviation. Our results 

show that there are school-level differences in the correlation between the different 
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motivations and student performance, with extrinsic motivation showing more negative 

associations in some schools than others.  

Intrinsic Motivation, Extrinsic Motivation and Math Self-Concept  

Like math performance, math self-concept also shows signs of sub-population differences. 

When students are aggregated into school-level populations, the correlations between the 

motivations and math self-concept show a relatively wide range, although not as prominent 

as with math performance.  

For pre-year surveys, the correlations for intrinsic motivation ranges from -0.27 (students 

with lower self-concept are most likely intrinsically motivated) to 0.21 (students with 

higher self-concept are most likely intrinsically motivated), shifted lower for post-year 

survey correlations (-0.38 to 0.15). When the students in this data were treated as a single 

population, the correlations are close to zero, though statistically significantly for pre (ρ = 

-0.067, p = 0.002) and statistically significantly negative for post (ρ =-0.163, < 0.001).  

For pre-year surveys, the correlations for extrinsic motivation ranges from -0.29 to 0.23, 

which is similar to the post-year survey correlations (-0.33 to 0.21). When the students in 

this data were treated as a single population, the correlations are very small or close to zero 

for both pre (ρ = -0.037, p = 0.12) and post (ρ =-0.099, p < 0.001).  

The schools at the tail ends of these distributions are interesting case studies. They 

represent the cases where hint usage and motivations have either a notably high positive 

correlation or a notably high negative correlation with our outcome measures. As such, it 
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becomes important to understand what demographics are involved in order to address any 

potential disparate impacts of the hint function in the system. 

3.6.2 The Influence of School Demographics  

3.6.2.1 Demographic Differences in the Relationship between Help-Seeking and 

Student Outcomes 

School-level demographic variables help to capture some of the variance in the relationship 

between hint usage and the student outcomes measured in this study (math performance 

and math self-concept). These findings are summarized in Tables 3.4 and 3.5.  

Table 3.4 Correlations between school-level demographics and the correlations resulted between student 
outcomes (math performance, self-concept) and help-seeking. p-value in parenthesis. Significant 

correlations after Benjamini and Hochberg post hoc corrections in bold. 
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Table 3.5 Correlations between school-level ethnicity and the correlations resulted between student 
outcomes (math performance, self-concept) and help-seeking. p-value in parenthesis. No significant 

correlations were obtained after Benjamini and Hochberg post hoc correction was conducted. 

 

School-level Demographics, Help-Seeking, and Math Performance  

As Table 3.4 (above) shows, the relationships between hint usage and math performance 

differ significantly in terms of the school’s urbanicity (ρ = .292, p = .002) as well as 

differences in the percentage of students who are economically disadvantaged (EcD; ρ = 

.256, p = .007) and limited English proficiency (LEP; ρ = .314, p = .001). Specifically, 

more hints are associated with higher math performance among urban students, but more 

hints are associated with lower math performance among suburban/rural students. In 

schools with a higher percentage of students who are economically disadvantaged (EcD) 

or limited English proficiency (LEP), the use of hints is associated with higher math 

performance. However, as Table 3.5 shows, other demographic categories that are often 

considered in educational research, namely ethnicity/race, are not predictive in this context.  



   

 

124 
 

School-level Demographics, Help-Seeking, and Math Self-Concept  

The relationships between hint usage and math self-concept differ significantly in terms of 

the percentage of students with limited English proficiency (LEP; ρ = -.452, p = .035 for 

pre; ρ = -.565, p = .008 for post), and the percentage of students in special education (SpEd; 

ρ = .463, p = .030 for pre; ρ = .444, p = .044 for post). Specifically, in schools that serve a 

higher percentage of LEP students, students with low self-concept are more likely to use 

hints, while in schools with fewer LEP students, students with high self-concept are more 

likely to use hints. This finding is somewhat stronger for the end of year surveys than the 

start of year surveys.  

The opposite pattern is shown among schools that serve a higher percentage of SpEd 

students. In these schools, their students with high self-concept use more hints, whereas 

that relationship is negative in schools that serve fewer SpEd students. This finding is 

consistent across the start of the year and end of the year surveys. 

Other demographic factors from Table 3.4, namely urbanicity and EcD, were not 

significant for the relationship between help-seeking and math self-concept, despite being 

predictive of the relationship between help-seeking and math performance. School-level 

descriptions of ethnicity (Table 3.5) again did not help to explain the variance between 

math self-concept and hint usage. 

3.6.2.2 Group Differences in the Role of Motivations in Student Outcomes 
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School-level demographic variables help to capture some of the variance in the relationship 

between hint usage and the student outcomes measured in this study (math performance 

and math self-concept). These findings are summarized in Table 3.6 and Table 3.7.  

Table 3.6 Correlations between school-level demographics and the correlations resulted between student 
outcomes (math performance, self-concept) and behaviors related to intrinsic and extrinsic motivation. p-
value in parenthesis. Significant correlations after Benjamini and Hochberg post hoc corrections in bold.  

 

Table 3.7 Correlations between school-level ethnicity and the correlations resulted between student 
outcomes (math performance, self-concept) and behaviors related to intrinsic and extrinsic motivation. p-

value in parenthesis. No significant correlations were obtained after Benjamini and Hochberg post hoc 
correction was conducted.  
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School-level Demographics, Intrinsic & Extrinsic Motivations, and Math Performance  

As Table 3.6 (above; column 2) shows, the relationships between the intrinsic motivation 

and math performance differ significantly in terms of the school’s urbanicity (ρ = .281, p 

= .003), whether or not it is charter (ρ = -.244, p = .012) as well as differences in the 

percentage of students who are economically disadvantaged (EcD; ρ = .230, p = .018) and 

in special education (SpEd; ρ = .247, p = .011). Specifically, there is a positive association 

between higher usage of more advanced (B- and C-Level) problems and math performance 

among students from urban schools, and a negative association between higher usage of 

more advanced (B- and C-Level) problems and math performance among students from 

suburban/rural schools. More attempts of advanced problems are associated with higher 

math performance among non-charter students, but more attempts of advanced problems 

are associated with lower math performance among charter students. Schools with a higher 

percentage of students who are economically disadvantaged (EcD) have a positive 
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association between higher usage of more advanced problems and math performance. 

Finally, schools with a higher percentage of students in special education (SpEd) have a 

positive association between higher usage of more advanced problems and math 

performance.  

In contrast, Table 3.6 (above; column 3) shows that the relationships between extrinsic 

motivation and math performance differ significantly in terms of the school’s urbanicity (ρ 

= -.238, p = .010), whether or not it is charter (ρ = .217, p = .022) as well as differences in 

the percentage of students who have limited English proficiency (LEP; ρ = -.226, p = .017). 

Specifically, the association between higher usage of the gamified extrinsic motivations 

and math performance is positive among students from suburban and rural schools and 

negative among students from urban schools. Furthermore, the association between higher 

usage of the gamified, extrinsic motivation behaviors, and math performance is positive 

among students from charter schools and negative among students from non-charter 

schools. Schools with a higher percentage of students who have limited English proficiency 

(LEP) show a negative relationship between extrinsic motivation and math performance. 

Also, like in the hint usage results, ethnicity/race are not significantly correlated in this 

context as well (Table 3.7). As such, the correlations between extrinsic motivation and 

math performance across schools range relatively more negative than intrinsic motivation 

(-0.12 (intrinsic) vs. -0.31 (extrinsic); Section 3.6.1.2), suggesting the behaviors associated 

with extrinsic motivation may be more harmful to certain schools.  
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An interesting pattern in these results is the inverse relationship of the same demographic 

variable with intrinsic and extrinsic motivation. For example, suburban and rural schools 

have a negative association between math performance and intrinsic motivation and a 

positive association between math performance and extrinsic motivation. This result 

suggests that more support may be needed to transition students in rural and suburban 

settings from gamified extrinsic motivators to develop competence in more advanced and 

challenging math problems. Similar support may also be needed for students in charter 

schools. Another concerning trend among schools with a higher percentage of students who 

have limited English proficiency is the negative association between extrinsic motivation 

and math performance and the lack of a strong relationship between intrinsic motivation 

and math performance. This could imply that the gamified motivation in the system may 

not be enough to improve math competence in these schools, while their students also fail 

to find motivation in the increased challenge in advanced problems. On the other hand, 

schools with a higher percentage of economically disadvantaged students could be 

inherently motivated to solve challenging problems, based on the correlation between the 

percentage of students economically disadvantaged and intrinsic motivation and the lack 

of correlation between economic disadvantage and extrinsic motivation. The same is true 

for schools with a higher percentage of special education students, though intrinsically 

motivated behaviors may be promoted in this case by the teachers’ aides and specialists 

helping these students. 

School-level Demographics, Intrinsic & Extrinsic Motivations, and Math Self-Concept  
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The relationships between the usage of extrinsic motivation and math self-concept (post) 

differ significantly in terms of the percentage of students who are economically 

disadvantaged (ρ = 0.499, p = .017). This relationship is not consistent across the start of 

the year and end of the year surveys, unlike what we observed in hint usage (Table 3.4). 

Also, other demographic factors from Table 3.6 that were predictive of the relationship 

between the motivations and math performance were not significant for the relationship 

between the motivations and math self-concept, neither were the ethnicity/race variables 

(Table 3.7).  

3.7. Discussion  

Talking about the social and ethical impacts of computer bias, Garcia (2016) said, “the side 

effects of unintentionally discriminatory algorithms can be dramatic and harmful.” In 

recent years, data-driven systems have come under scrutiny for amplifying existing social 

inequities or, in some cases creating new ones (Garcia, 2016). As such, there has been 

increasing amounts of research on fairness in data and machine learning systems. However, 

much of this work has focused on optimizing systems based on abstract universal notions 

of fairness or de-contextualized quantitative metrics and ignoring social, political, and 

cultural deliberation (Green & Hu, 2018). However, education is a context where achieving 

fairness with sociotechnical solutions poses unique challenges tied closely to the 

sociocultural aspects of the domain (Ocumpaugh et al., 2015; Ito, 2017; Karumbaiah et al., 

2019, 2021). Despite the increase in the use of data analytics and AI-based systems in 

education, relatively little work has focused on establishing what fairness means in this 
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context and exploring approaches to achieving it (Holstein & Doroudi, 2019; Subotzky and 

Prinsloo, 2011; Slade & Prinsloo, 2013). The current literature on ethics in the field has 

mostly been interested in issues of data ownership and privacy and institutional and policy 

level considerations (Draschler et al., 2015; Tsai & Gasevic, 2017). Through this paper, we 

hope to contribute to the emerging conversations on fairness and equity in EdTech systems 

in two ways – 1) by investigating inequitable outcomes across student subpopulations on 

two of the fundamental psychological constructs in EdTech design, 2) by demonstrating 

the use of publicly-available, school-level demographics for fairness research where 

individual student demographics may be difficult or impossible to acquire.   

3.7.1 Difference in Outcomes Across Student Subpopulations 

3.7.1.1 Help-Seeking 

Hint-seeking behaviors have been a source of interest among EdTech researchers since the 

early days of the adaptive EdTech field (Anderson, 1993; Aleven & Koedinger, 2000), yet 

understanding which hints are effective, for whom, and under what conditions, remains a 

somewhat elusive goal. A large part of answering these questions likely lies in 

understanding what motivates a student to seek help. Ideally, we would like students to use 

hints to improve their understanding of the material, but as these results show, students 

who are struggling do not always make use of available resources effectively. Within this 

data (with a relatively low hint usage overall)—which involves students in the same state 

using the same mathematics learning system—there are also schools where hint usage is 

associated with low-performance. If these students are benefiting from this hint usage, it is 
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not measurable with the variables considered in this study. This finding suggests that the 

hints could be ineffective at helping these particular students to learn the material.  

At least part of the school-level differences in the correlation between hint usage and math 

performance seems to be related to school-level demographics, but interestingly, the 

schools where hint usage appears to be most advantageous are those that enroll larger 

numbers of students who would typically be thought of as disadvantaged by the school 

system. That is, schools with fewer LEP students are more likely to have low performers 

who do not appear to be benefitting from hint use. Schools with fewer students receiving 

free or reduced-price lunch are more likely to have low performers who do not appear to 

be benefitting from hint use. Schools in large urban centers are less likely to have low-

performing students who do not appear to be benefitting from hint use.  

The relationship between hint usage and self-concept is also complicated. Students in 

schools that serve more LEP students tend to show a negative relationship between self-

concept and hint usage. That is, those students with low math self-concept appear to use 

more hints (in those schools). However, in schools that serve more SpED students, the 

relationship between self-concept and hint usage is positive (i.e., students who are 

relatively more sure of themselves ask for more hints). It is also possible that the smaller 

number of schools sampled for self-concept (compared to math performance) made it more 

difficult for these relationships to emerge.  

Ethnic population differences were not particularly revealing in this study, and it is not 

entirely clear why. It is possible that, say, the LEP findings are strong enough to warrant 
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further divisions to the subpopulations included in this study, a possibility that has not yet 

been explored in this data, such as dividing LEP students based on different languages. 

However, it is also possible that some of the linguistic differences that influence classroom 

practices of different ethnic groups (e.g., Hudley & Mallinson, 2015)—practices that may 

include figuring out how to ask for help—are less relevant in an online context like 

Reasoning Mind where the student is simply pressing a button to request a hint.  

3.7.1.2 Intrinsic and Extrinsic Motivations 

Research on fostering student motivation has a long history of research in psychology. 

There have been mixed opinions on the efficacy of extrinsic motivations like tangible 

rewards, while there is more consensus on the important role of intrinsic motivation in 

high-quality learning (Deci & Ryan, 2000). Given that many students are not intrinsically 

motivated in any given subject, EdTech designers often turn to features that can increase 

extrinsic motivation, such as rewards and gamified activities. Research suggests that the 

design of extrinsic motivators should value student autonomy and foster self-regulation 

instead of exerting external control (Ryan & Connell, 1989). Our literature review 

establishes the role of social factors and the need for different supports for different learners 

to catalyze student competence and autonomy. However, very little research in EdTech has 

explored the role of social context in the efficacy of extrinsic motivation. 

In this data, we observe that the relationship between students’ intrinsic and extrinsic 

motivation and their outcomes (math performance, math self-concept) is associated with 

student demographics. In the case of our binary variables, urbanicity and charters, we find 
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the inverse correlations between math performance and intrinsic versus extrinsic 

motivations. Suburban and rural schools (like charter schools) have a negative association 

between math performance and intrinsic motivation and a positive association between 

math performance and extrinsic motivation. Our results suggest that students from rural 

and suburban schools may need better supports to transition from gamified extrinsic 

motivations to developing interest in more advanced and challenging math problems. 

Similarly, our results suggest that such supports may also be needed for students in charter 

schools. A rather concerning trend in schools with a higher percentage of students who 

have limited English proficiency is the negative relationship between extrinsic motivation 

and students’ math competence. These results suggest that EdTech designers need to pay 

special attention to their students’ demographic context when designing extrinsic 

motivations in EdTech systems if our goal is to deliver equitable student outcomes. Overall, 

if future studies establish a causal link, then we recommend that the system behavior should 

change based on the student needs. For instance, the design of extrinsic rewards and hints 

should vary based on student self-concept. At a minimum, teachers should have the ability 

to override system decisions or make changes to certain design elements based on their 

assessment of varying student needs, to address possible mismatches between design and 

the needs of specific learner populations. 

3.7.2 Implications for EdTech Designers and Researchers  

One of the main implications of this paper for EdTech designers is that a universal design 

that focuses on improving student outcomes while ignoring individual or group differences 



   

 

134 
 

might not produce the desired results. One key finding of this paper is that the group 

differences that matter most for design might not be the groups that are the most 

immediately obvious. The work presented here is a step towards understanding which 

group differences may matter, but as recommended by Baker and colleagues (2019), 

research in this area should explore a broader range of conceptualizations of context and 

identity than are currently considered.  Ultimately, the vision of culturally aware tutoring 

systems (Blanchard & Mizoguchi, 2008) can only be fully achieved if we know which 

groups to adapt them to, and how. Thus far, however, personalization in help design has 

not taken these types of issues into consideration, primarily focusing on understanding 

student cognition to provide hints based on the pedagogical content (Aleven et al., 2016). 

Our findings suggest that developers and researchers on adaptive EdTech should explore 

broader contextual factors to analyze the effectiveness of hint usage across student 

subpopulations, and adapt help to a broader vision of student need. Similarly, features to 

increase extrinsic motivation, such as gamification, may not always be beneficial to 

academically unmotivated students, depending on group differences.  

To illustrate this, let’s take the example of students with limited English proficiency. As 

shown in Section 3.6.2, there is an inverse relationship between help-seeking and the two 

student outcomes (performance vs. self-concept). In schools with a higher percentage of 

limited English proficient students, higher hint usage is associated with high math 

performance but low math self-concept. On the other hand, in schools with more native 

English speakers, higher hint usage is associated with low math performance but high math 
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self-concept. This is an interesting case for ITS designers to investigate further. Is the text-

heavy nature of the hints contributing to this finding? Are limited English proficient 

students using hints to improve on their math skills, but the cognitive load in processing 

more verbal content is causing a negative impact on their self-efficacy? Such investigations 

could open up opportunities for design innovations to better support students. Would it 

help to use multiple representations (visual, auditory, symbols) and give autonomy to the 

students to choose which representation to use? In summary, including school-level 

demographics to the analysis of complex constructs like help-seeking is an important step 

in developing designs that are appropriate for all learners.  

Our results suggest that research on complex yet widely-used constructs related to student 

learning and engagement may not generalize well across diverse student populations, 

especially when the studies are conducted in a small-scale or with convenience samples. 

Although this finding is not novel in itself, this paper demonstrates an approach to assess 

the generalizability of the EdTech research findings by using publicly-available, school-

level demographics when we have access to larger data (e.g., interaction logs), which may 

be particularly important when access to individual student demographics is restricted. A 

broader implication of our work for EdTech researchers is to consider the student 

demographic factors when explaining contradictory findings on the relationship between 

student behaviors and outcomes in virtual learning environments. As such, we would echo 

Paquette et al.’s (2020) recommendation that the research community pay more attention 

to student demographics, including both commonly reported categories of gender and 
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race/ethnicity, and factors like LEP, EcD, SpEd, urbanicity, and school type (e.g., 

public/private/charter), as there is substantial evidence that these factors often influence 

student behaviors. In addition to providing a more holistic picture of research to the readers, 

this practice of reporting diverse contextual factors could also help with situating the 

research in prior literature and aid replication or application in a similar context. 

3.7.3 Implications for the Fair-ML Community 

Despite recent advancements, the field of fair Machine Learning (ML) has been criticized 

for focusing on algorithmic concerns and mathematical definitions of fairness rather than 

engaging with the broad set of ethical, social, and political concerns within the contexts in 

which applications are deployed (Green & Hu, 2018). The interaction between ML systems 

and social worlds can sometimes lead to effects unanticipated from a purely technical 

perspective. It is time for application domains like EdTech to actively contribute by 

bringing our nuanced challenges to the multidisciplinary conversation around fairness 

(Holstein & Doroudi, 2019). As Selbst and colleagues (2019) explain, the popular ML 

approach of abstraction - abstracting out domain-specific aspects of a problem - risks 

rendering ML ineffective when used to define fairness and develop fair-ML algorithms in 

a social context. Instead, they argue, fairness requires a nuanced understanding of the social 

context, its politics, and all the actors involved. In this study, we investigate how the 

implications of student behavior and motivation within a learning system may be 

dependent on social and group factors. Specifically, we identify which subpopulations need 

particular attention by identifying potential blind spots in the generalizability of past 
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results. This work is necessary in order to understand how to make EdTech systems fairer 

and foster more equitable student outcomes. 

A popular strategy to mitigate bias in the industry is to collect more training data (Holstein 

et al., 2019). However, collecting more rich and complex data in domains like education 

may not always be feasible. Specifically, collecting fine-grained data on social context and 

individual demographics can be difficult in education due to student privacy concerns. This 

study demonstrates a potential workaround to this challenge by collecting coarser-grained 

school-level demographics data. 

Lastly, ML-based sociotechnical systems need to recognize and adapt to the changing 

social circumstances in the context in which they are deployed - challenging the current 

practice of treating historical data as the ground truth. For instance, Schofield (1995) 

reported that students in urban schools skipped lunch and stayed after school to use an 

intelligent tutoring system – not a common pattern 25 years later. Patterns of interaction 

and properties of students may change even over a shorter period of time, and may change 

as a result of using the systems we develop. Moreover, continuing to make predictions 

using the learning from past data could also impede students’ progress in developing 

interest. To illustrate this, take the example of extrinsic and intrinsic motivation discussed 

in this paper. The goal of interventions in education is to build student interest in the subject 

matter, hopefully to the extent that activities started out with extrinsic motivations lead to 

the student developing an inherent interest in the content. Even when an adaptive EdTech 

system is trained on data from the same population where it is applied, it may fail to adapt 
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to the improving conditions as a result of the technological intervention if the algorithm 

stays blind to these changes. For example, continuing to motivate students with extrinsic 

tangible rewards over increasing student autonomy to attempt challenging problems. 

3.7.4 Limitations and Future Work  

This paper only considered a small number of sociocultural variables (albeit more than are 

commonly seen in research on help-seeking or motivation within EdTech). We 

acknowledge that there are many other sociocultural aspects that influence a student’s 

engagement and learning with an ITS. In the case of students’ help-seeking behavior, the 

perceptions of help-seeking within their classroom (peers, teachers) and outside (family, 

friends) can influence student choices. Similarly, social conditions in school and at home 

can systemically influence intrinsic and extrinsic motivation. While this paper focuses on 

broadly-defined school-level demographics, we believe that it would be beneficial to look 

at other influencers from the student’s social context. For instance, the pedagogical 

practices of the teacher in the math classroom could influence what students perceive as 

appropriate help-seeking and the value of intrinsic vs. extrinsic motivation.  

More broadly, the priorities of the school district and state might also impact the 

pedagogical choices made in schools. Teachers’ choices are influenced by public policy. 

Shortly after the completion of our data collection, Texas issued letter grades (A-F) (The 

Texas Tribune, 2018) to its school districts based on a complex formula involving overall 

student performance on standardized exams, overall year-to-year improvement, and 

improvement for specific sub-groups. These ratings were generally lower in districts with 
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higher rates of economically disadvantaged students, creating different degrees of pressure 

where demographics differ. The pressure of performing well (as measured by standardized 

tests), in many cases with limited resources, could influence what is being prioritized as 

the goal of math learning in these schools. While quantifying these factors to include in an 

analysis is not straightforward, these factors no doubt drive the type of differences that are 

seen between schools with different demographics.  

Another potential limitation to our findings is seen in this paper’s lack of explicit 

consideration of gender. Gender was not investigated in the current paper, as public schools 

generally have balanced gender distributions (as was the case in this dataset), leading to 

limited power to observe any difference that might exist. This leads to a more general point. 

It would be beneficial to analyze the impact of demographics at the student level, both to 

replicate the relationships seen here and to study whether students who are outliers in their 

own schools have different patterns. However, collecting student-level data is not always 

feasible, and this study has demonstrated that school-level aggregates can still help us 

understand the role of demographic factors in understanding motivation and help-seeking 

behaviors. 

In addition, it is important to note that the findings were obtained in a single EdTech 

system, geographical region, and point in time. When using findings of this nature, it is 

important not just to consider whether the findings are substantial in effect size, but whether 

they continue to apply. For instance, the impacts of the variables studied here may change 

between regions (where variables such as limited English proficiency may correspond to 
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different population groups), or over time, as society changes. In general, work 

investigating the impact of demographics on students’ responses to EdTech must be 

sensitive to the contextual applicability of the phenomena being studied. This indicates that 

research of the nature presented here must continue to occur over time as well as across 

learner groups, if we intend our EdTech systems to be effective for all of the learners using 

them. 

The psychological constructs studied in this work - like others that are important to EdTech 

design - are complex and nuanced. Even though many motivational constructs are studied 

individually, in practice, they are most likely to co-occur and interact with each other 

(Renninger et al., 2018). This paper does not represent a complete or comprehensive study 

on the role of motivation and help-seeking in student performance and identity. However, 

its finding indicates the importance of future work to consider broader social factors around 

these constructs when incorporating them in design. In this work, we assume that an 

outcome is inequitable if particular student groups are observed to be advantaged or 

disadvantaged by the system usage. We acknowledge that fairness can be conceptualized 

in other ways too. We hope that our work can contribute to the emerging discussion on 

fairer EdTech research, design, and development. 

3.8. Conclusion  

In order to close the opportunity gap, we must improve the learning experiences for all 

students who use EdTech systems. This study attempts to answer calls to be socially 

responsible and accountable in Ed Tech (e.g., Porayska-Pomsta & Rajendra, 2019), which 
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has historically shown considerable social distance between its developers and the students 

that they want to serve. In order to identify the potential blind spots that lead to inequitable 

student outcomes, we suggest a method for explicitly identifying the varied needs of 

student subgroups even when data is unavailable at the student level. We make these 

recommendations within the context of help-seeking behaviors, which are an important 

part of self-regulation, and student autonomy more broadly, but which is also a behavior 

that may be particularly susceptible to cultural differences (i.e., Ogan et al., 2015). 

Intelligent Tutoring Systems like Reasoning Mind Foundations provide an opportunity for 

students to practice self-regulation by taking control over their choices in the learning 

environment. Help-seeking is a particularly relevant SRL process within this type of 

learning system, given the prominence of hints in EdTech systems. Similarly, student 

autonomy plays an important role in the development of their interest and motivation in 

learning. In this paper, we demonstrate that school-level demographics can have a 

significant influence on the relationships between students’ help-seeking behavior, their 

motivations, and student outcomes. In doing so, we question the implicit assumption that 

complex constructs like these can be considered without also considering student context. 

This calls for greater consideration within our field of social, cultural, and economic 

influences on student choices and outcomes (cf. Baker et al., 2019). 

Amidst the mixed results from empirical studies on the effectiveness of hints, Aleven and 

colleagues (Aleven et al., 2016) continue to recommend the use of hints in EdTech systems 

and suggest making four key methodological distinctions when studying interventions 
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designed to promote help-seeking - (1) effects on learning in the same learning 

environment versus a new environment; (2) effects on current learning versus future 

learning; (4) effects on learning in the same domain versus another; (3) effects on SRL 

processes versus domain-level learning. We propose to extend upon the list of these 

methodological considerations, suggesting that researchers also (5) explore the effects of 

help-seeking designs in one demographic context versus another. Similarly, we 

recommend EdTech designers and researchers consider the role of students’ demographic 

contexts while making design choices to motivationally enhance their systems.  

This is not to say that there are not both practical and definitional issues in doing so. 

However, as we can see that such demographic effects are present even within a single 

U.S. state (albeit one of the larger and more diverse U.S. states), it is worth considering the 

ways in which different groups of people may attach different meanings to the behavior of 

help-seeking and of intrinsic and extrinsic motivations. For instance, research should 

consider the ways in which help-seeking might be interpreted as an imposition or as an 

admission of failure or how value is attached to autonomy over control for extrinsic 

motivation, since, as we discussed in Section 3.2, these interpretations likely vary from one 

culture to another. By considering demographics in our research on these constructs - and 

on SRL in general - we increase the likelihood that our findings will apply to the full 

diversity of learners using EdTech and related systems today. 
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CHAPTER 4 

VARYING EFFECTIVENESS OF METHODOLOGICAL IMPROVEMENTS IN 

ANNOTATED DATA COLLECTION 

Karumbaiah, S., Lan, A., Nagpal, S., Baker, R. S., Botelho, A., & Heffernan, N. (2021). 

Using Past Data to Warm Start Active Machine Learning: Does Context Matter? 

International Learning Analytics and Knowledge Conference. 

Abstract. Despite the abundance of data generated from students’ activities in virtual 

learning environments, the use of supervised machine learning in learning analytics is 

limited by the availability of labeled data, which can be difficult to collect for complex 

educational constructs. In a previous study, a subfield of machine learning called Active 

Learning (AL) was explored to improve the data labeling efficiency. AL trains a model and 

uses it, in parallel, to choose the next data sample to get labeled from a human expert. Due 

to the complexity of educational constructs and data, AL has suffered from the cold-start 

problem where the model does not have access to sufficient data yet to choose the best next 

sample to learn from. In this paper, we explore the use of past data to warm start the AL 

training process. We also critically examine the implications of differing contexts 

(urbanicity) in which the past data was collected. To this end, we use authentic affect labels 

collected through human observations in middle school mathematics classrooms to 

simulate the development of AL-based detectors of engaged concentration. We experiment 

with two AL methods (uncertainty sampling, L-MMSE) and random sampling for data 

selection. Our results suggest that using past data to warm start AL training could be 



   

 

158 
 

effective for some methods based on the target population’s urbanicity. We provide 

recommendations on the data selection method and the quantity of past data to use when 

warm starting AL training in the urban and suburban schools. 

4.1 Introduction 

New forms of digital data captured in various learning settings have made it possible to 

build meaningful models to understand and optimize learning [18]. Interaction logs, and 

sensors, among others, make it easy to generate abundant data from students’ learning 

activity [2]. Yet, in many cases, the modeling effort is limited by the availability of ground 

truth labels of complex educational constructs (which are used as target variables in 

supervised ML) related to student affect, cognition, behavior, and other sociocultural 

factors [18]. In some cases, it is possible to attain labels at little to no cost (e.g., college 

enrollment, in-system behavior, and test performance). But for other constructs, the success 

in using ML depends on human annotation that is time-consuming, expensive, and 

sometimes difficult depending on the pedagogical context and the complexity of the 

construct being modeled. For instance, if the data labels are collected in authentic settings 

like physical classrooms, then fieldwork opportunities are limited in time, resource-

intensive, and involve several tedious tasks such as background verification of the 

observers, approvals from the school administration and institutional review boards, and 

obtaining written consent from students and parents. Even video replay coding still takes a 

substantial amount of time per label [25]. Thus, despite having an abundance of student 

activity data overall, the limitations in collecting human labeled data are pushing us to find 
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new ways to develop better performing ML models with a smaller amount of annotated 

data [31].  

A potential solution lies in a subfield of ML called Active Learning (AL) that tries to learn 

a good model from fewer data samples by letting the ML model choose the data it trains 

from – thus, focusing the labeling efforts on a smaller subset of carefully selected data 

samples [28]. This subfield is not to be confused with the instructional approach of active 

learning in education [3]. In this paper, AL refers to the ML-based data selection algorithms 

aimed at improving the data labeling efficiency (discussed further in Section 4.2.1). AL 

works by training a model and choosing data iteratively: in each iteration, it first uses the 

current model to choose which data point to use next (i.e., on which data point to query for 

a human-generated label), and then uses the label to update the model. In contrast to simple 

classification problems (e.g., classifying apples from oranges in an image), complex 

settings like education pose some challenges to the adoption of AL. First, the labels could 

be highly subjective (e.g., self-reports of student emotions). Second, the data can be highly 

noisy (e.g., video data from a physical classroom). Third, the input feature set could be 

large (e.g., hundreds of features summarizing student activity in a virtual learning 

environment). Thus, the complexity involved in the ML tasks in application fields like 

education may require AL to seek significantly more samples to reach reasonable quality. 

As such, AL has found limited use in LA thus far, especially in the cold start situation, 

where the model doesn’t have access to sufficient data yet [28].  
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In this paper, we investigate the use of past data on the same construct to overcome the 

cold-start problem when using AL. Using past data to warm start the AL training process, 

even for the same construct, may not be straightforward given the diversity in the student 

population [12]. Considerable research shows that demographic factors are often related to 

differences in educational outcomes [6]. Thus, we also examine whether the differing 

context of the past data used to warm start AL has an implication in building a model in 

the target population. This is important because LA models need to ensure population 

validity as they attempt to meet the needs of all students [22]. Given the feasibility 

challenges around collecting learning data in schools, the first data that is collected may in 

many cases come from convenience samples of middle-class students (see discussion in 

[14]) or another highly accessible student population where it is easy to collect labeled 

data. Since AL follows a greedy approach to optimize data collection, using data from a 

dominant student population could drive the model training process for a different 

population of learners to a suboptimal solution - a biased model. Hence, it is necessary to 

critically investigate the role of differing contexts of the past data if we want to use them 

to overcome the cold-start problem. As we still don't know what a "population" is [1], we 

focus our experiments in this study on one contextual dimension of urbanicity [cf. 22] to 

examine the use of past data from urban and suburban schools to warm start AL training 

in a school from the other context. Thus, our primary research questions in this study are – 

- Does using past data help warm start the AL training process effectively? 
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- How does the urbanicity of the past data impact the effectiveness of the warm start 

process? 

- How much past data from a different urbanicity is appropriate to use while warm 

starting the AL training process? 

To this end, we use authentic affect labels collected through human observations in middle 

school mathematics classrooms to simulate the development of AL-based detectors of 

engaged concentration (described further in section 4.2), a common affective state among 

students. We experiment with two AL methods and one non-AL method (random 

sampling) for data selection. Our results suggest that using past data to warm start AL 

training could be effective for some methods. We also see that the urbanicity of the past 

data matters. We provide recommendations on the data selection method and the quantity 

of past data to use when warm starting AL training in the urban and suburban schools.  

4.1.1 Contributions 

Our primary contribution to AL research with education data is the critical analysis of the 

use of past data to overcome the cold start problem of AL training with complex constructs. 

More importantly, we show that mismatches in the urbanicity of the past data (and possibly 

other demographic dimensions) could be detrimental to effective model training in some 

cases.  

4.2. Background 
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The next subsections provide a brief introduction to AL methodology, its use in label data 

collection for affect detection, and the importance of studying differing contexts in this 

paradigm.  

4.2.1 Active Learning Algorithms 

Supervised learning is a machine learning task that involves learning a function that maps 

the input (a set of feature values for a data point) to a predefined output (a target label of 

the data point). A commonly used function is a classifier that maps the input to a set of 

categories (class labels). In the typical supervised learning setup, all labeled data is 

collected before model development starts and available at training time for the model to 

learn from. On the other hand, in an AL setting, data collection and model training occur 

concurrently. The label collection process is iterative since all or a relevant subset of the 

training data collected thus far is available in real-time to make a choice on which point 

will get labeled next. AL methods are used in a scenario where there is limited opportunity 

to obtain labeled data – typically, when one can only selectively label a small subset of an 

otherwise abundant unlabeled data. The goal of AL algorithms is to enable training a high-

quality classifier with fewer data samples by selecting those that are the most informative 

to the classifier. Thus, as the training of a model progresses, the AL algorithm aims to 

select the next data point to obtain a label for, such that it will be the most informative for 

the current model and hopefully lead to the largest improvement in its predictive power 

[28]. Several metrics of informativeness have been explored in AL research such as entropy 

(or observation uncertainty) [19], expected error reduction [26], expected variance 



   

 

163 
 

reduction [32], and model change [5]. A suite of algorithms has also shown promising 

results with a range of classifiers from logistic regression [30] to deep convolutional neural 

networks [27]. In this paper, we compare the following three approaches (two AL methods 

and one non-AL method) that have previously been applied to affect detection [31].  

4.2.1.1 Uncertainty Sampling (UncS) 

Uncertainty sampling is the simplest and most commonly used AL method and has been 

shown to achieve comparable or even better performance than other more sophisticated AL 

methods on real-world data [30]. It uses the prediction entropy of the model’s predictive 

distribution over each possible class label to quantize the informativeness of each data 

point. Therefore, in each iteration, it takes the current model and predict the label 

distribution of each unlabeled data point and selects the one that the model is the least 

certain of, i.e., the data point that has the highest predictive entropy under the current 

model.  

4.2.1.2 The (L-MMSE)-based method  

One limitation of the UncS method is that the accuracy of its notion of data 

informativeness, i.e., model uncertainty, is highly associated with the quality of the current 

model. Therefore, when the model only has access to limited data, this estimate of 

uncertainty may not be accurate. The Linear Minimum Mean Square Error (L-MMSE) 

Estimator, first proposed in [16, 17], provides a set of closed-form approximations of the 

estimation error (a proxy of model uncertainty), which is shown to be highly accurate when 
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the number of data points is small. Therefore, the L-MMSE-based AL method [31] selects 

the next data point as the one that leads to the maximum reduction of the MSE. Roughly 

speaking, it looks at how similar each unlabeled data point (behavior) is to previous labeled 

data points the model has seen, which means we want to label the next data point that looks 

the most like an outlier. It is shown to mostly outperform UncS for student affect detection, 

especially when the number of data points is small [31].  

4.2.1.3 Random Sampling (Random) 

We also use a third, non-AL method for data selection, which is simply to randomly select 

an unlabeled data point from all possible points.  

4.2.2 Student Affect Detection 

Affective computing is an important area of interest in LA due to the close connection 

between a student’s affect and their learning and experience. Affect has been shown to 

correlate with important educational constructs like self-efficacy [20], motivation [24], and 

learning [7]. Accordingly, affect-sensitive interventions have been designed in virtual 

learning environments to improve students’ learning [8], and overall experience [10]. Thus, 

several research studies in the past decade have focused on building good quality affect 

detectors using physical and physiological sensors [21], and interaction log data [10] - the 

latter being the more affordable, less intrusive, and scalable option. Sensor-free affect 

detectors are classifiers categorizing a set of student interaction features into a predefined 

set of student affective states such as confusion, frustration, boredom, and engaged 
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concentration. The features are distilled from the interaction log data which is easily 

available in most virtual learning environments. However, the affect labels required for 

supervised training involves a labor-intensive data collection process.  

One commonly used approach to collect labels for affect is through field observations in a 

real classroom by certified expert coders. A frequently-used technique for classroom 

observations is the Baker Rodrigo Ocumpaugh Monitoring Protocol (BROMP; [23]) - an 

affect coding protocol wherein students are observed by certified coders in a round-robin 

fashion. Each observation lasts up to 20 seconds. The affective state labels are boredom, 

confusion, frustration, and engaged concentration. During coding, some observations are 

labeled “NA”, corresponding to the cases where i) the student could not be observed, ii) 

their affective state was unclear to the observer, or iii) they were in an affective state other 

than the states being coded. Following common practice in other detector development 

work [e.g. 22], we do not use these “NA” cases in our analysis. 

4.2.3 Active Learning for Affect Detection 

In a typical BROMP-based affect label collection, the students are observed in a pre-

defined order. Thus, it is likely that the observers will miss opportunities to observe more 

informative cases. This could be an inefficient use of the limited time of the expert coders 

in an already short time window of fieldwork. Finding efficient ways to collect affect data 

is necessary as there are several constraints to conducting fieldwork in real classrooms 

(discussed in Section 4.1) along with the limited availability of the certified BROMP 

coders. AL provides an adaptive method to collect affect labels by directing the observers’ 
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attention to the more informative cases. For the first time in 2019, Yang and colleagues 

[31] investigated the use of AL to collect higher quality data for training affect detectors 

with fewer data samples. We will be adopting a similar experimental protocol as [31], 

which is the standard in most AL studies (elaborated in Section 4.4.1). 

In addition to experimenting with the existing AL methods, Yang and colleagues [31] also 

proposed the new method of L-MMSE, which appears to be particularly suited for the 

affect data collection setting where the data is small and noisy. Their results suggest that, 

when compared to other AL methods, L-MMSE leads to efficient modeling i.e., high-

quality sensor-free affect detectors with fewer labeled data. By letting the model pick the 

next observation to learn from, the AL models were able to reach a desirable performance 

with as little as 70 observations which would translate to around 20 minutes of field 

observations with BROMP. This could tremendously reduce the burden on human labeling. 

However, before we adopt this methodology in our data collection practices, we also need 

to critically examine any possible biases that the model could have picked while greedily 

choosing the next best data sample to get labeled.  

4.2.4 Role of Student Population in Affect Detection 

In the previous study, the empirical analysis was conducted on combined data from 

multiple schools in different urbanicities (urban, suburban, and rural). In the current study, 

we split the data based on the urbanicity to assess any potential discrepancies in using 

models trained on one population to test in another population. This is important because 

student demographics are known to influence several aspects of affect [13]. Differences in 
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culture are known to influence variation in beliefs and personal dispositions towards 

emotional expression and moderation [29], and the frequency and emergence of certain 

affective states [15]. A recent study synthesizing results across multiple affect datasets 

showed that affective patterns seem to differ based on the country in which the data was 

collected (US versus Philippines; [13]). We chose to explore urbanicity as a contextual 

dimension in this study because past work suggests that affect detectors do not always 

transfer well between urbanicity categories [22]. In this study, we want to examine if this 

result holds true in the AL paradigm, especially when using data from different urbanicity 

to warm start the AL training.  

4.3 Data 

We use a previously collected dataset from ASSISTments [4]– a computer based learning 

platform which allows teachers to assign content and monitor student performance while 

supplying students with immediate correctness feedback and on-demand supports in the 

form of hint messages and scaffolding [9]. The affect data was collected in middle school 

mathematics classrooms using BROMP (see Section 4.2.2). The dataset consists of 2511 

affect observations for 367 students. For each observation, a set of 92 features is extracted 

from the log of the student’s interactions with practice problems within ASSISTments. 

These features summarize student within- and across-problem behaviors in the 20-second 

interval of the affect observation, such as the number of hints they seek, time spent on 

solving problems, the accuracy of responses, etc. In this paper, we will study affect 

detection for engaged concentration, a binary classification model (engaged concentration 
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vs other affective states). Consistent with past studies in other learning systems [11], 

engaged concentration has the highest incidence among all the affective states in this 

dataset. However, the rate differs significantly between the two urbanicities - 93.85% 

among suburban students and 56.06% among urban students. Affect data were collected in 

schools located in northeastern US - 1772 observations from 153 students in three suburban 

schools and 755 observations from 222 students in one urban school [22]. All the schools 

are non-charter and non-magnet public schools. The original dataset also had three rural 

schools that we do not include in the current analysis due to data quality issues; past 

research with ASSISTments data in a similar context reported that affect detection models 

(without AL) generalize better between suburban and urban students than rural students 

[22]. In this paper, we would like to investigate if this property holds true between urban 

and suburban data when data from students in one urbanicity is used to warm start the AL-

driven affect detector training process for students in the other urbanicity.  

4.4 Analysis and Results 

In this section, we examine the effectiveness of using past data in the initial batch to warm 

start the AL training process. In addition, we investigate the impact of using a mismatching 

student population in the initial batch used for model development for differing initial batch 

sizes. We present the results for the experiments we conducted to answer the following 

research questions –  

1. Does using past data help warm start the AL training process effectively? 
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2. How does the urbanicity of the past data impact the effectiveness of the warm start 

process? 

3. How much of the past data from a different urbanicity is appropriate to use while warm 

starting the AL training process? 

4.4.1 Active Learning Experimental Design 

As detailed in Section 4.2.1, we use three different approaches: 1) the linear minimum 

mean square error (L-MMSE)-based method [31], 2) uncertainty sampling (UncS), and 3) 

random sampling (Random). The first two are AL methods. We perform a train-validation-

test split of the full dataset (70%-10%-20% ratio) at the student level i.e., the instances 

corresponding to an individual student are all in a single split. We use a simple logistic 

regression-based affect detector in all the experiments since it performs well and makes it 

possible to use all AL methods [31]; other more advanced affect detectors are not 

compatible with many AL methods. We use the standard area under the receiver operating 

characteristic curve (AUC) as the performance metric. The first step of the AL training is 

to select an initial batch from the training set. The initial batch size is a variable of interest 

in this research and we vary it based on each individual experiment (details in subsections 

below). Using the observations and affect labels in the initial batch, a base classifier is 

trained. We train our affect detectors using gradient descent and stop training as soon as 

performance on the validation set stops improving. Next, we select a data point for each 

AL method from the remaining training set based on its feature values. The model is re-

trained with the selected data point, and the AUC is calculated using the test set. This 
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process is repeated for 70 new observations. Each experiment is repeated 100 times by 

splitting the dataset randomly into train-validation-test sets and randomly selecting an 

initial batch from the training set each time. The plots presented in the results section 

contain the average AUC across the 100 random splits. 

4.4.2 Baselines (Experiment Set #0) 

We report baseline performances on two testing setups: i) test set drawn from only urban 

students, and ii) test set drawn from only suburban students, with three training setups each: 

i) training set drawn from only urban students, ii) training set drawn from only suburban 

students, and iii) training set drawn from both urban and suburban students) - leading to a 

total of six train-test setups. To ensure a fair comparison across the urbanicities, we match 

the randomly chosen test sets across the 100 runs for all three training setups. We ran the 

following two sets of baseline models -  

1. Full data model (without AL) - For each of the six train-test setups mentioned above, a 

logistic regression model is trained using all the data in the training set. This baseline 

represents the typical scenario where we collect the full data without using AL to optimize 

the label data collection process. It is the best-case scenario in terms of having all the data 

that can practically be collected given the resource constraints. 

2. AL without warm start - AL algorithms without a warm start. This baseline represents 

the scenario where we choose to disregard any past data we have collected for the same 
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construct. Instead, we collect new data using AL. We run this for all the three approaches 

- L-MMSE, US, and random. 

Table 4.1 Baseline test performances (measured by mean AUC across 100 random splits) for the six train-
test setups of the logistic regression model with full data (without AL) and AL training without warm start. 
We report the performance of the AL algorithms without a warm start for L-MMSE, US, and random at the 

last iteration of AL training for. 

 

 

In Table 4.1, Figure 4.1, and Figure 4.2 we present the baseline performances (measured 

by average AUC) on the held-out test sets of a logistic regression model on full data 

(without AL) and AL models without a warm start. 

Full data model (without AL). When compared to the within-urbanicity performance, the 

between-urbanicity transfer is relatively better for suburban -> urban (Table 4.1, exp# 5 vs 

exp# 4) than urban -> suburban (Table 4.1, exp #2 vs exp #1). For testing with suburban 

data, the model trained on urban data (different urbanicity) has 0.045 AUC value less 

(0.583 vs 0.628) than the one trained on suburban data (same urbanicity). In contrast, for 

testing with urban data, the model trained on suburban data (different urbanicity) has 0.006 

AUC value more (0.663 vs 0.657) than the one trained on urban data (same urbanicity). 
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The better transferability of the model trained with suburban data to urban data could be 

due to the higher diversity within suburban data (from three different schools) as compared 

to urban data (from a single school). The three suburban schools may also vary in terms of 

the teacher practices and use of the system. The best performing model for the suburban 

data is the one trained on the combined dataset (urban+suburban). By contrast, the best 

performing model on the urban data is the one trained on the suburban dataset. We see that 

the models trained on the full data transfer well between urbanicities for testing on urban 

students. The models tested on urban data have similar performances with a 0.025 

difference in AUC value between the best (0.663) and worst-performing (0.638) models. 

The AUC value difference between the best (0.583) and worst-performing (0.652) models 

is higher for the suburban test data at 0.069. 

AL Without Warm Start. The AL models have a relatively larger difference in 

performances across the six train-test setups. The urbanicity mismatch in training and 

testing sets hurts test performance in all the three approaches. A model trained using the 

data from a single urbanicity does not transfer well when tested on the other urbanicity. 

For testing with suburban data (Table 4.1, exp# 1-3), training with combined data leads to 

a better performance for all three approaches. This observation is consistent with the 

pattern in the models trained on the full data without AL. The best performing AL model 

(L-MMSE) has only 0.003 less AUC than the best model trained on full data without AL 

(0.649 vs 0.652). Note that random sampling does slightly better than the full data model 

when a model trained using urban data is used with a suburban test set (0.585 vs 0.583). 
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One possible explanation is that random sampling learns from a smaller subset (50 

samples) of training data from a mismatched urbanicity as compared to the model trained 

on the full urban data without AL (744 samples) – potentially reducing its generalizability 

to suburban students. 

For testing with urban data (Table 4.1, exp# 4-6), a similar pattern of better performance 

with combined data is seen only for L-MMSE. For UncS and random, the best performing 

model is the one trained on urban data (same urbanicity). In contrast to the full data model 

without AL, the model trained on suburban data leads to a worse performance in urban data 

for all the three approaches. Among the three approaches, random sampling has the best 

performance at an AUC of 0.652 which is only 0.011 less than the full data model without 

AL. 

 

Figure 4.1 Comparing cross-validated performances of the L-MMSE, US, and random AL algorithms 
trained on different training sets without warm start and tested on suburban data. 
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Figure 4.2 Comparing cross-validated performances of the L-MMSE, US, and random AL algorithms 
trained on different training sets without warm start and tested on urban data. 

 

4. 4.3 Within-Urbanicity warm start (Experiment Set #1) 

In this set of experiments, we warm start the AL training process with data based on schools 

from the same urbanicity as the test school. We train and test AL algorithms on a single 

school but take the initial batch data from other schools in the same urbanicity. Since our 

data is from one urban school and three suburban schools, we will run these experiments 

only with the suburban data. Also, we have 1598 observations from one suburban school 

and only 103 and 68 observations from the other two suburban schools, which is not 

sufficient to have diverse enough random splits between training and test sets across the 

100 runs of AL training – leading to unreliable evaluation. Hence, we will be running the 

AL models only on the school with 1598 observations with initial batches drawn from the 

other two schools. For comparison, we also report results for the experiments where the 

initial batch is drawn from the same school (no warm start) for the same test sets. Since the 

total number of students in the smallest suburban school is 68, we limit the initial batch 

size to 68 across all experiments for consistency. In cases where the school has more than 
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68 samples, we randomly sample 68 observations for the initial batch. These experiments 

represent the scenario where we choose to use the past data collected in a different school(s) 

from the same urbanicity to warm start the AL training. We run these experiments to 

answer our first research question on the effectiveness of using past data as an initial batch 

to warm start the AL training. The results should help us decide if we want to use past data 

from a similar student population (schools in the same urbanicity) to warm start the AL 

training process. 

The three plots in Figure 4.3 present the results for the three approaches after a within-

urbanicity warm start for a single suburban school (described in Section 4.4.3). Each plot 

has one line for the same school warm start (blue circles - School A), two lines for warm 

start with two other suburban schools (orange squares - School B and red triangles- School 

C), and one line for warm start with the combined data from the two other suburban schools 

(green pluses - Schools A&C). As one would expect, the same school warm start (blue 

circles) generally has a better performance for all the three approaches - close to the full 

data model without AL for suburban data (Table 4.1, exp# 1). The AL training starts at a 

high AUC value, potentially because the initial batch data (with 68 data samples) are all 

from the same school. The AUC doesn’t improve with training and stays the same 

throughout (almost a straight line at AUC value around 0.62). This is not surprising as the 

AL algorithms are expected to do well with less data and we had enough data points from 

the same population in the initial batch to start with. 
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Despite the other two schools (B and C) being in the same urbanicity (suburban) as school 

A, using the data from these two schools to warm start AL training in school A leads to 

strikingly different results. The initial batch from one of the two schools (School B; orange 

squares) leads to a model performance that is consistently better than the other school 

(School C; red triangles) for all the three approaches. For the UncS approach to AL, warm 

start with school B quickly improves the AUC value and surpasses the same-school warm 

start with only 5 additional training samples from the target school. With random sampling, 

the AUC improvement is relatively slower as compared to the UncS approach. 

Nevertheless, the steady improvement eventually converges with the same-school warm 

start at the end of AL training with only 50 samples from school A as compared to 118 

samples from school A for same-school warm start (68 in the initial batch + 50 during AL 

training). With L-MMSE, however, the improvement to AUC value saturates after 5 

additional samples from school A, starts to dip slowly with more samples leading to a close 

to chance AUC value (~0.50) at the end of AL training. This raises concerns on using past 

data from a different school to warm start L-MMSE model training, even when the school 

is from the same urbanicity. 
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Figure 4. 3 Comparing cross-validated performances of the L-MMSE, US, and random AL algorithms on a 
single suburban school (School A) with warm start data from the same and other suburban schools. In 

parenthesis in the legend are the initial batch sizes. WS = Warm Start. 

 

The data from the other school (school C; red triangles) in the initial batch brings down the 

model performance severely (down by 0.30 AUC). In all the three approaches, the AUC 

value at the end of the training is below chance (<0.50), making the trained model 

inapplicable to the target population. The performance gradually improves as the AL 

training progresses for UncS and random sampling but fails to recover for L-MMSE. This 

observation raises questions on the robustness of the AL algorithms to out-of-context data 

during training - how quickly can L-MMSE recover when the new samples from the target 

population are introduced?  

As one would expect, the initial batch with the combined data (green pluses) from the two 

other schools leads to a close-to-average performance compared to the two schools 

separately. With more observations, the combined data initial batch starts to improve 

steadily for the UncS and random (not for L-MMSE), and reaches a similar performance 

as the same-school warm start. The final performance for the UncS and random sampling 

is better than the AL without a warm start and is similar to the full data model without AL 

for suburban data (Table 4.1, exp# 1). Thus, there is some evidence supporting the use of 

combined data from multiple schools in the same urbanicity to warm start the AL training.  

In summary, the within urbanicity warm start experiments suggest that not all schools in 

the same urbanicity have a similar effect when used to warm start the AL training process. 

Using a random sample from the combined data could be a better choice. More research 
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on the similarities and differences between the three schools on other demographic 

variables is needed to better understand the warm start process’s differing implications. 

The UncS approach to AL and random sampling are seen to be more robust than L-MMSE 

in improving the model performance when new data from the target population is 

introduced. Overall, we recommend using past data from the same urbanicity, preferably 

from multiple schools, in warm starting some data collection approaches (UncS and 

random sampling, not L-MMSE).  

4.4.4 Between-urbanicity warm start (Experiment Set #2) 

Our next set of experiments are similar to the experiment set #1, except the initial batch 

comes from schools in a different urbanicity. Specifically, we train and test AL algorithms 

on student data from urban schools but draw the initial batch from suburban schools. 

Likewise, we run the experiment with training and test sets drawn from suburban data and 

initial batch from urban data. In these experiments, we take all the past data of the chosen 

urbanicity in the initial batch (the size is varied in the next subsection). These experiments 

correspond to the scenario where we choose to use the past data collected in schools from 

a different urbanicity to warm start the AL training. For comparison, we also report results 

for the within urbanicity warm start for the same test sets. We run these experiments to 

answer our second research question on the impact of urbanicity in using past data to warm 

start the AL training. The results should help us decide if we want to use past data from a 

different student population (in this case urbanicity) to warm start the AL training process.  
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Figure 4.4 Comparing cross-validated performances of the L-MMSE, US, and random AL algorithms on 
suburban student data with no warm start, warm start with past urban student data, and warm start with past 

suburban student data. In parenthesis in the legend are the initial batch sizes. WS = Warm Start. 

 

Figure 4.5 Comparing cross-validated performances of the L-MMSE, US, and random algorithms on urban 
student data with no warm start, warm start with past suburban student data, and warm start with past urban 

student data. In parenthesis in the legend are the initial batch sizes. WS = Warm Start. 

 

The results for the between-urbanicity warm start is presented for two cases - a) test on 

suburban data (Figure 4.4), and b) test on urban data (Figure 4.5). In the case of the test on 

suburban data (Figure 4.4), using past data from urban schools to warm start the AL 

training (blue circles) leads to a better model performance when compared to the model 

trained with no warm start (orange squares). This observation is true for all three 

approaches. In fact, all the three approaches start at an AUC greater than 0.58 (above the 

chance value) with an initial batch drawn from the past urban data. This is in contrast with 
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like the last set of experiments where using past data from a different suburban school led 

to a performance below chance. The use of past data from urban schools gives a head-start 

of close to 0.02 AUC for the AL training with suburban data. Although the L-MMSE model 

without a warm start catches up after 20 new observations, the improvement in AUC 

saturates and stays at around 0.62, while the training with a warm start climbs up to 0.64. 

For UncS and random sampling, the progress in performance for both with and without a 

warm start is more gradual. Relative to the US, the gap widens further for random sampling 

as the training progresses and reaches 0.04 (0.58 without warm start vs. 0.62 with a warm 

start). As expected, a warm start using 500 samples from the same urbanicity (red triangles) 

leads to a peak performance right from the beginning of the AL training and shows little 

effect due to the new observations. This is not surprising because the AL algorithms are 

expected to do well with less data and we had enough data points (500) from the same 

population in the initial batch to start with. Unlike AL without a warm start, the between-

urbanicity warm start catches up to this peak performance in all the three approaches - even 

exceeding it in the case of L-MMSE. L-MMSE with between-urbanicity warm start also 

manages to come close to the full data model without AL for suburban data, while random 

sampling only exceeds the AL without a warm start (Table 4.1, exp# 3). Overall, there is 

some evidence that using past data from urban schools effectively warm starts AL training 

in suburban schools. 

The results are not as clear when testing on urban data (Figure 4.5). In comparison to AL 

training without a warm start (orange squares), the AL training with suburban data in the 
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initial batch (blue circles) performs better for L-MMSE and not for the UncS and random 

sampling. In all the three cases, the AL training starts at a higher AUC value (0.625 vs 

0.605) with the suburban data in the initial batch but remains constant as new data samples 

are introduced. One possible explanation is that the initial batch data from a different 

urbanicity (suburban) outnumbers the additional samples from the new population (urban) 

and the model fails to improve its predictive power on the target population. After around 

12 new samples, the model without a warm start exceeds the warm start model in its 

performance. However, as the training progresses, the L-MMSE performance for no warm 

start starts to decline, while the performance of UncS and random sampling rises steadily. 

Both UncS and random sampling models without a warm start exceed the full data model 

without AL (Table 4.1, exp# 6). In contrast, the performance of all the three models with 

between-urbanicity warm start doesn’t meet both the baselines (AL without warm start and 

full data model without AL). Within-urbanicity warm start with urban data consistently 

leads to peak performance in all three models (red triangles). Overall, there is some 

evidence that using past data from suburban schools could be detrimental in warm starting 

AL training in urban schools.  

4.4.5 Vary the initial batch size for the warm start (Experiment set #3) 

In the experiment set #2, we took all the data from a chosen urbanicity as the initial batch. 

In this experiment set, we try to answer our third research question on how much past data 

from different urbanicity is appropriate to warm start the AL algorithms. We repeat the 

same experiments as before, varying the initial batch size stepwise. These experiments 
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represent the scenario where we may have a large amount of past data from a different 

urbanicity and need to find out how much data should be used to warm start the AL training 

process. The results should help us decide what amount of past data from the same or 

different student population (in this case urbanicity) is effective to warm start the AL 

training process. 

 

Figure 4.6 Comparing cross-validated performances of the L-MMSE, US, and random AL algorithms on 
suburban student data with varying amounts of past urban student data for the warm start. In parenthesis in 

the legend are the varying initial batch sizes. WS = Warm Start. 

 

4.5 Discussion 

AL is a promising subfield of ML that can be used in LA to increase the efficiency of the 

label collection process that is time-consuming and requires extensive human effort in 

many cases. Model training and label data collection go hand-in-hand in AL, with the 

model iteratively choosing the most informative next data point to get labeled by a human. 

One of the challenges in the adoption of AL for education data is the cold-start problem 

when it is hard to accurately estimate the informativeness of a data point due to the lack of 

data at the early stages of the AL process [31]. In this paper, we have explored the use of 
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past data to overcome the cold-start problem seen for AL methods, along with the potential 

implications of differing student populations in the past data. Using an existing student 

affect dataset collected through human observations in middle school mathematics 

classrooms, we experimentally tested three training approaches (UncS, L-MMSE, 

Random) for the sensor-free detector of engaged concentration, studying performance 

within and across urbanicities (urban, suburban). 

4.5.1 Summary of results 

We conducted four sets of experiments to answer our research questions: how effective is 

AL i) without warm start, ii) using within-urbanicity warm start, iii) using between-

urbanicity warm start, and iv) using varying batch sizes to warm start. Our results suggest 

the following. First, for all three approaches, training a model completely using data from 

a different urbanicity without warm start results in low detection accuracy in the target 

population [cf. 22]. Second, not all schools in the same urbanicity have a similar effect 

when used to warm start the AL training process. Using a random sample from the 

combined data (across suburban schools) could be a better choice when data from multiple 

schools are available. Third, using past data from urban schools effectively warm starts AL 

training in suburban schools. In contrast, using past data from suburban schools is 

detrimental to warm starting AL training in urban schools. One possible explanation is that 

the size of the suburban data is too large (1772 observations) compared to the urban data 

(755 observations); a trained model on suburban data may overfit to suburban students and 

loses generalizability to a different student population. Lastly, using the right (often small) 
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amount of past data can effectively warm start AL training if urbanicities do not match. 

When comparing the three approaches, we found that UncS and random sampling are more 

robust than L-MMSE in improving the model performance when new data from the target 

population is introduced during within-urbanicity warm start. With between-urbanicity 

warm start using a smaller batch size, it could help to switch from AL algorithms to random 

sampling after collecting some data points in the target population. In summary, with the 

experiments in this paper, we have shown that using past data to warm start some AL 

methods could be effective in training a good quality detector of engaged concentration 

(performance comparable to a detector trained using all data) with a fewer number of 

samples in some conditions and not so effective in others. 

4.5.2 Implications for research 

Our primary contribution to AL research with education data is the critical analysis of the 

use of past data to overcome the cold start problem of AL training with complex constructs. 

More importantly, we show that mismatches in the urbanicity of the past data (and possibly 

other demographic dimensions) could be detrimental to effective model training in some 

cases. As our AL modeling effort advances and finds innovative ways to improve model 

training with little data, it becomes essential to critically examine which data samples we 

are using. The need to consider human diversity in predictive modeling is becoming more 

apparent in LA research as the community moves to implement analytics solutions at a 

larger scale. If we aim to serve all students, we need to ensure the population validity of 

the models we build. This does not necessarily imply that all models must be within-
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population (and, indeed, we do not entirely know what a population is [cf. 20]) – our 

findings suggest that there are better and worse ways to use data from other populations 

when building a model. 

4.5.3 Implications for practice 

Yang and colleagues [31] discuss the implications for data collection procedures when 

using AL in real classrooms. They present a brief design of a three-component system – i) 

an interface to record human observations, ii) a training paradigm to build a detector, and 

iii) an active learning method that connects the labeling and model training processes (see 

[31] for more details). In addition, there should be a provision for the expert coders to 

ignore the suggestion made by AL and use their intuition to pick the most informative cases 

when necessary. This agency could be important, especially if the AL-based model is 

picking up some unknown biases and leading to a suboptimal model training. Differences 

between AL recommendations and expert choices could also be valuable in conducting a 

post-hoc analysis of an AL approach’s functioning. Also, even within a single class, there 

could be student subgroups that may end being under-observed by the AL 

recommendation. It is important that we need to set up conditions in AL recommendation 

to pick samples that are representative of these subgroups. Partnering with teachers will be 

a useful direction for identifying important subgroups in a specific class or school. Such 

research-practice partnership can help mitigate potential biases in data selection. 

Although this work focuses on classroom observations, we could extend it to other forms 

of label data collection such as self-reports, video coding, and text replay coding. With 
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COVID-19 related school closures, we are currently exploring the use of AL in collecting 

labels through student self-reports. Since a student can be surveyed at any point in time, 

the observation window is not as strict as field observations. However, we must budget the 

surveys per student to not interfere with their learning or be too intrusive. Hence, our focus 

in using AL shifts from choosing which student to observe, to when and how often we 

survey each student. The data is likely to look different from classroom observations. It 

could have more missing data (e.g., student skips the survey) or be more noisy data (e.g., 

student responds incorrectly). In addition, the feature set for the AL algorithm will likely 

come from a longer time window when compared to being restricted to a single class 

period. Our next step is to collect some self-report data and conduct a similar analysis on 

warm starting AL training for the different student populations.  

4.5.4 Limitations and future work 

There are some limitations to our work presented in this paper. First, our experimental 

design does not consider the temporal nature of affect data collection in the real world. We 

choose the next most informative data point among all available data points in hindsight 

after they are already collected, while in the actual observation session, only a subset of 

these students and only the temporally close data samples will be available for human 

observation. Second, we have only experimented with the detector for engaged 

concentration, which is the most common affective state in our dataset. This work needs to 

be replicated with other important but relatively rarer affective states like boredom, 

frustration, and confusion. Third, due to data quality issues, we could not include rural 
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schools in this study. In general, further thought on categorizing urbanicity is warranted. 

Fourth, our mixed results on within-urbanicity warm start suggest that more research is 

need on the similarities and differences between the suburban schools on other 

demographic variables. Finally, we hope to explore more advanced AL methods to see if 

there are methods that respond better to the warm start condition than UncS and L-MMSE. 
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CHAPTER 5 

GENERAL DISCUSSION 

This dissertation highlights the need for a nuanced approach in conducting bias research in 

adaptive and artificially intelligent learning systems. Although recent research has focused 

primarily on biases in downstream algorithmic aspects (see reviews in Baker & Hawn, 

2021; Kizilcec & Lee, 2020), I hypothesized that the upstream components (e.g., theory, 

design, training data collection method) in the development of adaptive learning systems 

also contribute to the bias in these systems (Chapter 1). Towards this, I empirically 

demonstrate demographic disparities in three cases that are representative of the aspects 

that shape technological advancements in adaptive systems in education: non-conformance 

of data to a widely-accepted theoretical model (Chapter 2), differing implications of 

technology design on student outcomes (Chapter 3), and varying effectiveness of 

methodological improvements in annotated data collection (Chapter 4). In the following 

sections, I first detail the overall contribution of this dissertation by formally 

conceptualizing the upstream sources of bias (5.1). Then, I summarize the individual 

studies, highlight their contributions in identifying upstream biases, and discuss the 

implications to both bias research and to the design and development of adaptive systems 

(5.2). Finally, I present the potential future directions towards an equitable design and 

development of adaptive learning systems (5.3).  

5.1 Conceptualization of Upstream Sources of Bias 



   

 

192 
 

 

The primary contribution of this dissertation work is the conceptualization of upstream 

sources of bias in adaptive learning systems. Adaptive and artificially intelligent learning 

systems have come under scrutiny for potential biases in their automated decision-making 

(see synthesis in Section 1.2). Several recent research projects have examined bias in 

algorithmic systems in education, focusing mostly on investigating bias in predictive 

modeling (Anderson et al., 2019; Bridgeman et al., 2009, 2012; Hu & Rangwala, 2020; 

Kai et al., 2017; Lee & Kizilcec, 2020; Ogan et al., 2015; Yu et al., 2020). This dissertation 

emphasizes the need to broaden the search for the sources of bias to those non-algorithmic 

aspects that may directly or indirectly influence the algorithm design. Inspired by Baker 

and Hawn’s review (2021), I conceptualize these aspects as the “upstream sources of bias.” 

I will first formally conceptualize upstream sources of bias within the standard workflow 

of machine learning algorithms and then present the broader impact of upstream biases in 

the design of adaptivity in learning systems.  

In a standard workflow of machine learning algorithms, we start by collecting sample S 

from a probability distribution P (e.g., pairs of faces images and annotated affective states). 

Then, we choose a model class H (e.g., a set of neural networks). Using an algorithm or 

heuristic, we then find a model in this model class h ∈ H which has the lowest prediction 

error êS(h) on sample S. Lastly, we estimate the true error eP(h) of this model for any future 

data by testing it on new data that is also drawn from P. This methodology is justified by 

the fundamental theorem of machine learning on generalization (Kearns, 2021). In simple 
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terms, no matter how complicated the distribution P is, for a reasonable model class H, if 

we have enough data S, then for every model h ∈ H, êS(h) ≈ eP(h), i.e., the error on current 

data is a close approximation of the error in the real-world. Simply put, if a model does 

well on the data in hand, it is expected to do well on any unseen data in the future. 

While this approach may work well for predicting, say, the weather tomorrow, it falls short 

in serving diverse student populations, especially those who were underrepresented or 

unrepresented in sample S. As reported by Paquette and colleagues (2020) in their recent 

review of papers from educational data mining, student population information is often not 

reported with generalization estimates, making it hard to contextualize models. By design, 

most machine learning models are optimized for the majority populations because of their 

focus on reducing the overall error. This leads to a bias towards those who do not share 

similarities with the majority population. There are several reasons why this happens: 1) 

the data collected may be less accurate for some groups (e.g., earlier cameras were designed 

to bring out high contrast and better resolution for white skin color; Roth, 2009), 2) the 

construct of interest may look different in different subgroups (e.g., cultural differences in 

the expression of emotions; Tsai & Levenson, 1997), or 3) some groups may just be hard 

to predict (e.g., facial expression analysis for students wearing niqab). Identifying the 

serious issue of bias, several recent research projects have examined bias in algorithmic 

systems in education (see reviews in Baker & Hawn, 2021; Kizilcec & Lee, 2020). 

However, the focus has mostly been on investigating bias in downstream stages of 

predictive model development and evaluation. While this is an important step in the right 
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direction, I argue that the issue of bias arises well before the actual model development and 

that the current emphasis on downstream stages will limit the progress towards equity in 

adaptive learning systems if we don’t broaden our search.  

Towards this, I propose investigating what I call the “upstream sources of bias” that not 

only influence what sample (S) gets collected but also the conceptualization of true 

distribution (P). Figure 5.1 presents a visualization highlighting the three upstream sources 

of bias that were investigated in this dissertation, i.e., theory, design, and data collection 

method. As discussed in Section 1.3, data collection methods and system design directly 

impact what data gets collected and hence the variables used to design an algorithm. 

Moreover, theories impact system design, data collection, and algorithm design. Letting an 

algorithmic model perpetuate an upstream bias in its discriminatory decision-making may 

harm specific student subgroups, leading to outcomes that falsely confirm the upstream 

bias. Moreover, studying upstream bias is important not only because it could form a basis 

for bias in an algorithmic model but also because it could lead to direct discriminatory 

behaviors in an adaptive system where the design of adaptive interventions is based on a 

biased upstream source. By considering three upstream sources separately, this dissertation 

brought to attention those aspects that closely shape adaptive decision making but are often 

obscured in the evaluation of bias in an algorithmic model.  
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Figure 5.1 Upstream sources of bias studied in this dissertation that directly or indirectly shape the 
adaptivity of a learning system. 

 

5.2 Summary of Studies, Contributions, and Implications 

I study bias specifically in adaptive and artificially intelligent learning systems. These 

systems attempt to identify key moments in students’ learning to adapt based on perceived 

student needs. Such automated decision-making often involves little to no human 

intervention. Studying bias in adaptive learning systems is important because they make 

real-time decisions that impact students' learning and experiences closely. In addition, 

these systems often serve a diverse student population. Hence, the system behavior needs 

to be non-discriminatory across all the student populations it serves. Below, I summarize 

the three studies conducted as part of this dissertation work and highlight the upstream 

biases discovered in them. I also discuss the implications of these findings to the research, 

design, and development of adaptive and artificially intelligent learning systems.  
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Study #1. Non-conformance of data to a widely-accepted theoretical model. In this study, 

I empirically tested the generalizability of a highly-cited theoretical model of affect 

dynamics (D’Mello & Graessar, 2012) that is often used in affect research and design of 

interventions in adaptive systems. First, a systematic literature review revealed that studies 

that do show some evidence for the theoretical model were all conducted in the United 

States with undergraduate populations. To better understand its scope of applicability, I 

analyzed ten past affect datasets collected in diverse contexts and found that the theoretical 

model has a more limited scope than what it is currently being used for. The results suggest 

that affective patterns seem to differ based on the country in which the research was 

conducted (the United States versus the Philippines), highlighting the need to focus on 

cultural differences in using this theory. 

Theory as an upstream source of bias. Studying theory as an upstream source of bias 

becomes helpful in understanding differing effectiveness of theory-driven downstream 

decisions for different student subpopulations (e.g., students in the United States versus the 

Philippines). As illustrated in Section 1.3, the theoretical model investigated in this study 

has influenced several aspects of adaptive decisions, including the conceptualization of 

affective processes (e.g., Andres et al., 2019), the interpretation of student behaviors (e.g., 

Kort et al., 2001), the construction of variables in modeling (e.g., Hershkovitz et al., 2013), 

and the design of interventions in adaptive systems (e.g., Padron-Rivera et al., 2018). The 

findings of this study suggest that it is highly unlikely that there is a universal multi-step 
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pattern in affect dynamics in learning, while there may still be some contextually relevant 

patterns useful to understand student experience in specific student populations.  

Impact of convenience sampling. One possible explanation for the theory bias revealed in 

this study is the convenience sampling in the studies that originally informed the theoretical 

model and the subsequent studies that showed some conformance. Most of these are small-

scale experiments conducted in the United States with undergraduate students. Moreover, 

there is often little to no research on the generalizability of assumptions when the systems 

designed based on such theories are used in non-western contexts despite evidence on 

differences in student use (Ogan et al., 2012; Rodrigo et al., 2013). It is not an uncommon 

practice to sample from WEIRD (Western Educated Industrialized Rich and Democratic) 

contexts (Section 1.3). As reported by Blanchard (2015), there is “limited cultural 

diversity” (p. 225) in the student population investigated in the research involving adaptive 

learning systems despite the differing needs of students from non-WEIRD contexts. 

Careful attention must be paid both in recruiting participants from target populations and 

in testing generalizability assumptions of theories that may not be context-aware.  

Study #2. Differing implications of technology design on student outcomes. Help-seeking 

and motivation have been widely studied since the early days of adaptive EdTech design 

for their important but complex role in learning (Aleven et al., 2016). However, past 

research has often taken a cognitive approach - for example, focusing on how or when 

students seek help but not as much on who chooses to seek help. In this study, I examined 

the conditions under which the relationships between students’ behavior, motivation, and 
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outcomes vary across different demographic contexts. By doing so, I challenged the 

implicit assumptions of generalizability of design choices and provided an evidence-based 

commentary on future research practices in the community surrounding how we consider 

diversity in our field’s investigations. 

Design as an upstream source of bias. As discussed in Section 1.3, the design of adaptive 

learning systems influences the quality of student experience and learning directly and also 

shapes what data gets collected and how. Bias in design could directly impact student 

outcomes or indirectly lead to inequitable downstream decisions due to suboptimal data 

collection or modeling. Often design choices are informed by theory and/or experiments 

which may suffer from representation and measurement bias themselves. Due to the diverse 

student populations served by adaptive learning systems, it is all the more important that 

the design choices are vetted for the target populations as demographic factors are often 

related to differences in educational outcomes (Childs, 2017). This study contributes to this 

goal not only by empirically demonstrating demographic disparities in the effectiveness of 

help-seeking and motivation design, but also by focusing on those student populations that 

are currently under-studied in bias evaluation, such as students with poorer economic 

backgrounds, English as a second language, and students in special education. 

Methodological implication for bias research. Practical constraints of research projects 

(e.g., budget, recruitment, accessibility, and time) make it difficult to collect data from 

diverse populations of students to test the generalization of design assumptions. Even when 

larger sample sizes are obtained (e.g., interaction log data from widely-used adaptive 
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learning systems), there are often limits in the student demographic data that can be 

obtained (e.g., due to concerns over student privacy). Thus, it seems important that greater 

efforts are made to overcome the challenges involved in investigating bias in the design of 

adaptive systems. This study contributes to this goal by demonstrating the use of publicly-

available, school-level demographics where there is often access to larger and more diverse 

samples of student data, but individual student demographics may be difficult or impossible 

to acquire.  

Study #3. Varying effectiveness of methodological improvements. New methods are 

emerging in the research of adaptive systems to make collecting data, building models, and 

visualizing results more efficient. In this study, I examined the demographic disparity in 

the effectiveness of one such methodological improvement in annotated data collection. 

Active learning - a subfield of machine learning - has been proposed to improve annotated 

data collection for complex constructs like affect (Yang et al., 2018). However, in practice, 

this method suffers from the cold-start problem where it does not have access to sufficient 

data yet to learn from. To overcome this limitation, I devised an approach that uses past 

affect data. More importantly, I conducted experiments to show that mismatches in the 

urbanicity (urban vs. suburban) of the past data and target student population could be 

detrimental to effective modeling and provided recommendations to mitigate this disparity.  

Data collection method as an upstream source of bias. As discussed in Section 1.3, data 

collection methods closely shape the measurement of the educational constructs like affect. 

Accordingly, measurement bias can occur due to issues in data collection methods. 
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Measuring complex and sometimes subjective educational constructs needs caution to 

ensure that the measurements are reliable for different student subpopulations. This study 

suggests that applying a method across multiple populations brings challenges not seen in 

applying it within a single population, highlighting the need to conduct studies on 

demographic disparities in the benefits of methodological innovations. 

 Overall limitations. Although I present limitations of the individual studies separately in 

Chapters 2, 3, and 4, I believe it is important to explicitly discuss some of the limitations 

to the approach used in this dissertation to categorize students into specific subgroups. 

These limitations are also likely true for many other current efforts in studying subgroup 

bias and fairness in technology shaping education. First, this dissertation followed the 

standard race categorizations, which are politically influenced and likely oversimplified 

(Strmic-Pawl et al., 2018). Second, there was not enough data on indigenous students to 

include in the study (a challenge that has also faced other studies concerned with these 

students’ success, such as Anderson et al., 2019). And because this was secondary data 

analysis, there was limited opportunity to collect more data. Third, there are other ways to 

categorize students for bias research that were not available in the current data but appear 

to be associated with algorithmic bias (e.g., first-generation students; Yu et al., 2020, 

military-connected status; Baker et al., 2020). Finally, bias may also emerge at the 

intersection of student demographics rather than a single dimension. This is yet to be 

studied with respect to biases in adaptive learning systems (both upstream and 

downstream). 
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5.3 Future directions 

In my future research, I plan to develop theories and methods for understanding, 

identifying, and mitigating bias in adaptive learning systems. I plan to conduct empirical 

work focused on contextualizing the experiences of diverse student subgroups to serve the 

needs of all students, especially those who are likely to be underserved by biased systems. 

Towards this goal, I propose the following directions for future research. 

Origins of upstream bias. In this line of inquiry, I want to focus on locating the origins of 

the upstream biases. So far, my dissertation identified upstream sources of biases in 

adaptive learning systems and discussed potential origins of it (Section 1.3). For example, 

representation bias can occur for reasons such as 1) most research studies tend to be 

conducted in western countries with adaptive systems developed by designers in the west, 

2) small-scale experiments tend to recruit from a convenience sample due to the practical 

constraints of research projects, and 3) even when there is access to larger, more diverse 

datasets, it is often harder to collect student demographic data due to concerns over student 

privacy. Such representation bias can invalidate assumptions for student subpopulations 

not represented in the experiments informing these upstream components. Similarly, 

measurement bias can occur due to issues in data collection methods, such as the lack of 

reliability of measurements across different student subpopulations. And lastly, historical 

bias can occur due to forming theories and design choices by observing the world as it 

exists, including its biases. In my future work, I plan to formalize the understanding of the 

origins of upstream bias. 
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Theory Building on sources, origins, and harms of bias. In this line of inquiry, I want to 

further extend my dissertation work to develop a theoretical framework for bias in affective 

technologies shaping adaptive learning systems. Despite the recent spike in the research on 

bias in adaptive and artificially intelligent systems, there is no consensus on a single 

definition of bias. Furthermore, the often overlapping conceptualizations of bias and the 

harms they cause have themselves been considered a potential limitation that needs to be 

addressed as the work to mitigate it emerges (Blodgett et al., 2020). Lack of clarity in the 

description of bias has been argued to hinder the progress in conversations about “what 

kinds of system behaviors are harmful, in what ways, to whom, and why” (Blodgett et al., 

2020, p. 2). Hence, there is a new urgency to provide definitions and theoretical grounding 

for the known biases in technology enabling adaptive systems.  

To respond to this challenge specifically for the applications of affective computing in 

adaptive learning systems, I plan to extend my dissertation work and develop a theoretical 

framework of bias representing its sources (e.g., data, model, theory), origins (e.g., 

measurement, representation, historical), impacted populations (e.g., female students, rural 

school students, indigenous students), and harms (e.g., missed learning opportunity, 

reduced interest in subject learned). By narrowing the scope of this research away from 

generalities of data and algorithms, I hope to focus on developing sharper distinctions on 

the categories of bias for affective technologies in education while also grounding the 

categories in authentic educational contexts and theory. Although developed for affect, this 

work could serve as a basis for extending the taxonomy to other domains. By auditing real-
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world affect datasets and adaptive learning systems, I plan to empirically test and further 

refine the framework. Through this work, I plan to provide a nuanced understanding of 

known biases to find ways to mitigate them and identify gaps for further investigation. I 

hope that it can serve as a shared language for researchers, designers, practitioners, and all 

stakeholders that can be used to audit for known biases in educational affect technologies. 

Technical and human-centered approaches to addressing bias. In this line of inquiry, I 

want to develop context-aware methods that consider student diversity by design. There 

are new approaches being developed for fair machine learning. The general idea is to add 

fairness as a constraint while optimizing the model such that the model with the best 

fairness tradeoff is selected. More often than not, the issue of bias or unfairness in this 

discussion is conceptualized predominantly as a technical problem with little consideration 

to real-world contexts. The problem, however, is that there is no consensus on what “fair” 

means - Fair to whom? To answer, we need to take an explicit position on where we, as a 

society, stand on the social construct of fairness. We also need to define the groups of 

concern explicitly, which is also not straightforward. For example, is it a specific race or 

gender or sexual orientation, or a specific combination? As discussed earlier, one of my 

findings so far highlights how the group differences that matter most might not be the 

groups that are the most immediately obvious. There are also limitations to the 

completeness of data that can be collected from some student subgroups (e.g., categories 

that may require students to share sensitive information like LGBTQ identities). 
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By grounding my investigations in an authentic educational context, I want to test the limits 

of the advancements in fair machine learning by juxtaposing it with the constraints of the 

real world and highlighting the complexities involved in posing educational problems 

algorithmically. I also want to explore ways to bring the voices of teachers and learners in 

designing equitable human-AI adaptivity in learning systems. For this, I plan to conduct 

human-centered studies with students and teachers who use adaptive learning systems in 

their classrooms to develop approaches to elicit fairness understanding from them and 

potentially conduct collective audits to identify and detect bias in adaptive learning 

systems. I believe that it is both an imperative and an opportunity to engage and empower 

stakeholders to have an active voice in bias research. 

Conclusion 

Motivated by the inextricable link between learning and context, I investigated how 

ignoring learner context in the design and development of adaptive learning systems could 

introduce harmful biases in them. Specifically, I have tried to bring the attention of bias 

research to those aspects of the design and development of adaptive systems that are often 

obscured in the evaluation of bias in an algorithmic model. My research so far has identified 

some of the biases in upstream sources such as theories, design, and data collection 

methods for demographic categories such as urbanicity, race/ethnicity, economic status, 

English as a second language, special education, and charter school. Achieving equity in 

educational technology has a long way to go, but by investigating upstream bias we can 

reduce many disparities that are not being addressed by current approaches.  
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