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#### Abstract

In recent years, a great deal of fairness notions has been proposed. Yet, most of them take a reductionist approach by indirectly viewing fairness as equalizing some error statistic across pre-defined groups. This thesis aims to explore some ideas as to how to go beyond such statistical fairness frameworks.


First, we consider settings in which the right notion of fairness may not be captured by simple mathematical definitions but might be more complex and nuanced and thus require elicitation from individual or collective stakeholders. By asking stakeholders to make pairwise comparisons to learn which pair of individuals should be treated similarly, we show how to approximately learn the most accurate classifier or converge to such one subject to the elicited fairness constraints. We consider an offline setting where the pairwise comparisons must be made prior to training a model and an online setting where one can continually provide fairness feedback to the deployed model in each round. We also report preliminary findings of a behavioral study of our framework using human-subject fairness constraints elicited on the COMPAS criminal recidivism dataset.

Second, unlike most of the statistical fairness framework that promises fairness for pre-defined and often coarse groups, we provide fairness guarantees for finer subgroups, such as all possible intersections of the pre-defined groups, in the context of uncertainty estimation in both offline and online setting. Our framework gives uncertainty guarantees that are more locally sensible than the ones given by conformal prediction techniques; our uncertainty estimates are valid even when averaged over any subgroup, but uncertainty estimates in conformal predictions are usually only valid when averaged over the entire population.
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## Chapter 1

## Introduction

As the amount of data being collected has increased exponentially and the speed at which we can sift through such data has sped up dramatically in the past few decades, machine learning now pervades almost every facet of our lives, including consequential decision making processes such as hiring, lending, criminal sentencing, policing, and so on. And as a result of machine learning's growing role in these high-stakes settings, people have started to worry about its potential unfair behaviors - rightfully so. This worry about unfairness in machine learning algorithms is no longer hypothetical, as it has been in fact documented in several real world scenarios that machine learning algorithms even without any explicit nefarious intentions encoded in them can display some unfair behaviors.

So far, most of these complaints about machine learning algorithms' unfair behaviors have been against their discrepancy in some statistical error between groups defined by protected attributes, such as race and gender. Let us take COMPAS, a recidivism risk assessment tool used in many jurisdictions in the U.S., as an example, as it has received one of the first and well known complaints regarding machine learning algorithm's potentially unfair behavior: Angwin et al. [4] argued that COMPAS may be unfair as it has non-trivial differences in its false positive and negative rates between white and black defendants [63].

In an effort to combat against these documented and potential statistical discrepancies, researchers have proposed various fairness notions and how to impose such technical definitions of fairness $[2,3,16,19,41,50,56,59,73,92,99]$. However, maybe because many of these notions have been born possibly as an reaction to statistical discrepancies, most of them have the form of equalizing simple error statistics across groups. As a starting point of this thesis, we observe the following:

1. The above process cannot result in notions of fairness that do not have any simple,
analytic description. Moreover, this process overlooks a more precursory problem: namely, who gets to define what is fair? There are many statistical measures that one can choose, but they cannot be equalized all simultaneously [13, 63]. So in the statistical fairness framework, one is tied to having to decide only a select few compatible statistical measures and across which groups the measure should be equalized. Yet there haven't been many guidelines in terms of how to reason about this process of choosing which statistical measure, which group, and more importantly who makes this decision.
2. Statistical measures by definition are only meaningful when averaged over a group of points, and the groups for which fairness guarantees are made are often quite coarse - e.g. most of the time, the intersections across multiple sensitive attributes are not considered [59]. Hence, there is usually no fairness guarantee for such finer and intersecting subgroups, let alone individuals.

We divide the thesis into two parts to address the points raised above.

Fairness in the Hands of the People: In the first part, we argue that researchers may not be able to propose a concise technical definition, e.g. statistical parity, to capture the nuances of fairness in any given context. Instead, many philosophers hold that stakeholders who are affected by moral decisions and domain experts who understand the context in which moral decisions are made will have the best judgment about which decisions are fair in that context [64, 95]; this is also aligned with recent work on virtual democracy which propose and enact participatory methods to automate moral decision-making [15, 54, 67, 75]. One non-statistical fairness notion that can possibly take people's conceptions of fairness into account is individual fairness originally proposed by Dwork et al. [19]. Individual fairness asks that similar people should be treated similarly, and one's conception of fairness can be distilled into the fairness metric that defines this similarity between two individuals. Furthermore, unlike statistical fairness guarantees that are aggregate in nature, individual fairness gives guarantees at the individual level.

Despite its stronger fairness semantic and ability to encode one's conceptions of fairness, an entity (e.g. a group of stakeholders and/or a single domain expert) whose conception of fairness we want to instill into the algorithm or want to study may have a hard time enunciating the quantitative fairness metric exactly and/or form a consistent fairness metric. Nevertheless, we hold that one can easily identify specific scenarios where fairness and/or unfairness occurs. Therefore, in this part of the thesis, we investigate how to incorporate individual conceptions of fairness into a system that only receives access to examples where these conceptions are violated and/or met. We broadly consider two settings.

In Chapter 2 and Chapter 3, we consider an online setting where a batch of $k$ individuals shows up in each round for whom we need to make predictions. There is an auditor who has some unknown fairness metric that determines which individuals are similar. But the auditor cannont directly enunciate this fairness metric, so the auditor contintually engages with the deploy model and complains in each round whenever any pair of similar individuals is not treated similarly. In Chapter 2, we consider when the underlying reward associated with each individual is linear with respect to some unknown vector in expectation, and the unknown fairness metric of the auditor is Mahalanobis. We show how to achieve noregret with respect to all policies that are fair with respect to the auditor's fairness metric and also guarantee the the number of rounds that the auditor complains about unfair treatments to be sublinear. In Chapter 3, we consider a slightly different setting and loosen some assumptions. We make no structural assumption about the auditor's fairness metric and how the label of each agent is determined. By considering a new loss that combines the classification and fairness loss together, we reduce the problem of achieving no-regret with respect to fair policies and sublinear fairness loss to the standard online classification problem with no fairness constraints.

In Chapter 4, we consider an offline setting where we are endowed with a labeled dataset that consists of agents' features and their labels. Here we aim to elicit stakeholders and experts' conceptions of fairness by asking them to compare pairs of individuals in specific
scenarios prior to training and deploying a predictor. To each subject from whom we want to elicit fairness, we present randomly drawn pairs of individuals from the dataset and ask whether each pair of individuals should be treated similarly or not. Given the original dataset and elicited pairs of individuals who should be treated similarly according to the subjects, we provide a provably convergent and oracle-efficient algorithm that minimizes the empirical risk over the dataset and satisfies the elicited fairness constraints. Then, by making some modifications to the standard generalization argument via VC-dimension, we show that fairness loss, which measures how well we respect the fairness constraints of the subjects, generalizes. Finally, we report preliminary findings of a behavioral study of our framework using human-subject fairness constraints elicited on the COMPAS criminal recidivism dataset.

Uncertainty Estimation for Subgroups: In the statistical fairness framework, the groups for which the fairness guarantees are made are usually pre-defined according to some sensitive attributes and hence very coarse - e.g. whites and non-whites, males and females, and so on. However, as noted by Kearns et al. [59], such process may be susceptible to inadvertent "fairness gerrymandering" in which the classifier may be still unfair to one or more subgroups defined by the intersections of the original groups (e.g. non-white females). With regards to this, Hébert-Johnson et al. [43] show how to guarantee calibration, a fairness criterion that many have considered [9, 79], against all groups that are computationally identifiable - for instance, all the intersecting subgroups across sensitive attributes as described above, which may be exponential in the number of sensitive attributes.

In the second half of the thesis, we consider how we can extend the idea of "multicalibration" introduced by Hébert-Johnson et al. [43] in an offline and online setting. In chapter 5, we study an offline setting where we show how to multicalibrate not only means as originally done in Hébert-Johnson et al. [43] but also higher moments, such as variance, allowing us to compute uncertainty estimates via Chebyshev's inequality that are calibrated for all subgroups. The uncertainty estimates that we compute provide have more locally sensible
guarantees than conformal prediction techniques. More specifically, our uncertainty estimate for each point is valid averaged over randomness of any subgroup that the point may belong to, but conformal prediction techniques' uncertainty estimates almost always average over the randomness over the entire population. In Chapter 6, we show how to compute multicalibrated predictions for means, higher moments, and prediction intervals in an online setting where there is essentially no assumption made regarding the data generation process, thereby removing the exchangeability assumption that is common in the conformal prediction literature.

## FAIRNESS

## In the Hands of the People

"It is an axiom in my mind that our liberty can never be safe but in the hands of the people themselves."

## Chapter 2

## Individual Fairness via Auditing:

## Mahalanobis Fairness Metric

### 2.1. Introduction

Most of the work in algorithmic fairness literature has taken the statistical fairness approach which first fixes a small collection of high-level groups defined by protected attributes (e.g., race or gender) and then asks for approximate parity of some statistic of the predictor, such as positive classification rate or false positive rate, across these groups (see e.g., [13, $39,41,56,63,99]$ ). While such notions of group fairness are easy to operationalize, they are aggregate in nature without fairness guarantees for finer subgroups or individuals [19, $43,59]$ with no clear guidance on how to choose which statistic and across which groups to equalize the statistic. On the other hand, individual fairness definitions ask for some constraint that binds on the individual level, rather than only over averages of people. Often, these constraints have the semantics that "similar people should be treated similarly [19]. Moreover, one's individual notion of fairness can be distilled into this specific fairness metric that determines who is considered similar for the given context.

Individual fairness definitions indeed have substantially stronger semantics and demands than group definitions of fairness, as Dwork et al. [19] lay out a compendium of ways in which group fairness definitions are unsatisfying. However, the statistical group fairness approach is more prevalent in large part because notions of individual fairness require making stronger assumptions on the setting under consideration. In particular, the definition from Dwork et al. [19] requires that "task-specific fairness metric" is readily available to the algorithmic designer.

Learning problems over individuals are also often implicitly accompanied by some notion of
merit, embedded in the objective function of the learning problem. For example, in a lending setting we might posit that each loan applicant is either "creditworthy" and will repay a loan, or is not creditworthy and will default - which is what we are trying to predict. Joseph et al. [50] take the approach that this measure of merit - already present in the model, although initially unknown to the learner - can be taken to be the similarity metric in the definition of Dwork et al. [19], requiring informally that creditworthy individuals have at least the same probability of being accepted for loans as defaulting individuals. The implicit and coarse fairness metric here assigns distance zero between pairs of creditworthy individuals and pairs of defaulting individuals, and some non-zero distance between a creditworthy and a defaulting individual. This resolves the problem of how one should discover the "fairness metric" but results in a notion of fairness that is necessarily aligned with the notion of "merit" (creditworthiness) that we are trying to predict.

However, there are many settings in which the notion of merit we wish to predict may be different or even at odds with the notion of fairness people have in their mind. For example, notions of fairness aimed at rectifying societal inequities that result from historical discrimination can aim to favor the disadvantaged population (say, in college admissions), even if the performance of the admitted members of that population can be expected to be lower than that of the advantaged population. Similarly, we may have a fairness notion in mind that try to incorporate only those attributes that individuals can change in principle (and thus excluding ones like race, age and gender) and that further express what are and are not meaningful differences between individuals, outside the context of any particular prediction problem. These kinds of fairness desiderata can still be expressed as an instantiation of the definition from Dwork et al. [19], but with a task-specific fairness metric separate from the notion of merit we are trying to predict.

In this chapter, we revisit the individual fairness definition from Dwork et al. [19]. This definition requires that pairs of individuals who are close in the fairness metric must be treated "similarly" (e.g. in an allocation problem such as lending, served with similar probability).

We investigate the extent to which it is possible to satisfy this fairness constraint while simultaneously solving an online learning problem. Most importantly, one main conceptual problem with metric-based definitions, that we seek to address, is that it may be difficult for anyone to actually precisely express a quantitative metric over individuals - but they nevertheless might "know unfairness when they see it." We therefore assume an auditor that knows intuitively what it means to be fair but cannot explicitly enunciate the fairness metric. And instead of exactly writing down the fairness metric exactly, the auditor can point out pairs of similar individuals who have not received similar predictions, if there exists any such pairs. Then, the goal is to obtain low regret in the online learning problem - measured with respect to the best fair policy - while also limiting the total number of rounds where there is any significant fairness violation (i.e. the amount by which the difference in the treatments is more than the distance between two individuals is non-trivial).

### 2.1.1. Overview of Model and Results

Here we study a setting where we make a structural assumption about the data generation process and the fairness metric. In Chapter 3, we consider a slightly different online learning setting but without these structural assumptions.

Here we study the standard linear contextual bandit setting. In rounds $t=1, \ldots, T$, a learner observes arbitrary and possibly adversarially selected $d$-dimensional contexts, each corresponding to one of $k$ actions. The reward for each action is (in expectation) an unknown linear function of the contexts. The learner seeks to minimize its regret.

The learner also wishes to satisfy fairness constraints, defined with respect to an unknown distance function defined over contexts. The constraint requires that the difference between the probabilities that any two actions are taken is bounded by the distance between their contexts. The learner has no initial knowledge of the distance function. Instead, after the learner makes its decisions according to some probability distribution $\pi^{t}$ at round $t$, it receives feedback specifying for which pairs of contexts the fairness constraint were violated. Also, the learner sees the reward of the action that is chosen in that round but not the reward
of other actions.

Our goal in designing a learner is to simultaneously guarantee near-optimal regret in the contextual bandit problem (with respect to the best fair policy), while violating the fairness constraints as infrequently as possible. Our main result is a computationally efficient algorithm that guarantees this for a large class of distance functions known as Mahalanobis distances (these can be expressed as $d\left(x_{1}, x_{2}\right)=\left\|A x_{1}-A x_{2}\right\|_{2}$ for some matrix $A$ ).

Theorem (Informal): There is a computationally efficient learning algorithm in our setting that guarantees that for any Mahalanobis distance, any time horizon $T$ :

1. (Learning) With high probability, $L$ obtains regret $\tilde{O}\left(k^{2} d^{2} \log (T)+d \sqrt{T}\right)$ to the best fair policy (See Theorem 4 for a precise statement.)
2. (Fairness) For any $\epsilon$, the number of rounds where the unknown fairness constraints are violated by more than $\epsilon$ is at most $O\left(k^{2} d^{2} \log (d / \epsilon)\right)$ with probability 1 . (Theorem 5.)

We note that the quoted regret bound requires setting $\epsilon=O(1 / T)$, and so this implies a number of fairness violations of magnitude more than $1 / T$ that is bounded by a function growing logarithmically in $T$. Other tradeoffs between regret and fairness violations are possible.

These two goals of obtaining low regret and violating the unknown constraint a small number of times are seemingly in tension. A standard technique for obtaining a mistake bound with respect to fairness violations would be to play a "halving algorithm", which would always act as if the unknown metric is at the center of the current version space (the set of metrics consistent with the feedback observed thus far) - so that mistakes necessarily remove a non-trivial fraction of the version space, making progress. On the other hand, a standard technique for obtaining a diminishing regret bound is to play "optimistically" i.e. to act as if the unknown metric is the point in the version space that would allow for
the largest possible reward. But "optimistic" points are necessarily at the boundary of the version space, and when they are falsified, the corresponding mistakes do not necessarily reduce the version space by a constant fraction.

We prove our theorem in two steps. First, in Section 2.4, we consider the simpler problem in which the linear objective of the contextual bandit problem is known, and the distance function is all that is unknown. In this simpler case, we show how to obtain a bound on the number of fairness violations using a linear-programming based reduction to a recent algorithm which has a mistake bound for learning a linear function with a particularly weak form of feedback [71]. A complication is that our algorithm does not receive all of the feedback that the algorithm of Lobel et al. [71] expects. We need to use the structure of our linear program to argue that this is ok. Then, in Section 2.5, we give our algorithm for the complete problem, using large portions of the machinery we develop in Section 2.4.

We note that in a non-adversarial setting, in which contexts are drawn from a distribution, the algorithm of Lobel et al. [71] could be more simply applied along with standard techniques for contextual bandit learning to give an explore-then-exploit style algorithm. This algorithm would obtain bounded (but suboptimal) regret and the number of fairness violations that grows as a root of $T$. The principal advantages of our approach are that we are able to give the number of fairness violations that has only logarithmic dependence on $T$, while tolerating contexts that are chosen adversarially, all while obtaining an optimal $\tilde{O}(\sqrt{T})$ regret bound to the best fair policy.

### 2.2. Related Work

There are a couple of papers that tackle orthogonal issues in metric-fair learning. Rothblum and Yona [81] consider the problem of generalization when performing learning subject to a known metric constraint. They show that it is possible to prove relaxed PAC-style generalization bounds without any assumptions on the metric, and that for worst-case metrics, learning subject to a metric constraint can be computationally hard, even when the unconstrained learning problem is easy. In contrast, our work focuses on online learning
with an unknown metric constraint. Gupta and Kamble [37] also studies online learning subject to individual fairness but with a known metric. They formulate a one-sided fairness constraint across time, called fairness in hindsight and provide an algorithm with regret $O\left(T^{M /(M+1)}\right)$ for some distribution-dependent constant $M$.

Kim et al. [60] considers a group-fairness like relaxation of metric-fairness, asking that on average, individuals in pre-specified groups are classified with probabilities proportional to the average distance between individuals in those groups. They show how to learn such classifiers in the offline setting, given access to an oracle which can evaluate the distance between two individuals according to the metric (allowing for unbiased noise). The similarity to our work is that we also consider access to the fairness metric via an oracle, but our oracle is substantially weaker and does not provide numeric valued output. Similarly, Ilvento [45] studies the problem of metric learning by asking human arbiters distance queries. Unlike Ilvento [45], our algorithm does not explicitly learn the underlying similarity measure and does not require asking auditors numeric queries.

There are also several papers in the algorithmic fairness literature that are thematically related to ours, in that they both aim to bridge the gap between group notions of fairness (which can be semantically unsatisfying) and individual notions of fairness (which require very strong assumptions). Zemel et al. [100] attempt to automatically learn a representation for the data in a batch learning problem (and hence, implicitly, a similarity metric) that causes a classifier to label an equal proportion of two protected groups as positive. They provide a heuristic approach and an experimental evaluation.

Two papers (Kearns et al. [59] and Hébert-Johnson et al. [43]) take the approach of asking for a group notion of fairness but over exponentially many implicitly defined protected groups, thus mitigating what Kearns et al. [59] call the "fairness gerrymandering" problem, which is one of the principal weaknesses of group fairness definitions. Both papers give polynomial time reductions which yield efficient algorithms whenever a corresponding agnostic learning problem is solvable. In contrast, we take a different approach: we attempt to directly satisfy
the original definition of individual fairness from Dwork et al. [19], but with substantially less information about the underlying similarity metric.

Starting with Joseph et al. [50], several papers have studied notions of fairness in classic and contextual bandit problems. Joseph et al. [50] study a notion of "meritocratic" fairness in the contextual bandit setting, and prove upper and lower bounds on the regret achievable by algorithms that must be "fair" at every round. This can be viewed as a variant of the Dwork et al. [19] notion of fairness, in which the expected reward of each action is used to define the "fairness metric". The algorithm does not originally know this metric, but must discover it through experimentation. Joseph et al. [49] extend the work of Joseph et al. [50] to the setting in which the algorithm is faced with a continuum of options at each time step, and give improved bounds for the linear contextual bandit case. Jabbari et al. [46] extend this line of work to the reinforcement learning setting in which the actions of the algorithm can impact its environment. Finally, Liu et al. [70] consider a notion of fairness based on calibration in the simple stochastic bandit setting.

There is a large literature that focuses on learning Mahalanobis distances - see Kulis et al. [65] for a survey. In this chapter, we particularly rely heavily on Lobel et al. [71] which we describe in further detail later. In this literature, the closest paper to our work focuses on online learning of Mahalanobis distances (Jain et al. [47]). However, this result is in a very different setting from the one we consider here. In Jain et al. [47], the algorithm is repeatedly given pairs of points, and needs to predict their distance. It then learns their true distance, and aims to minimize its squared loss. In contrast, our main objective of the learning algorithm is orthogonal to the metric learning problem - i.e. to minimize regret in the linear contextual bandit problem, but while simultaneously learning and obeying a fairness constraint, and only from weak feedback noting violations of fairness.

### 2.3. Preliminaries

We study algorithms that operate in the linear contextual bandits setting. A linear contextual bandit problem is parameterized by an unknown vector of linear coefficients $\theta \in \mathbb{R}^{d}$,
with $\|\theta\|_{2} \leq 1$. Algorithms in this setting operate in rounds $t=1, \ldots, T$. In each round $t$, an algorithm $\boldsymbol{L}$ observes $k$ contexts $x_{1}^{t}, \ldots, x_{k}^{t} \in \mathbb{R}^{d}$, scaled such that $\left\|x_{i}^{t}\right\|_{2} \leq 1$. We write $x^{t}=\left(x_{1}^{t}, \ldots, x_{k}^{t}\right)$ to denote the entire set of contexts observed at round $t$. After observing the contexts, the algorithm chooses an action $i^{t}$. After choosing an action, the algorithm obtains some stochastic reward $r_{i^{t}}^{t}$ such that $r_{i^{t}}^{t}$ is subgaussian ${ }^{1}$ and $\mathbb{E}\left[r_{i^{t}}^{t}\right]=\left\langle x_{i^{t}}^{t}, \theta\right\rangle$. The algorithm does not observe the reward for the actions not chosen. When the action $i^{t}$ is clear from context, and write $r^{t}$ instead of $r_{i^{t}}^{t}$.

Remark 1. For simplicity, we consider algorithms that select only a single action at every round. However, this assumption is not necessary. In the appendix of the original paper [35], we show how our results extend to the case in which the algorithm can choose any number of actions at each round. This assumption is sometimes more natural: for example, in a lending scenario, a bank may wish to make loans to as many individuals as will be profitable, without a budget constraint.

In this chapter, we will be discussing algorithms $\boldsymbol{L}$ that are necessarily randomized. To formalize this, we denote a history including everything observed by the algorithm up through but not including round $t$ as

$$
h^{t}=\left(\left(x^{1}, i^{1}, r^{1}\right), \ldots,\left(x^{t-1}, i^{t-1}, r^{t-1}\right)\right) .
$$

The space of such histories is denoted by $\mathcal{H}^{t}=\left(\mathbb{R}^{d \times k} \times[k] \times \mathbb{R}\right)^{t-1}$. An algorithm $L$ is defined by a sequence of functions $f^{1}, \ldots, f^{T}$ each mapping histories and observed contexts to probability distributions over actions:

$$
f^{t}: \mathcal{H}^{t} \times \mathbb{R}^{d \times k} \rightarrow \Delta[k] .
$$

We write $\pi^{t}$ to denote the probability distribution over actions that $L$ plays at round $t$ : $\pi^{t}=f^{t}\left(h^{t}, x^{t}\right)$. We view $\pi^{t}$ as a vector over $[0,1]^{k}$, and so $\pi_{i}^{t}$ denotes the probability that

[^0]$\boldsymbol{L}$ plays action $i$ at round $t$. We denote the expected reward of the algorithm at day $t$ as $\mathbb{E}\left[r^{t}\right]=\mathbb{E}_{i \sim \pi^{t}}\left[r_{i}^{t}\right]$. It will sometimes also be useful to refer to the vector of expected rewards across all actions on day $t$. We denote it as
$$
\bar{r}^{t}=\left(\left\langle x_{1}^{t}, \theta\right\rangle, \ldots,\left\langle x_{k}^{t}, \theta\right\rangle\right) .
$$

Note that this vector is of course unknown to the algorithm.

### 2.3.1. Fairness Constraints and Feedback

We study algorithms that are constrained to behave fairly in some manner. We adapt the definition of fairness from Dwork et al. [19] that asserts, informally, that "similar individuals should be treated similarly". We imagine that the decisions that our contextual bandit algorithm $\boldsymbol{L}$ makes correspond to individuals, and that the contexts $x_{i}^{t}$ correspond to features pertaining to individuals. We adopt the following (specialization of) the fairness definition from Dwork et al. [19], which is parameterized by a distance function $d: \mathbb{R}^{d} \times \mathbb{R}^{d} \rightarrow \mathbb{R}$.

Definition 1 (Dwork et al. [19]). Algorithm $\boldsymbol{L}$ is Lipschitz-fair on round $t$ with respect to distance function $d$ if for all pairs of individuals $i, j$ :

$$
\left|\pi_{i}^{t}-\pi_{j}^{t}\right| \leq d\left(x_{i}^{t}, x_{j}^{t}\right) .
$$

For brevity, we will often just say that the algorithm is fair at round $t$, with the understanding that we are always talking about this one particular kind of fairness.

Remark 2. Note that this definition requires a fairness constraint that binds between individuals at a single round $t$, but not between rounds $t$. This is for several reasons. First, at a philosophical level, we want our algorithms to be able to improve with time, without being bound by choices they made long ago before they had any information about the fairness metric. At a (related) technical level, it is easy to construct lower bound instances that certify that it is impossible to simultaneously guarantee that an algorithm has diminishing regret to the best fair policy, while violating fairness constraints (now defined as binding
across rounds) a sublinear number of times. See Gupta and Kamble [37] for more discussion regarding this issue.

One of the main difficulties in working with Lipschitz fairness (as discussed in [19]) is that the distance function $d$ plays a central role, but it is not clear how it should be specified. In this paper, we concern ourselves with learning $d$ from feedback. In particular, algorithms $\boldsymbol{L}$ will have access to an auditor.

Informally, the auditor will take as input:

1. the set of choices available to $\boldsymbol{L}$ at each round $t$,
2. the probability distribution $\pi^{t}$ that $\boldsymbol{L}$ uses to make its choices at round $t$,
and returns the set of all pairs of individuals for which $\boldsymbol{L}$ violates the fairness constraint.

Definition 2 (Auditor). Given a distance function $d$, a fairness oracle $O_{d}$ is a function $O_{d}: \mathbb{R}^{d \times k} \times \Delta[k] \rightarrow 2^{[k] \times[k]}$ defined such that:

$$
O_{d}\left(x^{t}, \pi^{t}\right)=\left\{(i, j):\left|\pi_{i}^{t}-\pi_{j}^{t}\right|>d\left(x_{i}^{t}, x_{j}^{t}\right)\right\}
$$

Formally, algorithms $\boldsymbol{L}$ in our setting will operate in the following environment:

1. An adversary fixes a linear reward function $\theta \in \mathbb{R}^{d}$ with $\|\theta\| \leq 1$ and a distance function $d . \boldsymbol{L}$ is given access to the fairness oracle $O_{d}$.
2. In rounds $t=1$ to $T$ :
(a) The adversary chooses contexts $x^{t} \in \mathbb{R}^{d \times k}$ with $\left\|x_{i}^{t}\right\| \leq 1$ and gives them to $L$.
(b) $\boldsymbol{L}$ chooses a probability distribution $\pi^{t}$ over actions and chooses action $i^{t} \sim \pi^{t}$.
(c) $\boldsymbol{L}$ receives reward $r_{i^{t}}^{t}$ and observes feedback $O_{d}\left(\pi^{t}\right)$ from the fairness oracle.

Because of the power of the adversary in this setting, we cannot expect algorithms that can avoid arbitrarily small violations of the fairness constraint. Instead, we will aim to limit significant violations.

Definition 3. Algorithm $\boldsymbol{L}$ is $\epsilon$-unfair on pair $(i, j)$ at round $t$ with respect to distance function d if

$$
\left|\pi_{i}^{t}-\pi_{j}^{t}\right|>d\left(x_{i}^{t}, x_{j}^{t}\right)+\epsilon .
$$

Given a sequence of contexts and a history $h^{t}$ (which fixes the distribution on actions at day t), we write

$$
\operatorname{Unfair}\left(\boldsymbol{L}, \epsilon, h^{t}\right)=\sum_{i=1}^{k-1} \sum_{j=i+1}^{k} \mathbb{1}\left(\left|\pi_{i}^{t}-\pi_{j}^{t}\right|>d\left(x_{i}^{t}, x_{j}^{t}\right)+\epsilon\right)
$$

to denote the number of pairs on which $\boldsymbol{L}$ is $\epsilon$-unfair at round $t$.

Given a distance function $d$ and a history $h^{T+1}$, the $\epsilon$-fairness loss of an algorithm $\boldsymbol{L}$ is the total number of pairs on which it is $\epsilon$-unfair:

$$
\operatorname{FairnessLoss}\left(\boldsymbol{L}, h^{T+1}, \epsilon\right)=\sum_{t=1}^{T} \operatorname{Unfair}\left(\boldsymbol{L}, \epsilon, h^{t}\right)
$$

For a shorthand, we'll write $\operatorname{FairnessLoss}(\boldsymbol{L}, T, \epsilon)$.

We will aim to design algorithms $\boldsymbol{L}$ that guarantee that their fairness loss is bounded with probability 1 in the worst case over the instance: i.e. in the worst case over both $\theta$ and $x^{1}, \ldots, x^{T}$, and in the worst case over the distance function $d$ (within some allowable class of distance functions - see Section 2.3.3).

### 2.3.2. Regret to the Best Fair Policy

In addition to minimizing fairness loss, we wish to design algorithms that exhibit diminishing regret to the best fair policy. We first define a linear program that we will make use of throughout the paper. Given a vector $a \in \mathbb{R}^{d}$ and a vector $c \in \mathbb{R}^{k^{2}}$, we denote by $L P(a, c)$ the following linear program:

$$
\begin{array}{ll}
\underset{\pi=\left\{p_{1}, \ldots, p_{k}\right\}}{\operatorname{maximize}} & \sum_{i=1}^{k} p_{i} a_{i} \\
\text { subject to } & \left|p_{i}-p_{j}\right| \leq c_{i, j}, \forall(i, j) \\
& \sum_{i=1}^{k} p_{i} \leq 1
\end{array}
$$

We write $\pi(a, c) \in \Delta[k]$ to denote an optimal solution to $L P(a, c)$. Given a set of contexts $x^{t}$, recall that $\bar{r}^{t}$ is the vector representing the expected reward corresponding to each context (according to the true, unknown linear reward function $\theta$ ). Similarly, we write $\bar{d}^{t}$ to denote the vector representing the set of distances between each pair of contexts $i, j$ (according to the true, unknown distance function $d): \bar{d}_{i, j}^{t}=d\left(x_{i}^{t}, x_{j}^{t}\right)$.

Observe that $\pi\left(\bar{r}^{t}, \bar{d}^{t}\right)$ corresponds to the distribution over actions that maximizes expected reward at round $t$, subject to satisfying the fairness constraints - i.e. the distribution that an optimal player, with advance knowledge of $\theta$ would play, if he were not allowed to violate the fairness constraints at all. This is the benchmark with respect to which we define regret:

Definition 4. Given an algorithm $\boldsymbol{L}\left(f_{1}, \ldots, f_{T}\right)$, a distance function d, a linear parameter vector $\theta$, and a history $h^{T+1}$ (which includes a set of contexts $x^{1}, \ldots, x^{T}$ ), its regret is defined to be:

$$
\boldsymbol{\operatorname { R e g r e t }}\left(\boldsymbol{L}, \theta, d, h^{T+1}\right)=\sum_{t=1}^{T} \underset{i \sim \pi\left(\bar{r}^{t}, \bar{d}^{t}\right)}{\mathbb{E}}\left[\bar{r}_{i}^{t}\right]-\sum_{t=1}^{T} \underset{i \sim f^{t}\left(h^{t}, x^{t}\right)}{\mathbb{E}}\left[\bar{r}_{i}^{t}\right]
$$

For shorthand, we'll write $\operatorname{Regret}(\boldsymbol{L}, T)$.

Our goal will be to design algorithms for which we can bound regret with high probability over the randomness of $h^{T+12}$ in the worst case over $\theta, d$, and $\left(x^{1}, \ldots, x^{T}\right)$.

[^1]
### 2.3.3. Mahalanobis Distance

In this part of the chapter, we will restrict our attention to a special family of distance functions which are parameterized by a matrix $A$ :

Definition 5 (Mahalanobis distances). A function $d: \mathbb{R}^{d} \times \mathbb{R}^{d} \rightarrow \mathbb{R}$ is a Mahalanobis distance function if there exists a matrix $A$ such that for all $x_{1}, x_{2} \in \mathbb{R}^{d}$ :

$$
d\left(x_{1}, x_{2}\right)=\left\|A x_{1}-A x_{2}\right\|_{2}
$$

where $\|\cdot\|_{2}$ denotes Euclidean distance. Note that if $A$ is not full rank, then this does not define a metric - but we will allow this case (and be able to handle it in our algorithmic results).

Mahalanobis distances will be convenient for us to work with, because squared Mahalanobis distances can be expressed as follows:

$$
\begin{aligned}
d\left(x_{1}, x_{2}\right)^{2} & =\left\|A x_{1}-A x_{2}\right\|_{2}^{2} \\
& =\left\langle A\left(x_{1}-x_{2}\right), A\left(x_{1}-x_{2}\right)\right\rangle \\
& =\left(x_{1}-x_{2}\right)^{\top} A^{\top} A\left(x_{1}-x_{2}\right) \\
& =\sum_{i, j=1}^{d} G_{i, j}\left(x_{1}-x_{2}\right)_{i}\left(x_{1}-x_{2}\right)_{j}
\end{aligned}
$$

where $G=A^{\top} A$. Observe that when $x_{1}$ and $x_{2}$ are fixed, this is a linear function in the entries of the matrix $G$. We will use this property to reason about learning $G$, and thereby learning $d$.

### 2.4. Warmup: The Known Objective Case

In this section, we consider an easier case of the problem in which the linear objective function $\theta$ is known to the algorithm, and the distance function $d$ is all that is unknown. In this case, we show via a reduction to an online learning algorithm of Lobel et al. [71], how to simultaneously obtain a logarithmic regret bound and a logarithmic (in $T$ ) number
of fairness violations. The analysis we do here will be useful when we solve the full version of our problem (in which $\theta$ is unknown) in Section 2.5.

### 2.4.1. Outline of the Solution

Recall that since we know $\theta$, at every round $t$ after seeing the contexts, we know the vector of expected rewards $\bar{r}^{t}$ that we would obtain for selecting each action. Our algorithm will play at each round $t$ the distribution $\pi\left(\bar{r}^{t}, \hat{d}^{t}\right)$ that results from solving the linear program $L P\left(\bar{r}^{t}, \hat{d}^{t}\right)$, where $\hat{d}^{t}$ is a "guess" for the pairwise distances between each context $\bar{d}^{t}$. (Recall that the optimal distribution to play at each round is $\pi\left(\bar{r}^{t}, \bar{d}^{t}\right)$.)

The main engine of our reduction is an efficient online learning algorithm for linear functions recently given by Lobel et al. [71] which is further described in Section 2.4.2. Their algorithm, which we refer to as DistanceEstimator, works in the following setting. There is an unknown vector of linear parameters $\alpha \in \mathbb{R}^{m}$. In rounds $t$, the algorithm observes a vector of features $u^{t} \in \mathbb{R}^{m}$ and produces a prediction $g^{t} \in \mathbb{R}$ for the value $\left\langle\alpha, u^{t}\right\rangle$. After it makes its prediction, the algorithm learns whether its guess was too large or not, but does not learn anything else about the value of $\left\langle\alpha, u^{t}\right\rangle$. The guarantee of the algorithm is that the number of rounds in which its prediction is off by more than $\epsilon$ is bounded by $O(m \log (m / \epsilon))^{3}$.

Our strategy will be to instantiate $\binom{k}{2}$ copies of this distance estimator - one for each pair of actions - to produce guesses $\left(\hat{d}_{i, j}^{t}\right)^{2}$ intended to approximate the squared pairwise distances $d\left(x_{i}^{t}, x_{j}^{t}\right)^{2}$. From this, we derive estimates $\hat{d}_{i, j}^{t}$ of the pairwise distances $d\left(x_{i}^{t}, x_{j}^{t}\right)$. Note that this is a linear estimation problem for any Mahalanobis distance, because by our observation in Section 2.3.3, a squared Mahalanobis distance can be written as a linear function of the $m=d^{2}$ unknown entries of the matrix $G=A^{\top} A$ which defines the Mahalanobis distance.

The complication is that the DistanceEstimator algorithms expect feedback at every round, which we cannot always provide. This is because the auditor $O_{d}$ provides feedback about the distribution $\pi\left(\bar{r}^{t}, \hat{d}^{t}\right)$ used by the algorithm, not directly about the guesses $\hat{d}^{t}$.

[^2]These are not the same, because not all of the constraints in the linear program $L P\left(\bar{r}^{t}, \hat{d}^{t}\right)$ are necessarily tight - it may be that $\left|\pi\left(\bar{r}^{t}, \hat{d}^{t}\right)_{i}-\pi\left(\bar{r}^{t}, \hat{d}^{t}\right)_{j}\right|<\hat{d}_{i, j}^{t}$. For any copy of DistanceEstimator that does not receive feedback, we can simply "roll back" its state and continue to the next round. But we need to argue that we make progress - that whenever we are $\epsilon$-unfair, or whenever we experience large per-round regret, then there is at least one copy of DistanceEstimator that we can give feedback to such that the corresponding copy of DistanceEstimator has made a large prediction error, and we can thus charge either our fairness loss or our regret to the mistake bound of that copy of DistanceEstimator.

As we show, there are three relevant cases.

1. In any round in which we are $\epsilon$-unfair for some pair of contexts $x_{i}^{t}$ and $x_{j}^{t}$, then it must be that $\hat{d}_{i, j}^{t} \geq d\left(x_{i}^{t}, x_{j}^{t}\right)+\epsilon$, and so we can always update the $(i, j)$ th copy of DistanceEstimator and charge our fairness loss to its mistake bound. We formalize this in Lemma 1.
2. For any pair of arms $(i, j)$ such that we have not violated the fairness constraint and the $(i, j)$ th constraint in the linear program is tight, we can provide feedback to the $(i, j)$ th copy of DistanceEstimator (its guess was not too large). There are two cases. Although the algorithm never knows which case it is in, we handle each case separately in the analysis.
(a) For every constraint $(i, j)$ in $L P\left(\bar{r}^{t}, \hat{d}^{t}\right)$ that is tight in the optimal solution, $\left|\vec{d}_{i, j}^{t}-d\left(x_{i}^{t}, x_{j}^{t}\right)\right| \leq \epsilon$. In this case, we show that our algorithm does not incur very much per round regret. We formalize this in Lemma 4.
(b) Otherwise, there is a tight constraint $(i, j)$ such that $\left|\hat{d}_{i, j}^{t}-d\left(x_{i}^{t}, x_{j}^{t}\right)\right|>\epsilon$. In this case, we may incur high per-round regret - but we can charge such rounds to the mistake bound of the $(i, j)$ th copy of DistanceEstimator using Lemma 1.

### 2.4.2. The Distance Estimator

First, we fix some notation for the DistanceEstimator algorithm. We write
DistanceEstimator $(\epsilon)$ to instantiate a copy of DistanceEstimator with a mistake bound for $\epsilon$-misestimations. The mistake bound we state for DistanceEstimator is predicated on the assumption that the norm of the unknown linear parameter vector $\alpha \in \mathbb{R}^{m}$ is bounded by $\|\alpha\| \leq B_{1}$, and the norms of the arriving vectors $u^{t} \in \mathbb{R}^{m}$ are bounded by $\left\|u^{t}\right\| \leq B_{2}$. Given an instantiation of DistanceEstimator and a new vector $u^{t}$ for which we would like a prediction, we write: $g^{t}=$ DistanceEstimator.guess $\left(u^{t}\right)$ for its guess of the value of $\left\langle\alpha, u^{t}\right\rangle$. We use the following notation to refer to the feedback we provide to DistanceEstimator: If $g^{t}>\left\langle\alpha, u^{t}\right\rangle$ and we provide feedback, we write DistanceEstimator.feedback(T). Otherwise, if $g^{t} \leq\left\langle\alpha, u^{t}\right\rangle$ and we give feedback, we write DistanceEstimator. feedback $(\perp)$. In some rounds, we may be unable to provide the feedback that DistanceEstimator is expecting: in these rounds, we simply "roll-back" its internal state. We can do this because the mistake bound for DistanceEstimator holds for every sequence of arriving vectors $u^{t}$. If we give feedback to DistanceEstimator in a given round $t$, we write $v^{t}=1$ and $v^{t}=0$ otherwise.

Definition 6. Given an accuracy parameter $\epsilon$, a linear parameter vector $\alpha$, a sequence of vectors $u^{1}, \ldots, u^{T}$, a sequence of guesses $g^{1}, \ldots, g^{T}$ and a sequence of feedback indicators, $v^{1}, \ldots, v^{T}$, the number of valid $\epsilon$-mistakes made by DistanceEstimator is:

$$
\operatorname{Mistakes}(\epsilon)=\sum_{t=1}^{T} \mathbb{1}\left(v^{t}=1 \wedge\left|g^{t}-\left\langle u^{t}, \alpha\right\rangle\right|>\epsilon\right)
$$

In other words, it is the number of $\epsilon$-mistakes made by DistanceEstimator in rounds for which we provided the algorithm feedback.

We now state a version of the main theorem from Lobel et al. [71], adapted to our setting ${ }^{4}$ :

[^3]Lemma 1 (Lobel et al. [71]). For any $\epsilon>0$ and any sequence of vectors $u^{1}, \ldots, u^{T}$, DistanceEstimator $(\epsilon)$ makes a bounded number of valid $\epsilon$-mistakes.

$$
\operatorname{Mistakes}(\epsilon)=O\left(m \log \left(\frac{m \cdot B_{1} \cdot B_{2}}{\epsilon}\right)\right)
$$

### 2.4.3. The Algorithm

```
Algorithm 1: \(\boldsymbol{L}_{\text {known- }}\)
    for \(i, j=1, \ldots, k\) do
        DistanceEstimator \({ }_{i, j}=\) DistanceEstimator \(\left(\epsilon^{2}\right)\)
    end
    for \(t=1, \ldots, T\) do
        receive the contexts \(x^{t}=\left(x_{1}^{t}, \ldots, x_{k}^{t}\right)\)
        for \(i, j=1, \ldots, k\) do
        \(u_{i, j}^{t}=\operatorname{flatten}\left(\left(x_{i}^{t}-x_{j}^{t}\right)\left(x_{i}^{t}-x_{j}^{t}\right)^{\top}\right)\)
        \(g_{i, j}^{t}=\) DistanceEstimator \(_{i j} . g u e s s\left(u_{i, j}^{t}\right)\)
        \(\hat{d}_{i, j}^{t}=\sqrt{g_{i, j}^{t}}\)
        end
        \(\pi^{t}=\pi\left(\bar{r}^{t}, \hat{d}^{t}\right)\)
        Pull an arm \(i^{t}\) according to \(\pi^{t}\) and receive a reward \(r_{i^{t}}^{t}\)
        \(S=\boldsymbol{O}_{d}\left(x^{t}, \pi^{t}\right)\)
        \(R=\left\{(i, j)|(i, j) \notin S \wedge| p_{i}^{t}-p_{j}^{t} \mid=\hat{d}_{i j}^{t}\right\}\)
        for \((i, j) \in S\) do
            DistanceEstimator \({ }_{i j}\). feedback \((\perp)\)
            \(v_{i j}^{t}=1\)
        end
        for \((i, j) \in R\) do
            DistanceEstimator \(_{i j} . f e e d b a c k(T)\)
            \(v_{i j}^{t}=1\)
        end
    end
```

For each pair of arms $i, j \in[k]$, our algorithm instantiates a copy of DistanceEstimator $\left(\epsilon^{2}\right)$, which we denote by DistanceEstimator in $_{i, j}$ : we also subscript all variables relevant to DistanceEstimator ${ }_{i, j}$ with $i, j$ (e.g. $u_{i, j}^{t}$ ). The underlying linear parameter vector we want to learn $\alpha=$ flatten $(G) \in \mathbb{R}^{d^{2}}$, where flatten $: \mathbb{R}^{m \times n} \rightarrow \mathbb{R}^{m \cdot n}$ maps a $m \times n$ matrix to a vector of size $m n$ by concatenating its rows into a vector. Similarly, given a pair of contexts $x_{i}^{t}, x_{j}^{t}$, we will define $u_{i, j}^{t}=\operatorname{flatten}\left(\left(x_{i}^{t}-x_{j}^{t}\right)\left(x_{i}^{t}-x_{j}^{t}\right)^{\top}\right)$. DistanceEstimator ${ }_{i, j} . g u e s s\left(u_{i, j}^{t}\right)$
will output guess $g_{i, j}^{t}$ for the value $\left\langle\alpha, u_{i, j}^{t}\right\rangle=\left(\bar{d}_{i, j}^{t}\right)^{2}$, as

$$
\left\langle\text { flatten }(G), \text { flatten }\left(\left(x_{i}^{t}-x_{j}^{t}\right)\left(x_{i}^{t}-x_{j}^{t}\right)^{\top}\right)\right\rangle=\sum_{a, b=1}^{d} G_{a, b}\left(x_{i}^{t}-x_{j}^{t}\right)_{a}\left(x_{i}^{t}-x_{j}^{t}\right)_{b}=\left(\bar{d}_{i, j}^{t}\right)^{2}
$$

We take $\hat{d}_{i, j}^{t}=\sqrt{g_{i, j}^{t}}$ as our estimate for the distance between $x_{i}^{t}$ and $x_{j}^{t}$.
The algorithm then chooses an arm to pull according to the distribution $\pi\left(\bar{r}^{t}, \hat{d}^{t}\right)$, where $\bar{r}_{i}^{t}=\left\langle\theta, x_{i}\right\rangle$. The auditor $O_{d}$ returns all pairs of arms that violate the fairness constraints. For these pairs $(i, j)$ we provide feedback to DistanceEstimator ${ }_{i, j}$ : the guess was too large. For the remaining pairs of arms $(i, j)$, there are two cases. If the $(i, j)$ th constraint in $L P\left(\bar{r}^{t}, \hat{d}^{t}\right)$ was not tight, then we provide no feedback $\left(v_{i, j}^{t}=0\right)$. Otherwise, we provide feedback: the guess was not too large. The pseudocode appears as Algorithm 1.

First we derive the valid mistake bound that the DistanceEstimator ${ }_{i, j}$ algorithms incur in our parameterization.

Lemma 2. For pair $(i, j)$, the total number of valid $\epsilon^{2}$ mistakes made by DistanceEstimator $_{i, j}$ is bounded as:

$$
\operatorname{Mistakes}\left(\epsilon^{2}\right)=O\left(d^{2} \log \left(\frac{d \cdot\left\|A^{\top} A\right\|_{F}}{\epsilon}\right)\right)
$$

where the distance function is defined as $d\left(x_{i}, x_{j}\right)=\left\|A x_{i}-A x_{j}\right\|_{2}$ and $\|\cdot\|_{F}$ denotes the Frobenius norm.

Proof. This follows directly from Lemma 1, and the observations that in our setting, $m=d^{2}$, $B_{1}=\|\alpha\|=\left\|A^{\top} A\right\|_{F}$, and

$$
B_{2} \leq \max _{t}\left\|u_{i, j}^{t}\right\|_{2} \leq \max _{t}\left\|x_{i}^{t}-x_{j}^{t}\right\|^{2} \leq 4
$$

We next observe that since we only instantiate $k^{2}$ copies of DistanceEstimator in total,

Lemma 2 immediately implies the following bound on the total number of rounds in which any distance estimator that receives feedback provides us with a distance estimate that differs by more than $\epsilon$ from the correct value:

Corollary 1. The number of rounds where there exists a pair $(i, j)$ such that feedback is provided $\left(v_{i, j}^{t}=1\right)$ and its estimate is off by more than $\epsilon$ is bounded:

$$
\left|\left\{t: \exists(i, j): v_{i j}^{t}=1 \wedge\left|\hat{d}_{i, j}^{t}-\bar{d}_{i, j}^{t}\right|>\epsilon\right\}\right| \leq O\left(k^{2} d^{2} \log \left(\frac{d \cdot\left\|A^{\top} A\right\|_{F}}{\epsilon}\right)\right)
$$

Proof. This follows from summing the $k^{2}$ valid $\epsilon^{2}$ mistake bounds for each copy of DistanceEstimator ${ }_{i, j}$, and noting that an $\epsilon$ mistake in predicting the value of $\bar{d}_{i, j}^{t}$ implies an $\epsilon^{2}$ mistake in predicting the value of $\left(\bar{d}_{i, j}^{t}\right)^{2}$.

We now have the pieces to bound the $\epsilon$-unfairness loss of our algorithm:

Theorem 1. For any sequence of contexts and any Mahalanobis distance $d\left(x_{1}, x_{2}\right)=$ $\left\|A x_{1}-A x_{2}\right\|_{2}:$

$$
\operatorname{FairnessLoss}\left(\boldsymbol{L}_{\text {known- }}, T, \epsilon\right) \leq O\left(k^{2} d^{2} \log \left(\frac{d \cdot\left\|A^{T} A\right\|_{F}}{\epsilon}\right)\right)
$$

Proof.

$$
\begin{array}{rlr}
\text { FairnessLoss }\left(\boldsymbol{L}_{\mathrm{known}-\theta}, T, \epsilon\right) & =\sum_{t=1}^{T} \operatorname{Unfair}\left(\boldsymbol{L}_{\text {known- }}, \epsilon\right) \\
& \leq \sum_{t=1}^{T} \sum_{i, j} \mathbb{1}\left(\left|\pi_{i}^{t}-\pi_{j}^{t}\right|>\bar{d}_{i j}^{t}+\epsilon\right) \\
& =\sum_{i, j} \sum_{t=1}^{T} \mathbb{1}\left(\left\{v_{i j}^{t}=1 \wedge \hat{d}_{i j}^{t}>d_{i j}^{t}+\epsilon\right\}\right) \\
& \leq \sum_{i, j} \sum_{t=1}^{T} \mathbb{1}\left(\left\{v_{i j}^{t}=1 \wedge\left|\hat{d}_{i j}^{t}-d_{i j}^{t}\right|>\epsilon\right\}\right) \\
& =O\left(k^{2} d^{2} \log \left(\frac{d \cdot\left\|A^{\top} A\right\|_{F}}{\epsilon}\right)\right) \quad \quad \text { Corollary 1 }
\end{array}
$$

We now turn our attention to bounding the regret of the algorithm. Recall from the overview in Section 2.4.1, that our plan will be to divide rounds into two types. In rounds of the first type, our distance estimates corresponding to every tight constraint in the linear program have only small error. We cannot bound the number of such rounds, but we can bound the regret incurred in any such rounds. In rounds of the second type, we have at least one significant error in the distance estimate corresponding to a tight constraint. We might incur significant regret in such rounds, but we can bound the number of such rounds.

The following lemma bounds the decrease in expected per-round reward that results from under-estimating a single distance constraint in our linear programming formulation.

Lemma 3. Fix any vector of distance estimates $d$ and any vector of rewards $r$. Fix a constant $\epsilon$ and any pair of coordinates $(a, b) \in[k] \times[k]$. Let $d^{\prime}$ be the vector such that $d_{a b}^{\prime}=d_{a b}-\epsilon$ and $d_{i j}^{\prime}=d_{i j}$ for $(i, j) \neq(a, b)$, then $\langle r, \pi(r, d)\rangle-\left\langle r, \pi\left(r, d^{\prime}\right)\right\rangle \leq \epsilon \sum_{i=1}^{k} r_{i}$

Proof. The plan of the proof is to start with $\pi(r, d)$ and perform surgery on it to arrive at a new probability distribution $p^{\prime} \in \Delta k$ that satisfies the constraints of $L P\left(r, d^{\prime}\right)$ and obtains objective value at least $\left\langle r, p^{\prime}\right\rangle \geq\langle r, \pi(r, d)\rangle-\epsilon \sum_{i=1}^{k} r_{i}$. Because $p^{\prime}$ is feasible, it lower bounds the objective value of the optimal solution $\pi\left(r, d^{\prime}\right)$, which yields the theorem.

To reduce notational clutter, for the rest of the argument we write $p$ to denote $\pi(r, d)$. Without loss of generality, we assume that $p_{a} \geq p_{b}$. If $p_{a}-p_{b} \leq d_{a b}-\epsilon$, then $p_{i}$ is still a feasible solution to $L P\left(r, d^{\prime}\right)$, and we are done. Thus, for the rest of the argument, we can assume that $p_{a}-p_{b}>d_{a b}-\epsilon$. We write $\Delta=\left(p_{a}-p_{b}\right)-\left(d_{a b}-\epsilon\right)>0$
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```



Figure 1: A visual interpretation of the surgery performed on $p$ in the proof of Lemma 3 to obtain $P^{\prime}$. Note that the surgery manages to shrink the distance between $p_{a}$ and $p_{b}$ without increasing the distance between any other pair of points.

We now define our modified distribution $p^{\prime}$ :

$$
p_{i}^{\prime}= \begin{cases}p_{i}-\Delta & p_{a} \leq p_{i} \\ p_{a}-\Delta & p_{a}-\Delta \leq p_{i}<p_{a} \\ p_{i} & \text { otherwise }\end{cases}
$$

We'll partition the coordinates of $p_{i}$ into which of the three cases they fall into in our definition of $p^{\prime}$ above. $S_{1}=\left\{i \mid p_{a} \leq p_{i}\right\}, S_{2}=\left\{i \mid p_{a}-\epsilon \leq p_{i}<p_{a}\right\}$, and $S_{3}=\{i \mid i<$ $\left.p_{b}+\left(d_{a b}-\epsilon\right)\right\}$. It remains to verify that $p^{\prime}$ is a feasible solution to $\operatorname{LP}\left(r, d^{\prime}\right)$, and that it obtains the claimed objective value.

Feasibility: First, observe that $\sum_{i} p_{i}^{\prime} \leq 1$. This follows because $p^{\prime}$ is coordinate-wise smaller than $p$, and by assumption, $p$ was feasible. Thus, $\sum_{i} p_{i}^{\prime} \leq \sum_{i} p_{i} \leq 1$.

Next, observe that by construction, $p_{i}^{\prime} \geq 0$ for all $i$. To see this, first observe that $p_{a}-\Delta=$ $p_{b}+\left(d_{a b}-\epsilon\right) \geq 0$ where the last inequality follows because $d_{a b} \geq \epsilon$. We then consider the three cases:

1. For $i \in S_{1}, p_{i}^{\prime}=p_{i}-\Delta \geq p_{a}-\Delta \geq 0$ because $p_{i} \geq p_{a}$.
2. For $i \in S_{2}, p_{i}^{\prime}=p_{a}-\Delta \geq 0$.
3. For $i \in S_{3}, p_{i}^{\prime}=p_{i} \geq 0$.

Finally, we verify that for all $(i, j),\left|p_{i}^{\prime}-p_{j}^{\prime}\right| \leq d_{i j}^{\prime}$. First, observe that $p_{a}^{\prime}-p_{b}^{\prime}=\left(p_{b}+\left(d_{a b}-\right.\right.$ $\epsilon))-p_{b}^{\prime}=d_{a b}-\epsilon=d_{a b}^{\prime}$, and so the inequality is satisfied for index pair $(a, b)$. For all the other pairs $(i, j) \neq(a, b)$, we have $d_{i j}^{\prime}=d_{i j}$, so it is enough to show that $\left|p_{i}^{\prime}-p_{j}^{\prime}\right| \leq d_{i j}$. Note that for all $x, y \in\{1,2,3\}$ with $x<y$, if $i \in S_{x}$ and $j \in S_{y}$, we have that $x \leq y$. Therefore, it is sufficient to verify the following six cases:

1. $i \in S_{1}, j \in S_{1}:\left|p_{i}^{\prime}-p_{j}^{\prime}\right|=\left(p_{i}-\Delta\right)-\left(p_{j}-\Delta\right)=p_{i}-p_{j} \leq d_{i j}$
2. $i \in S_{1}, j \in S_{2}:\left|p_{i}^{\prime}-p_{j}^{\prime}\right|=\left(p_{i}-\Delta\right)-\left(p_{a}-\Delta\right)=p_{i}-p_{a}<p_{i}-p_{j} \leq d_{i j}$
3. $i \in S_{1}, j \in S_{3}:\left|p_{i}^{\prime}-p_{j}^{\prime}\right|=\left(p_{i}-\Delta\right)-p_{j}=\left(p_{i}-p_{j}\right)-\Delta \leq\left(p_{i}-p_{j}\right) \leq d_{i j}$
4. $i \in S_{2}, j \in S_{2}:\left|p_{i}^{\prime}-p_{j}^{\prime}\right|=\left(p_{a}-\Delta\right)-\left(p_{a}-\Delta\right)=0 \leq d_{i j}$
5. $i \in S_{2}, j \in S_{3}:\left|p_{i}^{\prime}-p_{j}^{\prime}\right|=\left(p_{a}-\Delta\right)-p_{j} \leq p_{i}-p_{j} \leq d_{i j}$
6. $i \in S_{3}, j \in S_{3}:\left|p_{i}^{\prime}-p_{j}^{\prime}\right|=p_{i}-p_{j} \leq d_{i j}$

Thus, we have shown that $p^{\prime}$ is a feasible solution to $L P\left(r, d^{\prime}\right)$.
Objective Value: Note that for each index $i, p_{i}-p_{i}^{\prime} \leq \Delta \leq \epsilon$. Therefore we have:

$$
\begin{aligned}
\langle r, \pi(r, d)\rangle-\left\langle r, \pi\left(r, d^{\prime}\right)\right\rangle & \leq\langle r, \pi(r, d)\rangle-\left\langle r, p^{\prime}\right\rangle \\
& =\left\langle r, p-p^{\prime}\right\rangle \\
& \leq \epsilon \sum_{i=1}^{k} r_{i}
\end{aligned}
$$

which completes the proof.

We now prove the main technical lemma of this section. It states that in any round in which the error of our distance estimates for tight constraints is small (even if we have high error
in the distance estimates for slack constraints), then we will have low per-round regret.

Lemma 4. At round $t$, if for all pairs of indices $(i, j)$, we have either:

1. $\left|\hat{d}_{i, j}^{t}-\bar{d}_{i, j}^{t}\right| \leq \epsilon$ or
2. $v_{i, j}^{t}=0$ (corresponding to an LP constraint that is not tight)
then:

$$
\left\langle r^{t}, \pi\left(r^{t}, \bar{d}^{t}\right)\right\rangle-\left\langle r^{t}, \pi\left(r^{t}, \hat{d}^{t}\right)\right\rangle \leq \epsilon k^{3}
$$

for any vector $r^{t}$ with $\left\|r^{t}\right\|_{\infty} \leq 1$.

Proof. First, define $\tilde{d}^{t}$ to be the coordinate-wise maximum of $\hat{d}^{t}$ and $\bar{d}^{t}$ : i.e. the vector such that for every pair of coordinates $i, j, \tilde{d}_{i j}=\max \left(\bar{d}_{i j}, \hat{d}_{i j}\right)$. To simplify notation, we will write $\hat{p}=\pi\left(r^{t}, \hat{d}^{t}\right), \bar{p}=\pi\left(r^{t}, \bar{d}^{t}\right)$, and $\tilde{p}=\pi\left(r^{t}, \tilde{d}^{t}\right)$.

We make three relevant observations:

1. First, because $L P\left(r^{t}, \tilde{d}^{t}\right)$ is a relaxation of $L P\left(r^{t}, \bar{d}^{t}\right)$, it has only larger objective value. In other words, we have that $\left\langle r^{t}, \tilde{p}\right\rangle \geq\left\langle r^{t}, \bar{p}\right\rangle$. Thus, it suffices to prove that $\left\langle r^{t}, \hat{p}\right\rangle \geq\left\langle r^{t}, \tilde{p}\right\rangle-\epsilon k^{3}$.
2. Second, for all pairs $i, j,\left|\hat{d}_{i, j}^{t}-\tilde{d}_{i, j}^{t}\right| \leq\left|\hat{d}_{i, j}^{t}-\bar{d}_{i, j}^{t}\right|$. Thus, if we had $\left|\hat{d}_{i, j}^{t}-\bar{d}_{i, j}^{t}\right| \leq \epsilon$, we also have $\left|\hat{d}_{i, j}^{t}-\tilde{d}_{i, j}^{t}\right| \leq \epsilon$.
3. Finally, by construction, for every pair $(i, j)$, we have $\tilde{d}_{i j} \geq \hat{d}_{i j}$

Let $S_{1}$ be the set of indices $(i, j)$ such that $\left|\hat{d}_{i, j}^{t}-\tilde{d}_{i, j}^{t}\right| \leq \epsilon$, and let $S_{2}$ be the set of indices $(i, j) \notin S_{1}$ such that $v_{i, j}^{t}=0$. Note that by assumption, these partition the space, and that by construction, for every $(i, j) \in S_{2}$, the corresponding constraint in $L P\left(r^{t}, \hat{d}^{t}\right)$ is not tight: i.e. $\left|\hat{p}_{i}-\hat{p}_{j}\right|<\hat{d}_{i, j}^{t}$. Let $d^{*}$ be the vector such that for all $(i, j) \in S_{1}, d_{i j}^{*}=\hat{d}_{i j}$, and for all $(i, j) \in S_{2}, d_{i j}^{*}=\tilde{d}_{i j}$. Observe that $L P\left(r^{t}, d^{*}\right)$ corresponds to a relaxation of $L P\left(r^{t}, \hat{d}\right)$ in
which only constraints that were already slack were relaxed. As a result, $\hat{p}$ is also an optimal solution to $L P\left(r^{t}, d^{*}\right)$. Note also that by construction, we now have that for every pair $(i, j)$ : $\left|\tilde{d}_{i j}-d_{i j}^{*}\right| \leq \epsilon$

Our argument will proceed by describing a sequence of $n+1=k^{2}+1$ vectors $p^{0}, p^{1}, \ldots, p^{n}$ such that $p^{0}=\tilde{p}, p^{n}$ is a feasible solution to $L P\left(r^{t}, d^{*}\right)$, and for all adjacent pairs $p^{\ell}, p^{\ell+1}$, we have: $\left\langle r^{t}, p^{\ell+1}\right\rangle \geq\left\langle r^{t}, p^{\ell}\right\rangle-\epsilon k$. Telescoping these inequalities yields:

$$
\left\langle r^{t}, \hat{p}\right\rangle \geq\left\langle r^{t}, p^{n}\right\rangle \geq\left\langle r^{t}, \tilde{p}\right\rangle-k^{3} \epsilon
$$

which will complete the proof.

To finish the argument, fix an arbitrary ordering on the indices $(i, j) \in[k] \times[k]$, which we denote by $\left(i_{1}, j_{1}\right), \ldots,\left(i_{n}, j_{n}\right)$. Define the distance vector $d^{\ell}$ such that:

$$
d_{i_{a}, j_{a}}^{\ell}= \begin{cases}\tilde{d}_{i_{a}, j_{a}}, & \text { If } a>\ell ; \\ d_{i_{a}, j_{a}}^{*}, & \text { If } a \leq \ell\end{cases}
$$

Note that the sequence of distance vectors $d^{1}, \ldots, d^{n}$ "walks between" $\tilde{d}$ and $d^{*}$ one coordinate at a time. Now let $p^{\ell}=\pi\left(r^{t}, d^{\ell}\right)$. By construction, we have that every pair ( $d^{\ell}, d^{\ell+1}$ ) differ in only a single coordinate, and that the difference has magnitude at most $\epsilon$. Therefore, we can apply Lemma 3 to conclude that:

$$
\left\langle r^{t}, p^{\ell+1}\right\rangle \geq\left\langle r^{t}, p^{\ell}\right\rangle-\epsilon \sum_{i=1}^{k} r_{i}^{t} \geq\left\langle r^{t}, p^{\ell}\right\rangle-\epsilon k
$$

as desired.

Finally, we have all the pieces we need to prove a regret bound for $\boldsymbol{L}_{\text {known }-\theta}$.

Theorem 2. For any time horizon $T$ :

$$
\boldsymbol{\operatorname { R e g r e t }}\left(\boldsymbol{L}_{\text {known- }}, T\right) \leq O\left(k^{2} d^{2} \log \left(\frac{d \cdot\left\|A^{\top} A\right\|_{F}}{\epsilon}\right)+k^{3} \epsilon T\right)
$$

Setting $\epsilon=O\left(1 /\left(k^{3} T\right)\right)$ yields a regret bound of $O\left(d^{2} \log \left(\left\|A^{\top} A\right\|_{F} \cdot d k T\right)\right)$.

Proof. We partition the rounds $t$ into two types. Let $S_{1}$ denote the rounds such that there is at least one pair of indices $(i, j)$ such that one instance DistanceEstimator ${ }_{i j}$ produced an estimate that had error more than $\epsilon$, and it was provided feedback. We let $S_{2}$ denote the remaining rounds, for which for every pair of indices $(i, j)$, either DistanceEstimator ${ }_{i j}$ produced an estimate that had error at most $\epsilon$, or DistanceEstimator ${ }_{i j}$ was not given feedback.

$$
S_{1}=\left\{t: \exists(i, j):\left|\hat{d}_{i j}^{t}-\bar{d}_{i j}^{t}\right|>\epsilon \text { and } v_{i j}^{t}=1\right\} \quad S_{2}=\left\{t: \forall(i, j):\left|\hat{d}_{i j}^{t}-\bar{d}_{i j}^{t}\right| \leq \epsilon \text { or } v_{i j}^{t}=0\right\}
$$

Observe that $S_{1}$ and $S_{2}$ partition the set of all rounds. Next, observe that Corollary 1 tells us that:

$$
\left|S_{1}\right| \leq O\left(k^{2} d^{2} \log \left(\frac{d \cdot\left\|A^{\top} A\right\|_{F}}{\epsilon}\right)\right)
$$

and Lemma 4 tells us that for every round $t \in S_{2}$, the per-round regret is at most $\epsilon k^{3}$. Together with the facts that $\left|S_{2}\right| \leq T$ and that the per-round regret for any $t \in S_{1}$ is at most 1, we obtain:

$$
\boldsymbol{\operatorname { R e g r e t }}\left(\boldsymbol{L}_{\mathrm{known}-\theta}, T\right) \leq O\left(k^{2} d^{2} \log \left(\frac{d \cdot\left\|A^{\top} A\right\|_{F}}{\epsilon}\right)+k^{3} \epsilon T\right)
$$

### 2.5. The Full Algorithm

In this section, we present our final algorithm, which has no knowledge of either the distance function $d$ or the linear objective $\theta$. The resulting algorithm shares many similarities with
the algorithm we developed in Section 2.4, and so much of the analysis can be reused.

### 2.5.1. Outline of the Solution

At a high level, our plan will be to combine the techniques we developed in Section 2.4 with a standard "optimism in the face of uncertainty" strategy for learning the parameter vector $\theta$. Our algorithm will maintain a ridge-regression estimate $\tilde{\theta}$ together with confidence regions derived by Abbasi-Yadkori et al. [1]. After it observes the contexts $x_{i}^{t}$ at round $t$, it uses these to derive upper confidence bounds on the expected rewards, corresponding to each context - represented as a vector $\hat{r}^{t}$. The algorithm continues to maintain distance estimates $\hat{d}^{t}$ using the DistanceEstimator subroutines, identically to how they were used in Section 2.4. At ever round, the algorithm then chooses its action according to the distribution $\pi^{t}=\pi\left(\hat{r}^{t}, \hat{d}^{t}\right)$.

The regret analysis of the algorithm follows by decomposing the per-round regret into two pieces. The first can be bounded by the sum of the expected widths of the confidence intervals corresponding to each context $x_{i}^{t}$ that might be chosen at each round $t$, where the expectation is over the randomness of the algorithm's distribution $\pi^{t}$. A theorem of AbbasiYadkori et al. [1] bounds the sum of the widths of the confidence intervals corresponding to arms actually chosen by the algorithm (Lemma 6). Using a martingale concentration inequality, we are able to relate these two quantities (Lemma 7). We show that the second piece of the regret bound can be manipulated into a form that can be bounded using Lemmas 1 and 4 from Section 2.4 (Theorem 4).

### 2.5.2. Confidence Intervals from Abbasi-Yadkori et al. [1]

We would like to be able to construct confidence intervals at each round $t$ around each arm's expected reward such that for each arm $i$, with probability $1-\delta, \bar{r}_{i}^{t} \in\left[r_{i}^{t}+w_{i}^{t}, \tilde{r}_{i}^{t}+w_{i}^{t}\right]$, where $\tilde{r}_{i}^{t}$ is our ridge-regression estimate of $\bar{r}_{i}^{t}$ and $w_{i}^{t}$ is the confidence interval width around the estimate. Our algorithm will make use of such confidence intervals for the ridge regression estimator derived and analyzed in [1], which we recount here.

Let $\tilde{V}^{t}=X^{t^{\top}} X^{t}+\lambda I$ be a regularized design matrix, where $X^{t}=\left[x_{i_{1}}^{1}, \ldots, x_{i_{t-1}}^{t-1}\right]$ represents
all the contexts whose rewards we have observed up to but not including time $t$. Let $Y^{t}=$ $\left[r_{i_{1}}^{1}, \ldots, r_{i_{t-1}}^{t-1}\right]$ be the corresponding vector of observed rewards. $\tilde{\theta}=\left(V^{t}\right)^{-1} X^{t^{\top}} Y^{t}$ is the (ridge regression) regularized least squares estimator we use at time $t$. We write $\tilde{r}_{i}^{t}=\left\langle\tilde{\theta}, x_{i}^{t}\right\rangle$ for the reward point prediction that this estimator makes at time $t$ for arm $i$.

We can construct the following confidence intervals around $\tilde{r}^{t}$ :

Lemma 5 (Abbasi-Yadkori et al. [1]). With probability $1-\delta$,

$$
\left|\bar{r}_{i}^{t}-\tilde{r}_{i}^{t}\right|=\left|\left\langle x_{i}^{t},(\theta-\tilde{\theta})\right\rangle\right| \leq\left\|x_{i}^{t}\right\|_{\left(\bar{V}^{t}\right)^{-1}}\left(\sqrt{2 d \log \left(\frac{1+t / \lambda}{\delta}\right)}+\sqrt{\lambda}\right)
$$

for all $i \in[k]$ where $\|x\|_{A}=\sqrt{x^{\top} A x}$

Therefore, the confidence interval widths we use in our algorithm will be

$$
w_{i}^{t}=\min \left(\left\|x_{i}^{t}\right\|_{\left(\bar{V}^{t}\right)^{-1}}\left(\sqrt{2 d \log \left(\frac{1+t / \lambda}{\delta}\right)}+\sqrt{\lambda}\right), 1\right)
$$

(expected rewards are bounded by 1 in our setting, and so the minimum maintains the validity of the confidence intervals). The upper confidence bounds we use to compute our distribution over arms will be $\hat{r}_{i}^{t}=\tilde{r}_{i}^{t}+w_{i}^{t}$. We will write $w^{t}=\left[w_{1}^{t}, \ldots, w_{k}^{t}\right]$ to denote the vector of confidence interval widths at round $t$.

Little can be said about the widths of these confidence intervals in isolation. However, the following theorem bounds the sum (over time) of the widths of the confidence intervals around the contexts actually selected.

Lemma 6 (Abbasi-Yadkori et al. [1]).

$$
\sum_{t=1}^{T} w_{i^{t}}^{t} \leq \sqrt{2 d \log \left(1+\frac{T}{d \lambda}\right)}\left(\sqrt{2 d T \log \left(\frac{1+T / \lambda}{\delta}\right)}+\sqrt{T \lambda}\right)
$$

### 2.5.3. The Algorithm

The pseudocode for the full algorithm is given in Algorithm 2.

In our proof of Theorem 4, we will connect the regret of $\boldsymbol{L}_{\text {full }}$ to the sum of the expected widths of the confidence intervals pulled at each round. In contrast, what is bounded by Lemma 6 is the sum of the realized widths. Using the Azuma Hoeffding inequality, we can relate these two quantities.

Theorem 3 (Azuma-Hoeffding inequality ([44])). Suppose $\left\{X_{k}: k=0,1,2,3, \ldots\right\}$ is a martingale and

$$
\left|X_{k}-X_{k-1}\right|<c_{k} .
$$

Then, for all positive integers $N$ and all positive reals $t$,

$$
\operatorname{Pr}\left(X_{N}-X_{0} \geq t\right) \leq \exp \left(\frac{t^{2}}{2 \sum_{k=1}^{N} c_{k}^{2}}\right)
$$

## Lemma 7.

$$
\operatorname{Pr}\left(\sum_{t=1}^{T} \mathbb{E}_{i \sim \pi^{t}}\left[w_{i}^{t}\right]-\sum_{t=1}^{T} w_{i^{t}}^{t} \geq \sqrt{2 T \log \frac{1}{\delta}}\right) \leq \delta
$$

Proof. Once $x^{1}, \ldots, x^{t-1}, r_{i^{t}}^{1}, \ldots, r_{i^{t-1}}^{t-1}$ and $x^{t}$ are fixed, $\pi^{t}$ is fixed. In other words, for the filtration $\mathscr{F}^{t}=\sigma\left(x^{1}, \ldots, x^{t-1}, r_{i^{t}}^{1}, \ldots, r_{i^{t-1}}^{t-1}, x^{t}\right), w_{i^{t}}^{t}$ is $\mathscr{F}^{t}$ measurable. Now, define

$$
D^{t}=\sum_{s=1}^{t} \mathbb{E}_{i \sim \pi^{s}}\left[w_{i}^{s}\right]-\sum_{s=1}^{t} w_{i^{s}}^{s}
$$

with respect to $\mathscr{F}^{t}$. One can think of $D^{t}$ as the accumulated difference between the confidence width of the arm that was actually pulled and the expected confidence width. It's easy to see that $\left\{D^{t}\right\}$ is a martingale, as $\mathbb{E}\left[D^{1}\right]=0$, and $\mathbb{E}\left[D^{t+1} \mid \mathscr{F}^{t}\right]=D^{t}$.

Also, $D_{t}-D_{t-1}=w_{i^{t}}^{t}-\mathbb{E}_{i \sim \pi^{t}}\left[w_{i}^{t}\right] \leq 1$, since the confidence interval widths are bounded by 1.

```
Algorithm 2: \(\boldsymbol{L}_{\text {full }}\)
    for \(i, j=1, \ldots, k\) do
        DistanceEstimator \({ }_{i j}=\) DistanceEstimator \(\left(\epsilon^{2}\right)\)
    end
    for \(t=1, \ldots, T\) do
        receive the contexts \(x^{t}=\left(x_{1}^{t}, \ldots, x_{k}^{t}\right)\)
        \(X^{t}=\left[x^{1}, \ldots, x^{t-1}\right]\)
        \(Y^{t}=\left[r^{t}, \ldots, r^{t-1}\right]\)
        \(\tilde{V}^{t}=X^{t^{\top}} X^{t}+\lambda I\)
        \(\tilde{\theta}=\left(V^{t}\right)^{-1} X^{t^{\top}} Y^{t}\)
        for \(i=1, \ldots, k\) do
            \(\tilde{r}_{i}^{t}=\left\langle\tilde{\theta}, x_{i}^{t}\right\rangle\)
            \(w_{i}^{t}=\min \left(\left\|x_{i}^{t}\right\|_{\left(\bar{V}^{t}\right)^{-1}}\left(\sqrt{2 d \log \left(\frac{1+t / \lambda}{\delta}\right)}+\sqrt{\lambda}\right), 1\right)\)
                \(\hat{r}_{i}^{t}=\tilde{r}_{i}^{t}+w_{i}^{t}\)
    end
    for \(i, j=1, \ldots, k\) do
        \(\left.u_{i, j}^{t}=\operatorname{flatten}\left(\left(x_{i}^{t}-x_{j}^{t}\right)\left(x_{i}^{t}-x_{j}^{t}\right)^{T}\right)\right)\)
            \(g_{i, j}^{t}=\) DistanceEstimator \(_{i, j} \cdot g u e s s\left(u_{i, j}^{t}\right)\)
            \(\hat{d}_{i j}^{t}=\sqrt{g_{i, j}^{t}}\)
        end
        \(\pi^{t}=\pi\left(\hat{r}^{t}, \hat{d}^{t}\right)\)
        Pull an arm \(i^{t}\) according to \(\pi^{t}\) and receive a reward \(r_{i^{t}}^{t}\)
        \(S=\boldsymbol{O}_{d}\left(x^{t}, \pi^{t}\right)\)
        \(R=\left\{(i, j)|(i, j) \notin S \wedge| \pi_{i}^{t}-\pi_{j}^{t} \mid=\hat{d}_{i, j}^{t}\right\}\)
        for \((i, j) \in S\) do
            DistanceEstimator \({ }_{i, j} \cdot\) feedback \((\perp)\)
            \(v_{i, j}^{t}=1\)
        end
        for \((i, j) \in R\) do
            DistanceEstimator \({ }_{i, j}\). feedback \(^{(T)}\)
                \(v_{i, j}^{t}=1\)
            end
    end
```

Applying the Azuma-Hoeffding inequality gives us the following:

$$
\operatorname{Pr}\left(\sum_{t=1}^{T} \mathbb{E}_{i \sim \pi^{t}}\left[w_{i}^{t}\right]-\sum_{t=1}^{T} w_{i^{t}}^{t} \geq \epsilon\right)=\operatorname{Pr}\left(D^{T} \geq \epsilon\right) \leq \exp \left(\frac{-\epsilon^{2}}{2 T}\right)
$$

Now, setting $\epsilon=\sqrt{2 T \ln \frac{1}{\delta}}$ yields:

$$
\operatorname{Pr}\left(\sum_{t=1}^{T} \mathbb{E}_{i \sim \pi^{t}}\left[w_{i}^{t}\right]-\sum_{t=1}^{T} w_{i^{t}}^{t} \geq \sqrt{2 T \log \frac{1}{\delta}}\right) \leq \delta
$$

Theorem 4. For any time horizon $T$, with probability $1-\delta$ :

$$
\begin{array}{r}
\operatorname{Regret}\left(\boldsymbol{L}_{\text {full }}, T\right) \leq O\left(k^{2} d^{2} \log \left(\frac{d \cdot\left\|A^{\top} A\right\|_{F}}{\epsilon}\right)+k^{3} \epsilon T+d \sqrt{T} \log \left(\frac{T}{\delta}\right)\right) \\
\text { If } \epsilon=1 / k^{3} T \text {, this is a regret bound of } O\left(k^{2} d^{2} \log \left(k d T \cdot\left\|A^{\top} A\right\|_{F}\right)+d \sqrt{T} \log \left(\frac{T}{\delta}\right)\right)
\end{array}
$$

Proof. We can compute:

$$
\begin{aligned}
\operatorname{Regret}\left(\boldsymbol{L}_{f u l l}, T\right) & =\sum_{t=1}^{T} \underset{i \sim \pi\left(\bar{r}^{t}, \bar{d}^{t}\right)}{\mathbb{E}}\left[\bar{r}_{i}^{t}\right]-\sum_{t=1}^{T} \underset{i \sim \pi\left(\hat{r}^{t}, \hat{d}^{t}\right)}{\mathbb{E}}\left[\bar{r}^{t}\right] \\
& =\sum_{t=1}^{T}\left\langle\bar{r}^{t}, \pi\left(\bar{r}^{t}, \bar{d}^{t}\right)\right\rangle-\left\langle\bar{r}^{t}, \pi\left(\hat{r}^{t}, \hat{d}^{t}\right)\right\rangle \\
& =\sum_{t=1}^{T}\left\langle\bar{r}^{t}, \pi\left(\bar{r}^{t}, \bar{d}^{t}\right)\right\rangle-\left\langle\bar{r}^{t}, \pi\left(\hat{r}^{t}, \bar{d}^{t}\right)\right\rangle+\left\langle\bar{r}^{t}, \pi\left(\hat{r}^{t}, \bar{d}^{t}\right)\right\rangle-\left\langle\bar{r}^{t}, \pi\left(\hat{r}^{t}, \hat{d}^{t}\right)\right\rangle \\
& \leq \sum_{t=1}^{T}\left\langle\hat{r}^{t}, \pi\left(\hat{r}^{t}, \bar{d}^{t}\right)\right\rangle-\left\langle\bar{r}^{t}, \pi\left(\hat{r}^{t}, \bar{d}^{t}\right)\right\rangle+\left\langle\bar{r}^{t}, \pi\left(\hat{r}^{t}, \bar{d}^{t}\right)\right\rangle-\left\langle\bar{r}^{t}, \pi\left(\hat{r}^{t}, \hat{d}^{t}\right)\right\rangle \\
& \leq \sum_{t=1}^{T}\left\langle 2 w^{t}, \pi\left(\hat{r}^{t}, \bar{d}^{t}\right)\right\rangle+\left\langle\bar{r}^{t}, \pi\left(\hat{r}^{t}, \bar{d}^{t}\right)\right\rangle-\left\langle\bar{r}^{t}, \pi\left(\hat{r}^{t}, \hat{d}^{t}\right)\right\rangle
\end{aligned}
$$

Here, the first inequality follows from the fact that $\hat{r}^{t}$ is coordinate-wise larger than $\bar{r}^{t}$ with probability $1-\delta$, and that $\pi\left(\hat{r}^{t}, \bar{d}^{t}\right)$ is the optimal solution to $L P\left(\hat{r}^{t}, \bar{d}^{t}\right)$. The second inequality follows from $\bar{r} \in[\tilde{r}-w, \tilde{r}+w]=[\hat{r}-2 w, \hat{r}]$.

Just as in the proof of Theorem 2, we now partition time into two sets:

$$
S_{1}=\left\{t: \exists(i, j):\left|\hat{d}_{i j}^{t}-\bar{d}_{i j}^{t}\right|>\epsilon \text { and } v_{i j}^{t}=1\right\} \quad S_{2}=\left\{t: \forall(i, j):\left|\hat{d}_{i j}^{t}-\bar{d}_{i j}^{t}\right| \leq \epsilon \text { or } v_{i j}^{t}=0\right\}
$$

Recall that corollary 1 bounds $\left|S_{1}\right| \leq O\left(k^{2} d^{2} \log \left(\frac{d \cdot\left\|A^{\top} A\right\| \|_{F}}{\epsilon}\right)\right)$. Since the per-step regret of our algorithm can be at most 1 , this means that rounds $t \in S_{1}$ can contribute in total at most $C \doteq O\left(k^{2} d^{2} \log \left(\frac{d \cdot\left\|A^{\top} A\right\|_{F}}{\epsilon}\right)\right)$ regret. Thus, for the rest of our analysis, we can focus on rounds $t \in S_{2}$.

Fix any round $t \in S_{2}$. From Lemma 4 we have:

$$
\langle\hat{r}, \pi(\hat{r}, \bar{d})\rangle-\langle\hat{r}, \pi(\hat{r}, \hat{d})\rangle \leq k^{3} \epsilon
$$

Further manipulations give:

$$
\begin{aligned}
& (\langle\hat{r}, \pi(\hat{r}, \bar{d})\rangle-\langle\bar{r}, \pi(\hat{r}, \bar{d})\rangle)-(\langle\hat{r}, \pi(\hat{r}, \hat{d})\rangle-\langle\bar{r}, \pi(\hat{r}, \hat{d})\rangle) \leq k^{3} \epsilon-\langle\bar{r}, \pi(\hat{r}, \bar{d})\rangle+\langle\bar{r}, \pi(\hat{r}, \hat{d})\rangle \\
\Leftrightarrow & \langle 2 w, \pi(\hat{r}, \bar{d})\rangle-\langle 2 w, \pi(\hat{r}, \hat{d})\rangle \leq k^{3} \epsilon-\langle\bar{r}, \pi(\hat{r}, \bar{d})\rangle+\langle\bar{r}, \pi(\hat{r}, \hat{d})\rangle \\
\Leftrightarrow & \langle 2 w, \pi(\hat{r}, \bar{d})\rangle \leq\langle 2 w, \pi(\hat{r}, \hat{d})\rangle+k^{3} \epsilon-\langle\bar{r}, \pi(\hat{r}, \bar{d})\rangle+\langle\bar{r}, \pi(\hat{r}, \hat{d})\rangle
\end{aligned}
$$

Now, substituting the above expressions back into our expression for regret:

$$
\begin{aligned}
& \operatorname{Regret}\left(\boldsymbol{L}_{f u l l}, T\right) \\
& \leq C+\sum_{t \in S_{2}}\left\langle 2 w^{t}, \pi\left(\hat{r}^{t}, \bar{d}^{t}\right)\right\rangle+\left\langle\bar{r}^{t}, \pi\left(\hat{r}^{t}, \bar{d}^{t}\right)\right\rangle-\left\langle\bar{r}_{i}^{t}, \pi\left(\hat{r}^{t}, \hat{d}^{t}\right)\right\rangle \\
& \leq C+\sum_{t \in S_{2}}\left\langle 2 w^{t}, \pi\left(\hat{r}^{t}, \hat{d}^{t}\right)\right\rangle+k^{3} \epsilon-\left\langle\bar{r}^{t}, \pi\left(\hat{r}^{t}, \bar{d}^{t}\right)\right\rangle \\
& +\left\langle\bar{r}^{t}, \pi\left(\hat{r}^{t}, \hat{d}^{t}\right)\right\rangle+\left\langle\bar{r}^{t}, \pi\left(\hat{r}^{t}, \bar{d}^{t}\right)\right\rangle-\left\langle\bar{r}_{i}^{t}, \pi\left(\hat{r}^{t}, \hat{d}^{t}\right)\right\rangle \\
& \leq C+\sum_{t \in S_{2}}\left\langle 2 w^{t}, \pi\left(\hat{r}^{t}, \hat{d}^{t}\right)\right\rangle+k^{3} \epsilon \\
& \leq C+2 \sum_{t \in S_{2}} \underset{i \in \pi\left(\hat{r}^{t}, \hat{d}^{t}\right)}{\mathbb{E}}\left[w_{i}^{t}\right]+k^{3} \epsilon \\
& \left.\leq C+k^{3} \epsilon T+2\left(\sqrt{2 d \log \left(1+\frac{T}{d \lambda}\right.}\right)\left(\sqrt{2 d T \log \left(\frac{1+T / \lambda}{\delta}\right)}+\sqrt{T \lambda}\right)+\sqrt{2 T \log \frac{1}{\delta}}\right) \\
& =O\left(k^{2} d^{2} \log \left(\frac{d \cdot\left\|A^{\top} A\right\| \|_{F}}{\epsilon}\right)\right)+k^{3} \epsilon T+O\left(d \sqrt{T} \log \left(\frac{T}{\delta}\right)\right)
\end{aligned}
$$

The last inequality holds with probability $1-\delta$ and uses Lemmas 6 and 7 , and sets $\lambda=1$.

Finally, the bound on the fairness loss is identical to the bound we proved in Theorem 1 (because our algorithm for constructing distance estimates $\hat{d}$ is unchanged). We have:

Theorem 5. For any sequence of contexts and any Mahalanobis distance $d\left(x_{1}, x_{2}\right)=$
$\left\|A x_{1}-A x_{2}\right\|_{2}:$

$$
\text { FairnessLoss }\left(\boldsymbol{L}_{f u l l}, T, \epsilon\right) \leq O\left(k^{2} d^{2} \log \left(\frac{d \cdot\left\|A^{\top} A\right\|_{F}}{\epsilon}\right)\right)
$$

### 2.6. Discussion

We have initiated the study of fair sequential decision making in settings where the notions of payoff and fairness are separate and may be in tension with each other, and have shown that in a stylized setting, optimal fair decisions can be efficiently learned even without direct knowledge of the fairness metric. A number of extensions of our framework and results would be interesting to examine. At a high level, the interesting question is: how much can we further relax the information about the fairness metric available to the algorithm and the structure of the fairness metric itself?

For instance,

1. what if the fairness feedback is only partial, identifying some but not all fairness violations?
2. What if the fairness metric doesn't have a nice parametric form?
3. What if the feedback is not guaranteed to be exactly consistent with any metric?

In the next chapter, we in fact answer the above questions affirmatively in that we show how to approximately satisfy individual fairness even when the available information about the fairness metric is limited and there isn't much structure to the fairness metric as describe above.

## Chapter 3

## Individual Fairness via Auditing:

## No Assumption on the Fairness Metric

### 3.1. Introduction

In the previous chapter, we have provided an online learning algorithm that can eventually learn a Mahalanobis metric based on identified fairness violations, while achieving no-regret against the optimal fair policy. While the framework allows one to bypass the fact that it might be difficult for humans to enunciate a precise quantitative similarity measure between individuals, it still faces some limitations. In particular, people may not be able to distill their conception of fairness into a Mahalanobis metric function, let alone any metric (e.g. it may not satisfy the triangle inequality).

To tackle these issues, we study metric-free online learning algorithms for individual fairness that rely on a weaker form of interactive human feedback and minimal assumptions on the fairness metric across individuals. Similar to what we have shown in Chapter 2, we do not assume a pre-specified metric but instead assume access to an auditor who observes the learner's decisions over a group of individuals that show up in each round and attempts to identify a fairness violation-a pair of individuals in the group that should have been treated more similarly by the learner. Since the auditor only needs to identify such unfairly treated pairs, there is no need for them to enunciate a quantitative measure - to specify the distance between the identified pairs. But more importantly, we do not impose any parametric assumption on the underlying fairness measure, nor do we assume that it is actually a metric since we do not require that fairness measure to satisfy the triangle inequality. Furthermore, we do not require the auditor to identify all pairs where there was a fairness violation but rather one arbitrary pair with violation if there exists one.

Under this model, we provide a general reduction framework that can take any online classification algorithm (without fairness constraint) as a black-box and obtain a learning algorithm that can bound the sum of the regret with respect to classification loss and the total number of rounds with fairness violations. In fact, by setting some trade-off parameter that balances the fairness loss and misclassification loss, we provide an oracle-efficient algorithm that can in fact guarantee that both of them will be sublinear simultaneously.

Essentially, we resolve main questions left open from Chapter 2. First, we assume a weaker auditor who only identifies a single fairness violation (as opposed to all of the fairness violations in their setting). Second, we remove the strong parametric assumption on the Mahalanobis metric and work with a broad class of functions that need not be metric.

### 3.1.1. Overview of Model and Results

In each round $t=1, \ldots, T$, a batch of $k$ individuals arrives along with their contexts and binary labels as opposed to rewards. Unlike before, we make no assumption regarding how this batch of contexts and labels are determined - they can arrive in an adaptive and adversarial fashion. At every round, the learner gets to deploy some policy $\pi$ that outputs a soft-prediction $\pi(x) \in[0,1]$ for each context $x$. For each context and its label $(x, y)$, there is an associated misclassification loss for predicting $\pi(x)$.

Similarly as before, we wish to make these soft predictions for $k$ individuals such that for any two individuals, the difference between their soft-predictions is at most the distance of their distance. Although the learner has no knowledge of this distance initially, the learner has access to an auditor who upon seeing these predictions made for $k$ individuals will spot a pair of individuals where the difference in the predictions is more than than distance. However, we make no structural assumption about the distance function that the auditor is working off of and also have the auditor to output only one such pair even if there exists many such pairs. Similarly as before, our goal is to design an algorithm such that the cumulative misclassification regret is competitive with respect to any fair policy and the total number of rounds on which the auditor finds a pair with fairness violation.

To do so, we design a hybrid loss that combines the misclassification loss and the fairness violation into account and show that playing no-regret with respect to this new hybrid loss is sufficient to have the sum of the misclassification regret and fairness loss will be sublinear.

Then, we provide a reduction-based algorithm that can take any no-regret online classification learner as a black-box and guarantee the sum of the regret and the fairness loss (i.e. the number of rounds with any fairness violation) will be sublinear by re-expressing the hybrid loss solely as misclassification loss on some artificially created batch of contexts and labels.

Our reduction-based algorithm can take any no-regret online (batch) classification learner as a black-box and achieve sublinear cumulative fairness loss and sublinear regret on misclassification loss compared to the most accurate policy that is fair on every round. In particular, our framework can leverage the generic exponential weights method [5, 11, 32] and also oracle-efficient methods, including variants of Follow-the-Perturbed-Leader (FTPL) (e.g., [89, 90]), that further reduces online learning to standard supervised learning or optimization problems. We instantiate our framework using two online learning algorithms (exponential weights and CONTEXT-FTPL), both of which obtain a $O(\sqrt{T})$ regret. By setting the parameter that balances the misclassification loss and the fairness violation in the hybrid loss just right so that without any additional argument, we show how the overall misclassification regret with respect to fair policies and fairness loss can be bounded to be sublinear simultaneously.

With some modifications to the batch-to-online conversion techniques, it can be shown that fairness loss and misclassification loss also generalizes to the averaged policy; for more interested readers, see Bechavod et al. [8], which this chapter is based off of.

### 3.2. Preliminaries

Here we try to stay close to the notations used in Chapter 2 but use some slightly different notations in some cases. We define the instance space to be $\mathcal{X}$ and its label space to be $\mathcal{Y}$. Throughout this chapter, we will restrict our attention to binary labels, that is $\mathcal{Y}=\{0,1\}$. We write $\mathcal{F}: \mathcal{X} \rightarrow \mathcal{Y}$ to denote the hypothesis class and assume that $\mathcal{F}$ contains a constant
hypothesis - i.e. there exists $f$ such that $f(x)=0$ (and/or 1 ) for all $x \in \mathcal{X}$. Also, we allow a convex combination of hypotheses for the purpose of randomizing the prediction and denote the simplex of hypotheses by $\Delta \mathcal{F}$. For consistency, we say $f \in \mathcal{F}$, which maps to $\mathcal{Y}=\{0,1\}$, is a hypothesis and $\pi \in \Delta \mathcal{F}$, which is a mixture of some hypotheses and hence maps to $[0,1]$, a policy. For each prediction $\hat{y} \in \mathcal{Y}$ and its true label $y \in \mathcal{Y}$, there is an associated misclassification loss, $\ell(\hat{y}, y)=\mathbb{1}[\hat{y} \neq y]$. For simplicity, we overload the notation and write

$$
\ell(\pi(x), y)=(1-\pi(x)) \cdot y+\pi(x) \cdot(1-y)=\underset{f \sim \pi}{\mathbb{E}}[\ell(f(x), y)]
$$

Note that the loss is linear in $\pi$. Given $\pi_{1}$ and $\pi_{2}$ and some mixing probability $p$, define $\pi_{3}(x)=p \pi_{1}(x)+(1-p)\left(\pi_{2}(x)\right)$. Then, it is immediate that

$$
\ell\left(\pi_{3}(x), y\right)=p \ell\left(\pi_{1}(x), y\right)+(1-p) \ell\left(\pi_{2}(x), y\right) .
$$

### 3.2.1. Online Batch Classification

Here, we describe the vanilla online batch classification setting, as we will try to reduce the problem we are interested into this setting. In each round $t=1, \ldots, T$, a learner deploys some policy $\pi^{t} \in \Delta \mathcal{F}$. Upon seeing the deployed policy $\pi^{t}$, the environment chooses a batch of $k$ individuals, $\left(x_{i}^{t}, y_{i}^{t}\right)_{i=1}^{k}$. Because the environment can adversarially and adaptively choose this batch of individuals, we can think of this as the environment strategically choosing $z_{\mathrm{BATCH}}^{t}=\left(x^{t}, y^{t}\right)$ where we write $x^{t}=\left(x_{i}^{t}\right)_{i=1}^{k}$ and $y^{t}=\left(y_{i}^{t}\right)_{i=1}^{k}$ for simplicity. Note that the strategy space for the environment is

$$
\mathcal{Z}_{\mathrm{BATCH}}^{t}=\mathcal{X}^{k} \times \mathcal{Y}^{k} .
$$

The history in each round then will consist of everything observed by the learner up through but not including round $t$ :

$$
h^{t}=\left(\left(\pi^{1}, z^{1}\right), \ldots,\left(\pi^{t-1}, z^{t-1}\right)\right) .
$$

The space of such histories is denoted by $\mathcal{H}_{\mathrm{BATCH}}^{t}=\left(\Delta \mathcal{F} \times \mathcal{Z}_{\text {BATCH }}\right)^{t-1}$. A learner $\boldsymbol{A}$ : $\mathcal{H}_{\mathrm{BATCH}}^{*} \rightarrow \Delta \mathcal{F}$ is then defined to be a mapping from history to a policy:

$$
\pi^{t}=\boldsymbol{A}\left(h^{t-1}\right)
$$

Given some loss that be calculated in each round $t$, the learner cannot hope to upper-bound the overall loss by itself over all the rounds $t=1, \ldots, T$ will be small due to the adversarial nature of the environment. Therefore, the learner can only hope to minimize its regret with respect to some fixed policy it could have used.

Definition 7. Fix the adversary's strategy space $\mathcal{Z}$. With respect to some baseline $Q \subseteq \Delta \mathcal{F}$ and some loss $L: \Delta \mathcal{F} \times \mathcal{Z} \rightarrow \mathbb{R}$, we say learner $\boldsymbol{A}$ 's regret with respect to adaptively and adversarially chosen sequence of $\left(z^{t}\right)_{t=1}^{T}$ is

$$
\sum_{t=1}^{T} L\left(\pi^{t}, z^{t}\right)-\min _{\pi^{*} \in Q} \sum_{t=1}^{T} L\left(\pi^{*}, z^{t}\right)
$$

In this vanilla online batch classification setting, the only loss that we care about is the misclassification loss:

Definition 8 (Misclassification Loss). The (batch) misclassification loss Err is

$$
\operatorname{Err}\left(\pi, z^{t}\right)=\sum_{i=1}^{k} \ell\left(\pi\left(x_{i}^{t}\right), y_{i}^{t}\right) .
$$

In other words, the goal in this setting is to come up with an learner $\boldsymbol{A}$ such that against any adaptively and adversarially chosen $\left(z^{t}\right)_{t=1}^{T}$, we can achieve

$$
\sum_{t=1}^{T} \operatorname{Err}\left(\pi^{t}, z^{t}\right)-\min _{\pi^{*} \in Q} \sum_{t=1}^{T} \operatorname{Err}\left(\pi^{*}, z^{t}\right)=o(T)
$$

Often, when learner $\boldsymbol{A}$ can guarantee that the regret is sublienar as above, it is said to be a
no-regret learner. Examples of such no-regret learners include exponential weights [5, 11, 32] and Follow-the-Perturbed-Leader strategies [89, 90].

### 3.2.2. Online Fair Batch Classification

As opposed to only trying to minimize its misclassification regret, we also want to make sure that the deployed policies $\left(\pi^{t}\right)_{t=1}^{T}$ satisfy individual fairness constraints (i.e. each policy $\pi^{t}$ treats similar individuals similarly according to some fairness metric $d: \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R}$ ) as in Chapter 2.

Definition 9 ( $\alpha$-fairness). Assume $\alpha>0$. A policy $\pi \in \Delta \mathcal{F}$ is said to be $\alpha$-fair on pair $\left(x, x^{\prime}\right)$, if

$$
\left|\pi(x)-\pi\left(x^{\prime}\right)\right| \leq d\left(x, x^{\prime}\right)+\alpha
$$

We say policy $\pi$ 's $\alpha$-fairness violation on pair ( $x, x^{\prime}$ ) is

$$
\text { Violation }_{\alpha}\left(\pi,\left(x, x^{\prime}\right)\right)=\max \left(0,\left|\pi(x)-\pi\left(x^{\prime}\right)\right|-d\left(x, x^{\prime}\right)-\alpha\right) .
$$

In order to find such fair policies, we once again rely on an auditor who can give feedback by pointing out when a pair of two similar individuals are not treated similarly according to metric $d$. However, in this chapter, we make no parametric assumption on the metric $d$ nor do we require it to be a proper metric (i.e. it doesn't need to satisfy the triangle inequality). The only requirement on $d$ is that it is always non-negative. In addition to removing the parametric assumption on the metric $d$, we further relax the assumption on how the auditor operates: the auditor only need output one arbitrary pair where fairness violation has occurred as opposed to reporting all violations as in Chapter 2.

Definition 10 (Auditor). An auditor $O_{d, \alpha}$, which can have its own internal state, takes in a reference set $S \subseteq \mathcal{X}$ and a policy $\pi$. Then, it outputs $\rho$ which is either null or a pair of indices from the provided reference set to denote that there is some positive $\alpha$-fairness
violation for that pair. For some $x=\left(x_{1}, \ldots x_{k}\right)$,

$$
O_{d, \alpha}(x, \pi)= \begin{cases}\rho=\left(\rho_{1}, \rho_{2}\right) & \text { if } \exists \rho_{1}, \rho_{2} \in[k] \cdot \pi\left(x_{\rho_{1}}\right)-\pi\left(x_{\rho_{2}}\right)>d\left(x_{\rho_{1}}, x_{\rho_{2}}\right)+\alpha \\ \text { null } & \text { otherwise }\end{cases}
$$

If there exists multiple pairs with some $\alpha$-violation, the auditor can choose one arbitrarily. We will elide $d$ and write $O_{\alpha}$, as we will only focus on the case where $d$ is fixed.

Remark 3. We emphasize that the assumptions on the auditor here are much more relaxed than those of Chapter 2, which require that the auditor outputs whether the policy is 0-fair (i.e. with no slack) on all pairs exactly. Furthermore, the auditor in Chapter 2 can only handle Mahalanobis distances. In our setting, because of the internal state of the auditor, the auditor does not have to be a fixed function but rather can be adaptively changing in each round. Our argument actually never relies on the fact the distance function d stays the same throughout rounds, meaning all our results extend to the case where the distance function governing the fairness constraints is changing every round. For simplicity, we focus on the case where d is fixed.

The order in which the learner, the environment, and the auditor interact is as follows. In each round $t=1, \ldots, T$, a learner deploys a policy $\pi^{t} \in \Delta \mathcal{F}$. Then, a batch of $k$ individuals $\left(x^{t}, y^{t}\right)=\left(\left(x_{i}^{t}\right)_{i \in[k]},\left(y_{i}^{t}\right)_{i \in[k]}\right)$ arrives. The auditor upon inspecting $\left(\pi^{t}, x^{t}\right)$ provides a fairness feedback $\rho^{t} \in[k]^{2} \cup\{$ null $\}$ which may be a pair of indices for which the deployed policy $\pi^{t}$ is treating unfairly or null if there doesn't exist any such pair. Because the auditor can essentially choose the pair arbitrarily among all such pairs, we can actually fold the auditor into the environment. That is - the environment choose $z_{\text {FAIr-batch }}^{t}=\left(x^{t}, y^{t}, \rho^{t}\right)$ simultaneously, meaning the strategy space of the environment here is

$$
\mathcal{Z}_{\text {FAir-batch }}=\left(\mathcal{X}^{k} \times \mathcal{Y}^{k} \times\left([k]^{2} \cup\{n u l l\}\right)\right) .
$$

Similarly as in the vanilla online batch classification setting, the history is now described as

$$
h^{t}=\left(\left(\pi^{1}, z^{1}\right), \ldots,\left(\pi^{t-1}, z^{t-1}\right)\right) .
$$

where $z^{t} \in \mathcal{Z}_{\text {Fair-batch }}$ and the space of such histories is then $\mathcal{H}_{\text {Fait-batch }}^{t}=(\Delta \mathcal{F} \times$ $\left.\mathcal{Z}_{\text {Fatr-batch }}\right)^{t-1}$. A learner $\boldsymbol{A}$ is still defined to be a mapping from history to a policy:

$$
\pi^{t}=\boldsymbol{A}\left(h^{t-1}\right)
$$

In addition to the misclassification loss Err, the learner also has to worry about is the fairness loss.

Definition 11 (Fairness Loss). The $\alpha$-fairness loss Unfair $_{\alpha}$ is

$$
\operatorname{Unfair}_{\alpha}\left(\pi, z^{t}\right)= \begin{cases}\mathbb{1}\left[\operatorname{Violation}_{\alpha}\left(\pi,\left(x_{\rho_{1}^{t}}^{t}, x_{\rho_{2}^{t}}^{t}\right)\right)>0\right] & \text { if } \rho^{t}=\left(\rho_{1}^{t}, \rho_{2}^{t}\right) \\ 0 & \text { otherwise }\end{cases}
$$

In other words, the learner will incur misclassification loss $\operatorname{Err}\left(\pi^{t}, z^{t}\right)^{5}$ and fairness loss $\operatorname{Unfair}\left(\pi^{t}, z^{t}\right)$ in each round $t$. Note that unlike the fairness loss defined in Chapter 2 which counts the total number of pairs with fairness violations, the fairness loss is either 0 or 1 depending on the existence of such pair in this setting. We try to compare this online batch classification setting with fairness constraints to the vanilla online batch classification setting in Figure 2.

Finally, the baseline $Q_{\alpha}$ that we compete against will be all policies that are $\alpha$-fair on $x^{t}$ for all $t \in[T]$ :

$$
Q_{\alpha}=\left\{\pi \in \Delta \mathcal{F}: \pi \text { is } \alpha \text {-fair on } x^{t} \text { for all } t \in[T]\right\} .
$$

Given some fixed trade-off slack $\epsilon \in(0, \alpha)$ an auditor $O_{\alpha}$, our goal is to provide a learner

[^4]```
Algorithm 1 Online Fair Batch Classification
FAIR-BATCH
for \(t=1, \ldots, T\) do
    Learner deploys \(\pi^{t}\)
    Environment chooses \(\left(x^{t}, y^{t}\right)\)
    Environment chooses the pair \(\rho^{t}\)
    \(z^{t}=\left(\left(x^{t}, y^{t}\right), \rho^{t}\right)\)
    Learner incurs misclassfication loss
    \(\operatorname{Err}\left(\pi^{t}, z^{t}\right)\)
    Learner incurs fairness loss \(\operatorname{Unfair}\left(\pi^{t}, z^{t}\right)\)
end
```

Figure 2: Comparison between Online Fair Batch Classification and Online Batch Classification: each is summarized by the interaction between the learner and the environment: $\left(\Delta \mathcal{F} \times \mathcal{Z}_{\text {FAIR-BATCH }}\right)^{T}$ and $\left(\Delta \mathcal{F} \times \mathcal{Z}_{\text {BATCH }}\right)^{T}$ where $\mathcal{Z}_{\text {FAIR-batch }}=\mathcal{X}^{k} \times \mathcal{Y}^{k} \times\left([k]^{2} \cup\{n u l l\}\right)$ and $\mathcal{Z}_{\text {BATCH }}=\mathcal{X}^{k} \times \mathcal{Y}^{k}$.
$\boldsymbol{A}$ such that for any adversarially and adaptively chosen $\left(\left(x^{t}, y^{t}\right)\right)_{t=1}^{T}$, regret with respect to misclassification and fairness loss is sublinear against $Q_{\alpha-\epsilon}$ :

$$
\begin{aligned}
& \sum_{t=1}^{T} \operatorname{Err}\left(\pi^{t}, z^{t}\right)-\min _{\pi^{*} \in Q_{\alpha-\epsilon}} \sum_{t=1}^{T} \operatorname{Err}\left(\pi^{*}, z^{t}\right)=o(T) \\
& \sum_{t=1}^{T} \operatorname{Unfair}_{\alpha}\left(\pi^{t}, z^{t}\right)-\min _{\pi^{*} \in Q_{\alpha-\epsilon}} \sum_{t=1}^{T} \operatorname{Unfair}_{\alpha}\left(\pi^{*}, z^{t}\right)=\sum_{t=1}^{T} \operatorname{Unfair}_{\alpha}\left(\pi^{t}, z^{t}\right)=o(T)
\end{aligned}
$$

where $z^{t}=\left(x^{t}, y^{t}, O_{\alpha}\left(x^{t}, \pi^{t}\right)\right)$. Because $\pi^{*} \in Q_{\alpha-\epsilon}$ must be $\alpha$-fair, guaranteeing sublinear fairness regret is equivalent to guaranteeing the overall fairness loss is sublinear.

### 3.3. Related Work

We refer the readers to the related work section of Chapter 2 (Section 2.2) in terms of related work in the algorithmic fairness literature to the work presented in this chapter: this chapter is essentially a generalization of the setting consider in Chapter 2.

Our technique of combining the loss and the constraint violation into a Lagrangian loss is very related to the technique used in the online convex optimization with long term constraints [10, 48, 72, 97, 98]. Similarly as in our setting, they are interested in choosing some point $x^{t}$ in each round and incur some loss $f^{t}\left(x^{t}\right)$ where $f^{t}$ is chosen by the adversary.

Given some collection of constraints $\left\{g_{i}\right\}_{i=1}^{m}$, the goal is to simultaneously ensure the total violation of the constraints $\sum_{t=1}^{t} \sum_{i=1}^{m} g_{i}\left(x^{t}\right)$ is sublinear and to achieve sublinear regret against any fixed point $x^{*}$ in hindsight that satisfies all the constraints $-\sum_{i=1}^{m} g_{i}\left(x^{*}\right) \leq 0$. However, in most of these settings, the constraints are initially known to the learner, and the algorithm requires a projection into the feasible region. This is different than our setting where we have no idea what the space of fair policies look like, as the auditor cannot enunciate what the fairness metric is. The only exception among the works cited above is the work of Cao and Liu [10] and Mahdavi et al. [72]. They consider a bandit feedback setting where the constraints are not known initially and only the max violation of the constraints with respect to the chosen point is revealed in each round - i.e. $\max _{i \in[m]} g_{i}\left(x^{t}\right)$. Our setting is still different in that we do not receive the amount of violation in each round but only the point's feasibility (i.e. $\mathbb{1}\left(\max _{i \in[m]} g_{i}\left(x^{t}\right) \leq 0\right)$ ) and one of the violated constraints chosen arbitrarily. Furthermore, in their setting, the the point chosen in each round $x^{t}$ is a $d$-dimesnional vector (i.e. $x^{t} \in \mathbb{R}^{d}$ ), whereas we imagine the policy chosen in each round comes from the simplex of some hypothesis class $\Delta \mathcal{F}$, which is often much larger than $\mathbb{R}^{d}$. In that sense, our use of the Follow-The-Perturbed-Leader approach to make the overall algorithm oracle-efficient is novel.

### 3.4. Lagrangian Regret

Because we wish to achieve no-regret with respect to both the misclassification and fairness loss, it is natural to consider a hybrid loss that combines them together. In fact, we define a round-based Lagrangian loss and show that the regret with respect to our Lagrangian loss also serves as an upperbound for the misclassification and the fairness complaint regret multipled by some parameter that balances the misclassification and fairness loss in the Lagrangian loss.

Then, we show how to achieve no regret with respect to the Lagrangian loss by reducing the problem to an online batch classification where there is no fairness constraint. For concreteness, we show how to leverage exponential weights in order to achieve sublinear misclassification regret and fairness loss.

### 3.4.1. Lagrangian Formulation

Here we present a hybrid loss that we call Lagrangian loss that combines the misclassification loss and the fairness violation in round $t$.

Definition 12 (Lagrangian Loss). C-Lagrangian loss of $\pi$ is

$$
\mathcal{L}_{C}\left(\pi,\left(\left(x^{t}, y^{t}\right), \rho^{t}\right)\right)=\sum_{i=1}^{k} \ell\left(\pi\left(x_{i}^{t}\right), y_{i}^{t}\right)+ \begin{cases}C\left(\pi\left(x_{\rho_{1}}^{t}\right)-\pi\left(x_{\rho_{2}}^{t}\right)\right) & \rho^{t}=\left(\rho_{1}, \rho_{2}\right) \\ 0 & \rho^{t}=\text { null }\end{cases}
$$

Given an auditor $O_{\alpha}$ that can detect any $\alpha$-fairness violation, we can simulate the online fair batch classification setting with an auditor $O_{\alpha}$ by setting the pair $\rho_{O_{\alpha}}^{t}=O_{\alpha}\left(x^{t}, \pi^{t}\right)$.

Now, we show that the Lagrangian regret serves as an upper bound for the sum of the $\alpha$-fairness loss (with some multiplicative factor that depends on $C$ and $\epsilon$ ) and the misclassification loss regret with respect to $Q_{\alpha-\epsilon}$.

Theorem 6. Given an auditor $O_{\alpha}$, fix any sequence $\left(\left(x^{t}, y^{t}\right)\right)_{t=1}^{T},\left(\pi^{t}\right)_{t=1}^{T}$, and $\rho_{O_{\alpha}}^{t}=$ $O_{\alpha}\left(x^{t}, \pi^{t}\right)$ for each $t \in[T]$. Then, the following holds for any $\epsilon \in(0, \alpha]$ and $\pi^{*} \in Q_{\alpha-\epsilon}$ simultaneously:

$$
\begin{aligned}
& C \epsilon \sum_{t=1}^{T} \operatorname{Unfair}_{\alpha}\left(\pi^{t}, z^{t}\right)+\left(\sum_{t=1}^{T} \operatorname{Err}\left(\pi^{t}, z^{t}\right)-\sum_{t=1}^{T} \operatorname{Err}\left(\pi^{*}, z^{t}\right)\right) \\
& \leq \sum_{t=1}^{T} \mathcal{L}_{C}\left(\pi^{t}, z^{t}\right)-\sum_{t=1}^{T} \mathcal{L}_{C}\left(\pi^{*}, z^{t}\right)
\end{aligned}
$$

where $z^{t}=\left(\left(x^{t}, y^{t}\right), \rho_{O_{\alpha}}^{t}\right)$ for each $t \in[T]$.

Proof. Fix $\epsilon \in[0, \alpha]$. Fix any $(\alpha-\epsilon)$-fair policy $\pi^{*} \in Q_{\alpha-\epsilon}$. Note that for any round $t$ where
$\rho_{O_{\alpha}}^{t} \neq$ null, we have

$$
\begin{aligned}
\pi^{*}\left(x_{\rho_{1}^{t}}^{t}\right)-\pi^{*}\left(x_{\rho_{2}^{t}}^{t}\right) \leq d\left(x_{\rho_{1}^{t}}^{t}, x_{\rho_{2}^{t}}^{t}\right)+\alpha-\epsilon & \Rightarrow-\left(\pi^{*}\left(x_{\rho_{1}^{t}}^{t}\right)-\pi^{*}\left(x_{\rho_{2}^{t}}^{t}\right)-d\left(x_{\rho_{1}^{t}}^{t}, x_{\rho_{2}^{t}}^{t}\right)-\alpha\right) \geq \epsilon \\
\pi^{t}\left(x_{\rho_{1}^{t}}^{t}\right)-\pi^{t}\left(x_{\rho_{2}^{t}}^{t}\right)>d\left(x_{\rho_{1}^{t}}^{t}, x_{\rho_{2}^{t}}^{t}\right)+\alpha & \Rightarrow \pi^{t}\left(x_{\rho_{1}^{t}}^{t}\right)-\pi^{t}\left(x_{\rho_{2}^{t}}^{t}\right)-d\left(x_{\rho_{1}^{t}}^{t}, x_{\rho_{2}^{t}}^{t}\right)-\alpha>0
\end{aligned}
$$

because $\pi^{*}$ is $(\alpha-\epsilon)$-fair on this pair and $\pi^{t}$ wasn't $\alpha$-fair on $\left(x_{\rho_{1}^{t}}^{t}, x_{\rho_{2}^{t}}^{t}\right)$.
Then we can show

$$
\begin{aligned}
& \sum_{t=1}^{T} \mathcal{L}_{C}\left(\pi^{t}, z^{t}\right)-\mathcal{L}_{C}\left(\pi^{*}, z^{t}\right) \\
& =\sum_{t=1}^{T} \sum_{i=1}^{k} \ell\left(\pi^{t}\left(x_{i}^{t}\right), y_{i}^{t}\right)-\ell\left(\pi^{*}\left(x_{i}^{t}\right), y_{i}^{t}\right)+\sum_{t \in[T]: \rho_{O_{\alpha}}^{t} \neq n u l l} C\left(\pi^{t}\left(x_{\rho_{1}^{t}}^{t}\right)-\pi^{t}\left(x_{\rho_{2}^{t}}^{t}\right)\right) \\
& -C\left(\pi^{*}\left(x_{\rho_{1}^{t}}^{t}\right)-\pi^{*}\left(x_{\rho_{2}^{t}}^{t}\right)\right) \\
& =\sum_{t=1}^{T} \sum_{i=1}^{k} \ell\left(\pi^{t}\left(x_{i}^{t}\right), y_{i}^{t}\right)-\ell\left(\pi^{*}\left(x_{i}^{t}\right), y_{i}^{t}\right) \\
& +\sum_{t \in[T]: \rho_{O_{\alpha}}^{t} \neq \text { null }} C\left(\pi^{t}\left(x_{\rho_{1}^{t}}^{t}\right)-\pi^{t}\left(x_{\rho_{2}^{t}}^{t}\right)-d\left(x_{\rho_{1}^{t}}^{t}, x_{\rho_{2}^{t}}^{t}\right)-\alpha\right) \\
& -C\left(\pi^{*}\left(x_{\rho_{1}^{t}}^{t}\right)-\pi^{*}\left(x_{\rho_{2}^{t}}^{t}\right)-d\left(x_{\rho_{1}^{t}}^{t}, x_{\rho_{2}^{t}}^{t}\right)-\alpha\right) \\
& \geq \sum_{t=1}^{T} \sum_{i=1}^{k} \ell\left(\pi^{t}\left(x_{i}^{t}\right), y_{i}^{t}\right)-\ell\left(\pi^{*}\left(x_{i}^{t}\right), y_{i}^{t}\right)+\sum_{t \in[T]: \rho_{O_{\alpha}}^{t} \neq n u l l} C \epsilon \\
& =\sum_{t=1}^{T} \sum_{i=1}^{k} \ell\left(\pi^{t}\left(x_{i}^{t}\right), y_{i}^{t}\right)-\ell\left(\pi^{*}\left(x_{i}^{t}\right), y_{i}^{t}\right)+C \epsilon \sum_{t=1}^{T} \operatorname{Unfair}_{\alpha}\left(\pi^{t},\left(\left(x^{t}, y^{t}\right), \rho_{O_{\alpha}}^{t}\right)\right)
\end{aligned}
$$

By considering the above theorem statement with $\epsilon=0$, we can always bound the misclas-
sification regret with the Lagrangian regret:

$$
\begin{aligned}
\max _{\pi^{*} \in Q_{\alpha}}\left(\sum_{t=1}^{T} \operatorname{Err}\left(\pi^{t}, z^{t}\right)-\sum_{t=1}^{T} \operatorname{Err}\left(\pi^{*}, z^{t}\right)\right) & \leq \max _{\pi^{*} \in Q_{\alpha}} \sum_{t=1}^{T} \mathcal{L}_{C}\left(\pi^{t}, z^{t}\right)-\sum_{t=1}^{T} \mathcal{L}_{C}\left(\pi^{*}, z^{t}\right) \\
& \leq \max _{f^{*} \in \mathcal{F}} \sum_{t=1}^{T} \mathcal{L}_{C}\left(\pi^{t}, z^{t}\right)-\sum_{t=1}^{T} \mathcal{L}_{C}\left(\pi^{*}, z^{t}\right)
\end{aligned}
$$

However, note that we cannot always hope to bound the fairness loss with the Lagrangian regret because the misclassification regret may be negative. It alludes to the fact that it is not sufficient to simply come up with a way to bound the Lagrangian regret to be sublinear in $T$. In fact, we have to tune $C$ accordingly to what kind of Lagrangian regret guarantee we can get: we want to want to set $C$ high enough so that we give more emphasis to the fairness loss, but also we cannot set it too high because $C$ controls the bound of the Lagrangian loss and the regret guarantees usually has a linear dependence on the bound of the loss. In the next section, we will show exactly how to set $C$ so that we can achieve no regret with respect to fairness and misclassification loss simultaneously.

### 3.5. Achieving No Regret Simultaneously

In Section 3.5.1, we show an efficient reduction from the setting of online batch classification with fairness constraints to that of online batch classification without any constraints. This reduction to the online batch classification without the fairness constraints is not necessary, as the Lagrangian loss is already linear in the first argument, $\pi$. However, we go through this reduction, as it's more obvious that no-regret algorithms can be directly used for this setting without fairness constraints.

Then, combining our reduction to the online batch classification without fairness constraints, exponential weights approach, and $C$ that is appropriately set with respect to the regret guarantee of exponential weights, we show how to bound the misclassification regret and fairness loss with $O\left(T^{\frac{3}{4}}\right)$ in Section 3.5.2.

Finally, in Section 3.5.3, we show how we can use the Follow-The-Perturbed-Leader ap-
proach, specifically that of Syrgkanis et al. [90], can be used to make the algorithm run in an oracle-efficient manner.

### 3.5.1. Reduction to Online Batch Classification without Fairness Constraints

Here we show how to reduce the online batch fair classification problem to the online batch classification problem in an efficient manner. Once we can do this reduction, then we can any online batch algorithm $\boldsymbol{A}_{\text {BATCH }}\left(\left(\pi^{\tau},\left(x^{\prime \tau}, y^{\prime \tau}\right)\right)_{\tau=1}^{t}\right)$ as a black box in order to achieve sublinear Lagrangian regret. At a high level, our reduction involves just carefully transforming our online fair batch classification history up to $t,\left(\pi^{\tau},\left(\left(x^{\tau}, y^{\tau}\right), \rho_{O}^{\tau}\right)\right)_{\tau=1}^{t} \in\left(\Delta \mathcal{F} \times \mathcal{Z}_{\text {FAIR-batch }}\right)^{t}$ into some fake online batch classification history $\left(\pi^{\tau},\left(x^{\prime \tau}, y^{\prime \tau}\right)\right)_{\tau=1}^{t} \in\left(\Delta \mathcal{F} \times \mathcal{Z}_{\text {BATCH }}\right)^{t}$ and then feeding the artificially created history to a no-regret learner $\boldsymbol{A}_{\text {BATCH }}$ for the online batch classification setting.

Without loss of generality, we assume that $C$ is an integer; if it's not, then take the ceiling. Now, we describe how the transformation of the history works. For each round $t$, whenever $\rho^{t}=\left(\rho_{1}^{t}, \rho_{2}^{t}\right)$, we add $C$ copies of each of $\left(x_{\rho_{1}^{t}}^{t}, 0\right)$ and $\left(x_{\rho_{2}^{t}}^{t}, 1\right)$ to the original pairs to form $x^{\prime t}$ and $y^{\prime t}$. Just to keep the batch size the same across each round, even if $\rho^{t}=$ null, we add $C$ copies of each of $(v, 0)$ and $(v, 1)$ where $v$ is some arbitrary instance in $\mathcal{X}$. We describe this process in more detail in Algorithm 3.

This reduction essentially preserves the regret, which we formally state in Lemma 8.

Lemma 8. For any sequence of $\left(\pi^{t}\right)_{t=1}^{T},\left(\left(x^{t}, y^{t}\right)\right)_{t=1}^{T},\left(\rho^{t}\right)_{t=1}^{T}$, and $\pi^{*} \in \Delta \mathcal{F}$, we have

$$
\sum_{t=1}^{T} \mathcal{L}_{C}\left(\pi^{t}, z^{t}\right)-\sum_{t=1}^{T} \mathcal{L}_{C}\left(\pi^{*}, z^{t}\right)=\sum_{t=1}^{T} \operatorname{Err}\left(\pi^{t},\left(x^{\prime t}, y^{\prime t}\right)\right)-\sum_{t=1}^{T} \operatorname{Err}\left(\pi^{*},\left(x^{\prime t}, y^{\prime t}\right)\right)
$$

where $z^{t}=\left(\left(x^{t}, y^{t}\right), \rho^{t}\right)$ and $\left(x^{\prime t}, y^{\prime t}\right)=R_{C}\left(\left(x^{t}, y^{t}\right), \rho^{t}\right)$.

Proof. It is sufficient to show that in each round $t \in[T]$,

$$
\mathcal{L}_{C, \alpha}\left(\pi^{t}, z^{t}\right)-\mathcal{L}_{C, \alpha}\left(\pi^{*}, z^{t}\right)=\sum_{i=1}^{k+2 C} \ell\left(\pi^{t}\left(x_{i}^{t}\right), y_{i}^{t}\right)-\sum_{i=1}^{k+2 C} \ell\left(\pi^{*}\left(x_{i}^{t}\right), y_{i}^{t}\right)
$$

```
Algorithm 3 Reduction from Online Fair Batch Classification to Online Batch Classifica-
tion, \(R_{C}\left(\left(x^{t}, y^{t}\right), \rho^{t}\right)\)
Parameters: \(C\)
Input: \(\left(x^{t}, y^{t}\right), \rho^{t}\)
if \(\rho^{t}=\left(\rho_{1}^{t}, \rho_{2}^{t}\right)\) then
    for \(i=1, \ldots, C\) do
        \(x_{k+i}^{t}=x_{\rho_{1}^{t}}^{t} \quad\) and \(\quad y_{k+i}^{t}=0 ;\)
            \(x_{k+C+i}^{t}=x_{\rho_{2}^{t}}^{t} \quad\) and \(\quad y_{k+C+i}^{t}=1 ;\)
    end
end
else
    for \(i=1, \ldots, C\) do
        \(x_{k+i}^{t}=v \quad\) and \(\quad y_{k+i}^{t}=0 ;\)
        \(x_{k+C+i}^{t}=v \quad\) and \(\quad y_{k+C+i}^{t}=1 ;\)
    end
end
\(x^{\prime t}=\left(x_{i}^{t}\right)_{i=1}^{k+2 C} \quad\) and \(\quad y^{\prime t}=\left(y_{i}^{t}\right)_{i=1}^{k+2 C}\)
Output: \(\left(x^{\prime t}, y^{\prime t}\right)\)
First, assume \(\rho^{t}=\left(\rho_{1}^{t}, \rho_{2}^{t}\right)\).
\[
\begin{aligned}
& \mathcal{L}_{C}\left(\pi^{t}, z^{t}\right)-\mathcal{L}_{C}\left(\pi^{*}, z^{t}\right) \\
& =\left(\sum_{i=1}^{k} \ell\left(\pi^{t}\left(x_{i}^{t}\right), y_{i}^{t}\right)+C\left(\pi^{t}\left(x_{\rho_{1}^{t}}^{t}\right)-\pi^{t}\left(x_{\rho_{2}^{t}}^{t}\right)\right)\right)-\left(\sum_{i=1}^{k} \ell\left(\pi^{*}\left(x_{i}^{t}\right), y_{i}^{t}\right)+C\left(\pi^{*}\left(x_{\rho_{1}^{t}}^{t}\right)-\pi^{*}\left(x_{\rho_{2}^{t}}^{t}\right)\right)\right) \\
& =\left(\sum_{i=1}^{k} \ell\left(\pi^{t}\left(x_{i}^{t}\right), y_{i}^{t}\right)+\left(\sum_{i=1}^{C} \ell\left(\pi^{t}\left(x_{\rho_{1}^{t}}^{t}\right), 0\right)+\sum_{i=1}^{C} \ell\left(\pi^{t}\left(x_{\rho_{2}^{t}}^{t}\right), 1\right)-C\right)\right) \\
& -\left(\sum_{i=1}^{k} \ell\left(\pi^{*}\left(x_{i}^{t}\right), y_{i}^{t}\right)+\left(\sum_{i=1}^{C} \ell\left(\pi^{*}\left(x_{\rho_{1}^{t}}^{t}\right), 0\right)+\sum_{i=1}^{C} \ell\left(\pi^{*}\left(x_{\rho_{2}^{t}}^{t}\right), 1\right)-C\right)\right) \\
& =\sum_{i=1}^{k+2 C} \ell\left(\pi^{t}\left(x_{i}^{\prime t}\right), y_{i}^{\prime t}\right)-\sum_{i=1}^{k+2 C} \ell\left(\pi^{*}\left(x_{i}^{\prime t}\right), y_{i}^{\prime t}\right),
\end{aligned}
\]
```

The second equality follows from the fact that for any $\pi$ and $x$,

$$
\ell(\pi(x), 0)=\pi(x) \quad \text { and } \quad \ell(\pi(x), 1)=1-\pi(x) .
$$

If $\rho^{t}=$ null, then the same argument applies as above; the only difference is that all the $\pi^{t}(v)$ cancel with each other because the number of copies with label 0 is exactly the same as that of label 1.

### 3.5.2. Exponential Weights

It is well known that for linear loss, exponential weights with appropriately tuned learning rate $\gamma$ can achieve no regret [5, 11, 32]. Let us first describe the setting of the exponential weights so that we can how that setting contains the online batch classification that we are interested in.

For each round $t=1, \ldots, T$

1. The learner chooses a distribution $p^{t}=\left(p_{1}^{t}, \ldots, p_{N}^{t}\right)$ over $N$ experts
2. The adversary, with the full knowledge of $p^{t}$, chooses $m^{t}=\left(m_{1}^{t}, \ldots, m_{N}^{t}\right)$ where $m_{i}^{t} \in$ $[-B, B]$ for each $i \in[N]$.
3. The learner suffers $p^{t} \cdot m^{t}$.

We emphasize that because adversary gets to choose $m^{t}$ with the full knowledge of $p^{t}, m^{t}$ can be chosen as a function of $p^{t}$.

Exponential weights is defined as $p^{t}=\frac{1}{N}$ for $t=1$ and for any $t \geq 2$

$$
\hat{p}_{i}^{t+1}=\left(1-\gamma m_{i}^{t}\right) p_{i}^{t}
$$

and

$$
p^{t+1}=\frac{\hat{p}_{i}^{t+1}}{\sum_{i \in[N]} \hat{p}_{i}^{t+1}}
$$

Then, we have the following guarantee on the regret of exponential weights:
Theorem 7 (Arora et al. [5]). Exponential weights with learning rate $\gamma$ has the following
guarantee: for any sequence of $\left(m^{t}\right)_{t=1}^{T}$ and any $i \in[N]$,

$$
\sum_{t=1}^{T} p^{t} \cdot m^{t} \leq \sum_{t=1} m_{i}^{t}+B\left(\gamma T+\frac{\ln (|\mathcal{F}|)}{\gamma}\right)
$$

In other words, with learning rate $\gamma=\sqrt{\frac{\ln (N)}{T}}$, the regret is $2 B \sqrt{\ln (N) T}$.

We can easily reduce the online classification setting to that of exponential weights method. Each $\pi^{t}$ that we deploy can be represented as a probability distribution $p^{t}=\left(p_{f}^{t}\right)_{f \in \mathcal{F}}$ over each $f \in \mathcal{F}$ : for any $x \in \mathcal{X}$,

$$
\pi^{t}(x)=\sum_{f \in \mathcal{F}} p_{f}^{t} f(x)
$$

If we use $m_{f}^{t}=\operatorname{Err}\left(f,\left(x^{\prime t}, y^{\prime t}\right)\right)$ for every $f \in \mathcal{F}$. Then, we have for any $\left(x^{\prime t}, y^{\prime t}\right) \in\left(\mathcal{X}^{k+2 C} \times\right.$ $\left.\mathcal{Y}^{k+2 C}\right)$,

$$
\operatorname{Err}\left(\pi^{t}(x), x^{\prime t}, y^{\prime t}\right)=\sum_{f \in \mathcal{F}} p_{f}^{t} \operatorname{Err}\left(f,\left(x^{\prime t}, y^{\prime t}\right)\right)=p^{t} \cdot m^{t}
$$

Putting everything together, we have

1. The learner deploys $\pi^{t}$ where the associated probability distribution over $\mathcal{F}$ is $p^{t}=$ $\left(p_{f}^{t}\right)_{f \in \mathcal{F}}$.
2. The adversary, with the knowledge of $p^{t}$, comes up with some $\left(x^{\prime t}, y^{\prime t}\right)$ which determines $m^{t}=\left(m_{f}^{t}\right)_{f \in \mathcal{F}}$ where $m_{f}^{t}=\operatorname{Err}\left(f,\left(x^{\prime t}, y^{\prime t}\right)\right)$. Remember that $\left(x^{\prime t}, y^{\prime t}\right)=$ $R_{C}\left(x^{t}, y^{t}, O_{\alpha}\left(x^{t}, \pi^{t}\right)\right)$ is a function of $\pi^{t}$.
3. Learner suffers

$$
p^{t} \cdot m^{t}=\operatorname{Err}\left(\pi^{t}(x), x^{\prime t}, y^{\prime t}\right)
$$

Note that $m_{f}^{t} \in[-(k+2 C), k+2 C]$ for any $f \in \mathcal{F}$. Although $\left(x^{\prime t}, y^{\prime t}\right)$ is formed as a function of $\pi^{t}$, the exponential weights approach still allows the adversary to form $m^{t}$ as a function of $p^{t}$ or equivalently $\pi^{t}$. Therefore, we can use the regret guarantee of the exponential weights and appropriately set $C$ to achieve sublinear fairness loss and misclassification regret.

Theorem 8. If $C=\max \left(T^{\frac{1}{4}}, k\right)$, exponential weights guarantees the following: for any adaptively and adversarially chosen $\left(\left(x^{t}, y^{t}\right)\right)_{t=1}^{T}$, we have,

$$
\begin{aligned}
\sum_{t=1}^{T} \operatorname{Unfair}_{\alpha}\left(\pi^{t}, z^{t}\right) & \leq \frac{6}{\alpha} \sqrt{\ln (|\mathcal{F}|) T}+\frac{k}{\alpha} T^{\frac{3}{4}} \\
\sum_{t=1}^{T} \operatorname{Err}\left(\pi^{t}, z^{t}\right)-\min _{\pi^{*} \in Q_{\alpha}} \sum_{t=1}^{T} \operatorname{Err}\left(\pi^{*}, z^{t}\right) & \leq 6 \sqrt{\ln (|\mathcal{F}|)} T^{\frac{3}{4}}
\end{aligned}
$$

where $z^{t}=\left(\left(x^{t}, y^{t}\right), \rho_{O_{\alpha}}^{t}\right)$ and $\rho_{O_{\alpha}}^{t}=O\left(x^{t}, \pi^{t}\right)$. In other words, misclassification regret and fairness loss is both bounded by $O\left(T^{\frac{3}{4}}\right)$.

Proof. First, we apply the regret guarantee of exponential weights. Theorem 7 gives us that

$$
\sum_{t=1}^{T} \operatorname{Err}\left(\pi^{t},\left(x^{\prime t}, y^{\prime t}\right)\right)-\min _{f^{*} \in \mathcal{F}} \sum_{t=1}^{T} \operatorname{Err}\left(f^{*},\left(x^{\prime t}, y^{\prime t}\right)\right) \leq 2(k+2 C) \sqrt{\ln (|\mathcal{F}|) T}
$$

because $\operatorname{Err}\left(\pi^{t},\left(x^{\prime t}, y^{\prime t}\right)\right) \in[-(k+2 C), k+2 C]$. Note that $\left(x^{\prime t}, y^{\prime t}\right)=R_{C}\left(x^{t}, y^{t}, O_{\alpha}\left(x^{t}, \pi^{t}\right)\right)$ is a function of $\pi^{t}$, but as we emphasized before, the regret guarantee still holds.

Combining our previous lemmas and theorems, we have for any $\left(\left(x^{t}, y^{t}\right)\right)_{t=1}^{T}$ and hence

$$
z^{t}=\left(x^{t}, y^{t}, O_{\alpha}\left(x^{t}, \pi^{t}\right)\right) \text { for } t \in[T] \text {, we have }
$$

$$
\begin{aligned}
& C \epsilon \sum_{t=1}^{T} \operatorname{Unfair}_{\alpha}\left(\pi^{t}, z^{t}\right)+\left(\sum_{t=1}^{T} \operatorname{Err}\left(\pi^{t}, z^{t}\right)-\min _{\pi^{*} \in Q_{\alpha-\epsilon}} \sum_{t=1}^{T} \operatorname{Err}\left(\pi^{*}, z^{t}\right)\right) \\
& \leq \sum_{t=1}^{T} \mathcal{L}_{C, \alpha}\left(\pi^{t}, z^{t}\right)-\min _{\pi^{*} \in Q_{\alpha-\epsilon}} \sum_{t=1}^{T} \mathcal{L}_{C, \alpha}\left(\pi^{*}, z^{t}\right) \\
& \leq \sum_{t=1}^{T} \mathcal{L}_{C, \alpha}\left(\pi^{t}, z^{t}\right)-\min _{\pi^{*} \in \Delta \mathcal{F}} \sum_{t=1}^{T} \mathcal{L}_{C, \alpha}\left(\pi^{*}, z^{t}\right) \\
& =\sum_{t=1}^{T} \operatorname{Err}\left(\pi^{t},\left(x^{\prime t}, y^{\prime t}\right)\right)-\min _{\pi^{*} \in \Delta \mathcal{F}} \sum_{t=1}^{T} \operatorname{Err}\left(\pi^{*},\left(x^{\prime t}, y^{\prime t}\right)\right) \\
& =\sum_{t=1}^{T} \operatorname{Err}\left(\pi^{t},\left(x^{\prime t}, y^{\prime t}\right)\right)-\min _{f^{*} \in \mathcal{F}} \sum_{t=1}^{T} \operatorname{Err}\left(f^{*},\left(x^{\prime t}, y^{\prime t}\right)\right) \\
& \leq 2(k+2 C) \sqrt{\ln (|\mathcal{F}|) T} .
\end{aligned}
$$

The second line follows from Theorem 6, the third from the fact that $Q_{\alpha-\epsilon} \subseteq \Delta \mathcal{F}$, the fourth from Lemma 8, and the last line follows from the linearity of $\sum_{t=1}^{T} \operatorname{Err}\left(\cdot,\left(x^{\prime t}, y^{\prime t}\right)\right)$. The above inequality holds simultaneously for all $\epsilon \in[0, \alpha]$.

For the fairness loss, consider $\epsilon=\alpha$, and fix any $\pi^{*} \in Q_{\alpha-\epsilon}$. We then have

$$
\begin{aligned}
& \sum_{t=1}^{T} \operatorname{Err}\left(\pi^{t},\left(x^{t}, y^{t}\right)\right)-\sum_{t=1}^{T} \operatorname{Err}\left(\pi^{*},\left(x^{t}, y^{t}\right)\right)+C \alpha \sum_{t=1}^{T} \operatorname{Unfair}_{\alpha}\left(\pi^{t}, z^{t}\right) \leq 2(k+2 C) \sqrt{\ln (|\mathcal{F}|) T} \\
& \Rightarrow C \alpha \sum_{t=1}^{T} \operatorname{Unfair}_{\alpha}\left(\pi^{t}, z^{t}\right) \leq 2(k+2 C) \sqrt{\ln (|\mathcal{F}|) T}+k T \\
& \Rightarrow C \alpha \sum_{t=1}^{T} \operatorname{Unfair}_{\alpha}\left(\pi^{t}, z^{t}\right) \leq 6 C \sqrt{\ln (|\mathcal{F}|) T}+k T \\
& \Rightarrow \sum_{t=1}^{T} \operatorname{Unfair}_{\alpha}\left(\pi^{t}, z^{t}\right) \leq \frac{6}{\alpha} \sqrt{\ln (|\mathcal{F}|) T}+\frac{k T}{\alpha C} \\
& \Rightarrow \sum_{t=1}^{T} \operatorname{Unfair}_{\alpha}\left(\pi^{t}, z^{t}\right) \leq \frac{6}{\alpha} \sqrt{\ln (|\mathcal{F}|) T}+\frac{k}{\alpha} T^{\frac{3}{4}}
\end{aligned}
$$

where the first implication follows from the fact that

$$
\sum_{t=1}^{T} \sum_{i=1}^{k} \ell\left(\pi^{t}\left(x_{i}^{t}\right), y_{i}^{t}\right)-\ell\left(\pi^{*}\left(x_{i}^{t}\right), y_{i}^{t}\right) \geq-k T .
$$

As for the misclassification regret, consider $\epsilon=0$.

$$
\begin{aligned}
& \sum_{t=1}^{T} \operatorname{Err}\left(\pi^{t}, z^{t}\right)-\min _{\pi^{*} \in Q_{\alpha}} \sum_{t=1}^{T} \operatorname{Err}\left(\pi^{*}, z^{t}\right) \\
& \leq \sum_{t=1}^{T} \mathcal{L}_{C}\left(\pi^{t}, z^{t}\right)-\min _{\pi^{*} \in \Delta \mathcal{F}} \mathcal{L}_{C}\left(\pi^{*}, z^{t}\right) \\
& \leq 2(k+2 C) \sqrt{\ln (|\mathcal{F}|) T} \leq 6 \sqrt{\ln (|\mathcal{F}|)} T^{\frac{3}{4}}
\end{aligned}
$$

We remark that $C$ is set to be at least $\max \left(k, T^{\frac{1}{4}}\right)$ so as to bound both the misclassification regret and the fairness loss with $O\left(T^{\frac{3}{4}}\right)$, but other trade-off between the two is still possible.

### 3.5.3. Follow-The-Perturbed-Leader

Running exponential weights as in Section 3.5.2 in general cannot be done in an efficient manner, as such methods need to calculate the loss for each hypothesis $f \in \mathcal{F}$ or for each possible labeling in the case $\mathcal{F}$ has bounded VC-dimension. Here we intend to come up with an algorithm that is oracle-efficient.

Specifically, we show how the algorithm proposed by Syrgkanis et al. [90] can be used as an $\boldsymbol{A}_{\text {batch }}$ to achieve sublinear regret in the online batch classification setting in an oracle efficient manner. However, we remark that our approach of leveraging CONTEXT-FTPL requires us to relax how adaptive the environment can be in terms of choosing $\left(x^{t}, y^{t}\right)$. Previously, we allowed the environment to choose $\left(x^{t}, y^{t}\right)$ with the full knowledge of the deployed policy $\pi^{t}$. Here, we make an assumption that $\left(x^{t}, y^{t}\right)$ can be formed as a function of $h^{t}=\left(\left(\pi^{1}, z^{1}\right), \ldots,\left(\pi^{t-1}, z^{t-1}\right)\right)$ but not $\pi^{t}$.

Let us now consider the setting that Syrgkanis et al. [90] study. They consider an adversarial contextual learning setting where in each round $t$, the learner randomly deploys some hypothesis ${ }^{6} \psi^{t} \in \Psi$ where $\Psi: \Xi \rightarrow\{0,1\}^{k}$, and the environment chooses $\left(\xi^{t}, w^{t}\right) \in \Xi \times \mathbb{R}^{k}$, where $k$ indicates the number of possible actions that can be taken for the context $\xi^{t}$ whose associated loss vector is $w^{k}$. The only knowledge at round $t$ not available to the environment is the randomness that the learner uses to choose $\psi^{t}$, but the environment may know the actual distribution over $\psi^{t}$ that the learner has in round $t$ just not the realization of it. And at the end of the round, the learner suffers some loss $L\left(\psi^{t},\left(\xi^{t}, w^{t}\right)\right)$.

They show that in the small separator setting, they can achieve sublinear regret given that they can compute a separator set prior to learning. We first give the definition of a separator set and then state their regret guarantee.

Definition 13. A set $S=\left(\xi_{1}, \ldots, \xi_{n}\right)$ is called a seperator set for $\Psi: \Xi \rightarrow\{0,1\}^{k}$ if for any different $\psi$ and $\psi^{\prime}$ in $\Psi$, there exists $\xi \in S$ such that $\psi(\xi) \neq \psi^{\prime}(\xi)$.

Theorem 9 (Syrgkanis et al. [90]). For any adversarially and adaptively chosen sequence of $\left(\xi^{t}, w^{t}\right)_{t=1}^{T}$, CONTEXT-FTPL initialized with a separator set $S$ and parameter $\omega$ deploys $\left(\psi^{t}\right)_{t=1}^{T}$ with the following regret: for any $\psi^{*} \in \Psi$,

$$
\begin{aligned}
& \sum_{t=1}^{T} \underset{\psi^{t} \sim D^{t}}{\mathbb{E}}\left[L\left(\psi^{t},\left(\xi^{t}, w^{t}\right)\right)\right]-\sum_{t=1}^{T} L\left(\psi^{*},\left(\xi^{t}, w^{t}\right)\right) \\
& \leq 4 \omega k n \sum_{t=1}^{T} \underset{\psi^{t} \sim D^{t}}{\mathbb{E}}\left[\left\|L\left(\cdot,\left(\cdot, w^{t}\right)\right)\right\|_{*}^{2}\right]+\frac{10}{\omega} \sqrt{n k} \log (|\Psi|),
\end{aligned}
$$

where $n=|S|,\|L(\cdot,(\cdot, w))\|_{*}=\max _{\psi, \xi}|L(\psi,(\xi, w))|$ and $D^{t}$ is the implicit distribution over $\psi^{t}$ that CONTEXT-FTPL has in each round $t$.

Our online batch classification setting can be easily reduced to their setting by simply considering the batch of instances by setting $\xi^{t}=x^{t}=\left(x_{1}^{t}, \ldots, x_{k}^{t}\right)$, meaning we set $\Xi=\mathcal{X}^{k}$

[^5]and form the associated loss vector as $w_{i}^{t}=\frac{1-2 y_{i}^{t}}{2 k}$ for each $i \in[k]$. And we view each hypothesis as $\psi_{f}\left(x^{t}\right)=\left(f\left(x_{1}^{t}\right), \ldots, f\left(x_{k}^{t}\right)\right)$. In other words, we can define the hypothesis class induced by $\mathcal{F}$ as
$$
\Psi_{\mathcal{F}, k}=\left\{\forall f \in \mathcal{F}:\left(x_{i}\right)_{i=1}^{k} \mapsto\left(f\left(x_{i}\right)\right)_{i=1}^{k}\right\} .
$$

Note that $|\mathcal{F}|=\left|\Psi_{\mathcal{F}, k}\right|$. And we can use the following linear loss

$$
L_{\mathrm{BATCH}, k}\left(\psi_{f},\left(\xi^{t}, w^{t}\right)\right)=\left\langle\psi_{f}\left(\xi^{t}\right), w^{t}\right\rangle .
$$

Note that by construction, the difference in $L_{\text {BATCH }, k}$ over $\left(\xi^{t}, w^{t}\right)$ between $\psi_{f}$ and $\psi_{f^{\prime}}$ preserves the difference in misclassification loss over $\left(x^{t}, y^{t}\right)$ between $f$ and $f^{\prime}$ :

Lemma 9. Write $k^{\prime}=k+2 C$.

$$
2 k^{\prime}\left(L_{\mathrm{BATCH}, k^{\prime}}\left(\psi_{f},\left(\xi^{t}, w^{t}\right)\right)-L_{\mathrm{BATCH}, k^{\prime}}\left(\psi_{f^{\prime}},\left(\xi^{t}, w^{t}\right)\right)\right)=\sum_{i=1}^{k^{\prime}} \ell\left(f\left(x_{i}\right), y_{i}\right)-\sum_{i=1}^{k^{\prime}} \ell\left(f^{\prime}\left(x_{i}^{\prime t}\right), y_{i}^{\prime t}\right)
$$

Proof.

$$
\begin{aligned}
& 2 k^{\prime}\left(L_{\mathrm{BATCH}, k^{\prime}}\left(\psi_{f},\left(\xi^{t}, w^{t}\right)\right)-L_{\mathrm{BATCH}, k^{\prime}}\left(\psi_{f},\left(\xi^{t}, w^{t}\right)\right)\right) \\
& =\left\langle\left(f\left(x_{i}^{\prime t}\right)\right)_{i=1}^{k}, 1-2 y^{\prime t}\right\rangle-\left\langle\left(f^{\prime}\left(x_{i}^{\prime}\right)\right)_{i=1}^{k}, 1-2 y^{\prime t}\right\rangle \\
& =\left(\sum_{i=1}^{k^{\prime}}\left(1-f\left({x^{\prime t}}_{i}^{\prime t}\right)\right) \cdot y_{i}^{\prime t}+f\left(x_{i}^{\prime t}\right) \cdot\left(1-y_{i}^{\prime t}\right)\right)-\left(\sum_{i=1}^{k^{\prime}}\left(1-f^{\prime}\left(x_{i}^{\prime}\right)\right) \cdot y_{i}^{\prime t}+\pi\left(x_{i}^{\prime t}\right) \cdot\left(1-y_{i}^{t}\right)\right) \\
& =\sum_{i=1}^{k^{\prime}} \ell\left(f\left(x_{i}^{\prime t}\right), y_{i}^{\prime t}\right)-\sum_{i=1}^{k^{\prime}} \ell\left(f^{\prime}\left(x_{i}^{\prime t}\right), y_{i}^{\prime t}\right)
\end{aligned}
$$

Syrgkanis et al. [90] assume an optimization oracle with respect to $L$

$$
M_{L}\left(\left\{\left(\xi^{j}, y^{j}\right)\right\}_{j=1}^{P}\right)=\arg \min _{\psi \in \Psi} \sum_{j=1}^{P} L\left(\psi,\left(\xi^{j}, w^{j}\right)\right)
$$

which in our case corresponds to the following oracle:

$$
M_{L_{\mathrm{BATCC}, k}}\left(\left\{\left(\xi^{j}, w^{j}\right)\right\}_{j=1}^{D}\right)=\psi_{f} \quad \text { where } f=\arg \min _{f \in \mathcal{F}} \sum_{j=1}^{D} \sum_{i=1}^{k} f\left(x_{i}^{j}\right) w_{i}^{j} .
$$

Note that this is equivalent to a weighted empirical risk minimization oracle:

$$
\begin{aligned}
& \arg \min _{f \in \mathcal{F}} \sum_{j=1}^{D} \sum_{i=1}^{k} f\left(x_{i}^{j}\right) w_{i}^{j} \\
& =\arg \min _{f \in \mathcal{F}} \sum_{j=1}^{D} \sum_{i=1}^{k} f\left(x_{i}^{j}\right) p_{i}^{j}\left(\frac{1-2 y_{i}^{j}}{2 k}\right) \\
& =\arg \min _{f \in \mathcal{F}} \sum_{j=1}^{D} \sum_{i=1}^{k} p_{i}^{j} \ell\left(f,\left(x_{i}^{j}, y_{i}^{j}\right)\right)
\end{aligned}
$$

where $y_{i}^{j}=-\operatorname{sign}\left(w_{i}^{j}\right)$ and $p_{i}^{j}=\frac{w_{i}^{t}}{y_{i}^{t}}$ for each $j \in[D], i \in[k]$. We remark that not all $w^{j}$ that we feed to the oracle will be of the form $\left\{ \pm \frac{1}{2 k}\right\}$ and $p_{i}^{j}=1$ because CONTEXT-FTPL requires calling the oracle not just on the set of $\xi^{t}, w^{t}$ that we create from $x^{t}$ and $y^{t}$ - for stability reasons, it also adds in contexts from the separator set and associate each of those contexts with a random vector where each coordinate is drawn from the Laplace distribution.

Furthermore, we can turn any separator set $S \subseteq \mathcal{X}$ for $\mathcal{F}$ into an equal size separator set $S^{\prime} \subseteq \Xi$ for $\Psi$. In fact, the construction is as follows:

$$
S^{\prime}=\left\{\forall x \in S: \xi_{x}=(x, v, \ldots, v)\right\},
$$

where $v$ is some arbitrary instance in $\mathcal{X}$.

Lemma 10. If $S$ is the separator set for $\mathcal{F}$, then $S^{\prime}$ is a separator set for $\Psi_{\mathcal{F}}$.

Proof. Fix any $f$ and $f^{\prime}$ where $f \neq f^{\prime}$. Note that by definition of $S$, there exists $x \in S$ such that $f(x) \neq f^{\prime}(x)$. As a result, $\psi_{f}\left(\xi_{x}\right) \neq \psi_{f^{\prime}}\left(\xi_{x}\right)$ as $(f(x), q, \ldots, q) \neq\left(f\left(x^{\prime}\right), q, \ldots, q\right)$.

Because the loss we use is linear, we take a slightly different view on the interaction between the learner and the environment. Instead of the learner sampling a hypothesis $\psi_{f}^{t}$ and having the no-regret guarantee in expectation over the randomness of sampling the hypothesis, we imagine the learner playing the actual distribution over $\psi_{f}^{t}$ it has at round $t$. We note this distribution over $\psi_{f}^{t}$ as $D^{t}$ and write the loss experienced by deploying a policy $D^{t}$ as
$L_{\mathrm{BATCH}, k^{\prime}}\left(D^{t},\left(\xi^{t}, w^{t}\right)\right)=\underset{\psi_{f}^{t} \sim D^{t}}{\mathbb{E}}\left[\left\langle\psi_{f}^{t}(\xi), w^{t}\right\rangle\right]=\left\langle\underset{\psi_{f}^{t} \sim D^{t}}{\mathbb{E}}\left[\psi_{f}^{t}(\xi)\right], w^{t}\right\rangle=\underset{\psi_{f}^{t} \sim D^{t}}{\mathbb{E}}\left[L_{\mathrm{BATCH}, k^{\prime}}\left(\psi_{f}^{t},\left(\xi^{t}, w^{t}\right)\right]\right.$.

However, CONTEXT-FTPL never explicitly keeps track of the distribution $D^{t}$ but only allows a way to sample from this distribution. Therefore, we form an empirical distribution $\tilde{D}^{t}$ by calling into CONTEXT-FTPL $E$ many times to approximate $D^{t}$ - i.e. we write $\tilde{D}^{t}$ to denote the uniform distribution over $\left\{\psi_{f_{1}^{t}}^{t}, \ldots, \psi_{f_{1}^{t}}^{t}\right\}$ where $\psi_{f_{j}^{t}}^{t}$ is the result of our $j$ th call to CONTEXT-FTPL in round $t$. We describe the overall reduction to CONTEXT-FTPL more formally in Algorithm 4.

```
Algorithm 4 Reduction to CONTEXT-FTPL
Input: Separating set \(S\)
```

Create $S^{\prime}=\left\{\forall x \in S: \xi_{x}=(x, v, \ldots, v)\right\}$ where $v \in \mathcal{X}$ is chosen arbitrarily.
Initialize CONTEXT-FTPL with $S^{\prime}$ and $\omega$.
for $t=1, \ldots, T$ do
$\pi^{t}$ is deployed.
Environment, without the knowledge of $\pi^{t}$, chooses $\left(x^{t}, y^{t}\right)$.
Auditor chooses $\rho_{O_{\alpha}}^{t}=O_{\alpha}\left(x^{t}, \pi^{t}\right)$.
// Incur misclassification and fairness loss
Incur misclassification loss $\sum_{k=1}^{k} \ell\left(\pi^{t}\left(x^{t}\right), y^{t}\right)$
Incur fairness loss Unfair $\left(\pi^{t}, \rho_{O_{\alpha}}^{t}\right)$.
// Reduction to online batch classification setting and to CONTEXT-FTPL's setting
$\left(x^{\prime t}, y^{\prime t}\right)=R_{C}\left(\left(x^{t}, y^{t}\right), \rho_{O_{\alpha}}^{t}\right)$.
$\xi^{t}=x^{\prime t}$ and $w_{i}^{t}=\frac{1-2 y_{i}^{\prime t}}{2(k+2 C)}$ for each $i \in[k+2 C]$.
Update history $h^{t+1}=\left\{\left(\xi^{\tau}, w^{\tau}\right)\right\}_{\tau=1}^{t}$.
for $j \in[E]$ do $\psi_{f}^{t+1, j}=\operatorname{CONTEXT}-\operatorname{FTPL}\left(h^{t+1}\right)$.
Set $f_{j}^{t+1}=f$ from $\psi_{f}^{t+1, j}$.
end
$\pi^{t+1}$ be a uniform distribution over $\left\{f_{1}^{t+1}, \ldots, f_{E}^{t+1}\right\}$.
end

Unlike before, we have the environment choose $\left(x^{t}, y^{t}\right)$ without the knowledge of $\pi^{t}$. This is so that the randomness used to form $\pi^{t}$ by running CONTEXT-FTPL multiple times is not revealed to the environment. If the randomness is revealed, it's possible that the auditor can take advantage of the direction in which the empirical distribution that we deploy is off from the distribution maintained by CONTEXT-FTPL - more specifically, we would have to take a union bound over all possible $x^{t}$ and $y^{t}$ that the environment can choose after the
environment knows how $\pi^{t}$ has been chosen, which we can't do because there are infinitely many possible $(x, y)$.

Instead, we could argue about the concentration of the policy $\pi^{t}$ itself to its expected value instead of over the loss first and use the concentration over the distribution of hypotheses to argue for the concentration of the loss. However, the loss needs to average over each hypothesis or each possible labeling in the case of bounded VC-dimension, so our estimation error in the distribution over each hypothesis will add up over each $f \in \mathcal{F}$, resulting in linear dependence on $|\mathcal{F}|$, or over each possible labeling induced by $\mathcal{F}$ incurring estimation error linear in $O\left(k^{V}\right)$ where $V$ is the VC-dimension of $\mathcal{F}$.

Hence, by hiding the randomness used to sample the empirical distribution from the environment (i.e. $\left(x^{t}, y^{t}\right)$ has to be chosen without access to $\tilde{D}^{t}$ ), the only thing in the loss $L_{\mathrm{BATCH}, k+2 C}$ that is adaptive to the deployed policy is the auditor. However, the auditor only has $k^{2}+1$ options (i.e. choose a pair out of $k^{2}$ pair or output null), so we can easily union bound over these options.

Lemma 11. With probability $1-\delta$ over the randomness of $\tilde{D}^{t}$ (i.e. sampling $f_{j}^{t}$ for $j \in[E]$ ), we have

$$
\left|L_{\mathrm{BATCH}, k+2 C}\left(\tilde{D}^{t},\left(\xi^{t}, w^{t}\right)\right)-L_{\mathrm{BATCH}, k+2 C}\left(D^{t},\left(\xi^{t}, w^{t}\right)\right)\right| \leq \sqrt{\frac{\ln \left(\frac{2 T\left(k^{2}+1\right)}{\delta}\right)}{2 E}}
$$

for every round $t \in[T]$ where $\psi^{t}=\operatorname{CONTEXT}-\operatorname{FTPL}\left(\left(\xi^{\tau}, w^{\tau}\right)_{\tau=1}^{t-1}\right)$ is distributed according $D^{t}$. $\tilde{D}^{t}$ is the uniform distribution over $\left\{\psi_{f}^{t, j}\right\}_{j \in[E]} .\left(\xi^{t}, w^{t}\right)$ is determined according to $\left(x^{t}, y^{t}\right)$ and $\rho_{O_{\alpha}}^{t}=O\left(x^{t}, \pi^{t}\right)$ where $\pi^{t}$ is the corresponding policy for $\tilde{D}^{t}$ that is deployed in round $t$ as shown in Algorithm 4.

Proof. Fix the round $t \in[T]$. Note that

$$
\begin{aligned}
& L_{\text {BATCH, }, k+2 C}\left(\tilde{D}^{t},\left(\xi^{t}, w^{t}\right)\right)-L_{\text {BATCH }, k+2 C}\left(D^{t},\left(\xi^{t}, w^{t}\right)\right) \\
& =\left\langle\underset{\psi_{f}^{t} \sim \tilde{D}^{t}}{\mathbb{E}}\left[\psi_{f}^{t}\left(\xi^{t}\right)\right], w^{t}\right\rangle-\left\langle\underset{\psi_{f}^{t} \sim D^{t}}{\mathbb{E}}\left[\psi_{f}^{t}\left(\xi^{t}\right)\right], w^{t}\right\rangle \\
& =\frac{1}{|E|} \sum_{j \in[E]} \sum_{i=1}^{k+2 C} f_{j}^{t}\left(x^{\prime t}\right) w_{i}^{t}-\underset{\psi_{f}^{t} \sim D^{t}}{\mathbb{E}}\left[\sum_{i=1}^{k+2 C} \sum_{i=1}^{k+2 C} f\left(x_{i}^{\prime t}\right) w_{i}^{t}\right] \\
& =\left\langle\underset{\psi_{f}^{t} \sim \tilde{D}^{t}}{\mathbb{E}}\left[\psi_{f}^{t}\left(\xi^{t}\right)\right], w^{t}\right\rangle-\left\langle\underset{\psi_{f}^{t} \sim D^{t}}{\mathbb{E}}\left[\psi_{f}^{t}\left(\xi^{t}\right)\right], w^{t}\right\rangle \\
& =\frac{1}{E} \sum_{j \in[E]} \sum_{i=1}^{k} f_{j}^{t}\left(x_{i}^{t}\right) w_{i}^{t}+C\left(f_{j}^{t}\left(x^{\prime t}{ }_{k+1}\right) w_{k+1}^{t}+f_{j}^{t}\left(x^{\prime t}{ }_{k+C+1}\right) w_{k+C+1}^{t}\right) \\
& -\underset{\psi_{f} \sim D^{t}}{\mathbb{E}}\left[\sum_{i=1}^{k} \sum_{i=1}^{k} f\left(x_{i}^{t}\right) w_{i}^{t}+C\left(f\left(x_{\rho_{1}^{t}}^{t}\right) w_{k+1}^{t}+f\left(x_{\rho_{2}^{t}}^{t}\right) w_{k+C+1}^{t}\right)\right] .
\end{aligned}
$$

Note that just by the construction of $\xi^{t}$ and $x^{\prime t}, y^{\prime t}$, we know that there are only $k^{2}+1$ possible options for $\left(x_{k+1}^{t}, x^{\prime}{ }_{k+C+1}\right)$. More specifically, if $\rho_{O_{\alpha}}^{t} \neq n u l l$, then $x^{\prime t}{ }_{k+1}=x_{\rho_{1}^{t}}^{t}$ and $x^{\prime}{ }_{k+C+1}=x_{\rho_{2}^{t}}^{t}$ where $\rho_{1}^{t} \in[k]$ and $\rho_{2}^{t} \in[k]$. If $\rho_{O_{\alpha}}^{t}=$ null, then $\left(x^{\prime t}{ }_{k+1}, x^{\prime}{ }_{k+C+1}\right)=(v, v)$ always. Furthermore, by construction, we have $w_{k+1}^{t}=\frac{-1}{2(k+2 C)}$ and $w_{k+C+1}^{t}=\frac{1}{2(k+2 C)}$ always. Write

$$
\begin{aligned}
V_{j} & =\sum_{i=1}^{k} f_{j}^{t}\left(x_{i}^{t}\right) w_{i}^{t}+C\left(f_{j}^{t}\left(x_{\rho_{1}^{t}}^{t}\right) w_{k+1}^{t}+f_{j}^{t}\left(x_{\rho_{2}^{t}}^{t}\right) w_{k+C+1}^{t}\right) \\
V & =\underset{\psi_{f}^{t} \sim D^{t}}{\mathbb{E}}\left[\sum_{i=1}^{k} \sum_{i=1}^{k} f\left(x_{i}^{t}\right) w_{i}^{t}+C\left(f\left(x_{\rho_{1}^{t}}^{t}\right) w_{k+1}^{t}+f\left(x_{\rho_{2}^{t}}^{t}\right) w_{k+C+1}^{t}\right)\right] .
\end{aligned}
$$

Note that $\mathbb{E}\left[V_{j}\right]=V$ for each $j \in[E]$. Also, note that by construction,

$$
f\left(x_{i}^{t}\right) w_{i}^{t} \in\left[-\frac{1}{2(k+2 C)}, \frac{1}{2(k+2 C)}\right],
$$

meaning $V_{j} \in\left[-\frac{1}{2}, \frac{1}{2}\right]$. Therefore, union bounding over all possible $\rho^{t} \in[k]^{2} \cup\{$ null $\}$ with

Chernoff bound, we have

$$
\operatorname{Pr}_{\left(f_{j}^{f}\right)_{j \in[E]}}\left(\left|\frac{1}{E} \sum_{j \in[E]} V_{j}-V\right| \geq \sqrt{\frac{\ln \left(\frac{2\left(k^{2}+1\right)}{\delta}\right)}{2 E}}\right) \leq \delta
$$

Union bounding over all round $t \in[T]$, we have with probability $1-\delta$,

$$
\left|L_{\mathrm{BATCH}, k+2 C}\left(\tilde{D}^{t},\left(\xi^{t}, w^{t}\right)\right)-L_{\mathrm{BATCH}, k+2 C}\left(D^{t},\left(\xi^{t}, w^{t}\right)\right)\right| \leq \sqrt{\frac{\ln \left(\frac{2 T\left(k^{2}+1\right)}{\delta}\right)}{2 E}}
$$

Now, we can combine all the arguments we have developed so far in order to prove that Algorithm 4 achieves sublinear fairness loss and misclassification regret:

Theorem 10. Set $C=\max \left(k, T^{\frac{2}{9}}\right), E=T$, and $\omega=n^{\frac{-1}{4}} k^{\prime \frac{-3}{4}} T^{\frac{-1}{2}} \log (|\mathcal{F}|)^{\frac{1}{2}}$ where $n$ is the size of the separator set $S$. Algorithm 4 can guarantee that with probability $1-\delta$, the following holds true:

$$
\begin{array}{r}
\sum_{t=1}^{T} \operatorname{Unfair}_{\alpha}\left(\pi^{t}, z^{t}\right) \leq \frac{1}{\alpha} O\left(n^{\frac{3}{4}} \log (|\mathcal{F}|)^{\frac{1}{2}} T^{\frac{5}{9}}+\sqrt{T \ln \left(\frac{T k}{\delta}\right)}+k T^{\frac{7}{9}}\right) \\
\sum_{t=1}^{T} \operatorname{Err}\left(\pi^{t}, z^{t}\right)-\min _{\pi^{*} \in Q_{\alpha}} \sum_{t=1}^{T} \operatorname{Err}\left(\pi^{*}, z^{t}\right) \leq O\left(n^{\frac{3}{4}} \log (|\mathcal{F}|)^{\frac{1}{2}} T^{\frac{7}{9}}+\sqrt{\ln \left(\frac{T k}{\delta}\right)} T^{1 \frac{13}{18}}\right)
\end{array}
$$

where $z^{t}=\left(\left(x^{t}, y^{t}\right), \rho_{O_{\alpha}}^{t}\right)$ and $\rho_{O_{\alpha}}^{t}=O_{\alpha}\left(x^{t}, \pi^{t}\right)$. In other words, the misclassification regret and fairness loss is both bounded by $O\left(T^{\frac{7}{9}}\right)$ with high probability.

Proof.

$$
\begin{array}{ll}
\sum_{t=1}^{T} \mathcal{L}_{C, \alpha}\left(\pi^{t}, z^{t}\right)-\min _{\pi^{*} \in Q_{\alpha-\epsilon}} \sum_{t=1}^{T} \mathcal{L}_{C, \alpha}\left(\pi^{*}, z^{t}\right) & \\
\leq \sum_{t=1}^{T} \mathcal{L}_{C, \alpha}\left(\pi^{t}, z^{t}\right)-\min _{\pi^{*} \in \Delta \mathcal{F}} \sum_{t=1}^{T} \mathcal{L}_{C, \alpha}\left(\pi^{*}, z^{t}\right) & \\
=\sum_{t=1}^{T} \sum_{i=1}^{k+2 C} \ell\left(\pi^{t}\left(x^{\prime t}\right), y_{i}^{\prime t}\right)-\min _{\pi^{*} \in \Delta \mathcal{F}} \sum_{t=1}^{T} \sum_{i=1}^{k+2 C} \ell\left(\pi^{*}\left(x^{\prime t}\right), y_{i}^{\prime t}\right) & \text { Lemma } 8 \\
=\sum_{t=1}^{T} \sum_{i=1}^{k+2 C} \ell\left(\pi^{t}\left(x^{\prime t}\right), y_{i}^{\prime t}\right)-\min _{f^{*} \in \mathcal{F}} \sum_{t=1}^{T} \sum_{i=1}^{k+2 C} \ell\left(f^{*}\left(x^{\prime t}\right), y_{i}^{\prime t}\right) & \text { Optimal solution over linear ob- } \\
& \text { jective must happen at the sup- } \\
& \text { port }
\end{array}
$$

Then, applying Lemma 9 yields with probability $1-\delta$,

$$
\begin{aligned}
& =(k+2 C)\left(\sum_{t=1}^{T} L_{\mathrm{BATCH}, k+2 C}\left(\tilde{D}^{t},\left(\xi^{t}, w^{t}\right)\right)-\min _{\psi^{*} \in \Psi_{\mathrm{BATCC}, k+2 C}} \sum_{t=1}^{T} L_{\mathrm{BATCH}, k+2 C}\left(\psi^{*},\left(\xi^{t}, w^{t}\right)\right)\right) \\
& \leq(k+2 C)\left(\sum_{t=1}^{T} L_{\mathrm{BATCH}, k+2 C}\left(D^{t},\left(\xi^{t}, w^{t}\right)\right)-\min _{\psi^{*} \in \Psi_{\mathrm{BATCH}, k+2 C}} \sum_{t=1}^{T} L_{\mathrm{BATCH}, k+2 C}\left(\psi^{*},\left(\xi^{t}, w^{t}\right)\right)\right) \\
& +T \sqrt{\left.\frac{\ln \left(\frac{2 T\left(k^{2}+1\right)}{\delta}\right)}{2 E}\right)}
\end{aligned}
$$

Notice that $\left|L_{\text {BATCH }, k+2 C}\left(\psi,\left(\xi, w^{t}\right)\right)\right| \in\left[-\frac{1}{2}, \frac{1}{2}\right]$ for any $\psi, x$ and $t \in[T]$ because by construction $w_{i}^{t} \in\left\{ \pm \frac{1}{2(k+2 C)}\right\}$. In other words, we have $\mathbb{E}_{\psi \sim D^{t}}\left[\left\|L_{\mathrm{BATCH}, k+2 C}\left(\psi,\left(\cdot, w^{t}\right)\right)\right\|_{*}^{2}\right] \leq \frac{1}{4}$. Theorem 9 gives us that a sequence of distribution $\left(D^{t}\right)_{t=1}^{T}$ achieves the following, where $D^{t}$ is equivalent to the distribution of CONTEXT-FTPL $\left(\left(\left(\xi^{\tau}, w^{\tau}\right)\right)_{\tau=1}^{t-1}\right)$ :

$$
\begin{aligned}
& \sum_{t=1}^{T} L_{\mathrm{BATCH}, k+2 C}\left(D^{t},\left(\xi^{t}, w^{t}\right)\right)-\min _{\psi^{*} \in \Psi_{\mathrm{BATCH}, k+2 C}} \sum_{t=1}^{T} L_{\mathrm{BATCH}, k+2 C}\left(\psi^{*},\left(\xi^{t}, w^{t}\right)\right) \\
& \leq \omega k^{\prime} n T+\frac{10}{\omega} \sqrt{n k^{\prime}} \ln \left(\left|\Psi_{\mathcal{F}, k+2 C}\right|\right) .
\end{aligned}
$$

Therefore, writing $k^{\prime}=k+2 C$, we have with probability $1-\delta$,

$$
\begin{aligned}
& \sum_{t=1}^{T} \mathcal{L}_{C, \alpha}\left(\pi^{t}, z^{t}\right)-\min _{\pi^{*} \in Q_{\alpha-\epsilon}} \sum_{t=1}^{T} \mathcal{L}_{C, \alpha}\left(\pi^{*}, z^{t}\right) \\
& \leq k^{\prime}\left(\sum_{t=1}^{T} \underset{\psi^{t}}{\mathbb{E}}\left[L_{\mathrm{BATCH}, k^{\prime}}\left(\psi^{t},\left(\xi^{t}, w^{t}\right)\right)\right]-\sum_{t=1}^{T} L_{\mathrm{BATCH}, k^{\prime}}\left(\psi^{*},\left(\xi^{t}, w^{t}\right)\right)+\sqrt{T \frac{\ln \left(\frac{2 T\left(k^{2}+1\right)}{\delta}\right)}{2}}\right) \\
& \leq k^{\prime}\left(\omega k^{\prime} n T+\frac{10}{\omega} \sqrt{n k^{\prime}} \ln \left(\left|\Psi_{\mathcal{F}, k+2 C}\right|\right)+\sqrt{T \frac{\ln \left(\frac{2 T\left(k^{2}+1\right)}{\delta}\right)}{2}}\right) .
\end{aligned}
$$

Setting $\omega=n^{\frac{-1}{4}} k^{\prime \frac{-3}{4}} T^{\frac{-1}{2}} \log (|\mathcal{F}|)^{\frac{1}{2}}$, we then have

$$
\begin{aligned}
& \sum_{t=1}^{T} \mathcal{L}_{C, \alpha}\left(\pi^{t}, z^{t}\right)-\min _{\pi^{*} \in Q_{\alpha-\epsilon}} \sum_{t=1}^{T} \mathcal{L}_{C, \alpha}\left(\pi^{*}, z^{t}\right) \\
& \leq O\left(\left(n^{\frac{3}{4}} k^{\frac{5}{4}} \log (|\mathcal{F}|)^{\frac{1}{2}}+k^{\prime} \sqrt{\ln \left(\frac{T k}{\delta}\right)}\right) T^{\frac{1}{2}}\right)
\end{aligned}
$$

With the same argument as in the proof of Theorem 8, we get that for $\epsilon=\alpha$

$$
\begin{aligned}
& C \alpha \sum_{t=1}^{T} \operatorname{Unfair}_{\alpha}\left(\pi^{t}, z^{t}\right) \leq O\left(\left(n^{\frac{3}{4}}{k^{\frac{5}{4}}}^{\left.\left.\log (|\mathcal{F}|)^{\frac{1}{2}}+k^{\prime} \sqrt{\ln \left(\frac{T k}{\delta}\right)}\right) T^{\frac{1}{2}}\right)+k T} \begin{array}{l}
\Rightarrow C \alpha \sum_{t=1}^{T} \operatorname{Unfair}_{\alpha}\left(\pi^{t}, z^{t}\right) \leq O\left(\left(n^{\frac{3}{4}} C^{\frac{5}{4}} \log (|\mathcal{F}|)^{\frac{1}{2}}+C \sqrt{\ln \left(\frac{T k}{\delta}\right)}\right) T^{\frac{1}{2}}\right)+k T \\
\Rightarrow \sum_{t=1}^{T} \operatorname{Unfair}_{\alpha}\left(\pi^{t}, z^{t}\right) \leq \frac{1}{\alpha} O\left(\left(n^{\frac{3}{4}} C^{\frac{1}{4}} \log (|\mathcal{F}|)^{\frac{1}{2}}+\sqrt{\ln \left(\frac{T k}{\delta}\right)}\right) T^{\frac{1}{2}}\right)+\frac{k T}{C} \\
\Rightarrow \sum_{t=1}^{T} \operatorname{Unfair}_{\alpha}\left(\pi^{t}, z^{t}\right) \leq \frac{1}{\alpha} O\left(n^{\frac{3}{4}} \log (|\mathcal{F}|)^{\frac{1}{2}} T^{\frac{5}{9}}+\sqrt{T \ln \left(\frac{T k}{\delta}\right)}+k T^{\frac{7}{9}}\right)
\end{array} .\right.\right.
\end{aligned}
$$

As for the misclassification regret, we have with $\epsilon=0$

$$
\begin{aligned}
& \sum_{t=1}^{T} \operatorname{Err}\left(\pi^{t}, z^{t}\right)-\min _{\pi^{*} \in Q_{\alpha}} \sum_{t=1}^{T} \operatorname{Err}\left(\pi^{*}, z^{t}\right) \\
& \leq O\left(\left(n^{\frac{3}{4}} k^{\frac{5}{4}} \log (|\mathcal{F}|)^{\frac{1}{2}}+k^{\prime} \sqrt{\ln \left(\frac{T k}{\delta}\right)}\right) T^{\frac{1}{2}}\right) \\
& \leq O\left(n^{\frac{3}{4}} \log (|\mathcal{F}|)^{\frac{1}{2}} T^{\frac{7}{9}}+\sqrt{\ln \left(\frac{T k}{\delta}\right)} T^{\frac{13}{18}}\right)
\end{aligned}
$$

We only focus on their small separator set setting, although their transductive setting (i.e. the contexts $\left(x_{t}\right)_{t=1}^{T}$ are known in advance) and other bandit settings should naturally follow as well.

### 3.6. Discussion

In this chapter, we have removed several binding restrictions in the context of learning with individual fairness present in Chapter 2. Relieving the metric assumption as well as the assumption regarding full access to the similarity measure and only requiring the auditor to detect a single violation at every round can be helpful in making individual fairness more achievable and easier to implement in practice.

There are still interesting future directions. It would be interesting to explore the interaction with different models of feedback (one natural variant being one-sided feedback). We suspect that Syrgkanis et al. [90]'s way of handling the bandit feedback can be easily ported over to handle the bandit nature in our setting. Second, thinking about a model where the auditor only has access to binary decisions may be helpful in further closing the gap to practical use. Third, as most of the literature on individual fairness (including this work) is decoupling the similarity measure from the distribution over the target variable, it would be desirable to try to explore and quantify the compatibility of the two in specific instances.

## Chapter 4

## Fairness Elicitation

### 4.1. Introduction

In Chapter 2 and 3, we have shown how to elicit notions of fairness from stakeholders and domain experts in an online setting. Because there are multiple rounds, the auditor is able to peak into the deployed model at every round and determine whether there exists any particular pair that is not being fairly according to some fairness metric.

However, in practice, it is quite expensive to re-deploy a model over many rounds and have the auditor audit those models each time. In that regard, we study an offline setting where we want to elicit notions of fairness from stakeholders and domain experts prior to deploying and deploying a model.

Similarly as before, we aim to elicit stakeholders conceptions of fairness by asking them to compare pairs of individuals in specific scenarios. Specifically, we ask whether it's fair that one particular individual should receive an outcome that is as desirable or better than the other.

When pointing out fairness or unfairness, this kind of pairwise ranking is natural. For example, after Serena Williams was penalized for a verbal interaction with an umpire in the 2018 U.S. Open Finals, tennis player James Blake tweeted, "I have said worse and not gotten penalized. And I've also been given a 'soft warning' by the ump where they tell you knock it off or I will have to give you a violation. [The umpire] should have at least given [Williams] that courtesy" [96]. Here, Blake thinks that: 1) Williams should have been judged as or less severely than he would have been in a similar situation; and 2) the umpire's decision was unfair, because Williams was judged more severely.

Thus, we ask a set of stakeholders about a fixed set of pairs of individuals subject to a
classification problem. For each pair of individuals $(A, B)$, we ask the stakeholder to choose from amongst a set of four options:

1. Fair outcomes must classify $A$ and $B$ the same way (i.e. they must either both get a favorable classification or both get an unfavorable classification).
2. Fair outcomes must give $A$ an outcome that is equal to or preferable to the outcome of $B$.
3. Fair outcomes must give $B$ an outcome that is equal to or preferable to the outcome of $A$
4. Fair outcomes may treat $A$ and $B$ differently without any constraints.

These constraints, a data distribution, and a hypothesis class define a learning problem: minimize classification error subject to the constraint that the rate of violation of the elicited pairwise constraints is held below some fixed threshold. Crucially and intentionally we elicit relative pairwise orderings of outcomes (e.g. $A$ and $B$ should be treated equally), but do not elicit preferences for absolute outcomes (e.g. $A$ should receive a positive outcome). This is because fairness - in contrast to justice - is often conceptualized as a measure of equality of outcomes, rather than correctness of outcomes ${ }^{7}$. In particular, it remains the job of the learning algorithm to optimize for correctness subject to elicited fairness constraints.

We remark that the premise (and the foundation for the enormous success) of machine learning is that accurate decision making rules in complex scenarios cannot be defined with simple analytic rules and instead are best derived directly from data. Our work can be viewed similarly, as deriving fairness constraints from data elicited from experts and stakeholders. In this chapter, we solve the computational, statistical, and conceptual issues necessary to do this, and demonstrate the effectiveness of our approach via a small behavioral study.

[^6]
### 4.1.1. Results

Our Model We model individuals as having features in $\mathcal{X}$ and binary labels, drawn from some distribution $\mathcal{P}$. A committee of stakeholders ${ }^{8} u \in \mathcal{U}$ has preferences about whether one individual should be judged better than another individual. We imagine presenting each stakeholder with a set of pairs of individuals and asking them to choose one of four options for each pair, e.g. given the features of Serena Williams and Jacob Blake:

1. No constraint;
2. Williams should be treated as well as Blake or better;
3. Blake should be treated as well as Williams or better; or
4. Williams and Blake should be treated similarly.

Here, when we refer to how an individual should be treated, we mean the probability that an individual is given a positive label by the classifier. This may be a bit of a relaxation of these judgments, since they are not about actualized classifications, but rather the probabilities of positive classification. For example, we may not consider it a violation of fairness preference (2) if Williams is judged worse than Blake in a specific scenario; yet, if an ump is more likely to judge Williams worse than Blake in general, then this would violate this fairness preference.

We represent these preferences abstractly as a set of ordered pairs $C_{u} \subseteq \mathcal{X} \times \mathcal{X}$ for each stakeholder $u$. If $\left(x, x^{\prime}\right) \in C_{u}$, this means that stakeholder $u$ believes that individual $x^{\prime}$ must be treated as well as individual $x$ or better, i.e. ideally the classifier $h$ classifies such that $h\left(x^{\prime}\right) \geq h(x)$. This captures all possible responses above. For example, for Serena Williams $(s)$ and Jacob Blake (b), if stakeholder $u$ responds:

1. No constraint $\Leftrightarrow(s, b) \notin C_{u}$ nor $(b, s) \notin C_{u}$;

[^7]2. Williams as well as Blake $\Leftrightarrow(b, s) \in C_{u}$;
3. Blake as well as Williams $\Leftrightarrow(s, b) \in C_{u}$; or
4. Treated similarly $\Leftrightarrow(s, b) \in C_{u}$ and $(b, s) \in C_{u}$ (since if $h(b) \geq h(s)$ and $h(s) \geq h(b)$, then $h(s)=h(b))$.

We impose no structure on how stakeholders form their views nor on the relationship between the views of different stakeholders - i.e. the sets $\left\{C_{u}\right\}_{u \in \mathcal{U}}$ are allowed to be arbitrary (for example, they need not satisfy a triangle inequality), and need not be mutually consistent. We write $C=\cup_{u} C_{u}$.

We then formulate an optimization problem constrained by these pairwise fairness constraints. Since it is intractable to require that all constraints in $C$ be satisfied exactly, we formulate two different "knobs" with which we can quantitatively relax our fairness constraints.

For $\gamma>0$ (our first knob), we say that the classification of an ordered pair of individuals $\left(x, x^{\prime}\right) \in C$ satisfies $\gamma$-fairness if the probability of positive classification for $x^{\prime}$ plus $\gamma$ is no smaller than the probability of positive classification for $x$, i.e. $\mathbb{E}\left[h\left(x^{\prime}\right)\right]+\gamma \geq \mathbb{E}[h(x)]$. In this expression, the expectation is taken only over the randomness of the classifier $h$. Equivalently, a $\gamma$-fairness violation corresponds to the classification of an ordered pair of individuals $\left(x, x^{\prime}\right) \in C$ if the difference between these probabilities of positive classification is greater than $\gamma$, i.e. $\mathbb{E}\left[h(x)-h\left(x^{\prime}\right)\right]>\gamma$. Thus, $\gamma$ acts as a buffer on how likely it is that $x^{\prime}$ be classified worse than $x$ before a fairness violation occurs. For example, if Blake (b) receives a good label (i.e. no penalty) $80 \%$ of the time and Williams (s) $50 \%$ of the time, then for $\gamma=0.1$ this constitutes a $\gamma$-fairness violation for the ordered pair $(b, s) \in C$, since $\mathbb{E}[h(b)-h(s)]=0.3 \geq 0.1=\gamma$.

We might ask that for no pair of individuals do we have a $\gamma$-fairness violation:

$$
\max _{\left(x, x^{\prime}\right) \in C} \mathbb{E}\left[h(x)-h\left(x^{\prime}\right)\right] \leq \gamma .
$$

On the other hand, we could ask for the weaker constraint that over a random draw of a pair of individuals, the expected fairness violation is at most $\eta$ (our second knob): $\mathbb{E}_{\left(x, x^{\prime}\right) \sim \mathcal{P}^{2}}\left[\left(h(x)-h\left(x^{\prime}\right)\right) \cdot \mathbf{1}\left[\left(x, x^{\prime}\right) \in C\right]\right] \leq \eta$. We can also combine both relaxations to ask that the in expectation over random pairs, the "excess" fairness violation, on top of an allowed budget of $\gamma$, is at most $\eta$. For example, as above, if Blake receives a good label $80 \%$ of the time and Williams $50 \%$, for $\gamma=0.1$, the umpire classifier would pick up 0.2 excess fairness violation for $(b, s) \in C$. We weight these excess fairness violations by the proportion of stakeholders who agree with the corresponding fairness constraint and mandate their sum be less than $\eta$. Subject to these constraints, we would like to find the distribution over classifiers that minimizes classification error: given a setting of the parameters $\gamma$ and $\eta$, this defines a benchmark with which we would like to compete.

Our Theoretical Results Even absent fairness constraints, learning to minimize 0/1 loss (even over linear classifiers) is computationally hard in the worst case (see e.g. [23, 24]). Despite this, learning seems to be empirically tractable in the real world. To capture the additional hardness of learning subject to fairness constraints, we follow several recent papers $[2,59]$ in aiming to develop oracle efficient learning algorithms. Oracle efficient algorithms are assumed to have access to an oracle (realized in experiments using a heuristic - see the next section) that can solve weighted classification problems. Given access to such an oracle, oracle efficient algorithms must run in polynomial time. We show that our fairness constrained learning problem is computationally no harder than unconstrained learning by giving such an oracle efficient algorithm (or reduction), and show moreover that its guarantees generalize from in-sample to out-of-sample in the usual way - with respect to both accuracy and the frequency and magnitude of fairness violations. Our algorithm is simple and amenable to implementation, and we use it in our experimental results.

Our Experimental Results We implement our algorithm and run a set of experiments on the COMPAS recidivism prediction dataset, using fairness constraints elicited from 43 human subjects. We establish that our algorithm converges quickly (even when implemented with fast learning heuristics, rather than "oracles"). We also explore the Pareto curves trading off error and fairness violations for different human subjects, and find empirically that there is a great deal of variability across subjects in terms of their conception of fairness, and in terms of the degree to which their expressed preferences are in conflict with accurate prediction. We find that most of the difficulty in balancing accuracy with the elicited fairness constraints can be attributed to a small fraction of the constraints.

### 4.2. Related Work

Our work is related to existing notions of individual fairness like Dwork et al. [19], Joseph et al. [50] that conceptualize fairness as a set of constraints binding on pairs of individuals, as we have studied in Chapter 2 and 3. In particular the notion of individual fairness proposed in Dwork et al. [19] and studied in previous chapters is closely related but distinct from the fairness notions we elicit in this chapter. In particular, in this chapter

1. We allow for constraints that require that individual $A$ be treated better than or equal to individual $B$, whereas metric fairness constraints are symmetric, and only allow constraints of the form that $A$ and $B$ be treated similarly. In this sense, the fairness notion here may be more general.
2. We elicit binary judgements between pairs of individuals, whereas metric fairness is defined as a Lipschitz constraint on a real valued metric. In this sense, the new notion in this chapter is more restrictive, although it may be easier to elicit.

The most technically related piece of work is Rothblum and Yona [81], who prove similar generalization guarantees to ours for a relaxation of metric fairness: our definition is slightly more general, and our generalization guarantee somewhat tighter, but technically the results are closely related. Our conceptual focus and main results are quite different, however: for general learning problems, they prove worst-case hardness results, whereas we derive
practical algorithms in the oracle-efficient model, and empirically evaluate them on real user data. Lahoti et al. [66] make a similar observation about guaranteeing fairness with respect to an unknown metric, although their aim is the orthogonal goal of fair representation learning.

Dwork et al. [19] first proposed the notion of individual metric-fairness that we take inspiration from, imagining fairness as a Lipschitz constraint on a randomized algorithm, with respect to some "task-specific metric". Since the original proposal, the question of where the metric should come from has been one of the primary obstacles to its adoption, and the focus of subsequent work. Zemel et al. [100] attempt to automatically learn a representation for the data (and hence, implicitly, a similarity metric) that causes a classifier to label an equal proportion of two protected groups as positive. Kim et al. [60] consider a group-fairness like relaxation of individual metric-fairness, asking that on average, individuals in pre-specified groups are classified with probabilities proportional to the average distance between individuals in those groups. They show how to learn such classifiers given access to an oracle which can evaluate the distance between two individuals according to the metric. Compared to our work, they assume the existence of a fairness metric which can be accessed using a quantitative oracle, and they use this metric to define a statistical rather than individual notion of fairness.

Ilvento [45] studies the problem of metric learning with the goal of using only a small number of numeric valued queries, which are hard for human beings to answer, relying more on comparison queries. In contrast with Ilvento [45], we do not attempt to learn a metric and instead directly learn a classifier consistent with the elicited pairwise fairness constraints.

### 4.3. Preliminaries

Let $S$ denote a set of labeled examples $\left\{z_{i}=\left(x_{i}, y_{i}\right)\right\}_{i=1}^{n}$, where $x_{i} \in \mathcal{X}$ is a feature vector and $y_{i} \in \mathcal{Y}$ is a label. We will also write $S_{X}=\left\{x_{i}\right\}_{i=1}^{n}$ and $S_{Y}=\left\{y_{i}\right\}_{i=1}^{n}$. Throughout this chapter, we will restrict attention to binary labels, so let $\mathcal{Y}=\{0,1\}$. Let $\mathcal{P}$ denote
the unknown distribution over $\mathcal{X} \times \mathcal{Y}$. Let $\mathcal{H}$ denote a hypothesis class containing binary classifiers $h: \mathcal{X} \rightarrow \mathcal{Y}$. We assume that $\mathcal{H}$ contains a constant classifier (which will imply that the "fairness constrained" ERM problem that we define is always feasible). We'll denote classification error of hypothesis $h$ by $\operatorname{err}(h, \mathcal{P}):=\operatorname{Pr}_{(x, y) \sim \mathcal{P}}(h(x) \neq y)$ and its empirical classification error by $\operatorname{err}(h, S):=\frac{1}{n} \sum_{i=1}^{n} \mathbb{1}\left(h\left(x_{i}\right) \neq y_{i}\right)$.

We assume there is a set of one or more stakeholders $\mathcal{U}$, such that each stakeholder $u \in \mathcal{U}$ is identified with a set of ordered pairs $\left(x, x^{\prime}\right)$ of individuals $C_{u} \subseteq \mathcal{X}^{2}$ : for each $\left(x, x^{\prime}\right) \in C_{u}$, stakeholder $u$ thinks that $x^{\prime}$ should be treated as well as $x$ or better, i.e. ideally that for the learned classifier $h$, the classification $h\left(x^{\prime}\right) \geq h(x)$ (we will ask that this hold in expectation if the classifier is randomized, and will relax it in various ways). For each ordered pair $\left(x, x^{\prime}\right)$, let $w_{x, x^{\prime}}$ be the fraction of stakeholders who would like individual $x$ to be treated as well as $x^{\prime}$ : that is, $w_{x, x^{\prime}}=\frac{\left|\left\{u \mid\left(x, x^{\prime}\right) \in C_{u}\right\}\right|}{|\mathcal{U}|}$. Note that if $\left(x, x^{\prime}\right) \in C_{u}$ and $\left(x^{\prime}, x\right) \in C_{u}$, then the stakeholder wants $x$ and $x^{\prime}$ to be treated similarly in that ideally $h(x)=h\left(x^{\prime}\right)$.

In practice, we will not have direct access to the sets of ordered pairs $C_{u}$ corresponding to the stakeholders $u$, but we may ask them whether particular ordered pairs are in this set (see Section 4.6 for details about how we actually query human subjects). We model this by imagining that we present each stakeholder with a random set of pairs $A \subseteq[n]^{2}$, and for each ordered pair $\left(x_{i}, x_{j}\right)$, ask if $x_{j}$ should not be treated worse than $x_{i}$; we learn the set of ordered pairs in $A \cap C_{u}$ for each $u$. Define the empirical constraint set $\hat{C}_{u}=\left\{\left(x_{i}, x_{j}\right) \in\right.$ $\left.C_{u}\right\}_{\forall(i, j) \in A}$ and $\hat{w}_{x_{i} x_{j}}=\frac{\left|\left\{u \mid\left(x, x^{\prime}\right) \in \hat{C}_{u}\right\}\right|}{|\mathcal{U}|}$, if $(i, j) \in A$ and 0 otherwise. We write that $\hat{C}=\cup_{u} \hat{C}_{u}$. For brevity, we will sometimes write $w_{i j}$ instead of $w_{x_{i}, x_{j}}$. Note that $\hat{w}_{i j}=w_{i j}$ for every $(i, j) \in A$.

Our goal will be to find the distribution over classifiers from $\mathcal{H}$ that minimizes classification error, while satisfying the stakeholders' fairness preferences, captured by the constraints $C$. To do so, we'll try to find $D$, a probability distribution over $\mathcal{H}$, that minimizes the training error and satisfies the stakeholders' empirical fairness constraints, $\hat{C}$. For convenience, we denote the expected classification error of $D$ as $\operatorname{err}(D, \mathcal{P}):=\mathbb{E}_{h \sim D}[\operatorname{err}(h, \mathcal{P})]$ and likewise
its expected empirical classification error as $\operatorname{err}(D, S):=\mathbb{E}_{h \sim D}[\operatorname{err}(h, S)]$. We say that any distribution $D$ over classifiers satisfies $(\gamma, \eta)$-approximate subjective fairness if it is a feasible solution to the following constrained empirical risk minimization problem:

$$
\begin{align*}
\min _{D \in \Delta \mathcal{H}, \alpha_{i j} \geq 0} & \operatorname{err}(D, S)  \tag{4.1}\\
\text { such that } \forall(i, j) \in[n]^{2}: & \underset{h \sim D}{\mathbb{E}}\left[h\left(x_{i}\right)-h\left(x_{j}\right)\right] \leq \alpha_{i j}+\gamma  \tag{4.2}\\
& \sum_{(i, j) \in[n]^{2}} \frac{\hat{w}_{i j} \alpha_{i j}}{|A|} \leq \eta . \tag{4.3}
\end{align*}
$$

This "Fair ERM" problem, whose feasible region we denote by $\Omega(S, \hat{w}, \gamma, \eta)$, has decision variables $D$ and $\left\{\alpha_{i j}\right\}$, representing the distribution over classifiers and the "fairness violation" terms for each pair of training points, respectively. The parameters $\gamma$ and $\eta$ are constants which represent the two different "knobs" we have at our disposal to quantitatively relax the fairness constraint, in an $\ell_{\infty}$ and $\ell_{1}$ sense, respectively.

The parameter $\gamma$ defines, for any ordered pair $\left(x_{i}, x_{j}\right)$, the maximum difference between the probabilities that $x_{i}$ and $x_{j}$ receive positive labels without constituting a fairness violation. The parameter $\alpha_{i j}$ captures the "excess fairness violation" beyond $\gamma$ for $\left(x_{i}, x_{j}\right)$. The parameter $\eta$ upper bounds the sum of these allotted excess fairness violation terms $\alpha_{i j}$, each weighted by the proportion of judges who perceive they ought to be treated similarly $\hat{w}_{i j}$ and normalized with the total number of pairs presented $|A|$. Thus, $\eta$ bounds the expected degree of dissatisfaction of the panel of stakeholders $\mathcal{U}$, over the random choice of an ordered pair $\left(x_{i}, x_{j}\right) \in A$ and the randomness of their classification. We iterate over all $(i, j) \in[n]^{2}$ (not just those in $\hat{C}$ ) because $\hat{w}_{i j}=0$ if no judge prefers $x_{i}$ should be classified as well as $x_{j}$.

To better understand $\gamma$ and $\eta$, we consider them in isolation. First, suppose we set $\gamma=0$. Then, any difference in probabilities of positive classification between pairs is deemed a fairness violation. So, if we choose $\left(D,\left\{\alpha_{i j}\right\}\right)$ such that the sum of weighted differences in
positive classification probabilities exceeds $\eta$, i.e.

$$
\sum_{(i, j) \in[n]^{2}} \frac{\hat{w}_{i j} \mathbb{E}_{h \sim D}\left[h\left(x_{i}\right)-h\left(x_{j}\right)\right]}{|A|}>\eta,
$$

then this is an infeasible solution. For example, $50 \%$ of stakeholders think that Serena Williams ( $s$ ) should be treated as well as James Blake (b), $70 \%$ of stakeholders think Williams should be treated as well as John McEnroe (m), and no other constraints $(|A|=6)$; if Williams receives a good label $50 \%$ of the time, Blake $80 \%$, McEnroe $90 \%$, and $\eta=0.07$, this is an $\eta$-fairness violation, since

$$
\begin{aligned}
& \left(\hat{w}_{b s} \mathbb{E}[h(b)-h(s)]+\hat{w}_{m s} \mathbb{E}[h(m)-h(s)]\right) /|A| \\
& =(0.5(0.8-0.5)+0.7(0.9-0.5)) / 6 \approx 0.071>0.07=\eta .
\end{aligned}
$$

Second, suppose that $\eta=0$. Then, for any $\left(x_{i}, x_{j}\right) \in C$ (for which $\hat{w}_{i j}>0$ ), if the expected difference in labels exceeds $\gamma$, i.e. $\mathbb{E}_{h \sim D}\left[h\left(x_{i}\right)-h\left(x_{j}\right)\right]>\gamma$, then this is an infeasible solution.

### 4.3.1. Fairness Loss

Our goal is to develop an algorithm that will minimize its empirical error $\operatorname{err}(D, S)$, while satisfying the empirical fairness constraints $\hat{C}$. The standard VC dimension argument states that empirical classification error will concentrate around the true classification error: we hope to show the same kind of generalization for fairness as well. To do so, we first define fairness loss with respect to our elicited fairness preferences here.

For some fixed randomized hypothesis $D \in \Delta \mathcal{H}$ and $w$, define $\gamma$-fairness loss between an ordered pair as

$$
\Pi_{D, w, \gamma}\left(\left(x, x^{\prime}\right)\right)=w_{x, x^{\prime}} \max \left(0, \underset{h \sim D}{\mathbb{E}}\left[h(x)-h\left(x^{\prime}\right)\right]-\gamma\right)
$$

For a set of pairs $M \subset \mathcal{X} \times \mathcal{X}$, the $\gamma$-fairness loss of $M$ is defined to be:

$$
\Pi_{D, w, \gamma}(M)=\frac{1}{|M|} \sum_{\left(x, x^{\prime}\right) \in M} \Pi_{D, w, \gamma}\left(\left(x, x^{\prime}\right)\right)
$$

This is the expected degree to which the difference in classification probability for a randomly selected pair exceeds the allowable budget $\gamma$, weighted by the fraction of stakeholders who think that $x^{\prime}$ should be treated as well as $x$. By construction, the empirical fairness loss is bounded by $\eta$ (i.e. $\Pi_{D, w, \gamma}(M) \leq \sum_{i j} \frac{\hat{w}_{i j} \alpha_{i j}}{|A|} \leq \eta$ ), and we show in Section 4.5 , the empirical fairness should concentrate around the true fairness loss $\Pi_{D, w, \gamma}(\mathcal{P}):=$ $\mathbb{E}_{x, x^{\prime} \sim \mathcal{P}^{2}}\left[\Pi_{D, w, \gamma}\left(x, x^{\prime}\right)\right]$.

### 4.3.2. Cost-sensitive Classification

In our algorithm, we will make use of a cost-sensitive classification (CSC) oracle. An instance of CSC problem can be described by a set of costs $\left\{\left(x_{i}, c_{i}^{0}, c_{i}^{1}\right)\right\}_{i=1}^{n}$ and a hypothesis class, $\mathcal{H}$. Costs $c_{i}^{0}$ and $c_{i}^{1}$ correspond to the cost of labeling $x_{i}$ as 0 and 1 respectively. Invoking a CSC oracle on $\left\{\left(x_{i}, c_{i}^{0}, c_{i}^{1}\right)\right\}_{i=1}^{n}$ returns a hypothesis $h^{*}$ such that $h^{*} \in \operatorname{argmin}_{h \in \mathcal{H}} \sum_{i=1}^{n}\left(h\left(x_{i}\right) c_{i}^{1}+\left(1-h\left(x_{i}\right)\right) c_{i}^{0}\right)$. We say that an algorithm is oracle-efficient if it runs in polynomial time assuming access to a CSC oracle.

### 4.4. Empirical Risk Minimization

In this section, we give an oracle-efficient algorithm 5 for approximately solving our (insample) constrained empirical risk minimization problem. Details are deferred to Appendix 4.A. We prove the following theorem:

Theorem 11. Fix parameters $\nu, C_{\tau}, C_{\lambda}$ that serve to trade off running time with approximation error. There is an efficient algorithm that makes $T=\left(\frac{2 C_{\lambda} \sqrt{\log (n)}+C_{\tau}}{\nu}\right)^{2} C S C$ oracle calls and outputs a solution ( $\hat{D}, \hat{\alpha}$ ) with the following guarantee. The objective value is approximately optimal:

$$
\operatorname{err}(\hat{D}, S) \leq \min _{(D, \alpha) \in \Omega(S, \hat{w}, \gamma, \eta)} \operatorname{err}(D, S)+2 \nu
$$

And the constraints are approximately satisfied: $\mathbb{E}_{h \sim \hat{D}}\left[h\left(x_{i}\right)-h\left(x_{j}\right)\right] \leq \hat{\alpha}_{i j}+\gamma+\frac{1+2 \nu}{C_{\lambda}}, \forall(i, j) \in$ $[n]^{2}$ and $\frac{1}{|A|} \sum_{(i, j) \in[n]^{2}} \hat{w}_{i j} \hat{\alpha}_{i j} \leq \eta+\frac{1+2 \nu}{C_{\tau}}$.

### 4.4.1. Outline of the Solution

We frame the problem of solving our constrained ERM problem (equations (4.1) through (4.3)) as finding an approximate equilibrium of a zero-sum game between a primal player and a dual player, trying to minimize and maximize respectively the Lagrangian of the constrained optimization problem.

The Lagrangian for our optimization problem is

$$
\begin{aligned}
\mathcal{L}(D, \alpha, \lambda, \tau)=\operatorname{err}(D, S) & +\sum_{(i, j) \in[n]^{2}} \lambda_{i j}\left(\underset{h \sim D}{\mathbb{E}}\left[h\left(x_{i}\right)-h\left(x_{j}\right)\right]-\alpha_{i j}-\gamma\right) \\
& +\tau\left(\frac{1}{|A|} \sum_{(i, j) \in[n]^{2}} w_{i j} \alpha_{i j}-\eta\right)
\end{aligned}
$$

For the constraint in equation (4.2), corresponding to the $\gamma$-fairness violation for each ordered pair of individuals $\left(x_{i}, x_{j}\right)$, we introduce a dual variable $\lambda_{i j}$. For the constraint (4.3), which corresponds to the $\eta$-fairness violation over all pairs of individuals, we introduce a dual variable of $\tau$. For brevity, we define vectors $\lambda \in \Lambda$ and $\alpha$ which are made up of all the multipliers $\lambda_{i j}$ and the excess fairness violation allotments $\alpha_{i j}$, respectively. The primary player's action space is $(D, \alpha) \in\left(\Delta \mathcal{H},[0,1]^{n^{2}}\right)$, and the dual player's action space is $(\lambda, \tau) \in\left(\mathbb{R}^{n^{2}}, \mathbb{R}\right)$.

Solving our constrained ERM problem is equivalent to finding a minmax equilibrium of $\mathcal{L}$ :

$$
\underset{(D, \alpha) \in \Omega(S, \hat{w}, \gamma, \eta)}{\operatorname{argmin}} \operatorname{err}(D, S)=\underset{D \in \Delta \mathcal{H}, \alpha \in[0,1]^{n^{2}}}{\operatorname{argmin}} \max _{\lambda \in \mathbb{R}^{n^{2}}, \tau \in \mathbb{R}}^{\arg } \mathcal{L}(D, \alpha, \lambda, \tau)
$$

Because $\mathcal{L}$ is linear in terms of its parameters, Sion's minimax theorem [88] gives us

$$
\min _{D \in \Delta \mathcal{H}, \alpha \in[0,1]^{n^{2}}} \max _{\lambda \in \mathbb{R}^{n^{2}}, \tau \in \mathbb{R}} \mathcal{L}(D, \alpha, \lambda, \tau)=\max _{\lambda \in \mathbb{R}^{n^{2}}, \tau \in \mathbb{R}} \min _{D \in \Delta \mathcal{H}, \alpha \in[0,1]^{n^{2}}} \mathcal{L}(D, \alpha, \lambda, \tau) .
$$

By a classic result of Freund and Schapire [31], one can compute an approximate equilibrium by simulating "no-regret" dynamics between the primal and dual player. "No-regret" meaning that the average regret -or difference between our algorithm's plays and the single best play in hindsight- is bounded above by a term that converges to zero with increasing rounds.

In our case, we define a zero-sum game wherein the primary player's plays from action space $(D, \alpha) \in\left(\Delta \mathcal{H},[0,1]^{n^{2}}\right)$, and the dual player's plays from action space $(\lambda, \tau) \in\left(\mathbb{R}_{\geq 0}^{n^{2}}, \mathbb{R}_{\geq 0}\right)$. In any given round $t$, the dual player plays first and the primal second. The primal player can simply best respond to the dual player (see Algorithm 5).

However, since the dual player plays first, they cannot simply best respond to the primal player's action. The dual player has to anticipate the primal player's best response in order to figure out what to play. Ideally, the dual player would enumerate every possible primal play and calculate the best dual response. However, this is intractable. So, the dual player updates dual variables $\{\lambda, \tau\}$ according to no-regret learning algorithms (exponentiated gradient descent [62] and online gradient descent [102], respectively).

The time-averaged play of both players converges to an approximate equilibrium of the zero-sum game, where the approximation is controlled by the regret of the dual player. This approximate equilibrium corresponds to an approximate saddle point for the Lagrangian $\mathcal{L}$, which is equivalent to an approximate solution to the Fair ERM problem.

We organize the rest of this section as follows. First, for simplicity, we show how the primal player updates $\{D, \alpha\}$ (even though the dual player plays first). Second, we show how the dual player updates $\{\lambda, \tau\}$. Finally, we prove that these updates are no-regret and relate
the regret of the dual player to the approximation of the solution to the Fair ERM problem.

### 4.4.2. The Primal Player's Best Response

In each round $t$, given the actions chosen by the dual player $\left(\lambda^{t}, \tau^{t}\right)$, the primal player needs to best respond by choosing $\left(D^{t}, \alpha^{t}\right)$ such that $\left(D^{t}, \alpha^{t}\right) \in \operatorname{argmin}_{D \in \Delta \mathcal{H}, \alpha \in[0,1]^{n^{2}}} \mathcal{L}\left(D, \alpha, \lambda^{t}, \tau^{t}\right)$. In Lemma 12, we separate the optimization problem into two: one optimization over hypothesis $D$ and one over violation factor $\alpha$. In Lemma 14, the primal player updates the hypothesis $D$ by leveraging a CSC oracle. Given $\lambda^{t}$, we can set the costs as follows

$$
c_{i}^{0}=\frac{1}{n} \mathbb{E}_{h \sim D}\left[\mathbb{1}\left(y_{i} \neq 0\right)\right] \quad c_{i}^{1}=\frac{1}{n} \mathbb{E}_{h \sim D}\left[\mathbb{1}\left(y_{i} \neq 1\right)\right]+\left(\lambda_{i j}^{t}-\lambda_{j i}^{t}\right) .
$$

Then, $D^{t}=h^{t}=\operatorname{CSC}\left(\left\{\left(x_{i}, c_{i}^{0}, c_{i}^{1}\right)\right\}_{i=1}^{n}\right)$ (we note that the best response is always a deterministic classifier $h^{t}$ ).

As for $\alpha^{t}$, we show in Lemma 13 that the primal player sets $\alpha_{i j}^{t}=1$ if $\tau^{t} \frac{w_{i j}}{|A|}-\lambda_{i j}^{t} \leq 0$ and 0 otherwise. We provide the pseudo-code in Algorithm 5.

```
Algorithm 5 Best Response, \(B E S T_{\rho}(\lambda, \tau)\), for the primal player
Input: training examples \(S=\left\{x_{i}, y_{i}\right\}_{i=1}^{n}, \lambda \in \Lambda, \tau \in \mathcal{T}\), CSC oracle CSC
for \(i=1, \ldots, n\) do
    if \(y_{i}=0\) then
        Set \(c_{i}^{0}=0\)
        Set \(c_{i}^{1}=\frac{1}{n}+\sum_{j \neq i} \lambda_{i j}-\lambda_{j i}\)
    end
    else
        Set \(c_{i}^{0}=\frac{1}{n}\)
        Set \(c_{i}^{1}=\sum_{j \neq i} \lambda_{i j}-\lambda_{j i}\)
    end
end
\(D=C S C(S, c)\)
    for \((i, j) \in[n]^{2}\) do
    \(\alpha_{i j}= \begin{cases}1: & \tau \frac{w_{i j}}{|A|}-\lambda_{i j} \leq 0 \\ 0: & \tau \frac{w_{i j}}{|A|}-\lambda_{i j}>0 .\end{cases}\)
end
Output: \(D, \alpha\)
```

Lemma 12. For fixed $\lambda, \tau$, the best response optimization for the primal player is separable, i.e.

$$
\underset{D, \alpha}{\operatorname{argmin}} \mathcal{L}(D, \alpha, \lambda, \tau)=\underset{D}{\operatorname{argmin}} \mathcal{L}_{\lambda, \tau}^{\rho_{1}}(D) \times \underset{\alpha}{\operatorname{argmin}} \mathcal{L}_{\lambda, \tau}^{\rho_{2}}(\alpha),
$$

where

$$
\mathcal{L}_{\lambda, \tau}^{\rho_{1}}(D)=\operatorname{err}(h, D)+\sum_{(i, j) \in[n]^{2}} \lambda_{i j} \underset{h \sim D}{\mathbb{E}}\left[h\left(x_{i}\right)-h\left(x_{j}\right)\right]
$$

and

$$
\mathcal{L}_{\lambda, \tau}^{\rho_{2}}(\alpha)=\sum_{(i, j) \in[n]^{2}} \lambda_{i j}\left(-\alpha_{i j}\right)+\tau\left(\frac{1}{|A|} \sum_{(i, j) \in[n]^{2}} w_{i j} \alpha_{i j}\right)
$$

Lemma 13. For fixed $\lambda$ and $\tau$, the output $\alpha$ from $\operatorname{BEST}_{\rho}(\lambda, \tau)$ minimizes $\mathcal{L}_{\lambda, \tau}^{\rho_{2}}$

Proof. The optimization

$$
\begin{aligned}
\underset{\alpha}{\operatorname{argmin}} \mathcal{L}_{\lambda, \tau}^{\rho_{2}} & =\underset{\alpha}{\operatorname{argmin}} \sum_{(i, j) \in[n]^{2}} \lambda_{i j}\left(-\alpha_{i j}\right)+\tau\left(\frac{1}{|A|} \sum_{(i, j) \in[n]^{2}} w_{i j} \alpha_{i j}\right) \\
& =\underset{\alpha}{\operatorname{argmin}} \sum_{(i, j) \in[n]^{2}}-\lambda_{i j} \alpha_{i j}+\sum_{(i, j) \in[n]^{2}} \tau \frac{w_{i j}}{|A|} \alpha_{i j} \\
& =\underset{\alpha}{\operatorname{argmin}} \sum_{(i, j) \in[n]^{2}} \alpha_{i j}\left(\tau \frac{w_{i j}}{|A|}-\lambda_{i j}\right) .
\end{aligned}
$$

Note that for any pair $(i, j) \in[n]^{2}$, the term $\alpha_{i j} \in[0,1]$. Thus, when the constant $\tau \frac{w_{i j}}{|A|}-\lambda_{i j} \leq$ 0 , we assign $\alpha_{i j}$ as the maximum bound, 1 , in order to minimize $\mathcal{L}_{\rho_{2}}$. Otherwise, when $\tau \frac{w_{i j}}{|A|}-\lambda_{i j}>0$, we assign $\alpha_{i j}$ as the minimum bound, 0.

Lemma 14. For fixed $\lambda$ and $\tau$, the output $D$ from $B E S T(\lambda, \tau)$ minimizes $\mathcal{L}_{\lambda, \tau}^{\rho_{1}}$

Proof.

$$
\begin{aligned}
& \underset{D}{\operatorname{argmin}} \mathcal{L}_{\lambda, \tau}^{\rho_{1}} \\
& =\underset{D}{\operatorname{argmin}} \operatorname{err}(D, S)+\sum_{(i, j) \in[n]^{2}} \lambda_{i j} \underset{h \sim D}{\mathbb{E}}\left[h\left(x_{i}\right)-h\left(x_{j}\right)\right] \\
& =\underset{D}{\operatorname{argmin}} \frac{1}{n} \sum_{i=1}^{n} \mathbb{E}_{h \sim D}\left[\mathbb{1}\left(h\left(x_{i}\right) \neq y_{i}\right)\right]+\sum_{(i, j) \in[n]^{2}} \lambda_{i j} \underset{h \sim D}{\mathbb{E}}\left[h\left(x_{i}\right)-h\left(x_{j}\right)\right] \\
& =\underset{D}{\operatorname{argmin}} \sum_{i=1}^{n}\left(\frac{1}{n} \mathbb{E}_{h \sim D}\left[\mathbb{1}\left(h\left(x_{i}\right) \neq y_{i}\right)\right]+\sum_{j \neq i} \lambda_{i j} h\left(x_{i}\right)-\sum_{j \neq i} \lambda_{j i} h\left(x_{i}\right)\right) \\
& =\underset{D}{\operatorname{argmin}} \sum_{i=1}^{n}\left(\frac{1}{n} \mathbb{E}_{h \sim D}\left[\mathbb{1}\left(h\left(x_{i}\right) \neq y_{i}\right)\right]+\sum_{j \neq i} h\left(x_{i}\right)\left(\lambda_{i j}-\lambda_{j i}\right)\right) .
\end{aligned}
$$

For each $i \in[n]$, we assign the cost

$$
c_{i}^{h\left(x_{i}\right)}=\frac{1}{n} \mathbb{E}_{h \sim D}\left[\mathbb{1}\left(h\left(x_{i}\right) \neq y_{i}\right)\right]+h\left(x_{i}\right)\left(\lambda_{i j}-\lambda_{j i}\right) .
$$

Note that the cost depends on whether $y_{i}=0$ or 1 . For example, take $y_{i}=1$ and $h\left(x_{i}\right)=0$.
The cost

$$
\begin{aligned}
c_{i}^{h\left(x_{i}\right)}=c_{i}^{0} & =\frac{1}{n} \mathbb{E}_{h \sim D}\left[\mathbb{1}\left(h\left(x_{i}\right) \neq y_{i}\right)\right]+\sum_{j \neq i} h\left(x_{i}\right)\left(\lambda_{i j}-\lambda_{j i}\right) \\
& =\frac{1}{n} \cdot 1+\sum_{j \neq i} 0 \cdot\left(\lambda_{i j}-\lambda_{j i}\right)=\frac{1}{n}
\end{aligned}
$$

### 4.4.3. The Dual Player's No-regret Updates

In order to reason about convergence we need to restrict the dual player's action space to lie within a bounded $\ell_{1}$ ball, defined by the parameters $C_{\tau}$ and $C_{\lambda}$ that appear in our theorem

- and serve to trade off running time with approximation quality:

$$
\Lambda=\left\{\lambda \in \mathbb{R}_{+}^{n^{2}}:\|\lambda\|_{1} \leq C_{\lambda}\right\}, \mathcal{T}=\left\{\tau \in \mathbb{R}_{+}:\|\tau\|_{1} \leq C_{\tau}\right\}
$$

The dual player will use exponentiated gradient descent [62] to update $\lambda$ and online gradient descent [102] to update $\tau$, where the reward function will be defined as:

$$
r_{\lambda}\left(\lambda^{t}\right)=\sum_{(i, j) \in[n]^{2}} \lambda_{i j}^{t}\left(\underset{h \sim D}{\mathbb{E}}\left[h\left(x_{i}\right)-h\left(x_{j}\right)\right]-\alpha_{i j}-\gamma\right)
$$

and

$$
r_{\lambda}\left(\tau^{t}\right)=\tau^{t}\left(\frac{1}{|A|} \sum_{(i, j) \in[n]^{2}} w_{i j} \alpha_{i j}-\eta\right) .
$$

We provide the pseudo-code in Algorithm 6 but defer some of the proofs to Appendix 4.A.

```
Algorithm 6 No-Regret Dynamics
Input: training examples \(\left\{x_{i}, y_{i}\right\}_{i=1}^{n}\), bounds \(C_{\lambda}\) and \(C_{\tau}\), time horizon \(T\), step sizes \(\mu_{\lambda}\) and
    \(\left\{\mu_{\tau}^{t}\right\}_{T}^{t=1}\)
Set \(\theta_{1}^{0}=\mathbf{0} \in \mathbb{R}^{n^{2}}\)
    Set \(\tau^{0}=0\)
    for \(t=1,2, \ldots, T\) do
        Set \(\lambda_{i j}^{t}=C_{\lambda} \frac{\exp \theta_{i j}^{t-1}}{1+\sum_{i^{\prime}, j^{\prime} \in[n]^{2}} \exp \theta_{i^{\prime} j^{\prime}}^{t-1}}\) for all pairs \((i, j) \in[n]^{2}\)
        Set \(\tau^{t}=\operatorname{proj}_{\left[0, C_{\tau}\right]}\left(\tau^{t-1}+\mu_{\tau}^{t}\left(\frac{1}{|A|} \sum_{i, j} w_{i j} \alpha_{i j}^{t-1}-\eta\right)\right)\)
    \(D^{t}, \alpha^{t} \leftarrow \operatorname{BEST}_{\rho}\left(\lambda^{t}, \tau^{t}\right)\)
    for \((i, j) \in[n]^{2}\) do
        \(\theta_{i j}^{t}=\theta_{i j}^{t-1}+\mu_{\lambda}^{t-1}\left(\mathbb{E}_{h \sim D^{t}}\left[h\left(x_{i}\right)-h\left(x_{j}\right)\right]-\alpha_{i j}^{t}-\gamma\right)\)
    end
end
Output: \(\frac{1}{T} \sum_{t=1}^{T} D^{t}\)
```

Lemma 15. For fixed $D$ and $\alpha$, the best response optimization for the dual player is separable, i.e.

$$
\underset{\lambda \in \Lambda, \tau \in \mathcal{T}}{\operatorname{argmax}} \mathcal{L}(D, \alpha, \lambda, \tau)=\underset{\lambda \in \Lambda}{\operatorname{argmax}} \mathcal{L}_{D, \alpha}^{\psi_{1}}(\lambda) \times \underset{\tau \in \mathcal{T}}{\operatorname{argmax}} \mathcal{L}_{D, \alpha}^{\psi_{2}}(\tau),
$$

where

$$
\mathcal{L}_{D, \alpha}^{\psi_{1}}(\lambda)=\sum_{(i, j) \in[n]^{2}} \lambda_{i j}\left(\underset{h \sim D}{\mathbb{E}}\left[h\left(x_{i}\right)-h\left(x_{j}\right)\right]-\alpha_{i j}-\gamma\right)
$$

and

$$
\mathcal{L}_{D, \alpha}^{\psi_{2}}(\tau)=\tau\left(\frac{1}{|A|} \sum_{(i, j) \in[n]^{2}} w_{i j} \alpha_{i j}-\eta\right)
$$

Lemma 16. Running online gradient descent for $\tau^{t}$, i.e.

$$
\tau^{t}=\operatorname{proj}_{\left[0, C_{\tau}\right]}\left(\tau^{t-1}+\mu^{t-1} \cdot \nabla \mathcal{L}_{D^{t}, \alpha^{t}}^{\psi_{2}}\left(\tau^{t-1}\right)\right)
$$

with step size $\mu^{t}=\frac{C_{\tau}}{\sqrt{T}}$ yields the following regret

$$
\max _{\tau \in \mathcal{T}} \sum_{t=1}^{T} \mathcal{L}_{D^{t}, \alpha^{t}}^{\psi_{2}}(\tau)-\sum_{t=1}^{T} \mathcal{L}_{D^{t}, \alpha^{t}}^{\psi_{2}}\left(\tau^{t}\right) \leq C_{\tau} \sqrt{T}
$$

Proof. First, note that $\nabla \mathcal{L}_{D^{t}, \alpha^{t}}^{\psi_{2}}\left(\tau^{t-1}\right)=\frac{1}{W} \sum_{i j} w_{i j} \alpha_{i j}^{t-1}-\eta$ and

$$
\tau^{t}=\operatorname{proj}_{\left[0, C_{\tau}\right]}\left(\tau^{t-1}+\mu_{\tau}^{t}\left(\frac{1}{W} \sum_{i j} w_{i j} \alpha_{i j}^{t-1}-\eta\right)\right)
$$

From [102], we find that the regret of this online gradient descent (translated into our notations) is bounded as follows:

$$
\begin{equation*}
\max _{\tau \in \mathcal{T}} \sum_{t=1}^{T} \mathcal{L}_{D^{t}, \alpha^{t}}^{\psi_{2}}(\tau)-\sum_{t=1}^{T} \mathcal{L}_{D^{t}, \alpha^{t}}^{\psi_{2}}\left(\tau^{t}\right) \leq \frac{C_{\tau}^{2}}{2 \mu_{\tau}^{T}}+\frac{\left\|\nabla \mathcal{L}_{D, \alpha}^{\psi_{2}}\right\|^{2}}{2} \sum_{t=1}^{T} \mu_{\tau}^{t} \tag{4.4}
\end{equation*}
$$

where the bound on our target $\tau$ term is $C_{\tau}$, the gradient of our cost function at round $t$ is $\nabla \mathcal{L}_{D^{t}, \alpha^{t}}^{\psi_{2}}\left(\tau^{t-1}\right)$, and the bound $\left\|\nabla \mathcal{L}_{D, \alpha}^{\psi_{2}}\right\|=\sup _{\tau \in \mathcal{T}, t \in[T]}\left\|\nabla \mathcal{L}_{D^{t}, \alpha^{t}}^{\psi_{2}}\left(\tau^{t-1}\right)\right\|$. To prove the above lemma, we first need to show that this bound $\left\|\nabla \mathcal{L}_{D, \alpha}^{\psi_{2}}\right\| \leq 1$.

Since $w_{i j}, \alpha_{i j}, \eta \in[0,1]$ for all pairs $(i, j)$, the Lagrangian $\frac{1}{|A|} \sum_{i j} w_{i j} \alpha_{i j}-\eta=\frac{\sum_{i j} w_{i j} \alpha_{i j}}{|A|}-\eta \leq$

1. For all $t$, the gradient

$$
\left|\nabla \mathcal{L}_{D^{t}, \alpha^{t}}^{\psi_{2}}\left(\tau^{t-1}\right)\right|=\frac{\sum_{i j} w_{i j} \alpha_{i j}^{t-1}}{|A|}-\eta \leq 1 .
$$

Thus,

$$
\left|\nabla \mathcal{L}_{D, \alpha}^{\psi_{2}}\right| \leq 1
$$

Note that if we define $\mu_{\tau}^{t}=\frac{C_{\tau}}{\sqrt{T}}$, then the summation of the step sizes is equal to

$$
\sum_{t=1}^{T} \mu_{\tau}^{t}=C_{\tau} \sqrt{T}
$$

Substituting these two results into inequality (4.4), we get that the regret

$$
\max _{\tau \in \mathcal{T}} \sum_{t=1}^{T} \mathcal{L}_{D^{t}, \alpha^{t}}^{\psi_{2}}(\tau)-\sum_{t=1}^{T} \mathcal{L}_{D^{t}, \alpha^{t}}^{\psi_{2}}\left(\tau^{t}\right) \leq \frac{C_{\tau}^{2}}{2\left(C_{\tau} / \sqrt{T}\right)}+\frac{1}{2} C_{\tau} \sqrt{T}=C_{\tau} \sqrt{T}
$$

Lemma 17. Running exponentiated gradient descent for $\lambda^{t}$ yields the following regret:

$$
\max _{\lambda \in \Lambda} \sum_{t=1}^{T} \mathcal{L}_{D^{t}, \alpha^{t}}^{\psi_{1}}(\lambda)-\sum_{t=1}^{T} \mathcal{L}_{D^{t}, \alpha^{t}}^{\psi_{1}}\left(\lambda^{t}\right) \leq 2 C_{\lambda} \sqrt{T \log n}
$$

Proof. In each round, the dual player gets to charge either some $(i, j)$ constraint or no constraint at all. In other words, he is presented with $n^{2}+1$ options. Therefore, to account for the option of not charging any constraint, we define vector $\lambda^{\prime}=(\lambda, 0)$, where the last coordinate, which will always be 0 , corresponds to the option of not charging any constraint.

Next, we define the reward vector $\zeta^{t}$ for $\lambda^{\prime t}$ as

$$
\zeta^{t}=\left(\left(\underset{h \sim D^{t}}{\mathbb{E}}\left[h\left(x_{i}\right)-h\left(x_{j}\right)\right]-\alpha_{i j}^{t}-\gamma\right)_{i, j \in[n]^{2}}, 0\right)
$$

Hence, the reward function is

$$
r\left(\lambda^{\prime t}\right)=\zeta^{t} \cdot \lambda^{\prime t}=\mathcal{L}_{D^{t}, \alpha^{t}}^{\psi_{1}}\left(\lambda^{t}\right) .
$$

The gradient of the reward function is

$$
\nabla r\left(\lambda^{\prime t}\right)=\left(\left(\nabla r\left(\lambda^{t}\right)\right)_{i, j \in\left[n^{2}\right]}, 0\right)=\left(\zeta^{t}, 0\right)
$$

Note that the L- $\infty$ norm of the gradient is bounded by 1, i.e.

$$
\left\|\nabla r\left(\lambda^{\prime t}\right)\right\|_{\infty} \leq 1
$$

because for any $t$, each respective component of the gradient, $\underset{h \sim D^{t}}{\mathbb{E}}\left[h\left(x_{i}\right)-h\left(x_{j}\right)\right]-\alpha_{i j}^{t}-\gamma$, is bounded by 1 .

Here, by the regret bound of [62], we obtain the following regret bound:

$$
\begin{aligned}
& \max _{\lambda \in \Lambda} \sum_{t=1}^{T} \mathcal{L}_{D^{t}, \alpha^{t}}^{\psi_{1}}(\lambda)-\sum_{t=1}^{T} \mathcal{L}_{D^{t}, \alpha^{t}}^{\psi_{1}}\left(\lambda^{t}\right) \\
& \leq \frac{\log n}{\mu}+\mu\left\|\lambda^{\prime}\right\|_{1}^{2}\left\|\nabla r\left(\lambda^{\prime}\right)\right\|_{\infty}^{2} T \\
& \leq \frac{\log n}{\mu}+\mu C_{\lambda}^{2} T .
\end{aligned}
$$

If we take $\mu=\frac{1}{C_{\lambda}} \sqrt{\frac{\log n}{T}}$, the regret is bounded as follows:

$$
\begin{equation*}
\max _{\lambda \in \Lambda} \sum_{t=1}^{T} \mathcal{L}_{D^{t}, \alpha^{t}}^{\psi_{1}}(\lambda)-\sum_{t=1}^{T} \mathcal{L}_{D^{t}, \alpha^{t}}^{\psi_{1}}\left(\lambda^{t}\right) \leq 2 C_{\lambda} \sqrt{T \log n} \tag{4.5}
\end{equation*}
$$

Remark 4. If the primal learner's approximate best response satisfies

$$
\sum_{t=1}^{T} \mathcal{L}\left(D^{t}, \alpha^{t}, \lambda^{t}, \tau^{t}\right)-\min _{D \in \Delta(H), \alpha \in[0,1]^{n^{2}}} \sum_{t=1}^{T} \mathcal{L}\left(D, \alpha, \lambda^{t}, \tau^{t}\right) \leq \xi_{\rho} T
$$

along with dual player's regret of $\xi_{\rho} T$, then $(\bar{D}, \bar{\alpha}, \bar{\lambda}, \bar{\tau})$ is an $\left(\xi_{\rho}+\xi_{\psi}\right)$-approximate solution
Theorem 12. Let $(\hat{D}, \hat{\alpha}, \hat{\lambda}, \hat{\tau})$ be a v-approximate solution to the Lagrangian problem. More specifically,

$$
\mathcal{L}(\hat{D}, \hat{\alpha}, \hat{\lambda}, \hat{\tau}) \leq \min _{D \in \Delta(\mathcal{H}), \alpha \in[0,1]^{n^{2}}} \mathcal{L}(D, \alpha, \hat{\lambda}, \hat{\tau})+v
$$

and

$$
\mathcal{L}(\hat{D}, \hat{\alpha}, \hat{\lambda}, \hat{\tau}) \geq \max _{\lambda \in \Lambda, \tau \in \mathcal{T}} \mathcal{L}(\hat{D}, \hat{\alpha}, \lambda, \tau)-v
$$

Then, $\operatorname{err}(\hat{D}, S) \leq O P T+2 v$. And as for the constraints, we have

$$
\begin{gathered}
\underset{h \sim \hat{D}}{\mathbb{E}}\left[h\left(x_{i}\right)-h\left(x_{j}\right)\right] \leq \hat{\alpha}_{i j}+\gamma+\frac{1+2 v}{C_{\lambda}}, \forall(i, j) \in[n]^{2} \\
\frac{1}{|A|} \sum_{(i, j) \in[n]^{2}} \hat{w}_{i j} \hat{\alpha}_{i j} \leq \eta+\frac{1+2 v}{C_{\tau}} .
\end{gathered}
$$

Proof. Let $\left(D^{*}, \alpha^{*}\right)=\operatorname{argmin}_{(D, \alpha) \in \Omega(S, \hat{w}, \gamma, \eta)} \operatorname{err}(D, S)$, the optimal solution to the Fair ERM. Also, define

$$
\begin{aligned}
& \text { penalty }_{S, w}(D, \alpha, \lambda, \tau) \\
& :=\sum_{(i, j)} \lambda_{i j}\left(\underset{h \sim D}{\mathbb{E}}\left[h\left(x_{i}\right)-h\left(x_{j}\right)\right]-\alpha_{i j}-\gamma\right)+\tau\left(\frac{1}{|A|} \sum_{(i, j)} \hat{w}_{i j} \alpha_{i j}-\eta\right) .
\end{aligned}
$$

Note that for any $D$ and $\alpha, \max _{\lambda \in \Lambda, \tau \in \mathcal{T}}$ penalty $_{S, \hat{w}}(D, \alpha, \lambda, \tau) \geq 0$ because one can always
set $\lambda=0$ and $\tau=0$.

$$
\begin{aligned}
\max _{\lambda \in \Lambda, \tau \in \mathcal{T}} \mathcal{L}(\hat{D}, \hat{\alpha}, \lambda, \tau) & \leq \mathcal{L}(\hat{D}, \hat{\alpha}, \hat{\lambda}, \hat{\tau})+v \\
& \leq \min _{D \in \Delta(\mathcal{H}), \alpha \in[0,1]^{n^{2}}} \mathcal{L}(D, \alpha \hat{\lambda}, \hat{\tau})+2 v \\
& \leq \mathcal{L}\left(D^{*}, \alpha^{*}, \hat{\lambda}, \hat{\tau}\right)+2 v \\
& =\operatorname{err}\left(D^{*}, S\right)+\text { penalty }_{S}, \hat{w}\left(D^{*}, \alpha^{*}, \hat{\lambda}, \hat{\tau}\right)+2 v \\
& \leq \operatorname{err}\left(D^{*}, S\right)+2 v
\end{aligned}
$$

The first inequality and the third inequality are from the definition of $v$-approximate saddle point, and the second to last equality comes from the fact that $\left(D^{*}, a^{*}\right)$ is a feasible solution. Now, we consider two cases when $(\hat{D}, \hat{\alpha})$ is a feasible solution and when it's not.

1. $(\hat{D}, \hat{\alpha}) \in \Omega(S, \hat{w}, \gamma, \eta)$

In this case, $\max _{\lambda \in \Lambda, \tau \in \mathcal{T}}$ penalty $_{S, \hat{w}}(\hat{D}, \hat{\alpha}, \lambda, \tau)=0$ because by the definition of being a feasible solution, we have $\mathbb{E}_{h \sim D}\left[h\left(x_{i}\right)-h\left(x_{j}\right)\right] \leq \alpha_{i j}+\gamma, \forall(i, j) \in[n]^{2}$ and $\frac{1}{|A|} \sum_{(i, j) \in[n]^{2}} \hat{w}_{i j} \alpha_{i j} \leq \eta$. Hence, $\max _{\lambda \in \Lambda, \tau \in \mathcal{T}} \mathcal{L}(\hat{D}, \hat{\alpha}, \lambda, \tau)=\operatorname{err}(\hat{D}, S)$. Therefore, we have $\operatorname{err}(\hat{D}, S) \leq \operatorname{err}\left(D^{*}, S\right)+2 v$.
2. $(\hat{D}, \hat{\alpha}) \notin \Omega(S, \hat{w}, \gamma, \eta)$

$$
\max _{\lambda \in \Lambda, \tau \in \mathcal{T}} \mathcal{L}(\hat{D}, \hat{\alpha}, \lambda, \tau)=\operatorname{err}(\hat{D}, S)+\max _{\lambda \in \Lambda, \tau \in \mathcal{T}} \text { penalty }_{S, \hat{w}}(\hat{D}, \hat{\alpha}, \lambda, \tau) .
$$

Therefore, $\operatorname{err}(\hat{D}, S) \leq \operatorname{err}\left(D^{*}, S\right)+2 v$ because

$$
\max _{\lambda \in \Lambda, \tau \in \mathcal{T}} \text { penalty }_{S, \hat{w}}(\hat{D}, \hat{\alpha}, \lambda, \tau) \geq 0
$$

Now, we show that even when $(\hat{D}, \hat{\alpha})$ is not a feasible solution, the constraints are
violated only by so much. Note that

$$
\begin{aligned}
& \max _{\lambda \in \Lambda, \tau \in \mathcal{T}} \mathcal{L}(\hat{D}, \hat{\alpha}, \lambda, \tau) \\
& =\operatorname{err}(\hat{D}, S)+\max _{\lambda \in \Lambda, \tau \in \mathcal{T}} \operatorname{penalty}_{S, \hat{w}}(\hat{D}, \hat{\alpha}, \lambda, \tau) \leq \operatorname{err}\left(D^{*}, S\right)+2 v
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
& \max _{\lambda \in \Lambda, \tau \in \mathcal{T}} \text { penalty }_{S, \hat{w}}(\hat{D}, \hat{\alpha}, \hat{\lambda}, \hat{\tau}) \leq \operatorname{err}\left(D^{*}, S\right)-\operatorname{err}(\hat{D}, S)+2 v \\
& \max _{\lambda \in \Lambda, \tau \in \mathcal{T}} \text { penalty }_{S, \hat{w}}(\hat{D}, \hat{\alpha}, \hat{\lambda}, \hat{\tau}) \leq 1+2 v
\end{aligned}
$$

Let $\lambda^{*}, \tau^{*}=B E S T_{\psi}(\hat{D}, \hat{\alpha})$, which minimizes the function as shown in Lemma 18 and 19. Now, consider

$$
\sum_{(i, j)} \lambda_{i j}^{*}\left(\underset{h \sim D}{\mathbb{E}}\left[h\left(x_{i}\right)-h\left(x_{j}\right)\right]-\alpha_{i j}-\gamma\right)+\tau^{*}\left(\frac{1}{|A|} \sum_{(i, j)} \hat{w}_{i j} \alpha_{i j}-\eta\right) \leq 1+2 v
$$

Say $\left(i^{*}, j^{*}\right)=\operatorname{argmax}_{(i, j) \in\left[n^{2}\right]} \underset{\sim \sim D}{\mathbb{E}}\left[h\left(x_{i}\right)-h\left(x_{j}\right)\right]-\alpha_{i j}-\gamma$. Remember that if

$$
\underset{h \sim D}{\mathbb{E}}\left[h\left(x_{i^{*}}\right)-h\left(x_{j^{*}}\right)\right]-\alpha_{i^{*} j^{*}}-\gamma>0,
$$

then $\lambda_{i^{*} j^{*}}^{*}=C_{\tau}$ and 0 for the other coordinates and else, it's just a zero vector. Also, $\tau=C_{\tau}$ if $\sum_{(i, j)} \hat{w}_{i j} \alpha_{i j}-\eta>0$ and 0 otherwise. Thus,

$$
\begin{gathered}
\sum_{(i, j)} \lambda_{i j}^{*}\left(\underset{h \sim D}{\mathbb{E}}\left[h\left(x_{i}\right)-h\left(x_{j}\right)\right]-\alpha_{i j}-\gamma\right) \geq 0 \\
\tau^{*}\left(\frac{1}{|A|} \sum_{(i, j)} \hat{w}_{i j} \alpha_{i j}-\eta\right) \geq 0
\end{gathered}
$$

Therefore, we have

$$
\max _{i, j \in[n]^{2}}\left(\underset{h \sim D}{\mathbb{E}}\left[h\left(x_{i}\right)-h\left(x_{j}\right)\right]-\alpha_{i j}-\gamma\right) \leq \frac{1+2 v}{C_{\lambda}},
$$

and

$$
\frac{1}{|A|} \sum_{(i, j) \in[n]^{2}} \hat{w}_{i j} \hat{\alpha}_{i j} \leq \eta+\frac{1+2 v}{C_{\tau}}
$$

Now, the proof of Theorem 11 is simply plugging in the best response guarantee of the learner, Lemma 13 and 14, and the no-regret guarantee of the auditor, Lemma 16 and 17, into Theorem 12. We defer the actual proof to Appendix 4.A.

### 4.5. Generalization

In this section, we show that fairness loss generalizes out-of-sample. (Error generalization follows from the standard VC-dimension bound, which - because it is a uniform convergece statement is unaffected by the addition of fairness constraints. See Appendix 4.B for the standard statement.)

Proving that the fairness loss generalizes doesn't follow immediately from a standard VCdimension argument for several reasons: it is not linearly separable, but defined as an average over non-disjoint pairs of individuals in the sample. The difference between empirical fairness loss and true fairness loss of a randomized hypothesis $D \in \Delta \mathcal{H}$ is also a non-convex function of the supporting hypotheses $h$, and so it is not sufficient to prove a uniform convergence bound merely for the base hypotheses in our hypothesis class $\mathcal{H}$. We circumvent these difficulties by making use of an $\epsilon$-net argument, together with an application of a concentration inequality, and an application of Sauer's lemma. Briefly, we show that with respect to fairness loss, the continuous set of distributions over classifiers have an $\epsilon$-net of sparse distributions. Using the two-sample trick and Sauer's lemma, we can bound the number of such sparse distributions. The end result is the following generalization theorem:

Theorem 13. Let $S$ consists of $n$ i.i.d points drawn from $\mathcal{P}$ and let $M$ represent a set of $m$ pairs randomly drawn from $S \times S$. Then we have:

$$
\begin{aligned}
& \operatorname{Pr}_{\substack{S \sim \\
M \sim \\
\sim}}\left(S_{\times S)^{m}}\left(\sup _{D \in \Delta \mathcal{H}}\left|\Pi_{D, w, \gamma}(M)-\underset{\left(x, x^{\prime}\right) \sim \mathcal{P}^{2}}{\mathbb{E}}\left[\Pi_{D, w, \gamma}\left(x, x^{\prime}\right)\right]\right|>2 \epsilon\right)\right. \\
& \leq\left(8 \cdot\left(\frac{e \cdot 2 n}{d}\right)^{d k} \exp \left(\frac{-n \epsilon^{2}}{32}\right)+\left(\frac{e \cdot 2 n}{d}\right)^{d k^{\prime}} \exp \left(-8 m \epsilon^{2}\right)\right),
\end{aligned}
$$

where $k^{\prime}=\frac{2 \ln (2 m)}{\epsilon^{2}}+1, k=\frac{\ln \left(2 n^{2}\right)}{8 \epsilon^{2}}+1$, and $d$ is the VC-dimension of $\mathcal{H}$.

See Appendix 4.B for the proof. To interpret this theorem, note that the right hand side (the probability of a failure of generalization) begins decreasing exponentially fast in the data and fairness constraint sample parameters $n$ and $m$ as soon as $n \geq \Omega(d \log (n) \log (n / d))$ and $m \geq \Omega(d \log (m) \log (n / d))$.

### 4.6. A Behavioral Study

The framework and algorithm we have provided can be viewed as a tool to elicit and enforce a notion of fairness defined by a collection of stakeholders. In this section, we describe preliminary results from a human-subject study we performed in which pairwise fairness preferences were elicited and enforced by our algorithm.

We note that the subjects included in our empirical study were not stakeholders affected by the algorithm we used (the COMPAS algorithm). Thus, our results should not be interpreted as cogent for any policy modifications to the COMPAS algorithm. We instead report our empirical findings primarily to showcase the performance of our algorithm and to act as a template for what should be reported if our framework were applied with relevant stakeholders (for example, if fairness preferences about COMPAS data were elicited from inmates). ${ }^{9}$

The framework and algorithm we have provided can be viewed as a potentially powerful tool for empirically studying subjective individual fairness as a behavioral phenomenon.

[^8]In this section we describe preliminary results from a human-subject study we performed in which subjective fairness was elicited and then enforced by our algorithm.

### 4.6.1. Data

Our study used the COMPAS recidivism data gathered by ProPublica ${ }^{10}$ in their celebrated analysis of Northepointe's risk assessment algorithm [4]. This data consists of defendants from Broward County in Florida between 2013 to 2014. For each defendant the data consists of sex (male, female), age (18-96), race (African-American, Caucasian, Hispanic, Asian, Native American), juvenile felony count, juvenile misdemeanor count, number of other juvenile offenses, number of prior adult criminal offenses, the severity of the crime for which they were incarcerated (felony or misdemeanor), as well as the outcome of whether or not they did in fact recidivate. Recidivism is defined as a new arrest within 2 years, not counting traffic violations and municipal ordinance violations.

### 4.6.2. Subjective Fairness Elicitation



Figure 3: Screenshot of sample subjective fairness elicitation question posed to human subjects.

We implemented our fairness framework via a web app that elicited subjective fairness notions from 43 undergraduates at a major research university. After reading a document describing the data and recidivism prediction task, each subject was presented with 50 randomly chosen pairs of records from the COMPAS data set and asked whether in their opinion the two individuals should treated (predicted) equally or not. Importantly, the subjects were shown only the features for the individuals, and not their actual recidivism

[^9]outcomes, since we sought to elicit subjects' fairness notions regarding the predictions of those outcomes. While absolutely no guidance was given to subjects regarding fairness, the elicitation framework allows for rich possibilities. For example, subjects could choose to ignore demographic factors or criminal histories entirely if they liked, or a subject who believes that minorities are more vulnerable to overpolicing could discount their criminal histories relative to Caucasians in their pairwise elicitations.

For each subject, the pairs they identified to be treated equally were taken as constraints on error minimization with respect to the actual recidivism outcomes over the entire COMPAS dataset, and our algorithm was applied to solve this constrained optimization problem, using a linear threshold heuristic as the underlying learning oracle [59]. We ran our algorithm with $\eta=0$ and variable $\gamma$ in Equations (4.1) through (4.3), which represents the strongest enforcement of subjective fairness - the difference in predicted values must be at most $\gamma$ on every pair selected by a subject. Because the issues we are most interested in here (convergence, tradeoffs with accuracy, and heterogeneity of fairness preferences) are orthogonal to generalization - and because we prove VC-dimension based generalization theorems for simplicity, the results we report are in-sample.

### 4.6.3. Results

Since our algorithm relies on a learning heuristic for which worst-case guarantees are not possible, the first empirical question is whether the algorithm converges rapidly on the behavioral data. We found that it did so consistently; a typical example is Figure 4a, where we show the trajectories of model error vs. fairness violation for a particular subject's data for variable values of the input $\gamma$ (horizontal lines). After 1000 iterations, the algorithm has converged to the optimal errors subject to the allowed $\gamma$.

Perhaps the most basic behavioral questions we might ask involve the extent and nature of subject variability. For example, do some subjects identify constraint pairs that are much harder to satisfy than other subjects? And if so, what factors seem to account for such variation?


Figure 4: (a) Sample algorithm trajectory for a particular subject at various $\gamma$. (b) Sample subjective fairness Pareto curves for a sample of subjects. (c) Scatterplot of number of constraints specified and number of opposing constraints vs. error at $\gamma=0.3$. (d) Scatterplot of number of constraints where the true labels are different vs. error at $\gamma=0.3$. (e) Correlation between false positive rate difference and $\gamma$ for racial groups.

Figure 4 b shows that there is indeed considerable variation in subject difficulty. For each of the 43 subjects, we have plotted the error vs. fairness violation Pareto curves obtained by varying $\gamma$ from 0 (pairs selected by subjects must have identical probabilistic predictions of recidivism) to 1.0 (no fairness enforced whatsoever). Since our model space is closed under probabilistic mixtures, the worst-case Pareto curve is linear, obtained by all mixtures of the error-optimal model and random predictions. Easier constaint sets are more convex. We see in the figure that both extremes are exhibited behaviorally - some subjects yield linear or near-linear curves, while others permit huge reductions in unfairness for only slight increases in error, and virtually all the possibilities in between are realized as well. ${ }^{11}$

Since each subject was presented with 50 random pairs and was free to constrain as many or as few as they wished, it is natural to wonder if the variation in difficulty is explained simply by the number of constraints chosen. In Figure 4c we show a scatterplot of the the number

[^10]of constraints selected by a subject ( $x$ axis) versus the error obtained ( $y$ axis) for $\gamma=0.3$ (an intermediate value that exhibits considerable variation in subject error rates) for all 43 subjects. While we see there is indeed strong correlation (approximately 0.69), it is far from the case that the number of constraints explains all the variability. For example, amongst subjects who selected approximately 16 constraints, the resulting error varies over a range of nearly $8 \%$, which is over $40 \%$ of the range from the optimal error ( 0.32 ) to the worst fairness-constrained error (0.5). More surprisingly, when we consider only the 'opposing' constraints, pairs of points with different true labels, the correlation (0.489) seems to be weaker. Enforcing a classifier to predict similarly on a pair of points with different true labels should increase the error, and yet, it is less correlated with error than the raw number of constraints. This suggests that the variability in subject difficulty is due to the nature of the constraints themselves rather than their number or disagreement with the true labels.

It is also interesting to consider the collective force of the 1432 constraints selected by all 43 subjects together, which we can view as a "fairness panel" of sorts. Given that there are already individual subjects whose constraints yield the worst-case Pareto curve, it is unsurprising that the collective constraints do as well. But we can exploit the flexibility of our optimization framework in Equations (4.1) through constraint (4.3), and let $\gamma=0.0$ and vary only $\eta$, thus giving the learner discretion in which subjects' constraints to discount or discard at a given budget $\eta$. In doing so we find that the unconstrained optimal error can be obtained while having the average (exact) pairwise constraint be violated by only roughly $25 \%$, meaning roughly that only $25 \%$ of the collective constraints account for all the difficulty.

Finally, we can investigate the extent to which behavioral subjective fairness notions align with more standard statistical fairness definitions, such as equality of false positive rates. For instance, for each subject and a pair of racial groups, we take the absolute difference in false positive rates of the classifier at $\gamma \in\{0.0,0.1, \ldots, 1.0\}$ and calculate the correlation coefficient between realized values of $\gamma$ (which measure violation of subjective unfairness)
and the false positive rate differences. Figure 4e shows the average correlation coefficient across subjects for each pair of racial groups. We note that subjective fairness correlates with a smaller gap between the false positive rates across Caucasians and African Americans: but correlates substantially less for other pairs of racial groups.

We leave a more complete investigation of our behavioral study for future work, including the detailed nature of subject variability and further comparison of behavioral subjective fairness to standard algorithmic fairness notions.

## Appendix

4.A. Missing Details from Section 4.4

## 4.A.1. Primal Player's Best Response

Lemma 12. For fixed $\lambda, \tau$, the best response optimization for the primal player is separable, i.e.

$$
\underset{D, \alpha}{\operatorname{argmin}} \mathcal{L}(D, \alpha, \lambda, \tau)=\underset{D}{\operatorname{argmin}} \mathcal{L}_{\lambda, \tau}^{\rho_{1}}(D) \times \underset{\alpha}{\operatorname{argmin}} \mathcal{L}_{\lambda, \tau}^{\rho_{2}}(\alpha),
$$

where

$$
\mathcal{L}_{\lambda, \tau}^{\rho_{1}}(D)=\operatorname{err}(h, D)+\sum_{(i, j) \in[n]^{2}} \lambda_{i j} \underset{h \sim D}{\mathbb{E}}\left[h\left(x_{i}\right)-h\left(x_{j}\right)\right]
$$

and

$$
\mathcal{L}_{\lambda, \tau}^{\rho_{2}}(\alpha)=\sum_{(i, j) \in[n]^{2}} \lambda_{i j}\left(-\alpha_{i j}\right)+\tau\left(\frac{1}{|A|} \sum_{(i, j) \in[n]^{2}} w_{i j} \alpha_{i j}\right)
$$

Proof. First, note that $\alpha$ is not dependent on $D$ and vice versa. Thus, we may separate the
optimization $\operatorname{argmin}_{D, \alpha} \mathcal{L}$ as such:

$$
\begin{aligned}
& \underset{D, \alpha}{\operatorname{argmin}} \mathcal{L}(D, \alpha, \lambda, \tau) \\
& =\underset{D, \alpha}{\operatorname{argmin}} \operatorname{err}(D, S)+\sum_{(i, j) \in[n]^{2}} \lambda_{i j}\left(\underset{h \sim D}{\mathbb{E}}\left[h\left(x_{i}\right)-h\left(x_{j}\right)\right]-\alpha_{i j}-\gamma\right) \\
& +\tau\left(\frac{1}{|A|} \sum_{(i, j) \in[n]^{2}} w_{i j} \alpha_{i j}-\eta\right) \\
& =\underset{D}{\operatorname{argmin}} \operatorname{err}(D, S)+\sum_{(i, j) \in[n]^{2}} \lambda_{i j} \underset{h \sim D}{\mathbb{E}}\left[h\left(x_{i}\right)-h\left(x_{j}\right)\right] \times \sum_{(i, j) \in[n]^{2}} \lambda_{i j}\left(-\alpha_{i j}\right) \\
& +\tau\left(\frac{1}{|A|} \sum_{(i, j) \in[n]^{2}} w_{i j} \alpha_{i j}\right) \\
& =\underset{D}{\operatorname{argmin}} \mathcal{L}_{\lambda, \tau}^{\rho_{1}}(D) \times \underset{\alpha}{\operatorname{argmin}} \mathcal{L}_{\lambda, \tau}^{\rho_{2}}(\alpha)
\end{aligned}
$$

## 4.A.2. Dual Player's Best Response

Lemma 15. For fixed $D$ and $\alpha$, the best response optimization for the dual player is separable, i.e.

$$
\underset{\lambda \in \Lambda, \tau \in \mathcal{T}}{\operatorname{argmax}} \mathcal{L}(D, \alpha, \lambda, \tau)=\underset{\lambda \in \Lambda}{\operatorname{argmax}} \mathcal{L}_{D, \alpha}^{\psi_{1}}(\lambda) \times \underset{\tau \in \mathcal{T}}{\operatorname{argmax}} \mathcal{L}_{D, \alpha}^{\psi_{2}}(\tau),
$$

where

$$
\mathcal{L}_{D, \alpha}^{\psi_{1}}(\lambda)=\sum_{(i, j) \in[n]^{2}} \lambda_{i j}\left(\underset{h \sim D}{\mathbb{E}}\left[h\left(x_{i}\right)-h\left(x_{j}\right)\right]-\alpha_{i j}-\gamma\right)
$$

and

$$
\mathcal{L}_{D, \alpha}^{\psi_{2}}(\tau)=\tau\left(\frac{1}{|A|} \sum_{(i, j) \in[n]^{2}} w_{i j} \alpha_{i j}-\eta\right)
$$

Proof.

$$
\begin{aligned}
& \underset{\lambda \in \Lambda, \tau \in \mathcal{T}}{\operatorname{argmax}} \mathcal{L}(D, \alpha, \lambda, \tau) \\
& =\underset{\lambda \in \Lambda, \tau \in \mathcal{T}}{\operatorname{argmax}} \underset{h \sim D}{\mathbb{E}}[\operatorname{err}(h, S)]+\sum_{(i, j) \in[n]^{2}} \lambda_{i j}\left(\underset{h \sim D}{\mathbb{E}}\left[h\left(x_{i}\right)-h\left(x_{j}\right)\right]-\alpha_{i j}-\gamma\right) \\
& +\tau\left(\frac{1}{|A|} \sum_{(i, j) \in[n]^{2}} w_{i j} \alpha_{i j}-\eta\right) \\
& =\underset{\lambda \in \Lambda}{\operatorname{argmax}} \sum_{(i, j) \in[n]^{2}} \lambda_{i j}\left(\underset{h \sim D}{\mathbb{E}}\left[h\left(x_{i}\right)-h\left(x_{j}\right)\right]-\alpha_{i j}-\gamma\right) \\
& \times \underset{\tau \in \mathcal{T}}{\operatorname{argmax}} \tau\left(\frac{1}{|A|} \sum_{(i, j) \in[n]^{2}} w_{i j} \alpha_{i j}-\eta\right) \\
& =\underset{\lambda \in \Lambda}{\operatorname{argmax}} \mathcal{L}_{D, \alpha}^{\psi_{1}}(\lambda) \times \underset{\tau \in \mathcal{T}}{\operatorname{argmax}} \mathcal{L}_{D, \alpha}^{\psi_{2}}(\tau)
\end{aligned}
$$

```
Algorithm 7 Best Response, \(\operatorname{BEST}_{\psi}(D, \alpha)\), for the dual player
Input: training examples \(S=\left\{x_{i}, y_{i}\right\}_{i=1}^{n}, D \in \Delta(H), \alpha \in[0,1]^{n^{2}}\)
\(\lambda=0 \in \mathbb{R}^{n^{2}}\)
    \(\left(i^{*}, j^{*}\right)=\operatorname{argmax}_{(i, j) \in[n]^{2}} \mathbb{E}_{h \sim D}\left[h\left(x_{i}\right)-h\left(x_{j}\right)\right]-\alpha_{i j}-\gamma\)
    if \(\mathbb{E}_{h \sim D}\left[h\left(x_{i^{*}}\right)-h\left(x_{j^{*}}\right)\right]-\alpha_{i^{*} j^{*}}-\gamma \leq 0\) then
    \(\mid \quad \lambda_{i^{*} j^{*}}=C_{\lambda}\)
end
Set \(\tau= \begin{cases}0 & \frac{1}{|A|} \sum_{(i, j) \in[n]^{2}} w_{i j} \alpha_{i j}-\eta \leq 0 \\ C_{\tau} & \text { o.w. }\end{cases}\)
```

Output: $\lambda, \tau$

Lemma 18. For fixed $D$ and $\alpha$, the output $\lambda$ from $\operatorname{BEST}_{\psi}(D, \alpha)$ minimizes $\mathcal{L}_{D, \alpha}^{\psi_{1}}$

Proof. Because $\mathcal{L}_{D, \alpha}^{\psi_{1}}$ is linear in terms of $\lambda$ and the feasible region is the non-negative orthant bounded by 1-norm, the optimal solution must include putting all the weight to the pair $(i, j)$ where $\mathbb{E}_{h \sim D}\left[h\left(x_{i}\right)-h\left(x_{j}\right)-\alpha_{i j}\right]$ is maximized.

Lemma 19. For fixed $D$ and $\alpha$, the output $\tau$ from $\operatorname{BES}_{\psi}(D, \alpha)$ minimizes $\mathcal{L}_{D, \alpha}^{\psi_{2}}$

Proof. Because $\mathcal{L}_{D, \alpha}^{\psi_{2}}$ is linear in terms of $\tau$, the optimal solution is trivially to set $\tau$ at either $C_{\tau}$ or 0 depending on the sign.

## 4.A.3. No-Regret Dynamics

Theorem 14 (Freund and Schapire [31]). Let $\left(D^{1}, \alpha^{1}\right), \ldots,\left(D^{T}, \alpha^{T}\right)$ be the primal player's sequence of actions, and $\left(\lambda^{1}, \tau^{1}\right), \ldots,\left(\lambda^{T}, \tau^{T}\right)$ be the dual player's sequence of actions. Let $\bar{D}=\frac{1}{T} \sum_{t=1}^{T} D^{t}, \bar{\alpha}=\frac{1}{T} \sum_{t=1}^{T} \alpha^{t}, \bar{\lambda}=\frac{1}{T} \sum_{t=1}^{T} \lambda^{t}$, and $\bar{\tau}=\frac{1}{T} \sum_{t=1}^{T} \tau^{t}$. Then, if the regret of the dual player satisfies

$$
\max _{\lambda \in \Lambda, \tau \in \mathcal{T}} \sum_{t=1}^{T} \mathcal{L}\left(D^{t}, \alpha^{t}, \lambda^{t}, \tau^{t}\right)-\sum_{t=1}^{T} \mathcal{L}\left(D^{t}, \alpha^{t}, \lambda^{t}, \tau^{t}\right) \leq \xi_{\psi} T
$$

and the primal player best responds in each round

$$
\left(D^{t}, \alpha^{t}\right)=\underset{D \in \Delta(H), \alpha \in[0,1]^{n^{2}}}{\operatorname{argmax}} \mathcal{L}\left(D, \alpha, \lambda^{t}, \tau^{t}\right),
$$

then $(\bar{D}, \bar{\alpha}, \bar{\lambda}, \bar{\tau})$ is an $\xi_{\psi}$-approximate solution

## 4.A.4. Omitted Proof of Theorem 11

Theorem 11. Fix parameters $\nu, C_{\tau}, C_{\lambda}$ that serve to trade off running time with approximation error. There is an efficient algorithm that makes $T=\left(\frac{2 C_{\lambda} \sqrt{\log (n)}+C_{\tau}}{\nu}\right)^{2}$ CSC oracle calls and outputs a solution ( $\hat{D}, \hat{\alpha}$ ) with the following guarantee. The objective value is approximately optimal:

$$
\operatorname{err}(\hat{D}, S) \leq \min _{(D, \alpha) \in \Omega(S, \hat{w}, \gamma, \eta)} \operatorname{err}(D, S)+2 \nu
$$

And the constraints are approximately satisfied: $\mathbb{E}_{h \sim \hat{D}}\left[h\left(x_{i}\right)-h\left(x_{j}\right)\right] \leq \hat{\alpha}_{i j}+\gamma+\frac{1+2 \nu}{C_{\lambda}}, \forall(i, j) \in$ $[n]^{2}$ and $\frac{1}{|A|} \sum_{(i, j) \in[n]^{2}} \hat{w}_{i j} \hat{\alpha}_{i j} \leq \eta+\frac{1+2 \nu}{C_{\tau}}$.

Proof. Observe that

$$
\mathcal{L}(D, \alpha, \lambda, \tau)=\operatorname{err}(D, S)+\mathcal{L}_{D, \alpha}^{\psi_{1}}(\lambda)+\mathcal{L}_{D, \alpha}^{\psi_{2}}(\tau)
$$

By how we constructed $\mathcal{L}_{D, \alpha}^{\psi_{1}}$ and $\mathcal{L}_{D, \alpha}^{\psi_{2}}$, combining Lemma 16 and 17 yields

$$
\begin{aligned}
& \max _{\lambda \in \Lambda, \tau \in \mathcal{T}} \sum_{t=1}^{T} \mathcal{L}\left(D^{t}, \alpha^{t}, \lambda^{t}, \tau^{t}\right)-\sum_{t=1}^{T} \mathcal{L}\left(D^{t}, \alpha^{t}, \lambda^{t}, \tau^{t}\right) \\
& =\max _{\tau \in \mathcal{T}} \sum_{t=1}^{T} \mathcal{L}_{D^{t}, \alpha^{t}}^{\psi_{2}}(\tau)-\sum_{t=1}^{T} \mathcal{L}_{D^{t}, \alpha^{t}}^{\psi_{2}}\left(\tau^{t}\right)+\max _{\lambda \in \Lambda} \sum_{t=1}^{T} \mathcal{L}_{D^{t}, \alpha^{t}}^{\psi_{1}}(\lambda)-\sum_{t=1}^{T} \mathcal{L}_{D^{t}, \alpha^{t}}^{\psi_{1}}\left(\lambda^{t}\right) \\
& \leq \xi_{\psi} T
\end{aligned}
$$

where $\xi_{\psi}=\frac{2 C_{\lambda} \sqrt{T \log n}+C_{\tau} \sqrt{T}}{T}$.
Then, theorem 14 tells us that $\bar{D}, \bar{\alpha}, \bar{\lambda}, \bar{\alpha}$ form a $\xi_{\psi}$-approximate equilibrium, where $\bar{D}=$ $\frac{1}{T} \sum_{t=1}^{T} D^{t}, \bar{\alpha}=\frac{1}{T} \sum_{t=1}^{T} \alpha^{t}, \bar{\lambda}=\frac{1}{T} \sum_{t=1}^{T} \lambda^{t}$, and $\bar{\tau}=\frac{1}{T} \sum_{t=1}^{T} \tau^{t}$. And finally, with $T=$ $\left(\frac{2 C_{\lambda} \sqrt{\log (n)}+C_{\tau}}{v}\right)^{2}$ results in $\xi_{\psi}=\nu$, theorem 12 gives

$$
\operatorname{err}(\hat{D}, S) \leq \min _{(D, \alpha) \in \Omega(S, \hat{w}, \gamma, \eta)} \operatorname{err}(D, S)+2 \nu
$$

And as for the constraints,

$$
\underset{h \sim \hat{D}}{\mathbb{E}}\left[h\left(x_{i}\right)-h\left(x_{j}\right)\right] \leq \hat{\alpha}_{i j}+\gamma+\frac{1+2 \nu}{C_{\lambda}}, \forall(i, j) \in[n]^{2}
$$

and

$$
\frac{1}{|A|} \sum_{(i, j) \in[n]^{2}} \hat{w}_{i j} \hat{\alpha}_{i j} \leq \eta+\frac{1+2 v}{C_{\tau}} .
$$

4.B. Missing Details from Section 4.5

## 4.B.1. Error

Theorem 15 (Kearns and Vazirani [58]). Fix some hypothesis class $\mathcal{H}$ and distribution $\mathcal{P}$. Let $S \sim P^{n}$ be a dataset consisting of $n$ examples $\left\{x_{i}, y_{i}\right\}_{i=1}^{n}$ sampled i.i.d. from $\mathcal{P}$. Then,
for any $0<\delta<1$, with probability $1-\delta$, for every $h \in \mathcal{H}$, we have

$$
|\operatorname{err}(h, \mathcal{P})-\operatorname{err}(h, S)| \leq O\left(\sqrt{\frac{V C D I M(\mathcal{H})+\log \left(\frac{1}{\delta}\right)}{n}}\right)
$$

## 4.B.2. Fairness Loss

At a high level, our argument proceeds as follows: using McDiarmid's inequality, for any fixed hypothesis, its empirical fairness loss concentrates around its expectation. This argument extends to an infinite family of hypotheses with bounded VC-dimension via the standard two-sample trick, together with Sauer's lemma: the only catch is that we need to use a variant of McDiarmid's inequality that applies to sampling without replacement. However, proving that the fairness loss for each fixed hypothesis $h$ concentrates around its expectation is not sufficient to obtain the same result for arbitrary distributions over hypotheses, because the difference between a randomized classifier's fairness loss and its expectation is a non-convex function of the mixture weights. To circumvent this issue, we show that with respect to fairness loss, there is an $\epsilon$-net consisting of sparse distributions over hypotheses. Once we apply Sauer's lemma and the two-sample trick, there are only finitely many such distributions, and we can union bound over them.

We begin by stating the standard version of McDiarmid's inequality:

Theorem 16 (McDiarmid's Inequality). Suppose $X_{1}, \ldots, X_{n}$ are independent and $f$ satisfies

$$
\sup _{x_{1}, \ldots, x_{n}, \hat{x}_{i}}\left|f\left(x_{1}, \ldots, x_{n}\right)-f\left(x_{1}, \ldots, x_{i-1}, \hat{x}_{i}, x_{i+1}, \ldots, x_{n}\right)\right| \leq c_{i} .
$$

Then, for any $\epsilon>0$,

$$
\operatorname{Pr}_{X^{1}, \ldots, X^{n}}\left(\left|f\left(X_{1}, \ldots, X_{n}\right)-\underset{X_{1}, \ldots, X_{n}}{\mathbb{E}}\left[f\left(X_{1}, \ldots, X_{n}\right)\right]\right| \geq \epsilon\right) \leq 2 \exp \left(-\frac{2 \epsilon^{2}}{\sum_{i=1}^{n} c_{i}^{2}}\right)
$$

Lemma 20. Fix a randomized hypothesis $D \in \Delta \mathcal{H}$. Over the randomness of $S \sim \mathcal{P}^{n}$, we
have

$$
\operatorname{Pr}_{S \sim \mathcal{P} n}\left(\left|\Pi_{D, w, \gamma}(S \times S)-\underset{S}{\mathbb{E}}\left[\Pi_{D, w, \gamma}(S \times S)\right]\right| \geq \epsilon\right) \leq 2 \exp \left(-2 n \epsilon^{2}\right)
$$

Proof. Define a slightly modified fairness loss function that depends on each instance instead of a pair.

$$
\Pi_{D, w, \gamma}^{\prime}\left(x_{1}, x_{2}, \ldots, x_{n}\right)=\frac{1}{n^{2}} \sum_{(i, j) \in[n]^{2}} \Pi_{D, w, \gamma}\left(\left(x_{i}, x_{j}\right)\right) .
$$

Note that $\Pi_{D, w, \gamma}^{\prime}\left(x_{1}, \ldots, x_{n}\right)=\Pi_{D, w, \gamma}(S \times S)$. The sensitivity of $\Pi_{D, w, \gamma}^{\prime}\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ is $\frac{1}{n}$, so applying McDiarmid's inequality yields the above concentration.

Theorem 17. If $n \geq \frac{2 \ln (2)}{\epsilon^{2}}$,

$$
\operatorname{Pr}_{S}\left(\sup _{D \in \Delta \mathcal{H}}\left|\Pi_{D, w, \gamma}(S \times S)-\underset{x, x^{\prime}}{\mathbb{E}}\left[\Pi_{D, w, \gamma}\left(x, x^{\prime}\right)\right]\right|>\epsilon\right) \leq 8 \cdot\left(\frac{e \cdot 2 n}{d}\right)^{d k} \exp \left(\frac{-n \epsilon^{2}}{32}\right)
$$

where $d$ is the VC-dimension of $\mathcal{H}$, and $k=\frac{\ln \left(2 n^{2}\right)}{8 \epsilon^{2}}+1$.

Proof. First, by linearity of expectation, we note that $\mathbb{E}_{S}\left[\Pi_{D, w, \gamma}(S \times S)\right]=\mathbb{E}_{x, x^{\prime}}\left[\Pi_{D, w, \gamma}\left(x, x^{\prime}\right)\right]$. Given $S$, let $D_{S}^{*}$ be some randomized classifier such that

$$
\left|\Pi_{D_{S}^{*}, w, \gamma}(S \times S)-\underset{x, x^{\prime}}{\mathbb{E}}\left[\Pi_{D_{S}^{*}, w, \gamma}\left(x, x^{\prime}\right)\right]\right|>\epsilon
$$

If such hypothesis does not exist, let it be some fixed hypothesis in $\mathcal{H}$. We now use standard symmetrization argument, which allows us to bound the difference between the fairness loss of our sample $S$ and that of another independent 'ghost' sample $S^{\prime}=\left(x_{1}^{\prime}, \ldots, x_{n}^{\prime}\right)$ instead
of bounding the difference between the empirical fairness loss and its expected fairness loss.

$$
\begin{aligned}
& \operatorname{Pr}_{S \sim \mathcal{P}^{n}, S^{\prime} \sim \mathcal{P}^{n}}\left(\sup _{D \in \Delta \mathcal{H}}\left|\Pi_{D, w, \gamma}(S \times S)-\Pi_{D, w, \gamma}\left(S^{\prime} \times S^{\prime}\right)\right|>\frac{\epsilon}{2}\right) \\
& \geq \operatorname{Pr}_{S, S^{\prime}}\left(\left|\Pi_{D_{S}^{*}, w, \gamma}(S \times S)-\Pi_{D_{S}^{*}, w, \gamma}\left(S^{\prime} \times S^{\prime}\right)\right|>\frac{\epsilon}{2}\right) \\
& \geq \underset{S, S^{\prime}}{\operatorname{Pr}}\left(\left|\Pi_{D_{S}^{*}, w, \gamma}(S \times S)-\underset{x, x^{\prime}}{\mathbb{E}}\left[\Pi_{D_{S}^{*}, w, \gamma}\left(x, x^{\prime}\right)\right]\right|>\epsilon\right. \\
& \text { and } \left.\left|\Pi_{D^{*}, w, \gamma}\left(S^{\prime} \times S^{\prime}\right)-\underset{x, x^{\prime}}{\mathbb{E}}\left[\Pi_{D^{*}, w, \gamma}\left(x, x^{\prime}\right)\right]\right| \leq \frac{\epsilon}{2}\right) \\
& =\underset{S, S^{\prime}}{\mathbb{E}}\left[\mathbb{1}\left(\left|\Pi_{D_{S}^{*}, w, \gamma}(S \times S)-\underset{x, x^{\prime}}{\mathbb{E}}\left[\Pi_{D_{S}^{*}, w, \gamma}\left(x, x^{\prime}\right)\right]\right|>\epsilon\right)\right. \\
& \left.\cdot \mathbb{1}\left(\left|\Pi_{D^{*}, w, \gamma}\left(S^{\prime} \times S^{\prime}\right)-\underset{x, x^{\prime}}{\mathbb{E}}\left[\Pi_{D^{*}, w, \gamma}\left(x, x^{\prime}\right)\right]\right| \leq \frac{\epsilon}{2}\right)\right] \\
& =\underset{S}{\mathbb{E}}\left[\mathbb{1}\left(\left|\Pi_{D_{S}^{*}, w, \gamma}(S \times S)-\underset{x, x^{\prime}}{\mathbb{E}}\left[\Pi_{D_{S}^{*}, w, \gamma}\left(x, x^{\prime}\right)\right]\right|>\epsilon\right)\right. \\
& \left.\cdot \underset{S^{\prime} \mid S}{\operatorname{Pr}}\left(\left|\Pi_{D^{*}, w, \gamma}\left(S^{\prime} \times S^{\prime}\right)-\underset{x, x^{\prime}}{\mathbb{E}}\left[\Pi_{D^{*}, w, \gamma}\left(x, x^{\prime}\right)\right]\right| \leq \frac{\epsilon}{2}\right)\right] \\
& \left.\geq \underset{S}{\operatorname{Pr}}\left(\left|\Pi_{D_{S}^{*}, w, \gamma}(S \times S)-\underset{x, x^{\prime}}{\mathbb{E}}\left[\Pi_{D_{S}^{*}, w, \gamma}\left(x, x^{\prime}\right)\right]\right|>\epsilon\right)\right) \cdot\left(1-\exp \left(-\frac{n \epsilon^{2}}{2}\right)\right) \\
& \left.\geq \frac{1}{2}\right) \underset{S}{\operatorname{Pr}}\left(\sup _{D \in \Delta \mathcal{H}}\left|\Pi_{D, w, \gamma}(S \times S)-\underset{x, x^{\prime}}{\mathbb{E}}\left[\Pi_{D, w, \gamma}\left(x, x^{\prime}\right)\right]\right|>\epsilon\right)
\end{aligned}
$$

We used Lemma 20 for the second to last inequality, and the last inequality follows from the theorem's condition and the definition of $D_{S}^{*}$.

Now, imagine sampling $\bar{S}=2 n$ points from $\mathcal{P}$, and uniformly choosing $n$ points without replacement to be $S$ and the remaining $n$ points to be $S^{\prime}$. This process is equivalent to sampling $n$ points from $\mathcal{P}$ to form $S$ and another independent set of $n$ points from $\mathcal{P}$ to
form $S^{\prime}$.

$$
\begin{aligned}
& \operatorname{Pr}_{\bar{S}, S, S^{\prime}}\left(\sup _{D \in \Delta \mathcal{H}}\left|\Pi_{D, w, \gamma}(S \times S)-\Pi_{D, w, \gamma}\left(S^{\prime} \times S^{\prime}\right)\right|>\frac{\epsilon}{2}\right) \\
& =\sum_{\bar{S}} \operatorname{Pr}(\bar{S}) \operatorname{Pr}_{S, S^{\prime}}\left(\left.\sup _{D \in \Delta \mathcal{H}}\left|\Pi_{D, w, \gamma}(S \times S)-\Pi_{D, w, \gamma}\left(S^{\prime} \times S^{\prime}\right)\right|>\frac{\epsilon}{2} \right\rvert\, \bar{S}\right)
\end{aligned}
$$

Now, instead of bounding the supremum over $\Delta \mathcal{H}$, we pay approximation error of $\epsilon^{\prime}$ in order to bound the supremum over $\mathcal{H}$.

Lemma 21. For some fixed data sample $S$ of size $n$, any $D \in \Delta \mathcal{H}$ can be approximated by some uniform mixture over $k:=\frac{2 \ln \left(2 n^{2}\right)}{\epsilon^{\prime 2}}+1$ hypotheses $\hat{D}=\frac{1}{k}\left\{h_{1}, \ldots, h_{k}\right\}$ such that for every $\left(x, x^{\prime}\right) \in S \times S$,

$$
\left|\underset{h \sim D}{\mathbb{E}}\left[h(x)-h\left(x^{\prime}\right)\right]-\underset{h \sim \hat{D}}{\mathbb{E}}\left[h(x)-h\left(x^{\prime}\right)\right]\right| \leq \epsilon^{\prime} .
$$

Proof. Fix some $\left(x, x^{\prime}\right) \in S \times S$. Randomly sample $k$ hypotheses from $D:\left\{h_{i}\right\}_{i=1}^{k} \sim D^{k}$. Because for each randomly drawn hypothesis $h_{i} \sim D$, the difference in its prediction for $x$ and $x^{\prime}$ is exactly $\mathbb{E}_{h \sim D}\left[h(x)-h\left(x^{\prime}\right)\right]$, Hoeffding's inequality yields that

$$
\begin{aligned}
& \operatorname{Pr}_{h_{i} \sim D, i \in[k]}\left(\left|\underset{h \sim D}{\mathbb{E}}\left[h(x)-h\left(x^{\prime}\right)\right]-\frac{1}{k} \sum_{i=1}^{k}\left[h_{i}(x)-h_{i}\left(x^{\prime}\right)\right]\right|>\epsilon^{\prime}\right) \\
& \leq 2 \exp \left(-\frac{2 k^{2} \epsilon^{\prime 2}}{4 k}\right) \\
& =2 \exp \left(-\frac{k \epsilon^{\prime 2}}{2}\right)
\end{aligned}
$$

However, there are $n^{2}$ fixed pairs in $S \times S$, and if we distribute the failure property between $n^{2}$ pairs and union bound over all of them, we get
$\operatorname{Pr}_{h_{i} \sim D, i \in[k]}\left(\max _{\left(x, x^{\prime}\right) \in S \times S}\left|\underset{h \sim D}{\mathbb{E}}\left[h(x)-h\left(x^{\prime}\right)\right]-\frac{1}{k} \sum_{i=1}^{k}\left[h_{i}(x)-h_{i}\left(x^{\prime}\right)\right]\right|>\epsilon^{\prime}\right) \leq 2 n^{2} \exp \left(-\frac{k \epsilon^{\prime 2}}{2}\right)$.

In order to achieve non-zero probability of having

$$
\left|\underset{h \sim D}{\mathbb{E}}\left[h(x)-h\left(x^{\prime}\right)\right]-\frac{1}{k} \sum_{i=1}^{k}\left[h_{i}(x)-h_{i}\left(x^{\prime}\right)\right]\right| \leq \epsilon^{\prime}, \forall\left(x, x^{\prime}\right) \in S \times S,
$$

we need to make sure $2 n^{2} \exp \left(-\frac{k \epsilon^{\prime 2}}{2}\right)<1$ or $k>\frac{2 \ln \left(2 n^{2}\right)}{\epsilon^{\prime 2}}$.

Corollary 2. For some fixed data sample $S$, any $D \in \Delta \mathcal{H}$ can be approximated by a uniform mixture of $k:=\frac{2 \ln \left(2 n^{2}\right)}{\epsilon^{\prime 2}}+1$ hypotheses $\hat{D}=\frac{1}{k}\left\{h_{1}, \ldots, h_{k}\right\}$ such that

$$
\left|\Pi_{D, w, \gamma}(S \times S)-\Pi_{\hat{D}, w, \gamma}(S \times S)\right| \leq \epsilon^{\prime}
$$

Proof. It simply follows from Lemma 21 and the fact that $\max \left(0, \mathbb{E}_{h \sim D}\left[h\left(x_{i}\right)-h\left(x_{j}\right)\right]-\gamma\right)$ is 1-Lipschitz in terms of $\mathbb{E}_{h \sim D}\left[h\left(x_{i}\right)-h\left(x_{j}\right)\right]$.

Using Corollary 2 and using Sauer's lemma that bounds the total number of possible labelings by $\mathcal{H}$ over $2 n$ points to be $\left(\frac{e \cdot 2 n}{d}\right)^{d}$, we can show

$$
\begin{aligned}
& \sum_{\bar{S}} \operatorname{Pr}(\bar{S}) \operatorname{Pr}_{S, S^{\prime}}\left(\left.\sup _{D \in \Delta \mathcal{H}}\left|\Pi_{D, w, \gamma}(S \times S)-\Pi_{D, w, \gamma}\left(S^{\prime} \times S^{\prime}\right)\right|>\frac{\epsilon}{2} \right\rvert\, \bar{S}\right) \\
& \leq \sum_{\bar{S}} \operatorname{Pr}(\bar{S}) \operatorname{Pr}_{S, S^{\prime}}\left(\left.\sup _{\hat{D} \in \mathcal{H}^{k}}\left|\Pi_{\hat{D}, w, \gamma}(S \times S)-\Pi_{\hat{D}, w, \gamma}\left(S^{\prime} \times S^{\prime}\right)\right|>\frac{\epsilon}{2}+\epsilon^{\prime} \right\rvert\, \bar{S}\right) \\
& \leq \sum_{\bar{S}} \operatorname{Pr}(\bar{S}) \cdot\left(\frac{e \cdot 2 n}{d}\right)^{d k} \sup _{\hat{D} \in \mathcal{H}^{k}} \operatorname{Pr}_{S, S^{\prime}}\left(\left.\left|\Pi_{\hat{D}, w, \gamma}(S \times S)-\Pi_{\hat{D}, w, \gamma}\left(S^{\prime} \times S^{\prime}\right)\right|>\frac{\epsilon}{2}+\epsilon^{\prime} \right\rvert\, \bar{S}\right)
\end{aligned}
$$

Now, for any $\hat{D}$, we will try to bound the probability that the difference in fairness loss between $S$ and $S^{\prime}$ is big. We do so by union bounding over cases where both of them deviate from its mean by too much.

If we have

$$
\begin{array}{r}
\left|\Pi_{\hat{D}, w, \gamma}(S \times S)-E_{S \mid \bar{S}}\left[\Pi_{\hat{D}, w, \gamma}(S \times S)\right]\right| \leq \frac{\epsilon}{4}+\frac{\epsilon^{\prime}}{2} \\
\left|\Pi_{\hat{D}, w, \gamma}\left(S^{\prime} \times S^{\prime}\right)-E_{S \mid \bar{S}}\left[\Pi_{\hat{D}, w, \gamma}(S \times S)\right]\right| \leq \frac{\epsilon}{4}+\frac{\epsilon^{\prime}}{2}
\end{array}
$$

then $\left|\Pi_{\hat{D}, w, \gamma}(S \times S)-\Pi_{\hat{D}, w, \gamma}\left(S^{\prime} \times S^{\prime}\right)\right| \leq \frac{\epsilon}{2}+\epsilon^{\prime}$. In other words,

$$
\begin{aligned}
& \operatorname{Pr}_{S, S^{\prime}}\left(\left.\left|\Pi_{\hat{D}, w, \gamma}(S \times S)-\Pi_{\hat{D}, w, \gamma}\left(S^{\prime} \times S^{\prime}\right)\right| \leq \frac{\epsilon}{2}+\epsilon^{\prime} \right\rvert\, \bar{S}\right) \\
& \geq \operatorname{Pr}_{S, S^{\prime}}\left(\left|\Pi_{\hat{D}, w, \gamma}(S \times S)-E_{S \mid \bar{S}}\left[\Pi_{\hat{D}, w, \gamma}(S \times S)\right]\right| \leq \frac{\epsilon}{4}+\frac{\epsilon^{\prime}}{2}\right. \text { and } \\
& \left.\left.\left|\Pi_{\hat{D}, w, \gamma}\left(S^{\prime} \times S^{\prime}\right)-E_{S \mid \bar{S}}\left[\Pi_{\hat{D}, w, \gamma}(S \times S)\right]\right| \leq \frac{\epsilon}{4}+\frac{\epsilon^{\prime}}{2} \right\rvert\, \bar{S}\right) .
\end{aligned}
$$

Therefore, by looking at the compliment probabilities, we have

$$
\begin{aligned}
& \operatorname{Pr}_{S, S^{\prime}}\left(\left.\left|\Pi_{\hat{D}, w, \gamma}(S \times S)-\Pi_{\hat{D}, w, \gamma}\left(S^{\prime} \times S^{\prime}\right)\right|>\frac{\epsilon}{2}+\epsilon^{\prime} \right\rvert\, \bar{S}\right) \\
& \leq \operatorname{Pr}_{S, S^{\prime}}\left(\left|\Pi_{\hat{D}, w, \gamma}(S \times S)-E_{S \mid \bar{S}}\left[\Pi_{\hat{D}, w, \gamma}(S \times S)\right]\right|>\frac{\epsilon}{4}+\frac{\epsilon^{\prime}}{2}\right. \\
& \text { or } \left.\left.\left|\Pi_{\hat{D}, w, \gamma}\left(S^{\prime} \times S^{\prime}\right)-E_{S \mid \bar{S}}\left[\Pi_{\hat{D}, w, \gamma}(S \times S)\right]\right|>\frac{\epsilon}{4}+\frac{\epsilon^{\prime}}{2} \right\rvert\, \bar{S}\right) \\
& \leq 2 \operatorname{Pr}_{S}\left(\left.\left|\Pi_{\hat{D}, w, \gamma}(S \times S)-E_{S \mid \bar{S}}\left[\Pi_{\hat{D}, w, \gamma}(S \times S)\right]\right|>\frac{\epsilon}{4}+\frac{\epsilon^{\prime}}{2} \right\rvert\, \bar{S}\right) .
\end{aligned}
$$

Here, we can't appeal to McDiarmid's because $S$ is sampled without replacement from $\bar{S}$. However, we can use the same technique that [74] leveraged - stochastic covering property can be used to show concentration for sampling without replacement [77].

Definition 14 ([77]). $Z_{1}, \ldots, Z_{n}$ satisfy the stochastic covering property, if for any $I \subset[n]$ and $a \geq a^{\prime} \in\{0,1\}^{I}$ coordinate-wise such that $\left\|a^{\prime}-a\right\|_{1}=1$, there is a coupling $\nu$ of the distributions $\mu, \mu^{\prime}$ of $\left(Z_{j}: j \in[n] \backslash I\right)$ conditioned on $Z_{I}=a$ or $Z_{I}=a^{\prime}$, respectively, such that $\nu(x, y)=0$ unless $x \leq y$ coordinate-wise and $\|x-y\|_{1} \leq 1$.

Theorem $18([77]) . \operatorname{Let}\left(Z_{1}, \ldots, Z_{n}\right) \in\{0,1\}$ be random variables such that $\operatorname{Pr}\left(\sum_{i=1}^{n} Z_{i}=\right.$ $k)=1$ and the stochastic covering property is satisfied. Let $f:\{0,1\}^{n} \rightarrow \mathbb{R}$ be an c-Lipschitz function. Then, for any $\epsilon>0$,

$$
\operatorname{Pr}\left(\left|f\left(Z_{1}, \ldots, Z_{n}\right)-\mathbb{E}\left[f\left(Z_{1}, \ldots, Z_{n}\right)\right]\right| \geq \epsilon\right) \leq 2 \exp \left(\frac{-\epsilon^{2}}{8 c^{2} k}\right)
$$

Lemma 22 ([74]). Given a set $S$ of $n$ points, sample $k \leq n$ elements without replacement. Let $Z_{i}=\{0,1\}$ indicate whether ith element has been chosen. Then, $\left(Z_{1}, \ldots, Z_{n}\right)$ satisfy the stochastic covering property.

Let $\bar{S}=\left\{x_{1}, \ldots, x_{2 n}\right\}$. If we slightly change the definition of the fairness loss so that it depends on the indicator variables $Z_{1}, \ldots, Z_{2 n}$,

$$
\Pi_{\hat{D}, w, \gamma, \bar{S}}^{\prime \prime}\left(Z_{1}, \ldots, Z_{2 n}\right)=\frac{1}{n^{2}} \sum_{i, j \in[2 n]^{2}} Z_{i} Z_{j} \Pi_{\hat{D}, w, \gamma}\left(x_{i}, x_{j}\right)=\Pi_{\hat{D}, w, \gamma}(S \times S)
$$

We see that $\Pi_{\hat{D}, w, \gamma, \bar{S}}^{\prime \prime}$ is $\frac{1}{n}$-Lipschitz, so by theorem 18 and lemma 22 , we get

$$
\begin{aligned}
& \operatorname{Pr}_{S}\left(\left.\left|\Pi_{\hat{D}, w, \gamma}(S \times S)-E_{S \mid \bar{S}}\left[\Pi_{\hat{D}, w, \gamma}(S \times S)\right]\right|>\frac{\epsilon}{4}+\frac{\epsilon^{\prime}}{2} \right\rvert\, \bar{S}\right) \\
& \leq 2 \exp \left(\frac{-\left(\frac{\epsilon}{4}+\frac{\epsilon^{\prime}}{2}\right)^{2}}{8 \frac{1}{n^{2}} \cdot n}\right)=2 \exp \left(\frac{-n\left(\frac{\epsilon}{4}+\frac{\epsilon^{\prime}}{2}\right)^{2}}{8}\right)
\end{aligned}
$$

Combining everything, we get

$$
\begin{aligned}
& \operatorname{Pr}_{S}\left(\sup _{D \in \Delta \mathcal{H}}\left|\Pi_{D, w, \gamma}(S \times S)-\underset{x, x^{\prime}}{\mathbb{E}}\left[\Pi_{D, w, \gamma}\left(x, x^{\prime}\right)\right]\right|>\epsilon\right) \\
& \leq 2 \sum_{\bar{S}} \operatorname{Pr}(\bar{S}) \cdot\left(\frac{e \cdot 2 n}{d}\right)^{d k} \sup _{\hat{D} \in \mathcal{H}^{k}} \operatorname{Pr}_{S, S^{\prime}}\left(\left.\left|\Pi_{\hat{D}, w, \gamma}(S \times S)-\Pi_{\hat{D}, w, \gamma}\left(S^{\prime} \times S^{\prime}\right)\right|>\frac{\epsilon}{2}+\epsilon^{\prime} \right\rvert\, \bar{S}\right) \\
& \leq 4 \sum_{\bar{S}} \operatorname{Pr}(\bar{S}) \cdot\left(\frac{e \cdot 2 n}{d}\right)^{d k} \sup _{\hat{D} \in \mathcal{H}^{k}} \operatorname{Pr}_{S}\left(\left.\left|\Pi_{\hat{D}, w, \gamma}(S \times S)-E_{S \mid \bar{S}}\left[\Pi_{\hat{D}, w, \gamma}(S \times S)\right]\right|>\frac{\epsilon}{4}+\frac{\epsilon^{\prime}}{2} \right\rvert\, \bar{S}\right) \\
& \leq 8 \cdot\left(\frac{e \cdot 2 n}{d}\right)^{d k} \exp \left(\frac{-n\left(\frac{\epsilon}{4}+\frac{\epsilon^{\prime}}{2}\right)^{2}}{8}\right)
\end{aligned}
$$

For convenience, we set $\epsilon^{\prime}=\frac{\epsilon}{2}$.

However, in our case, instead of finding the average over all pairs in $S$, we calculate the fairness loss only over $m$ pairs. Fixing $S$, if $m$ is sufficiently large, our empirical fairness loss should concentrate around the fairness loss over all the pairs for $S$.

Lemma 23. For fixed $S$, randomly chosen pairs $M \subset S \times S$, and randomized hypothesis D,

$$
\operatorname{Pr}_{M \sim(S \times S)^{m}}\left(\Pi_{D, w, \gamma}(M)-\Pi_{D, w, \gamma}(S \times S) \geq \epsilon\right) \leq \exp \left(-2 m \epsilon^{2}\right)
$$

Proof. Write a random variable $L_{a}=\Pi_{D, w, \gamma}\left(\left(x_{2 a-1}, x_{2 a}\right)\right)$ for the fairness loss of the $a$ th pair. Note that

$$
E\left[L_{a}\right]=\sum_{(i, j) \in[n]^{2}} \frac{1}{n^{2}} \Pi_{D, w, \gamma}\left(\left(x_{i}, x_{j}\right)\right)=\Pi_{D, w, \gamma}(S \times S), \forall a \in[|M|] .
$$

Therefore, by Hoeffding's inequality, we have

$$
\operatorname{Pr}_{M}\left(\Pi_{D, w, \gamma}(M)-\Pi_{D, w, \gamma}(S \times S) \geq \epsilon\right) \leq \exp \left(-2 m \epsilon^{2}\right)
$$

Lemma 24. For fixed $S$ and randomly chosen pairs $M \subset S \times S$,

$$
\operatorname{Pr}_{M \sim(S \times S)^{m}}\left(\sup _{D \in \Delta \mathcal{H}}\left|\Pi_{D, w, \gamma}(M)-\Pi_{D, w, \gamma}(S \times S)\right| \geq \epsilon\right) \leq\left(\frac{e \cdot 2 n}{d}\right)^{d k^{\prime}} \exp \left(-8 m \epsilon^{2}\right),
$$

where $k^{\prime}=\frac{2 \ln (2 m)}{\epsilon^{2}}+1$.

Proof.

$$
\begin{aligned}
& \operatorname{Pr}_{M \sim(S \times S)^{m}}\left(\sup _{D \in \Delta \mathcal{H}}\left|\Pi_{D, w, \gamma}(M)-\Pi_{D, w, \gamma}(S \times S)\right| \geq \epsilon\right) \\
& \leq \operatorname{Pr}_{M \sim(S \times S)^{m}}\left(\sup _{\hat{D} \in \mathcal{H}^{k}}\left|\Pi_{\hat{D}, w, \gamma}(M)-\Pi_{\hat{D}, w, \gamma}(S \times S)\right| \geq \epsilon+2 \epsilon^{\prime}\right) \\
& \leq \sum_{\hat{D} \in \mathcal{H}^{k}} \operatorname{Pr}_{M \sim(S \times S)^{m}}\left(\left|\Pi_{\hat{D}, w, \gamma}(M)-\Pi_{\hat{D}, w, \gamma}(S \times S)\right| \geq \epsilon+2 \epsilon^{\prime}\right) \\
& \leq\left(\frac{e \cdot 2 n}{d}\right)^{d k} \exp \left(-2 m\left(\epsilon+2 \epsilon^{\prime}\right)^{2}\right),
\end{aligned}
$$

where $k=\frac{2 \ln (2 m)}{4 \epsilon^{\prime 2}}+1$. The last inequality is from Corollary 2 and Lemma 23. For convenience, we just set $\epsilon^{\prime}=\epsilon / 2$.

## 4.B.3. Omitted Proof of Theorem 13

Combining theorem 17 and lemma 24 yields the following theorem for fairness loss generalization.

Theorem 13. Let $S$ consists of $n$ i.i.d points drawn from $\mathcal{P}$ and let $M$ represent a set of $m$ pairs randomly drawn from $S \times S$. Then we have:

$$
\begin{aligned}
& \operatorname{Pr}_{M \sim \mathcal{P}^{n}}^{M \sim(S \times S)^{m}} \\
& \leq\left.\sup _{D \in \Delta \mathcal{H}}\left|\Pi_{D, w, \gamma}(M)-\underset{\left(x, x^{\prime}\right) \sim \mathcal{P}^{2}}{\mathbb{E}}\left[\Pi_{D, w, \gamma}\left(x, x^{\prime}\right)\right]\right|>2 \epsilon\right) \\
& \leq\left(8 \cdot\left(\frac{e \cdot 2 n}{d}\right)^{d k} \exp \left(\frac{-n \epsilon^{2}}{32}\right)+\left(\frac{e \cdot 2 n}{d}\right)^{d k^{\prime}} \exp \left(-8 m \epsilon^{2}\right)\right),
\end{aligned}
$$

where $k^{\prime}=\frac{2 \ln (2 m)}{\epsilon^{2}}+1, k=\frac{\ln \left(2 n^{2}\right)}{8 \epsilon^{2}}+1$, and $d$ is the VC-dimension of $\mathcal{H}$.

Proof. With probability $1-\left(8 \cdot\left(\frac{e \cdot 2 n}{d}\right)^{d k} \exp \left(\frac{-n \epsilon^{2}}{32}\right)+\left(\frac{e \cdot 2 n}{d}\right)^{d k^{\prime}} \exp \left(-8 m \epsilon^{2}\right)\right)$, where $k^{\prime}=$ $\frac{2 \ln (2 m)}{\epsilon^{2}}+1$ and $k=\frac{\ln \left(2 n^{2}\right)}{8 \epsilon^{2}}+1$, we have

$$
\sup _{D \in \Delta \mathcal{H}}\left|\Pi_{D, w, \gamma}(M)-\Pi_{D, w, \gamma}(S \times S)\right| \leq \epsilon
$$

and

$$
\sup _{D \in \Delta \mathcal{H}} \mid \Pi_{D, w, \gamma}(S \times S)-\underset{x, x^{\prime}}{\mathbb{E}}\left[\Pi_{D, w, \gamma}\left(x, x^{\prime}\right) \mid \leq \epsilon\right.
$$

Then, by triangle inequality,

$$
\sup _{D \in \Delta \mathcal{H}} \mid \Pi_{D, w, \gamma}(M)-\underset{x, x^{\prime}}{\mathbb{E}}\left[\Pi_{D, w, \gamma}\left(x, x^{\prime}\right) \mid \leq 2 \epsilon\right.
$$

In other words, with probability $\left(8 \cdot\left(\frac{e \cdot 2 n}{d}\right)^{d k} \exp \left(\frac{-n \epsilon^{2}}{32}\right)+\left(\frac{e \cdot 2 n}{d}\right)^{d k^{\prime}} \exp \left(-8 m \epsilon^{2}\right)\right)$, we have

$$
\sup _{D \in \Delta \mathcal{H}}\left|\Pi_{D, w, \gamma}(M)-\underset{x, x^{\prime}}{\mathbb{E}}\left[\Pi_{D, w, \gamma}\left(x, x^{\prime}\right)\right]\right|>2 \epsilon
$$

II

# Uncertainty Estimation for 

## Subgroups

"Wisdom is knowing what you don't know."

## Chapter 5

## Uncertainty Estimation for Subgroups: Offline

### 5.1. Introduction

Uncertainty estimation is fundamental to prediction and regression. Given a training set of labelled points $D \subseteq \mathcal{X} \times[0,1]$ consisting of feature vectors $x \in \mathcal{X}$ and labels $y \in[0,1]$, the standard regression problem is to find a function $\bar{\mu}: \mathcal{X} \rightarrow[0,1]$ that delivers a good point estimate of $\mu(x)=\mathbb{E}[y \mid x]$. We also desire the variance of the label distribution $\mathbb{E}\left[(y-\mu(x))^{2} \mid x\right]$ as a measure of the inherent uncertainty of a prediction. Higher central moments would yield even more information about this uncertainty which can be represented by prediction intervals: An interval $[\ell(x), u(x)]$ that with high probability contains $y$, i.e., $\operatorname{Pr}_{y}[y \in[\ell(x), u(x)] \mid x] \geq 1-\delta$ for some $\delta \in(0,1)$.

If the data are generated according to a parametric model as in the classic ordinary least squares setting, one can form confidence regions around the underlying model parameters and translate these into both mean and uncertainty estimates about individual predictions. In non-parametric settings, it is unclear how one should reason about uncertainty. We typically observe each feature vector $x$ infrequently, so we have essentially no information about the true distribution on $y$ conditional on $x$. One solution to this problem is to compute marginal prediction intervals which average over data points $x$ to give guarantees of the form: $\operatorname{Pr}_{x, y}[y \in[\ell(x), u(x)]] \geq 1-\delta$. This is the approach that is taken in the conformal prediction literature - see e.g. Shafer and Vovk [86].

Marginal prediction intervals, unlike prediction intervals, do not condition on $x$. They offer a promise not over the randomness of the label conditional on the features, but over an average over data points. To make the distinction vivid, imagine one is a patient with high blood pressure, and a statistical model asserts that a certain drug will lower one's diastolic blood pressure to between 70 and 80 mm Hg . If [70, 80] were a $95 \%$ prediction
interval conditional on all of one's observable features, then one could reason that over the unrealized randomness in the world, there is a $95 \%$ chance that one's new blood pressure will lie in $[70,80]$. If $[70,80]$ is a $95 \%$ marginal prediction interval, however, it means that $95 \%$ of all patients who take the drug will see their blood pressure decline to a level contained within the interval. Because the average is taken over a large, heterogeneous collection of people, the guarantee of the marginal prediction interval offers no meaningful promise to individuals. For example, it is possible that patients that share one's demographic characteristics (e.g. women of Sephardic Jewish descent with a family history of diabetes) will tend to see their blood pressure elevated by the drug.

This fundamental problem with uncertainty estimation in non-parametric settings is also a problem for mean estimation: what does it mean that a point prediction $\bar{\mu}(x)$ is an estimate of $\mathbb{E}[y \mid x]$ if we have no knowledge of the distribution on $y$ conditional on $x$ (because we have observed no samples from this distribution)? A standard performance measure is calibration [17], which similarly averages over data points: a predictor $\bar{\mu}$ is calibrated (roughly) if $\mathbb{E}_{(x, y)}[\bar{\mu}(x)-y \mid \bar{\mu}(x)=i]=0$ for all predictions $i$ : i.e. for every $i$, conditioned on $x$ being such that the prediction $\bar{\mu}(x)$ was (close to) $i$, the expected outcome $y$ is also (close to) $i$. Just as with marginal prediction intervals, guarantees of calibration mean little to individuals, who differ substantially from the majority of people over whom the average is taken.

Hébert-Johnson et al. [43] proposed multicalibration as a way to interpolate between the (unattainable) ideal of being able to correctly predict $\mathbb{E}[y \mid x]$ for each $x$ and offering a guaranteed averaged over the entire data distribution. The idea is to fix a large, structured set of (possibly overlapping) sub-populations $\left(\mathcal{G} \in 2^{X}\right)$. A predictor $\bar{\mu}$ is multicalibrated if, informally, for all predictions $i$ and groups $G \in \mathcal{G}, \mathbb{E}_{(x, y)}[\bar{\mu}(x)-y \mid \bar{\mu}(x)=i, x \in G]=0$. Thus, $\bar{\mu}$ is calibrated not just on the overall population, but also simultaneously on many different finely defined sub-populations that one might care about (e.g. different demographic groups). Hébert-Johnson et al. [43] show how to compute an approximately multicalibrated predictor $\bar{\mu}$ on all subgroups in $\mathcal{G}$ that have substantial probability mass-we provide a high
level description of their algorithm, which we use, below.

The main contribution of this chapter is to show how to achieve what can loosely be termed multicalibration for higher moment estimates. We provide not just estimates $\bar{\mu}(x)$ of means $(\mu(x)=\mathbb{E}[y \mid x])$, but also estimates, $\bar{m}_{k}(x)$, for higher central moments, $\left(m_{k}(x)=\mathbb{E}[(y-\right.$ $\left.\mu(x))^{k} \mid x\right]$ ) such that all of these forecasts are appropriately multicalibrated in a sense made precise below. This is useful for a number of basic tasks. One we briefly highlight is that it can help diagnose data iniquities: for example, if the set of collected features is much less predictive of the target label on certain demographic groups $G \in \mathcal{G}$ this will necessarily manifest itself in multicalibrated moment predictions by having higher variance predictions on individual members of those populations.

As an important application, we show that standard concentration inequalities which could be applied using the true moments of a distribution to obtain prediction intervals can also be applied using our multicalibrated moment estimates. Doing so produces intervals [ $\ell(x), u(x)]$ for each data point that are simultaneously valid marginal prediction intervals not just overall, but also conditioned on $x$ lying in any of the (sufficiently large) subgroups over which we are multicalibrated. This allows one to interpret these prediction intervals as predicting something meaningful not just an average over all people, but - simultaneously - as averages over all of the people who were given the same prediction, across many finely defined subgroups (like women of Sephardic Jewish descent with a family history of diabetes). Note that because the groups $G \in \mathcal{G}$ may overlap, a single individual can belong to many such groups and can at her option interpret the prediction interval as averaging over any of them.

### 5.1.1. Overview of Our Approach and Results

## Mean Multicalibration and Impediments to Extensions to Higher Moments

We first review the algorithm of Hébert-Johnson et al. [43], recast in the framework in which we will conduct our analysis. We here elide some issues such as how we deal with discretization and how calibration error is parameterized - see Section 5.3 for the formal
model and definitions. Fix a feature space $\mathcal{X}$, labels $\mathcal{Y}=[0,1]$, and an unknown distribution $\mathcal{P}$ over $\mathcal{X} \times \mathcal{Y}$. Given are sets $\mathcal{G} \subseteq 2^{\mathcal{X}}$, corresponding to sub-populations of interest. The goal is to construct a predictor, $\bar{\mu}: \mathcal{X} \rightarrow \mathcal{Y}$, that is multicalibrated, i.e. calibrated on each group $G \in \mathcal{G}$. This means that we want a predictor, $\bar{\mu}$, that is mean-consistent on every set of the form $G(\bar{\mu}, i)=\{x \in G: \bar{\mu}(x)=i\}$ for some $i$ : in other words, for every such set $G(\bar{\mu}, i)$ we want $\left.\mathbb{E}_{(x, y) \sim \mathcal{P}}[\bar{\mu}(x)-y] \mid x \in G(\bar{\mu}, i)\right]=0$. We describe the algorithm as if it has direct access to the true distribution $\mathcal{P}$ and defer for now a description of how to implement the algorithm using a finite sample.

It is helpful to conceive of the task as a zero-sum game between two players: a "(mean) consistency player", and an "audit player" who knows the true distribution $\mathcal{P}$. The consistency player chooses a predictor $\bar{\mu}$, and the audit player, given a predictor, attempts to identify a subset $S$ of $\mathcal{X}$ on which the predictor is not mean consistent. ${ }^{12}$ Given a pair of choices, the corresponding cost (which the consistency player wishes to minimize and the audit player wishes to maximize) is the absolute value difference between the average prediction of the consistency player and the average expected label on the subset $S$ identified by the audit player. The value of this game is 0 , since the consistency player can obtain perfect consistency using the true conditional label distribution $\bar{\mu}(x)=\mathbb{E}[y \mid x]$. The algorithm of Hébert-Johnson et al. [43] can be interpreted as solving this zero sum game by simulating repeated play, using online gradient descent for the consistency player, and "best response" for an audit player, who stops play if there are no remaining sets $S=G(\bar{\mu}, i)$ witnessing violations of multicalibration. This works because by linearity of expectation, we can formulate the game so that the consistency player's utility function is linear in her individual predictions $\bar{\mu}(x)$. A formal description and proof of correctness can be found in Section 5.4.1.

There are two-related-impediments to extending this approach to higher moments, i.e., finding predictors $\bar{m}_{k}(x) \approx m_{k}(x)=\mathbb{E}\left[(y-\mathbb{E}[y \mid x])^{k} \mid x\right]$, that are "consistent" with $\mathcal{P}$ on many

[^11]sets. The first of these is definitional - what do we mean by "consistent" for higher moments? The second is algorithmic - given a definition, how do we achieve it? Both are impediments because, unlike means, higher moments are not linear functionals of the distribution. A consequence is that moments for $k>1$ do not combine linearly in the way expectations do. In particular for $S=S_{1} \cup S_{2}$ where $S_{1}$ and $S_{2}$ are disjoint,
\[

$$
\begin{aligned}
& \mathbb{E}\left[(y-\mathbb{E}[y \mid x \in S])^{k} \mid S\right] \\
& \neq \operatorname{Pr}\left[x \in S_{1} \mid S\right] \mathbb{E}\left[\left(y-\mathbb{E}\left[y \mid x \in S_{1}\right]\right)^{k} \mid S_{1}\right]+\operatorname{Pr}\left[x \in S_{2} \mid S\right] \mathbb{E}\left[\left(y-\mathbb{E}\left[y \mid x \in S_{2}\right]\right)^{k} \mid S_{2}\right] .
\end{aligned}
$$
\]

It is therefore silly to require that moment predictions $\bar{m}_{k}(x)$ satisfy the same "average consistency" condition asked of means: i.e. we cannot demand that the population variance on the subset of the population on which we predict variance $v$ be $v$, because this is not a property that the true moments $m_{k}(x)$ satisfy. Consider, for example, a setting in which there are two types of points, $x_{1}$ and $x_{2}$. The true distribution is uniform over $\left\{\left(x_{1}, 0\right),\left(x_{2}, 1\right)\right\}$ (and so in particular the label $y$ is deterministically fixed by the features). We have that for all $k>1, \mu\left(x_{1}\right)=0, \mu\left(x_{2}\right)=1$, and $m_{k}\left(x_{0}\right)=m_{k}\left(x_{1}\right)=0$. Nevertheless, the variance over the set of points on which the true distribution satisfies $m_{k}(x)=0$ is $1 / 4$, not 0 . We cannot ask that our "moment calibrated" predictors satisfy properties violated by the true distribution because we would have no guarantee of feasibility - and our ultimate goal in multicalibration is to find a set of mean and moment predictors that are indistinguishable from the true distribution with respect to some class of tests.

Mean Conditioned Moment Multicalibration and Marginal Prediction Intervals
A key observation (Observation 1) is that higher moments do linearize over sets that have the same mean: in other words, if we have $S=S_{1} \cup S_{2}$ for disjoint $S_{1}$ and $S_{2}$ such that $\mathbb{E}\left[y \mid x \in S_{1}\right]=\mathbb{E}\left[y \mid x \in S_{2}\right]$, then, it follows that

$$
\begin{aligned}
& \mathbb{E}\left[(y-\mathbb{E}[y \mid x \in S])^{k} \mid S\right] \\
& =\operatorname{Pr}\left[x \in S_{1} \mid S\right] \mathbb{E}\left[\left(y-\mathbb{E}\left[y \mid x \in S_{1}\right]\right)^{k} \mid S_{1}\right]+\operatorname{Pr}\left[x \in S_{2} \mid S\right] \mathbb{E}\left[\left(y-\mathbb{E}\left[y \mid x \in S_{2}\right]\right)^{k} \mid S_{2}\right] .
\end{aligned}
$$

An implication of this is that the true distribution does satisfy what we term meanconditioned moment multicalibration. Namely, if for a fixed $k>1$ we define for each set $G \in \mathcal{G}$ and each pair of mean and $k^{\text {th }}$ moment values $i, j$ the sets: $G\left(\mu, m_{k}, i, j\right)=\{x \in G:$ $\left.\mu(x)=i, m_{k}(x)=j\right\}$, then we have both mean consistency: $\mathbb{E}\left[(y-i) \mid x \in G\left(\mu, m_{k}, i, j\right)\right]=0$ and moment consistency: $\mathbb{E}\left[(y-i)^{k}-j \mid x \in G\left(\mu, m_{k}, i, j\right)\right]=0$ over these sets. Therefore, we require the same condition to hold for our mean and moment predictors $\bar{\mu}$ and $\left\{\bar{m}_{a}\right\}_{a=1}^{k}$ : namely that simultaneously for every $a$, that over each of the sets $G\left(\bar{\mu}, \bar{m}_{a}, i, j\right)$, the true label mean should be $i$ and the true label $a$-th moment should be $j$. In other words, if we have a set of predictors that are mean conditioned moment multicalibrated, then an individual who receives a particular mean and (e.g.) variance prediction can be assured that amongst all the people who received the same mean and variance prediction even averaged over any of the possibly large number of sub-groups $G$ of which the individual is a member, the true mean and variance are faithful to the prediction.

Section 5.6 demonstrates a key application of mean-conditioned moment-multicalibrated estimators: They can be used in place of real distributional moments to derive prediction intervals. Given moments of a random variable $X$, a standard way to derive concentration inequalities for $X$ is by using the following inequality for any even moment (for $k=2$ this is Cheybychev's inequality):

$$
\operatorname{Pr}[|X-\mu(X)| \geq t] \leq \frac{\mathbb{E}\left[(X-\mu(X))^{k}\right]}{t^{k}}
$$

If $X$ is the label distribution conditional on features $x$, this yields the prediction interval:

$$
\underset{y}{\operatorname{Pr}}\left[\left.y \in\left[\mu(x)-\left(\frac{m_{k}(x)}{\delta}\right)^{1 / k}, \mu(x)+\left(\frac{m_{k}(x)}{\delta}\right)^{1 / k}\right] \right\rvert\, x\right] \geq 1-\delta .
$$

In Section 5.6, we show that if we have a mean-conditioned moment-multicalibrated pair $\left(\bar{\mu}, \bar{m}_{k}\right)$, we can replace the true mean and moments in the derivation of this prediction interval, and get marginal prediction intervals, which are valid not just averaged over all
points, but simultaneously as averaged over all point that received the same prediction within any of the groups within which we are mean-conditioned moment multicalibrated. In other words, for all $G \in \mathcal{G}$ and for all $i, j$ :

$$
\operatorname{Pr}_{(x, y) \sim P}\left[\left.y \in\left[\bar{\mu}(x)-\left(\frac{\bar{m}_{k}(x)}{\delta}\right)^{1 / k}, \bar{\mu}(x)+\left(\frac{\bar{m}_{k}(x)}{\delta}\right)^{1 / k}\right] \right\rvert\, x \in G\left(\bar{\mu}, \bar{m}_{k}, i, j\right)\right] \geq 1-\delta .
$$

## Achieving Mean Conditioned Moment Multicalibration

What is the difficulty with finding sets of predictors $\left(\bar{\mu},\left\{\bar{m}_{a}\right\}_{a=2}^{k}\right)$ such that simultaneously each pair $\left(\bar{\mu}, \bar{m}_{a}\right)$ are mean-conditioned moment multicalibrated? It is that moments do not have the linear structure that means do. Hence, the zero-sum game formulation we describe for mean-multicalibration cannot be applied directly. A naïve approach (which fails but will be a useful sub-routine for us) is to first train a mean-multicalibrated predictor $\bar{\mu}$, and then define "pseudo-moment" labels for each $x$ as $\widetilde{m}_{k, \bar{\mu}}(x)=(y-\bar{\mu}(x))^{k}$. Since these are constant values, we can then use the algorithm for mean multicalibration to achieve "pseudo-moment calibration with respect to $\bar{\mu} "$ - i.e. mean consistency on each set $G\left(\bar{\mu}, \bar{m}_{k}, i, j\right)$ with respect to our pseudo-moment labels $\widetilde{m}_{k, \bar{\mu}}(x)$. By itself this doesn't guarantee any sort of "moment consistency," but we show in Section 5.4.2 that if we can:

1. Find moment predictors $\bar{m}_{k}$ that satisfy pseudo-moment calibration with respect to $\bar{\mu}$, and
2. Our mean predictor $\bar{\mu}$ satisfies mean consistency on every set of the form $G\left(\bar{\mu}, \bar{m}_{k}, i, j\right)$,
then the pair $\left(\bar{\mu}, \bar{m}_{k}\right)$ will satisfy mean-conditioned moment calibration.

The difficulty is that these two requirements are circularly defined. Once we have a fixed mean predictor $\bar{\mu}$, we can use a gradient descent procedure to find moment predictors $\left\{\bar{m}_{a}\right\}_{a=2}^{k}$ that are pseudo-calibrated with respect to $\bar{\mu}$. However, we also require our mean predictor to be mean consistent on the sets $G\left(\bar{\mu}, \bar{m}_{a}, i, j\right)$, which are undefined until we fix our moment predictors $\left\{\bar{m}_{a}\right\}_{a=2}^{k}$. Section 5.4.3 resolves the circularity by using an al-
ternating descent procedure that toggles between updating $\bar{\mu}$ and $\left\{\bar{m}_{a}\right\}_{a=2}^{k}$, each aiming for a mean calibration target that is defined with respect to the other. We prove that this alternating gradient descent procedure is guaranteed to converge after only a small number of rounds.

Finally, we show in Section 5.5 how to implement our algorithm using a finite sample from the distribution and furnish sample complexity bounds, in a way analogous to HébertJohnson et al. [43]. The sample complexity bounds are logarithmic in the number of groups $|\mathcal{G}|$ that we wish to be multicalibrated with respect to, and polynomial in our desired calibration error parameters and the number of moments $k$ with which we wish to achieve mean-conditioned moment multicalibrated predictors. In particular, because dependence on $|G|$ is only logarithmic, we can satisfy mean-conditioned moment-multicalibration on an exponentially large collection of intersecting sets $\mathcal{G}$ from just a polynomial sample of data from the unknown population distribution. Note, however, that despite our polynomial dependence on $k$, the natural scale of the $k$ 'th moment decreases exponentially in $k$, and so to obtain non-trivial approximation guarantees for $k$ 'th moments with polynomial sample complexity, we should think of taking $k$ at most logarithmic in the relevant parameters of the problem. See Theorem 22 and Corollary 4 for details. Our running time scales polynomially with our approximation error parameters, the number of moments $k$ with which we wish to be multicalibrated, and the running time of solving learning problems over $\mathcal{G}$ (which is at most linear in $|\mathcal{G}|$, but can be much faster). See Theorems 22 and 25 for details. In other words, our algorithms are "oracle efficient" in the sense that if we have a subroutine for solving learning problems over $\mathcal{G}$, then we can use it to solve mean-conditioned momentmulticalibration problems with at most polynomial overhead. In theory, for almost every interesting class $\mathcal{G}$, learning over $\mathcal{G}$ is hard in the worst case - but oracle efficiency has proven to be a useful paradigm in the design of learning algorithms (especially in the fairness in machine learning literature - see e.g. [2, 43, 59, 61]) because in practice we have extremely powerful heuristics for solving complex learning problems. Moreover, this kind of oracle efficiency is the best running time guarantee that we can hope for, because as shown
by Hébert-Johnson et al. [43], even mean-multicalibration is as hard as solving arbitrary learning problems over $\mathcal{G}$ in the worst case.

### 5.2. Related Work

Calibration as a means of evaluating forecasts of expectations dates back to Dawid [17]. This literature focuses on a simple online forecasting setting, motivated by weather prediction problems: in a sequence of rounds, nature chooses the probability of some binary event (e.g. rain), and a forecaster predicts a probability of that event. Dawid [17] shows that a Bayesian forecaster will always be subjectively calibrated (i.e. he will believe himself to be calibrated). Foster and Vohra [29] show that there exist randomized forecasters that can asymptotically satisfy calibration against arbitrary sequences of outcomes (this is impossible for deterministic forecasters [76]). These papers focus on the online setting, because simple calibration is trivial in a batch/distributional setting: simply predicting the mean outcome on every point satisfies calibration. Within this literature, the most related works are Lehrer [68] and Sandroni et al. [82], which give very general asymptotic results that are able to achieve (mean) multicalibration as a special case. Lehrer [68], operating in the sequential online setting, asks for calibration to hold not just on the entire sequence of realized outcomes, but on countably many infinite sub-sequences (e.g. the set of all computable subsequences). He proves that there exists an online forecasting algorithm which can asymptotically achieve this. Sandroni et al. [82] extend this result to subsequences which can be defined in terms of the forecasters predictions as well. Both of these papers operate in a setting that is general enough to encode the constraint of mean multicalibration (by encoding the features of datapoints in the "state space") even in an online, adversarial setting albeit not in a computationally or sample efficient way. In contrast, Hébert-Johnson et al. [43], who define the notion of mean multicalibration, give an algorithm for achieving it in a batch distributional setting - in a much more computationally and sample efficient manner than could have been achieved by applying the machinery of Lehrer [68] and Sandroni et al. [82]. Recently, Zhao et al. [101] gave a notion of "individual level" (mean) calibration, defined over the randomness of the forecaster, that is valid conditional on individual data
points (i.e. without needing to average over a population). They provide promising empirical results, but the theoretical guarantees of predictors satisfying this notion do not provide non-trivial information about a data distribution because (as the authors note) their notion of individual calibration can be satisfied without observing any data.

Hébert-Johnson et al. [43] also proposed the notion of "multi-accuracy," a weaker notion than multicalibration which asks for a predictor $\bar{\mu}$ that satisfies mean consistency on each set $G \in \mathcal{G}$, but not on sets $G(\bar{\mu}, i)$. Kim et al. [61] gave a practical algorithm for achieving multi-accuracy, and a promising set of experiments suggesting that it could be used to correct for error disparities between different demographic groups on realistic data sets, without sacrificing overall accuracy. Dwork et al. [21] propose notions of fairness and evidence consistency for ranking individuals by their "probability of success" when historical data only records binary outcomes: they show that their proposed notions are closely related to multicalibration of the probability predictions implicitly underlying the rankings. Shabat et al. [85] prove uniform convergence bounds for multicalibration error over hypothesis classes of bounded complexity. In this chapter, as in Hébert-Johnson et al. [43], we learn over hypothesis classes that are only implicitly defined by the set of groups $\mathcal{G}$, and so we bound generalization error in the same manner that Hébert-Johnson et al. [43] do, rather than using uniform convergence arguments.

Conformal prediction is similarly motivated to calibration, but is focused on finding marginal prediction intervals rather than mean estimates: see e.g. Shafer and Vovk [86] for an overview of this literature. Finding marginal prediction intervals on its own (i.e. when prediction intervals only have to be valid on average over the entire population) is easy in the batch/distributional setting, and so just as with the calibration literature, the conformal prediction literature is primarily focused on the online setting in which predictions must be made as points arrive. The most closely related paper related to this literature is Barber et al. [6] who also study the batch distributional setting, and also aim to find marginal prediction intervals which hold not just over the entire population, but on a collection $\mathcal{G}$ of
more finely defined sub-populations. Barber et al. [6] obtain prediction intervals of this sort by using a holdout set method from conformal prediction: roughly speaking, they compute empirical $1-\delta$ coverage intervals on each set $G \in \mathcal{G}$ in the holdout set, and then for an individual $x$, select the widest such interval amongst all groups $G$ that contain $x$, which is a very conservative choice. The algorithm given by Barber et al. [6] relies on explicit enumeration of groups $G \in \mathcal{G}$ over the holdout set.

There are also several papers in the "fairness in machine learning" literature (in addition to $[43,61]$ ), which are similarly motivated by replacing coarse statistical constraints with constraints that come closer to offering individual guarantees: see Chouldechova and Roth [14] for a survey. Kearns et al. [57, 59] propose to learn classifiers which equalize statistical measures of harm like false positive or negative rates across a very large number of demographic subgroups $G \in \mathcal{G}$, and give practical algorithms for this problem by solving a zero-sum game formulation using techniques from no-regret learning. Kim et al. [60] give algorithms for satisfying a notion of metric fairness which similarly enforces constraints averaged over a large number of subgroups $G \in \mathcal{G}$. Rothblum and Yona [81] define a PAClike version of the individual fairness notion of Dwork et al. [19] and prove generalization bounds showing how to achieve their notion out of sample on all sufficiently large groups of individuals. Sharifi-Malvajerdi et al. [87] show how to equalize statistical measures of harm like false positive rates across individuals - when the rates in question are defined over the randomness of the problem distribution and the classifier. Joseph et al. [49, 51] propose an individual-level notion of "weakly meritocratic fairness" that can be satisfied in bandit learning settings whenever it is possible to compute confidence or prediction intervals around individual labels. They analyze the parametric setting, when actual (conditional) prediction and confidence intervals are possible - but the techniques from our paper could be used for learning in the assumption-free setting (with a slightly weaker notion of fairness) using marginal prediction intervals.

### 5.3. Preliminaries

Let $\mathcal{X}$ be the domain of features, $\mathcal{Y}=[0,1]$ the label domain, and $\mathcal{P}$ the true (unknown) probability distribution over $\mathcal{X} \times \mathcal{Y} .{ }^{13}$ Let $\mathcal{P}_{\mathcal{X}}$ refer to the induced marginal distribution on $\mathcal{X}$ and define $\mathcal{P} \mathcal{Y}$ analogously. Going forward, we refer to the associated random variables with capital letters (e.g. $X, Y$ ), and realizations with lowercase letters $(x, y)$.

Let $\mathcal{G} \subseteq 2^{\mathcal{X}}$ be a collection of subsets of $\mathcal{X},{ }^{14}$ and for each $G \in \mathcal{G}$, let $\chi_{G}$ denote that associated indicator function, i.e. $\chi_{G}(x)=1 \Leftrightarrow x \in G$. For implementation purposes, we assume that each indicator function $\chi_{G}(x)$ can be computed by a polynomially sized circuit ${ }^{15}$.

Definition 15. Given the true distribution $\mathcal{P}$, we write

$$
\mu=\underset{\mathcal{P}}{\mathbb{E}}[y],
$$

and its $k$ th central moment is:

$$
m_{k}=\underset{\mathcal{P}}{\mathbb{E}}\left[(y-\mu)^{k}\right] .
$$

Given a set $S \subseteq \mathcal{X}$, we abuse notation and write

$$
\mu(S)=\underset{\mathcal{P}}{\mathbb{E}}[y \mid x \in S] \quad \text { and } \quad m_{k}(S)=\underset{\mathcal{P}}{\mathbb{E}}\left[(y-\mu(S))^{k} \mid x \in S\right]
$$

for the conditional mean and $k^{\text {th }}$ central moment of labels on the distribution conditional on $x \in S$.

We are given $n$ independent draws from $\mathcal{X} \times \mathcal{Y}$ according to distribution $\mathcal{P}$, denoted $D=$

[^12]$\left\{\left(x_{b}, y_{b}\right)\right\}_{b=1}^{n}$. The goal is to predict means and higher moments of $\mathcal{Y} \mid \mathcal{X}$, i.e. to construct functions $\bar{\mu}: \mathcal{X} \rightarrow[0,1]$, (we shall refer to this as a mean predictor) and $\bar{m}_{k}: \mathcal{X} \rightarrow[0,1]$ (analogously, $k^{\text {th }}$-moment predictor)-as $\mathcal{Y}$ is the unit interval, means and moments also lie in the unit interval.

To define calibration, we need to reason about all points that receive a particular prediction. For real valued predictors, this can be a measure zero set. One solution is to to restrict attention to predictors that are discretized to lie on the grid $G_{m}=\left\{\frac{1}{2 m}, \frac{3}{2 m}, \ldots, \frac{2 m-1}{2 m}\right\}$, for some (large) number $m$. If one were to do this, the discretization parameter $m$ would be coupled to the error one could ultimately obtain: since it may be inevitable to suffer error at least $1 / 2 m$ if one is restricted to making predictions on a discrete grid. Alternately, one can define calibration by "bucketing" real valued predictions into $m$ buckets of width $\frac{1}{m}$ each. This allows us to treat $m$ (a parameter controlling the fineness of our calibration constraint) as an orthogonal parameter to our calibration error. To that end, given a set $S \subseteq \mathcal{X}$, mean predictor $\bar{\mu}$, and some $i \in[m]$, define

$$
S(\bar{\mu}, i) \equiv\left\{x \in S:\left|\bar{\mu}(x)-\frac{2 i-1}{2 m}\right| \leq \frac{1}{2 m}\right\}
$$

to be the set of points in $S$ whose mean predictions fall into the $i^{\text {th }}$ bucket, i.e. $\left[\frac{2 i-1}{2 m}-\right.$ $\left.\frac{1}{2 m}, \frac{2 i-1}{2 m}+\frac{1}{2 m}\right]$. Analogously, define

$$
S\left(\bar{\mu}, \bar{m}_{k}, i, j\right) \equiv\left\{x \in S:\left|\bar{\mu}(x)-\frac{2 i-1}{2 m}\right| \leq \frac{1}{2 m},\left|\bar{m}_{k}(x)-\frac{2 j-1}{2 m}\right| \leq \frac{1}{2 m}\right\}
$$

to be the set of points in $S$ that receive mean predictions in the $i^{\text {th }}$ bucket and $k^{\text {th }}$ moment predictions in the $j^{\text {th }}$ bucket. Given mean and $k^{\text {th }}$ moment predictors $\bar{\mu}$ and $\bar{m}_{k}$, and any set $S \subseteq \mathcal{X}$ we write

$$
\bar{\mu}(S)=\underset{\mathcal{P}}{\mathbb{E}}[\bar{\mu}(x) \mid x \in S] \quad \text { and } \quad \bar{m}_{k}(S)=\underset{\mathcal{P}}{\mathbb{E}}\left[\bar{m}_{k}(x) \mid x \in S\right],
$$

i.e. $\bar{\mu}(S)$ is the average mean prediction of $\bar{\mu}$ when $x$ 's are drawn according to the true
distribution, $\mathcal{P}$, conditional on $x \in S$, and $\bar{m}_{k}(S)$ is the analogous quantity for $k$ 'th moment predictions.

To be clear, we will maintain the convention for means and higher moments that quantities with bars refer to predictions $\left(\bar{\mu}, \bar{m}_{k}\right)$ and unmodified notation $\left(\mu, m_{k}\right)$ refer to true (unknown) population values.

Definition 16 (Consistency). Call a mean predictor $\bar{\mu}(\alpha, \epsilon)$-mean consistent on a set $S$ if

$$
|\mu(S)-\bar{\mu}(S)| \leq \frac{\alpha}{\mathcal{P}_{\mathcal{X}}(S)}+\epsilon
$$

Similarly, a moment predictor $\bar{m}_{k}$ is called $(\alpha, \epsilon)$-moment consistent on a set $S$ if:

$$
\left|m_{k}(S)-\bar{m}_{k}(S)\right| \leq \frac{\alpha}{\mathcal{\mathcal { P } _ { \mathcal { X } } ( S )}}+\epsilon
$$

When $\epsilon=0$, we say $\bar{\mu}$ is $\alpha$-mean consistent and $\bar{m}_{k}$ is $\alpha$-moment consistent. Note that $(\alpha, \epsilon)$-mean consistency implies $(\alpha+\epsilon)$-mean consistency.

Remark 5. Our notion of consistency on a set $S$ corresponds to error that smoothly degrades with the size (measure) of the set $S$. This is essential to giving out of sample guarantees. Hébert-Johnson et al. [43] handles this slightly differently, by giving uniform guarantees, but only for sets that have measure at least $\gamma$. Our approach of giving smoothly parameterized error guarantees for all sets is only stronger (up to a reparameterization of $\alpha \leftarrow \alpha \gamma$ ), and makes the analysis of our algorithms more transparent because it corresponds more directly to the guarantees they achieve.

The following simple observation will be useful in understanding our approach.

Observation 1. Let $\mathcal{P}$ be a mixture distribution over $m$ component distributions $\mathcal{P}_{\ell}$ with mixture weights $w_{\ell} \geq 0, \sum_{\ell=1}^{m} w_{\ell}=1$. Let $\mu_{\ell}, m_{k \ell}$ be the mean and $k^{\text {th }}$ moment associated
with $\mathcal{P}_{\ell}$. Then, we have

$$
m_{k}=\sum_{\ell=1}^{m} w_{\ell}\left(\sum_{a=0}^{k}\binom{k}{a}\left(\mu_{\ell}-\mu\right)^{k-a} m_{a \ell}\right) .
$$

If the mixture variables have the same mean, i.e. $\mu_{\ell}=\mu$ for all $\ell$, then, the above expression reduces to:

$$
m_{k}=\sum_{\ell=1}^{m} w_{\ell} m_{k \ell}
$$

Observation 1 highlights the key challenge: unlike means, higher moments combine nonlinearly over mixtures. That is to say, that although $\bar{m}_{k}(S)$ is defined to be an average over the values $\bar{m}_{k}(x)$ for $x \in S, m_{k}(S)$ is not an average over the values $m_{k}(x)$ for $x \in S$ for $k>1$. Observation 1 also makes clear what we are trying to exploit in defining meanconditioned moment calibration: $m_{k}(S)$ is an average over the values $m_{k}(x)$ for $x \in S$ whenever $\mu(x)$ is constant over $S$.

We are now ready to define calibration, which asks for mean and moment consistency on particular sets defined by the mean and moment predictors themselves:

Definition 17 (Calibration). Fix a set $S \subseteq \mathcal{X}$ and a true distribution $\mathcal{P}$.

1. A mean predictor $\bar{\mu}$ is $(\alpha, \epsilon)$-mean calibrated on a set $S$ if it is $(\alpha, \epsilon)$-mean consistent on every set $S(\bar{\mu}, i)$, i.e. if for each $i \in[m]$ :

$$
|\mu(S(\bar{\mu}, i))-\bar{\mu}(S(\bar{\mu}, i))| \leq \frac{\alpha}{\mathcal{P}_{\mathcal{X}}(S(\bar{\mu}, i))}+\epsilon .
$$

Again, if $\epsilon=0$, we say $\bar{\mu}$ is $\alpha$-mean calibrated.
2. Predictors $\left(\bar{\mu}, \bar{m}_{k}\right)$ are $(\alpha, \beta, \epsilon)$-mean-conditioned-moment calibrated on a set $S$ if they are $(\alpha, \epsilon)$-mean and $(\beta, \epsilon)$-moment consistent on every set $S\left(\bar{\mu}, \bar{m}_{k}, i, j\right)$, i.e. if for

$$
\begin{aligned}
& \text { every } i, j \in[m] \text { : } \\
& \qquad\left|\mu\left(S\left(\bar{\mu}, \bar{m}_{k}, i, j\right)\right)-\bar{\mu}\left(S\left(\bar{\mu}, \bar{m}_{k}, i, j\right)\right)\right| \leq \frac{\alpha}{\mathcal{P}_{\mathcal{X}}\left(S\left(\bar{\mu}, \bar{m}_{k}, i, j\right)\right)}+\epsilon, \\
& \text { and }\left|m_{k}\left(S\left(\bar{\mu}, \bar{m}_{k}, i, j\right)\right)-\bar{m}_{k}\left(S\left(\bar{\mu}, \bar{m}_{k}, i, j\right)\right)\right| \leq \frac{\beta}{\mathcal{P}_{\mathcal{X}}\left(S\left(\bar{\mu}, \bar{m}_{k}, i, j\right)\right)}+\epsilon . \\
& \text { If } \epsilon=0 \text {, we say }\left(\bar{\mu}, \bar{m}_{k}\right) \text { are }(\alpha, \beta) \text {-mean-conditioned-moment calibrated. }
\end{aligned}
$$

We say that $\bar{\mu}, \bar{m}_{k}$ are $(\alpha, \epsilon)$-multicalibrated and $(\alpha, \beta, \epsilon)$-mean-conditioned-moment multicalibrated with respect to (a collection of sets) $\mathcal{G}$ if they are $(\alpha, \epsilon)$-mean calibrated and $(\alpha, \beta, \epsilon)$-mean conditioned moment calibrated respectively on every $G \in \mathcal{G}$.

Remark 6. Observe that by construction, the true feature conditional mean and moment functions $\mu(x), m_{k}(x)$ are mean-conditioned-moment multicalibrated on every collection of sets $G$. We can view the goal of multicalibration as coming up with mean and moment predictors $\bar{\mu}, \bar{m}_{k}$ that are almost indistinguishable from the true distributional means and moments, with respect to a class of consistency checks defined by $\mathcal{G}$. Note that it is only because we have defined our goal as mean conditioned moment calibration that the true moments $m_{k}(x)$ of the distribution satisfy these consistency conditions, which are defined as expectations.

We highlight the difference between calibration and consistency on a given set $S$ in terms of mean prediction $\bar{\mu}$; an analogous discussion applies to higher moments. Consistency requires that the prediction $\bar{\mu}(x)$, averaged over $x$ 's in $S$ according to the conditional distribution, approximately equals the true label average $\mu(S)$. It doesn't impose a similar requirement on subsets of $S$. Therefore, a predictor consistent on $S$ will be correct on average for the set $S$ but could be systematically biased for each prediction in $S$ that it makes.

Calibration on $S$ requires, for every prediction $i \in[m]$, that $\bar{\mu}$ is consistent on the set $S(\bar{\mu}, i)$. That is to say it ensures consistency on every subset of $x$ 's in $S$ on which the predictor $\bar{\mu}$ makes predictions in some some fixed bucket $i$. Exact calibration implies exact consistency,
but the reverse is not true.

### 5.4. Achieving Mean Conditioned Moment Multicalibration

### 5.4.1. Mean Multicalibration

We summarize an algorithm to achieve mean multicalibration. It is a modest extension to the one in Hébert-Johnson et al. [43] that accommodates arbitrary distributions over a possibly infinite domain and arbitrary initializations. We present it in somewhat greater generality than needed for mean-calibration, because our final algorithm in Section 5.4.3 needs to achieve mean consistency on more sets than are required for mean calibration alone.

For intuition, consider the following mini-max problem, which captures a more difficult problem than mean multicalibration (as there is no restriction at all on the sets $S$ ):

$$
\min _{\bar{\mu}: \mathcal{X} \rightarrow[0,1]} \max _{\substack{S \subseteq \mathcal{X}, \lambda \in\{-1,1\}}} \lambda \cdot \mathcal{P}_{\mathcal{X}}(S) \cdot(\bar{\mu}(S)-\mu(S))
$$

We can associate a zero-sum game with this mini-max problem by viewing the minimization player as a consistency player who must commit to a mean predictor $\bar{\mu}$, and viewing the maximization player as an auditor who attempts to identify sets $S$ on which the consistency player fails to be mean consistent. Observe that the inclusion of the measure term $\mathcal{P} \mathcal{X}(S)$ in the objective makes the learner's utility function linear in her individual predictions $\bar{\mu}(x)$. There is a strategy for the consistency player that would guarantee her a payoff of 0 - or in other words, would guarantee consistency on all possible sets $S$ : she could simply set $\bar{\mu}(x)=\mathbb{E}[y \mid x]$. This establishes the value of the game, but of course it requires knowledge of $\mathcal{P}$. Given only a finite sample of the data, we will be unable to determine $\mathbb{E}[y \mid x]$ for all $x$, and so this strategy is not implementable.

One way to solve our problem absent knowledge of the distribution is to allow the consistency player to play online gradient descent [102] on the set of mean predictors over rounds $t$, and to allow the auditor to "best respond" at every round, by exhibiting a set $S$ corresponding
to a large consistency violation ${ }^{16}$. This is guaranteed to converge quickly to an approximate equilibrium of the game: i.e. a mean predictor satisfying approximate consistency on all sets. If the auditor limits herself to choosing sets $S\left(\bar{\mu}^{t}, i\right)$ corresponding to mean calibration, then we converge quickly to approximate mean calibration. Here we give a direct analysis of a general gradient descent procedure of the sort we need, in terms of the sets that the auditor happens to choose during this interaction. For finite support distributions $\mathcal{P}$, this bound could be derived directly from the regret bound of online projected gradient descent [102] or from the analysis of the similar algorithm in Hébert-Johnson et al. [43]. We reproduce a direct analysis in the Appendix to match the theorem statement we want for distributions which may have infinite support. (Note that for such distributions the mean predictor will have to be maintained implicitly). In Algorithm 3, after each gradient update, we project $\bar{\mu}^{t}$ back into the set of functions with range $[0,1]$ using an $\ell_{2}$ projection. Because squared $\ell_{2}$ distance is linearly separable, it can be accomplished by a simple coordinate-wise operation which we write as $\operatorname{project}_{[0,1]}(x)=\min (\max (x, 0), 1)$.

```
Algorithm 3: Projected Gradient Descent \((\eta)\) for \(\bar{\mu}\)
    Start with an arbitrary initial mean predictor \(\bar{\mu}^{1}: \mathcal{X} \rightarrow[0,1]\)
    for \(t=1, \ldots, T\) do
        Audit player plays some \(S^{t} \subseteq \mathcal{X}, \lambda^{t} \in\{-1,1\}\)
        \(\bar{\mu}^{t+1}(x)= \begin{cases}\operatorname{project}_{[0,1]}\left(\bar{\mu}^{t}(x)-\eta \lambda^{t}\right) & \text { if } x \in S^{t}, \\ \bar{\mu}^{t}(x) & \text { otherwise. }\end{cases}\)
    end
```

Lemma 25. For any initial mean predictor $\bar{\mu}^{1} \in \mathcal{X} \rightarrow[0,1]$ and any sequence of $\left(S^{t}, \lambda^{t}\right)_{t=1}^{T}$, Algorithm 3 satisfies:

$$
\sum_{t=1}^{T} \lambda^{t} \mathcal{P}_{\mathcal{X}}\left(S^{t}\right)\left(\bar{\mu}^{t}\left(S^{t}\right)-\mu\left(S^{t}\right)\right) \leq \frac{1}{2 \eta}+\frac{\eta}{2} \sum_{t=1}^{T} \mathcal{P}_{\mathcal{X}}\left(S^{t}\right)
$$

[^13]The proof is in the Appendix. A direct consequence of the bound in Lemma 25 is that, when interacting with a consistency player who uses gradient descent with learning rate $\eta=\alpha$, an auditor will be able to find sets that fail to be $\alpha$-mean consistent for at most $1 / \alpha^{2}$ many rounds. ${ }^{17}$ The following theorem is a direct consequence of Lemma 25 - its short proof is in the Appendix.

Theorem 19. Set $T=\frac{1}{\alpha^{2}}-1$ and $\eta=\alpha=\frac{1}{\sqrt{T+1}}$ in Algorithm 3. Assume that for every $t \in[T]$,

$$
\lambda^{t}\left(\bar{\mu}^{t}\left(S^{t}\right)-\mu\left(S^{t}\right)\right) \geq \frac{\alpha}{\mathcal{\mathcal { P }}\left(S^{t}\right)}
$$

Then, for every $S \subseteq \mathcal{X}$, we have

$$
\left|\bar{\mu}^{T+1}(S)-\mu(S)\right| \leq \frac{\alpha}{\mathcal{P}_{\mathcal{X}}(S)}
$$

In particular, if the auditor selects sets $G\left(\bar{\mu}^{t}, i\right)$ that fail to satisfy approximate mean consistency whenever they exist, then we quickly converge to a mean-multicalibrated predictor. Either we reach a state in which $\bar{\mu}^{t}$ is approximately mean consistent on every set $G\left(\bar{\mu}^{t}, i\right)$ before $T$ rounds, in which case we are done, or after $T$ rounds, the conclusion of Theorem 19 implies not only that we are approximately mean-multicalibrated with respect to $\mathcal{G}$, but that we are approximately mean-consistent on every set.

### 5.4.2. Pseudo-Moment Consistency

In this section we make a simple observation: Algorithm 3 from Section 5.4.1 for achieving mean consistency and calibration did not depend on any properties of the labels $y$. It would have worked equally well had we invented an arbitrary label for each datapoint $x$, and asked for mean consistency with respect to that label. Using this observation, we consider a (naïve, and incorrect) attempt at achieving calibration for higher moments - but one that will be a useful subroutine in our final algorithm. Recall that $m_{k}(S)=\mathbb{E}\left[(y-\mu(x))^{k} \mid x \in S\right]$.

[^14]If we have a mean predictor $\bar{\mu}(x)$, it is therefore tempting to imagine that each point $x$ is associated with an alternative label $\tilde{y}(x)=\widetilde{m}_{k, \bar{\mu}}(x)$, where:

$$
\widetilde{m}_{k, \bar{\mu}}(x)=\mathbb{E}\left[(y-\bar{\mu}(x))^{k} \mid x\right]
$$

We could then use the algorithm from Section 5.4.1 to construct an predictor $\bar{m}_{k}$ that was mean multicalibrated with respect to these labels. We refer to the property of being mean consistent with respect to the moment-like labels $\widetilde{m}_{k, \bar{\mu}}(x)$ as "pseudo-moment-consistency":

Definition 18 (Pseudo-Moment-Consistency). Fixing a mean predictor $\bar{\mu}$, define the $k^{\text {th }}$ pseudo-moment labels to be $\widetilde{m}_{k, \bar{\mu}}(x)=\mathbb{E}\left[(y-\bar{\mu}(x))^{k} \mid x\right]$. A moment predictor $\bar{m}_{k}$ is $(\beta, \epsilon)$ -pseudo-moment-consistent on a set $S$, with respect to a mean predictor $\bar{\mu}$ if

$$
\left|\bar{m}_{k}(S)-\widetilde{m}_{k, \bar{\mu}}(S)\right| \leq \frac{\beta}{\mathcal{\mathcal { P } _ { \mathcal { X } } ( S )}}+\epsilon
$$

We simply say $\beta$-pseudo-moment consistent if the predictor is $(\beta, 0)$-pesudo-moment-consistent.

We can achieve pseudo-moment consistency using the following gradient descent procedure, analogous to Algorithm 3.

```
Algorithm 4: Projected Gradient Descent \((\eta)\) for \(\bar{m}_{k}\)
    Start with an arbitrary initial pseudo-moment predictor \(\bar{m}_{k}{ }^{1}: \mathcal{X} \rightarrow[0,1]\)
    for \(t=1, \ldots, T\) do
        Audit player plays some \(R^{t} \subseteq \mathcal{X}, \psi^{t} \in\{-1,1\}\)
        \(\bar{m}_{k}^{t+1}(x)= \begin{cases}\operatorname{project}_{[0,1]}\left(\bar{m}_{k}^{t}(x)-\eta \psi^{t}\right) & \text { if } x \in R^{t}, \\ \bar{m}_{k}^{t}(x) & \text { otherwise. }\end{cases}\)
    end
```

In particular, we obtain the following theorem, whose proof is deferred to the Appendix.

Theorem 20. Let $T=\frac{1}{\beta^{2}}-1$ and $\eta=\frac{1}{\sqrt{T+1}}=\beta$ in Algorithm 4, and fix any mean
predictor $\bar{\mu}$, which defines the function $\widetilde{m}_{k, \bar{\mu}}(x)$. Assume that for every $t \in[T]$,

$$
\left|\bar{m}_{k}^{t}\left(R^{t}\right)-\widetilde{m}_{k, \bar{\mu}}\left(R^{t}\right)\right| \geq \frac{\beta}{\mathcal{P} \mathcal{X}\left(R^{t}\right)}
$$

Then, for every $R \subseteq \mathcal{X}$, we have

$$
\left|\bar{m}_{k}(R)-\widetilde{m}_{k, \bar{\mu}}(R)\right| \leq \frac{\beta}{\mathcal{P}_{\mathcal{X}}(R)} .
$$

i.e. $\bar{m}_{k}$ is $\beta$-pseudo-moment-consistent on every set $R$.

Now, a guarantee of "pseudo-moment-consistency" is really a guarantee of mean consistency with respect to "moment-like" labels $\widetilde{m}_{k, \bar{\mu}}(x)$, and does not correspond to moment consistency. This is because moments $m_{k}$ for $k>1$ don't combine linearly the way means do: recall Observation 1. But also recall from Observation 1 that higher moments do happen to combine linearly if we average only over points that share the same mean.

We take advantage of this to prove the following key lemma: if we achieve pseudo-moment consistency on all sets $G\left(\bar{\mu}, \bar{m}_{k}, i, j\right)$ (for $\left.G \in \mathcal{G}\right)$ with respect to a mean predictor $\bar{\mu}$ that happens also to be mean-consistent on all sets $G\left(\bar{\mu}, \bar{m}_{k}, i, j\right)$, then, the pair of predictors is in fact approximately mean-conditioned moment multicalibrated with respect to $\mathcal{G}$.

Lemma 26. Assume $\bar{\mu}$ is such that for all $G \in \mathcal{G}$ and $i, j \in[m], \bar{\mu}$ is $\alpha$-mean consistent on every set $\left.G\left(\bar{\mu}, \bar{m}_{k}, i, j\right)\right)$ :

$$
\left|\bar{\mu}\left(G\left(\bar{\mu}, \bar{m}_{k}, i, j\right)\right)-\mu\left(G\left(\bar{\mu}, \bar{m}_{k}, i, j\right)\right)\right| \leq \frac{\alpha}{\mathcal{P}_{\mathcal{X}}\left(G\left(\bar{\mu}, \bar{m}_{k}, i, j\right)\right)} .
$$

Assume also that $\bar{m}_{k}$ is $\beta$-pseudo-moment-consistent with respect to $\bar{\mu}$ on every set $\left.G\left(\bar{\mu}, \bar{m}_{k}, i, j\right)\right)$ for $G \in \mathcal{G}$ and $i, j \in[m]:$

$$
\left|\bar{m}_{k}\left(G\left(\bar{\mu}, \bar{m}_{k}, i, j\right)\right)-\widetilde{m}_{k, \bar{\mu}}\left(G\left(\bar{\mu}, \bar{m}_{k}, i, j\right)\right)\right| \leq \frac{\beta}{\mathcal{P}_{\mathcal{X}}\left(G\left(\bar{\mu}, \bar{m}_{k}, i, j\right)\right)} .
$$

Then, for every $G \in \mathcal{G}, i, j \in[m]$, we have

$$
\left|\bar{m}_{k}\left(G\left(\bar{\mu}, \bar{m}_{k}, i, j\right)\right)-m_{k}\left(G\left(\bar{\mu}, \bar{m}_{k}, i, j\right)\right)\right| \leq \frac{\beta+k \alpha}{\mathcal{P}_{\mathcal{X}}\left(G\left(\bar{\mu}, \bar{m}_{k}, i, j\right)\right.}+\frac{k}{m} .
$$

This implies in particular that $\left(\bar{\mu}, \bar{m}_{k}\right)$ are $\left(\alpha, \beta^{\prime}, \epsilon\right)$-mean-conditioned moment multicalibrated with respect to $\mathcal{G}$, for $\beta^{\prime}=\beta+k \alpha$ and $\epsilon=\frac{k}{m}$.

Proof. Fix $G \in \mathcal{G}$ and $i, j \in[m]$ and let $S \equiv G\left(\bar{\mu}, \bar{m}_{k}, i, j\right)$. Because $\bar{\mu}$ is $\alpha$-mean consistent on $S$, we have that:

$$
\begin{equation*}
|\mu(S)-\bar{\mu}(S)| \leq \frac{\alpha}{\mathcal{\mathcal { P } _ { \mathcal { X } } ( S )}} \tag{5.1}
\end{equation*}
$$

We can use this to bound the difference between the true moment $m_{k}(S)$ and the pseudomoment $\tilde{m}_{k, \bar{\mu}}(S)$ on $S$. First, note that:

$$
\begin{aligned}
m_{k}(S) & =\underset{\mathcal{P}}{\mathbb{E}}\left[(y-\mu(S))^{k} \mid x \in S\right] \\
& =\underset{\mathcal{P}}{\mathbb{E}}\left[[(y-\bar{\mu}(x))+(\bar{\mu}(x)-\mu(S))]^{k} \mid x \in S\right]
\end{aligned}
$$

We will make use of the following fact:

Lemma 27. For any $a, b \in[0,1],\left|a^{k}-b^{k}\right| \leq k|a-b|$.

Proof. Observe that:

$$
\left|a^{k}-b^{k}\right|=\left|(a-b)\left(\sum_{\ell=0}^{k-1} a^{\ell} b^{k-1-\ell}\right)\right| \leq|a-b|\left|k(\max (a, b))^{k-1}\right| \leq k|a-b|
$$

Finally, we conclude that:

$$
\begin{aligned}
\left|m_{k}(S)-\widetilde{m}_{k, \bar{\mu}}(S)\right| & =\left|\underset{\mathcal{P}}{\mathbb{E}}\left[((y-\bar{\mu}(x))+(\bar{\mu}(x)-\mu(S)))^{k}-(y-\bar{\mu}(x))^{k} \mid x \in S\right]\right| \\
& \leq k \underset{\mathcal{P}}{\mathbb{E}}[|\bar{\mu}(x)-\mu(S)| \mid x \in S] \\
& \leq k(\underset{\mathcal{P}}{\mathbb{E}}[|\bar{\mu}(x)-\bar{\mu}(S)| \mid x \in S]+|\bar{\mu}(S)-\mu(S)|) \\
& \leq k\left(\frac{1}{m}+\frac{\alpha}{\mathcal{P} \mathcal{X}(S)}\right)
\end{aligned}
$$

The first inequality follows from Lemma 27 with $a=(y-\bar{\mu}(x))+(\bar{\mu}(x)-\mu(S))$ and $b=$ $y-\bar{\mu}(x)$. The final inequality follows from (5.1) (mean consistency) together with the fact that $\bar{\mu}(x)$ falls within a bucket of width $\frac{1}{m}$ for any $x \in S$ (recall that by definition, $\left.S=G\left(\bar{\mu}, \bar{m}_{k}, i, j\right)\right)$, and so does $\bar{\mu}(S)$

Finally, because $\bar{m}_{k}$ is $\beta$-pseudo-moment consistent on $S$ with respect to $\bar{\mu}$ we can invoke the triangle inequality to conclude:

$$
\begin{aligned}
\left|\bar{m}_{k}(S)-m_{k}(S)\right| & \leq\left|\bar{m}_{k}(S)-\widetilde{m}_{k, \bar{\mu}}(S)\right|+\left|\widetilde{m}_{k, \bar{\mu}}(S)-m_{k}(S)\right| \\
& \leq \frac{\beta}{\mathcal{P}_{\mathcal{X}}(S)}+k\left(\frac{1}{m}+\frac{\alpha}{\mathcal{P}_{\mathcal{X}}(S)}\right)
\end{aligned}
$$

Lemma 26 reduces the problem of finding mean-conditioned-moment multicalibrated predictors $\left(\bar{\mu}, \bar{m}_{k}\right)$ to the problem of finding a pair of predictors $\left(\bar{\mu}, \bar{m}_{k}\right)$ satisfying meanconsistency and pseudo-moment-consistency on the sets $G\left(\bar{\mu}, \bar{m}_{k}, i, j\right)$. It is unclear how to do this, because these conditions have a circular dependency: pseudo-moment consistency of $\bar{m}_{k}$ with respect to $\bar{\mu}$ is not defined until we have fixed a mean predictor $\bar{\mu}$, because the "labels" $\widetilde{m}_{k, \bar{\mu}}(x)$ with respect to which pseudo-moment consistency is defined depend on $\bar{\mu}$. On the other hand, the sets $G\left(\bar{\mu}, \bar{m}_{k}, i, j\right)$ on which $\bar{\mu}$ must satisfy mean consistency are not defined until we fix the moment predictor $\bar{m}_{k}$. The next section is devoted to resolving this circularity and finding predictors satisfying the conditions of Lemma 26.

### 5.4.3. Mean-Conditioned Moment Multicalibration

We arrive at the last block upon which our main result rests: an alternating gradient descent procedure that on any distribution finds a mean multicalibrated predictor $\bar{\mu}$ together with moment predictors $\left\{\bar{m}_{a}\right\}_{a=2}^{k}$ such that each pair $\left(\bar{\mu}, \bar{m}_{a}\right)$ is approximately mean-conditioned moment multicalibrated on $\mathcal{G}$. We continue, for clarity's sake, to assume access to the underlying distribution $\mathcal{P}$, and postpone to Section 5.5 the details of implementing this approach with a polynomially sized sample of points. Our strategy is to obtain a set of predictors that together satisfy the hypotheses of Lemma 26: mean consistency and pseudo-momentconsistency on every set of the form $\left.G\left(\bar{\mu}, \bar{m}_{a}, i, j\right)\right) \subseteq G \in \mathcal{G}, 1<a \leq k$, and $i, j \in[m]$. We have already seen in Section 5.4.1 that for a fixed collection of sets, a simple gradientdescent procedure can obtain mean consistency on each of the sets. Section 5.4.2 demonstrates that for a fixed mean predictor $\bar{\mu}$, a similar gradient descent procedure can obtain pseudo-moment-consistency with respect to $\bar{\mu}$ on each set $\left.G\left(\bar{\mu}, \bar{m}_{a}, i, j\right)\right)$. Our algorithm simply alternates between these two procedures. In rounds $t$, we maintain hypothesis predictors $\bar{\mu}^{t},\left\{\bar{m}_{a}^{t}\right\}_{a=2}^{k}$. In alternating rounds, we perform updates of gradient descent using Algorithm 5 to arrive at a mean predictor $\bar{\mu}^{t}$ that has taken a step towards consistency on sets $G\left(\bar{\mu}^{t}, \bar{m}_{a}^{t-1}, i, j\right)$, and then using the newly updated mean predictor $\bar{\mu}^{t}$, run Algorithm 6 to obtain moment predictors $\bar{m}_{a}^{t}$ that obtain pseudo-moment-consistency with respect to $\bar{\mu}^{t}$ on all sets $G\left(\bar{\mu}^{t}, \bar{m}_{a}^{t}, i, j\right)$. This is coordinated via a wrapper algorithm, Algorithm 7. We prove this alternating procedure terminates after $1 / \alpha^{2}-1$ many rounds and outputs predictors $\bar{\mu},\left\{\bar{m}_{a}\right\}_{a=2}^{k}$ that are jointly mean-conditioned moment-multicalibrated.

```
Algorithm 5: MeanConsistencyUpdate( \(\bar{\mu}, S, \lambda\) )
    \(\bar{\mu}(x)= \begin{cases}\operatorname{project}_{[0,1]}(\bar{\mu}(x)-\alpha \lambda) & \text { if } x \in S, \\ \bar{\mu}(x) & \text { otherwise. }\end{cases}\)
    return \(\bar{\mu}\)
```

```
Algorithm 6: PseudoMomentConsistency \(\left(a, \beta, \bar{\mu}, \bar{m}_{a}, \mathcal{G}\right)\)
    define pseudo-moment labels \(\widetilde{m}_{a, \bar{\mu}}(x)=\mathbb{E}\left[(y-\bar{\mu}(x))^{a} \mid x\right]\) for all \(x\)
    while \(\exists R=G\left(\bar{\mu}, \bar{m}_{a}, i, j\right)\) for some \(G \in \mathcal{G}, i, j \in[m]\) s.t.
        \(\left|\bar{m}_{a}(R)-\widetilde{m}_{a, \bar{\mu}}(R)\right| \geq \frac{\beta}{\mathcal{P}_{\mathcal{X}}(R)}\) do
        \(\psi=\operatorname{sign}\left(\bar{m}_{k}(R)-\widetilde{m}_{k, \bar{\mu}}(R)\right)\)
        \(\bar{m}_{a}(x)= \begin{cases}\operatorname{project}_{[0,1]}\left(\bar{m}_{a}(x)-\beta \psi\right) & \text { if } x \in R \\ \bar{m}_{a}(x) & \text { otherwise } .\end{cases}\)
    end
    return \(\bar{m}_{k}\)
```

```
Algorithm 7: AlternatingGradientDescent \((\alpha, \beta, \mathcal{G})\)
    initialize \(\bar{\mu}^{1}(x)=0\) for all \(x\)
    for all \(1<a \leq k\), initialize \(\bar{m}_{a}^{1}(x)=0\) for all \(x\)
    \(t=1\)
    while \(\exists S^{t}=G\left(\bar{\mu}^{t}, i\right)\) or \(S^{t}=G\left(\bar{\mu}^{t}, \bar{m}_{a}^{t}, i, j\right)\) for some \(G \in \mathcal{G}, i, j \in[m], 1<a \leq k\)
        s.t. \(\left|\bar{\mu}^{t}\left(S^{t}\right)-\mu\left(S^{t}\right)\right| \geq \frac{\alpha}{\mathcal{P}_{\mathcal{X}}\left(S^{t}\right)}\) do
        \(\lambda^{t}=\operatorname{sign}\left(\bar{\mu}\left(S^{t}\right)-\mu\left(S^{t}\right)\right)\)
        \(\bar{\mu}^{t+1}=\) MeanConsistencyUpdate \(\left(\bar{\mu}^{t}, S^{t}, \lambda^{t}\right)\)
        for \(a=2, \ldots, k\) do
            \(\bar{m}_{a}^{t+1}=\operatorname{PseudoMomentConsistency}\left(a, \beta, \bar{\mu}^{t+1}, \bar{m}_{a}^{t}, \mathcal{G}\right)\).
        end
        \(t=t+1\)
    end
    return \(\left(\bar{\mu}^{t},\left\{\bar{m}_{a}^{t}\right\}_{a=2}^{k}\right)\)
```

Theorem 21. Let $T$ be the final iterate $t$ of Algorithm 7 (i.e. its output is $\left(\bar{\mu}^{T},\left\{\bar{m}_{a}^{T}\right\}_{a=2}^{k}\right)$. Algorithm 7 has the following guarantees:

1. Total Iterations: The algorithm halts. The final iterate $T$ is s.t. $T \leq \frac{1}{\alpha^{2}}-1$. The total number of gradient descent update operations is at most $\left(\frac{1}{\alpha^{2}}-1\right)\left(1+(k-1)\left(\frac{1}{\beta^{2}}-1\right)\right)$.
2. Mean multicalibration: Output $\bar{\mu}^{T}$ is $\alpha$-mean multicalibrated with respect to $\mathcal{G}$.
3. Mean Conditioned Moment multicalibration: For every $a \in\{2, \ldots, k\}$, the pair $\left(\bar{\mu}^{T}, \bar{m}_{a}^{T}\right)$ is $\left(\alpha, \beta+a \alpha, \frac{a}{m}\right)$-mean-conditioned moment-multicalibrated with respect to $\mathcal{G}$.

Proof. We prove each guarantee in turn.
Total Iterations: Every step $t$ of the while loop in Algorithm 7 performs a gradient descent update using MeanConsistencyUpdate on a pair $\left(\lambda^{t}, S^{t}\right)$ such that:

$$
\lambda^{t}\left(\bar{\mu}^{t}\left(S^{t}\right)-\mu\left(S^{t}\right)\right) \geq \frac{\alpha}{\mathcal{P}_{\mathcal{X}}\left(S^{t}\right)} .
$$

By Theorem 19, this process can continue for at most $T \leq \frac{1}{\alpha^{2}}-1$ many iterations. Within each iteration $t$ of the loop, the algorithm makes one call to PseudoMomentConsistency for each $1<a \leq k$ for a total of $(k-1)$ calls per iteration. Each of these calls performs at most $\frac{1}{\beta^{2}}-1$ iterations of gradient descent, by Theorem 20 .

Mean multicalibration: Suppose for a contradiction that Algorithm 7 terminates at $t=T$ with output $\bar{\mu}^{T}$ which is not mean multicalibrated, i.e. there exists a set $S \equiv G\left(\bar{\mu}^{T}, i\right)$ for some $G \in \mathcal{G}, i \in[m]$ such that $\left|\bar{\mu}^{t}(S)-\mu(S)\right| \geq \frac{\alpha}{\mathcal{P}_{\mathcal{X}}(S)}$. Then, by construction of the while loop in Algorithm 7, $T$ cannot be the final iterate of $t$.

Mean Conditioned Moment multicalibration: The While loop in Algorithm 7 will continue as long as there exists a set $S^{t} \equiv G\left(\bar{\mu}^{t}, \bar{m}_{a}^{t}, i, j\right)$ for some $G \in \mathcal{G}, i, j \in[m]$ such that $\left|\bar{\mu}^{t}\left(S^{t}\right)-\mu\left(S^{t}\right)\right| \geq \frac{\alpha}{\mathcal{P}_{\mathcal{X}}\left(S^{t}\right)}$. Hence we can conclude that at termination, $\bar{\mu}^{T}$ is $\alpha$-mean consistent on every set $G\left(\bar{\mu}^{T}, \bar{m}_{a}^{T}, i, j\right)$ for some $G \in \mathcal{G}, i, j \in[m]$.

Moreover, during the final iteration, for each $1<a \leq k, \bar{m}_{a}^{T}$ was constructed by running PseudoMomentConsistency $\left(a, \beta, \bar{\mu}^{T}, \bar{m}_{a}^{T-1}, \mathcal{G}\right)$. Therefore, by Theorem 20 we know
that $\bar{m}_{a}^{T}$ is $\beta$-pseudo-moment consistent on every set $G\left(\bar{\mu}^{T}, \bar{m}_{a}^{T}, i, j\right)$. To see this, note that if PseudoMomentConsistency runs for $\frac{1}{\beta^{2}}-1$ many rounds, then it is $\beta$-pseudo-moment consistent on every set. On the other hand, the only way it can halt before that many rounds (by construction of the halting condition in its While loop) is if $\bar{m}_{a}^{T}$ is $\beta$-pseudo-moment consistent on every set $G\left(\bar{\mu}^{T}, \bar{m}_{a}^{T}, i, j\right)$.

Therefore, $\bar{\mu}^{T}$ and $\left\{\bar{m}_{a}^{T}\right\}_{a=2}^{k}$ jointly satisfy the conditions of Lemma 26 . It follows from the Lemma that they are mean-conditioned moment-multicalibrated at the desired parameters.

### 5.5. Implementation with Finite Sample and Runtime Guarantees

In Section 5.4, we analyzed a version of our algorithm as if we had direct access to the true distribution, $\mathcal{P}$. In particular, in both Algorithm 6 and Algorithm 7, access to $\mathcal{P}$ was needed in (only) two places. First, to identify a set $S^{t}$ such that $\left|\bar{\mu}^{t}\left(S^{t}\right)-\mu\left(S^{t}\right)\right| \geq \frac{\alpha}{\mathcal{P}_{\mathcal{X}}\left(S^{t}\right)}$. Second, to identify a set $R$ such that $\left|\bar{m}_{a}(R)-\widetilde{m}_{a, \bar{\mu}}(R)\right| \geq \frac{\beta}{\mathcal{P}_{\mathcal{X}}(R)}$. In this section, we show how to perform these operations approximately by using a small finite sample of points drawn from $\mathcal{P}$, and hence to obtain a finite sample version of our main result together with sample complexity and running time bounds.

There are two issues at play here: the first issue is purely statistical: how many samples are needed to execute the two checks needed to implement our algorithm? Our finite sample algorithm will essentially use a sufficiently large fresh sample of data at every iteration to guarantee uniform convergence of the quantities to be estimated over all of the sets that must be checked at that iteration. The second issue is computational: even if we have enough samples so that we can check in-sample quantities as proxies for the distributional quantities we care about, what is the running time of our algorithm? We are performing gradient descent in a potentially infinite dimensional space, and so we cannot explicitly maintain the weights $\bar{\mu}^{t}(x), \bar{m}_{a}^{t}(x)$ for all $x$. Instead, we maintain these weights implicitly as a weighted linear combination of the indicator functions for each of the sets $S^{t}, R$, used to perform updates (recall that we have assumed that each set $G \in \mathcal{G}$ can be represented by
an indicator function computed by a polynomially sized circuit, so we have concise implicit representations of every set that our algorithm must manipulate). Ostensibly one must exhaustively enumerate the collection of sets $S, R$, for which our algorithm must perform some check (in fact their indicator functions), which takes time that scales with $m^{2} \cdot|\mathcal{G}|$. We first focus on the statistical problem, showing that the number of samples needed to implement our algorithm is small, and then we observe that if we have an agnostic learning algorithm for $\mathcal{G}$, we can use it to replace exhaustive enumeration. In both cases-although the details differ-we handle these issues in largely the same way they were handled by Hébert-Johnson et al. [43], so many of the proofs and calculations will be deferred to the Appendix.

Finally, we remark that it is essential that we draw a fresh sample of $n$ data points each time we try to find a set for consistency violation because $\ell, \bar{\ell}$, as well as the collection of sets $\mathcal{S}$ that we are auditing, are not fixed a priori but change adaptively (i.e. as a function of the data) between rounds. Due to the adaptive nature of the statistical tests that need to be performed, we cannot simply union bound over these queries. We remark that we could have applied adaptive data analysis techniques (see e.g. [7, 20, 52]) to partially re-use the data, which would save a quadratic factor in the sample complexity (or for finite data domains, an exponential improvement in some of the existing parameters, at the cost of an additional dependence on $\log |\mathcal{X}|$ by using the private multiplicative weights algorithm of Hardt and Rothblum [40]). This idea is applied in Hébert-Johnson et al. [43]; it applies here in the same manner; interested readers can refer to Hébert-Johnson et al. [43].
5.5.1. Sample Complexity Bounds and a Finite Sample Algorithm via Exhaustive Group Enumeration

First, recall that pseudo-moment consistency is mean consistency with respect to the artificially created label $\widetilde{m}_{k, \bar{\mu}}(x)=(y-\bar{\mu}(x))^{k}$. To avoid needless repetition, we focus on achieving mean consistency for an arbitrary label defined by a label function $\ell(x, y)$ with a predictor $\bar{\ell}(x)$. Then, auditing for mean consistency for $\bar{\mu}$ and pseudo-moment consistency
for $\bar{m}_{k}$ follows by setting

$$
\begin{aligned}
\bar{\ell}(x)=\bar{\mu}(x) \quad \text { and } \quad \ell(x, y)=y \\
\bar{\ell}(x)=\bar{m}_{k}(x) \quad \text { and } \quad \ell(x, y)=(y-\bar{\mu}(x))^{k}
\end{aligned}
$$

for mean consistency and pseudo-moment consistency respectively. For economy of notation set,

$$
\bar{\ell}(S)=\underset{\mathcal{P}}{\mathbb{E}}[\bar{\ell}(x) \mid x \in S] \quad \text { and } \quad \ell(S)=\underset{\mathcal{P}}{\mathbb{E}}[\ell(x, y) \mid x \in S]
$$

for all $S \subseteq \mathcal{X}$. For any set $S \subseteq \mathcal{X}$, given a dataset $D$, we refer to $D_{S}$ as the subset of the data where the corresponding points lie in $S$ (i.e. $D_{S}=\{(x, y) \in D: x \in S\}$ ). If dataset $D_{S}$ has $n^{\prime}$ points each drawn independently from $\mathcal{P}$ conditional on $x \in S$, we can appeal to the Chernoff bound (Theorem 28) to argue that empirical averages must be close to their expectations.

We can also appeal to the Chernoff bound to argue that when we sample data points from $\mathcal{P}$, the number of points that fall into some set $S\left(\right.$ e.g. $\left.G\left(\bar{\mu}, \bar{m}_{k}, i, j\right)\right)$ scales roughly with $n \mathcal{P}_{\mathcal{X}}(S)$ (Lemma 33).

Throughout the execution of our algorithm, we need to audit the current mean and moment estimators for $\alpha$-mean consistency violations. This is important, because the analysis of the running time of the algorithm (e.g. the fact that it converges after at most $T=\frac{1}{\alpha^{2}}-1$ iterations) relies on making a minimum amount of progress guaranteed by $\alpha$-mean inconsistency. In the next lemma, we provide a condition that can be checked using empirical estimates which guarantees $\alpha$-mean inconsistency (on the true, unknown distribution) whenever the sample is appropriately close to the distribution; it follows from two applications of a Chernoff bound that this approximate closeness condition will occur with high probability. We encapsulate this empirical check in Algorithm 8.

```
Algorithm 8: \(\operatorname{Auditor}\left(\ell, \bar{\ell}, \alpha, \delta,\left\{\left(x_{b}, y_{b}\right)\right\}_{b=1}^{n^{\prime}}\right)\)
    if \(n^{\prime}>0\) and \(\left|\frac{1}{n^{\prime}} \sum_{b=1}^{n^{\prime}} \bar{\ell}\left(x_{b}\right)-\frac{1}{n^{\prime}} \sum_{b=1}^{n^{\prime}} \ell\left(x_{b}, y_{b}\right)\right|-2 \sqrt{\frac{\ln \left(\frac{2}{\delta}\right)}{2 n^{\prime}}} \geq \frac{\alpha}{\frac{n^{\prime}}{n}-\sqrt{\frac{\ln \left(\frac{2}{\delta}\right)}{2 n}}}\) then
        \(\lambda=\operatorname{sign}\left(\frac{1}{n^{\prime}} \sum_{b=1}^{n^{\prime}} \bar{\ell}\left(x_{b}\right)-\frac{1}{n^{\prime}} \sum_{b=1}^{n^{\prime}} \ell\left(x_{b}, y_{b}\right)\right)\)
        Output YES, \(\lambda\) (A Consistency Violation has been found)
    else
        Output No
    end
```

Definition 19. Fix any set $S \subseteq \mathcal{X}$. Given a set of $n$ data points $D$ and its associated $D_{S}=\left\{\left(x_{b}, y_{b}\right)\right\}_{b=1}^{n^{\prime}}$, we say that $D$ is approximately close to $\mathcal{P}$ with respect to $(S, \ell, \bar{\ell})$, if the following inequalities hold true:

$$
\begin{align*}
& n^{\prime}>0 \\
& \left|\frac{n^{\prime}}{n}-\mathcal{P}_{\mathcal{X}}(S)\right| \leq \sqrt{\frac{\ln \left(\frac{2}{\delta}\right)}{2 n}}  \tag{5.2a}\\
& \left|\frac{1}{n^{\prime}} \sum_{b=1}^{n^{\prime}} \bar{\ell}\left(x_{b}\right)-\bar{\ell}(S)\right| \leq \sqrt{\frac{\ln \left(\frac{2}{\delta}\right)}{2 n^{\prime}}}  \tag{5.2b}\\
& \left|\frac{1}{n^{\prime}} \sum_{b=1}^{n^{\prime}} \ell\left(x_{b}, y_{b}\right)-\ell(S)\right| \leq \sqrt{\frac{\ln \left(\frac{2}{\delta}\right)}{2 n^{\prime}}} \tag{5.2c}
\end{align*}
$$

Lemma 28. Fix any set $S \subseteq \mathcal{X}$. If dataset $D$ is approximately close to $\mathcal{P}$ with respect to $(S, \bar{\ell}, \ell)$, then we have

$$
\text { Auditor }\left(\ell, \bar{\ell}, \alpha, D_{S}\right)=(Y E S, \lambda) \Longrightarrow|\bar{\ell}(S)-\ell(S)| \geq \frac{\alpha}{\mathcal{P}_{\mathcal{X}}(S)} \quad \text { and } \quad \lambda=\operatorname{sign}(\bar{\ell}(S)-\ell(S))
$$

Lemma 28 implies that when we find an empirical consistency violation using Algorithm 8, it is indeed a real $\alpha$-consistency violation with respect to the true distribution, allowing us to make progress - this guarantees that our algorithm will not run for too many iterations. But we need a converse condition, in order to make sure that we don't halt too early: we
must show that if there are no empirical $\alpha^{\prime}$-consistency violations for some $\alpha^{\prime}>\alpha$, then there are also no $\alpha$-consistency violations with respect to the true distribution. This is what we do in Lemma 29. Observe, that without loss of generality, we can restrict attention to sets such that $\mathcal{P}_{\mathcal{X}}(S) \geq \alpha$ because any estimator in the range $[0,1]$ is trivially $\alpha$-mean consistent on every set with measure $<\alpha$.

Lemma 29. Fix any set $S \subseteq \mathcal{X}$ such that $\mathcal{\mathcal { X }}(S) \geq \alpha$. Assume $n$ is sufficiently large such that $2 \sqrt{\frac{\ln \left(\frac{2}{\delta}\right)}{2 n}}<\alpha$ If $D$ is approximately close to $\mathcal{P}$ with respect to $(S, \bar{\ell}, \ell)$, we have

$$
|\bar{\ell}(S)-\ell(S)| \geq \frac{\alpha^{\prime}}{\mathcal{P}_{\mathcal{X}}(S)} \Longrightarrow \text { Auditor }\left(\ell, \bar{\ell}, \alpha, D_{S}\right)=Y E S,
$$

where $\alpha^{\prime}=\alpha+4 \sqrt{\frac{1}{2 n} \ln \left(\frac{2}{\delta}\right)}+\left(\alpha-2 \sqrt{\frac{\ln \left(\frac{2}{\delta}\right)}{2 n}}\right)^{-2}\left(2 \sqrt{\frac{\ln \left(\frac{2}{\delta}\right)}{2 n}}\right)$.
The Auditor subroutine above performs a consistency check on a single set. We now use it to audit for mean consistency and pseudo-moment consistency across a collection of sets.

```
Algorithm 9: ConsistencyAuditor \((\bar{\ell}, \ell, \alpha, \delta, D, \mathcal{S})\)
    for \(S \in \mathcal{S}\) do
        if \(\left|D_{S}\right|>0\) and Auditor \(\left(\ell, \bar{\ell}, \alpha, \delta, D_{S}\right)=Y E S, \lambda\) then
            return \(S, \lambda\)
        end
    end
    return NULL
```

Corollary 3. Fix $\bar{\ell}, \ell, \alpha, \delta$, and a collection of sets $\mathcal{S}$. Given a set of $n$ points $D$ drawn i.i.d. from $\mathcal{P}$ where $\alpha>2 \sqrt{\frac{\ln \left(\frac{2}{\delta}\right)}{2 n}}$, ConsistencyAuditor $(\bar{\mu}, \alpha, D, \mathcal{S})$ has the following guarantee with probability $1-3 \delta|\mathcal{S}|$ over the randomness of $D$ :

1. If ConsistencyAuditor does output some set $S$ and $\lambda$, then

$$
|\bar{\ell}(S)-\ell(S)| \geq \frac{\alpha}{\mathcal{P}_{\mathcal{X}}(S)} \quad \text { and } \quad \lambda=\operatorname{sign}(\bar{\ell}(S)-\ell(S))
$$

2. If ConsistencyAuditor outputs $N U L L$, then for all $S \in \mathcal{S}$,

$$
|\bar{\ell}(S)-\ell(S)| \leq \frac{\alpha^{\prime}}{\mathcal{P}_{\mathcal{X}}(S)},
$$

$$
\text { where } \alpha^{\prime}=\alpha+4 \sqrt{\frac{1}{2 n} \ln \left(\frac{2}{\delta}\right)}+\left(\alpha-2 \sqrt{\frac{\ln \left(\frac{2}{\delta}\right)}{2 n}}\right)^{-2}\left(2 \sqrt{\frac{\ln \left(\frac{2}{\delta}\right)}{2 n}}\right) .
$$

Thus, to detect a set $S$ with $\alpha$-mean consistency violation in line 7 of Algorithm 7, we can leverage Algorithm 9 by drawing a fresh sample of size $n$ and setting $\bar{\ell}(x)=\bar{\mu}(x), \ell(x, y)=y$, and $\mathcal{S}=\{G(\bar{\mu}, i): G \in \mathcal{G}, i \in[m]\} \cup\left\{G\left(\bar{\mu}, \bar{m}_{a}, i, j\right): G \in \mathcal{G}, i, j \in[m], a \in\{2, \ldots, k\}\right\}$. Likewise, for every $a \in\{2, \ldots, k\}$, to detect a set $S$ with $\beta$-pseudo-moment consistency violation in line 6 of Algorithm 6, we can leverage Algorithm 9 by drawing a fresh sample of size $n$ and setting $\bar{\ell}(x)=\bar{m}_{k}(x), \ell(x, y)=(y-\bar{\mu}(x))^{k}$, and $\mathcal{S}=\left\{G\left(\bar{\mu}, \bar{m}_{a}, i, j\right): G \in\right.$ $\mathcal{G}, i, j \in[m]\}$. We write out the pseudocode of this process below.

```
Algorithm 10: PseudoMomentConsistencyFinite \(\left(a, \beta, \delta, \bar{\mu}, \bar{m}_{a}, n, \mathcal{G}\right)\)
    \(D=\left\{\left(x_{b}, y_{b}\right)\right\}_{b=1}^{n} \sim \mathcal{P}^{n}\)
    \(\mathcal{S}=\left\{G\left(\bar{\mu}, \bar{m}_{a}, i, j\right): G \in \mathcal{G}, i, j \in[m]\right\}\)
    \(\bar{\ell}(x)=\bar{m}_{a}(x)\)
    \(\ell(x, y)=(y-\bar{\mu}(x))^{a}\)
    \(R, \psi=\) ConsistencyAuditor \((\bar{\ell}, \ell, \beta, \delta, D, \mathcal{S})\)
    while \(R, \psi \neq N U L L\) do
        \(\bar{m}_{a}(x)= \begin{cases}\operatorname{project}_{[0,1]}\left(\bar{m}_{a}(x)-\beta \psi\right) & \text { if } x \in R \\ \bar{m}_{a}(x) & \text { otherwise. }\end{cases}\)
        \(D=\left\{\left(x_{b}, y_{b}\right)\right\}_{b=1}^{n} \sim \mathcal{P}^{n}\)
        \(\mathcal{S}=\left\{G\left(\bar{\mu}, \bar{m}_{a}, i, j\right): G \in \mathcal{G}, i, j \in[m]\right\}\)
        \(\bar{\ell}(x)=\bar{m}_{a}(x)\)
        \(R, \psi=\) ConsistencyAuditor \((\bar{\ell}, \ell, \beta, \delta, D, \mathcal{S})\)
    end
    return \(\bar{m}_{k}\)
```

```
Algorithm 11: AlternatingGradientDescentFinite \((\alpha, \beta, \delta, n, \mathcal{G})\)
    Initialize \(\bar{\mu}^{1}(x)=0\) for all \(x\)
    For all \(1<a \leq k\), initialize \(\bar{m}_{a}^{1}(x)=0\) for all \(x\)
    \(t=1\)
    \(\bar{\ell}^{t}(x)=\bar{\mu}(x)\)
    \(\ell(x, y)=y\)
    \(D^{t}=\left\{\left(x_{b}, y_{b}\right)\right\}_{b=1}^{n} \sim \mathcal{P}^{n}\)
    \(\mathcal{S}^{t}=\left\{G\left(\bar{\mu}^{t}, i\right): G \in \mathcal{G}, i \in[m]\right\} \cup\left\{G\left(\bar{\mu}^{t}, \bar{m}_{a}^{t}, i, j\right): G \in \mathcal{G}, i, j \in[m], a \in\{2, \ldots, k\}\right\}\)
    \(S^{t}, \lambda^{t}=\) ConsistencyAuditor \(\left(\bar{\ell}^{t}, \ell, \alpha, \delta, D, \mathcal{S}\right)\)
    while \(S^{t}, \lambda^{t} \neq N U L L\) do
        \(\bar{\mu}^{t+1}=\) MeanConsistencyUpdate \(\left(\bar{\mu}^{t}, S^{t}, \lambda^{t}\right)\)
        for \(a=2, \ldots, k\) do
            \(\bar{m}_{a}^{t+1}=\operatorname{PseudoMomentConsistencyFinite}\left(a, \beta, \delta, \bar{\mu}^{t+1}, \bar{m}_{a}^{t}, n, \mathcal{G}\right)\).
        end
        \(t=t+1\)
        \(\bar{\ell}^{t}(x)=\bar{\mu}(x)\)
        \(D^{t}=\left\{\left(x_{b}, y_{b}\right)\right\}_{b=1}^{n} \sim \mathcal{P}^{n}\)
        \(\mathcal{S}^{t}=\left\{G\left(\bar{\mu}^{t}, i\right): G \in \mathcal{G}, i \in[m]\right\} \cup\left\{G\left(\bar{\mu}^{t}, \bar{m}_{a}^{t}, i, j\right): G \in \mathcal{G}, i, j \in[m], a \in\right.\)
            \(\{2, \ldots, k\}\}\)
        \(S^{t}, \lambda^{t}=\) ConsistencyAuditor \(\left(\bar{\ell}^{t}, \ell, \alpha, \delta, D^{t}, \mathcal{S}^{t}\right)\)
    end
    return \(\left(\bar{\mu}^{t},\left\{\bar{m}_{a}^{t}\right\}_{a=2}^{k}\right)\)
```

Theorem 22. Let $T$ be the final iterate of Algorithm 11. If $2 \sqrt{\frac{\ln \left(\frac{2}{\delta}\right)}{2 n}} \leq \alpha$ and $2 \sqrt{\frac{\ln \left(\frac{2}{\delta}\right)}{2 n}} \leq \beta$, we have the following guarantees:

1. Total Iterations: With probability $1-3 \delta|\mathcal{G}| Q_{\alpha}\left(\left(m^{2}+m\right)+m^{2} Q_{\beta}\right)$ over the randomness of our samples, the final iterate $T$ is s.t. $T \leq \frac{1}{\alpha^{2}}-1$ and the total number of
gradient descent update operations will be at most $Q$, where

$$
Q_{\alpha}=\frac{1}{\alpha^{2}}-1, Q_{\beta}=(k-1)\left(\frac{1}{\beta^{2}}-1\right), Q=Q_{\alpha}\left(1+Q_{\beta}\right) .
$$

In particular, the algorithm uses at most $n Q$ samples from $\mathcal{P}$.
2. Mean multicalibration: With probability $1-3 \delta\left(m^{2}+m\right)|\mathcal{G}|$, output $\bar{\mu}^{T}$ is $\alpha^{\prime}$-mean multicalibrated with respect to $\mathcal{G}$ where

$$
\alpha^{\prime}=\alpha+4 \sqrt{\frac{\ln \left(\frac{2}{\delta}\right)}{2 n}}+\left(\alpha-2 \sqrt{\frac{\ln \left(\frac{2}{\delta}\right)}{2 n}}\right)^{-2}\left(2 \sqrt{\frac{\ln \left(\frac{2}{\delta}\right)}{2 n}}\right) .
$$

3. Mean Conditioned Moment multicalibration: With probability $1-3 \delta|\mathcal{G}|\left(\mathrm{km}^{2}+\right.$ $m)$, for any $a \in\{2, \ldots, k\}$, pair $\left(\bar{\mu}^{T}, \bar{m}_{a}^{T}\right)$ is $\left(\alpha^{\prime}, a \alpha^{\prime}+\beta^{\prime}, \frac{a}{m}\right)$-mean-conditionedmoment multicalibrated where

$$
\begin{aligned}
& \alpha^{\prime}=\alpha+4 \sqrt{\frac{\ln \left(\frac{2}{\delta}\right)}{2 n}}+\left(\alpha-2 \sqrt{\frac{\ln \left(\frac{2}{\delta}\right)}{2 n}}\right)^{-2}\left(2 \sqrt{\frac{\ln \left(\frac{2}{\delta}\right)}{2 n}}\right) \\
& \beta^{\prime}=\beta+4 \sqrt{\frac{\ln \left(\frac{2}{\delta}\right)}{2 n}}+\left(\beta-2 \sqrt{\frac{\ln \left(\frac{2}{\delta}\right)}{2 n}}\right)^{-2}\left(2 \sqrt{\frac{\ln \left(\frac{2}{\delta}\right)}{2 n}}\right)
\end{aligned}
$$

The following corollary derives the sample complexity of our algorithm, implied by Theorem 22 , for a target set of parameters. Observe that the sample complexity is polynomial in $k, m, 1 / \alpha, 1 / \beta, 1 / \epsilon, \log (1 / \delta)$, and $\log |\mathcal{G}|$.

Corollary 4. Fix target parameters $\alpha^{\prime}, \beta^{\prime}, \delta^{\prime}$ and $\epsilon>0$ such that $\epsilon<\alpha^{\prime}$ and $\epsilon<\beta^{\prime}$. Define

$$
\begin{aligned}
& \bar{Q}=\frac{6|\mathcal{G}| k m^{2}}{\left(\frac{\alpha^{\prime}-\epsilon}{6+\frac{2}{\epsilon^{2}}}\right)^{2}\left(\frac{\beta^{\prime}-\epsilon}{6+\frac{2}{\epsilon^{2}}}\right)^{2}}, \quad \delta=\frac{\delta^{\prime}}{\max \left(3|\mathcal{G}|\left(k m^{2}+m\right), \bar{Q}\right)} \\
& n_{\alpha}=\frac{\ln \left(\frac{2 \bar{Q}}{\delta}\right)}{2\left(\frac{\alpha^{\prime}-\epsilon}{6+\frac{2}{\epsilon^{2}}}\right)^{2}}, \quad n_{\beta}=\frac{\ln \left(\frac{2 \bar{Q}}{\delta}\right)}{2\left(\frac{\beta^{\prime}-\epsilon}{6+\frac{2}{\epsilon^{2}}}\right)^{2}}
\end{aligned}
$$

Then, AlternatingGradientDescentFinite $(\alpha, \beta, \delta, n, \mathcal{G})$ where

$$
\begin{aligned}
& \alpha=2 \sqrt{\frac{\ln \left(\frac{2 \bar{Q}}{\delta}\right)}{2 n_{\alpha}}}+\epsilon, \beta=2 \sqrt{\frac{\ln \left(\frac{2 \bar{Q}}{\delta}\right)}{2 n_{\beta}}}+\epsilon, \\
& n=\max \left(\frac{\ln \left(\frac{2 \bar{Q}}{\delta}\right)}{\ln \left(\frac{2}{\delta}\right)} n_{\alpha}, \frac{\ln \left(\frac{2 \bar{Q}}{\delta}\right)}{\ln \left(\frac{2}{\delta}\right)} n_{\beta}, \frac{2 \ln \left(\frac{2}{\delta}\right)}{\alpha^{2}}, \frac{2 \ln \left(\frac{2}{\delta}\right)}{\beta^{2}}\right)
\end{aligned}
$$

has the following guarantees with probability $1-\delta^{\prime}$ :

1. The total number of gradient descent updates will be at most $Q$, where $Q$ is as defined in Theorem 22.
2. $\bar{\mu}^{T}$ is $\alpha^{\prime}$-mean-multicalibrated.
3. For every $a \in\{2, \ldots, k\},\left(\bar{\mu}^{T}, \bar{m}_{a}^{T}\right)$ is $\left(\alpha^{\prime}, a \alpha^{\prime}+\beta^{\prime}, \frac{a}{m}\right)$-mean-conditioned-moment multicalibrated.

Finally, we state the running time of the algorithm in the following Theorem.

Theorem 23. With probability $1-3 \delta|\mathcal{G}| Q_{\alpha}\left(\left(m^{2}+m\right)+m^{2} Q_{\beta}\right)$, the running time of Algorithm 11 is $O\left(Q|\mathcal{G}| m^{2} n\right)=O\left(\frac{k|\mathcal{G}| m^{2} n}{\alpha^{2} \beta^{2}}\right)$ where $Q_{\alpha}, Q_{\beta}$, and $Q$ are as defined in Theorem 22.

### 5.5.2. Oracle Efficient Implementation

In Section 5.5 .1 we analyzed an algorithm that had favorable sample-complexity bounds, but was computationally expensive when $\mathcal{G}$ was large: although it ran for only a small
number of iterations, each iteration required a complete enumeration of every set in $\mathcal{G}$. In this section, we show how to replace this expensive step with a call to an algorithm which can solve learning problems over $\mathcal{G}$, if one is available. Because the remaining portion of the algorithm is computationally efficient - even if $\mathcal{G}$ is very large - this yields what is sometimes known as an "oracle efficient algorithm". Similar reductions have been given in Hébert-Johnson et al. [43], Kearns et al. [59] and Kim et al. [61].

Definition 20. For some $\rho \in[0,1]$ and non-increasing function $p: \mathbb{N} \rightarrow[0,1], A$ is a ( $\rho, p$ )-agnostic learning oracle for hypothesis class $\mathcal{H} \subseteq 2^{\mathcal{X}}$ with respect to a label function $r(x, y) \in[-1,1]$, if for any distribution $\mathcal{P}$, given $n$ random samples from $\mathcal{P}$, it outputs $f: \mathcal{X} \rightarrow\{0,1\}$ such that with probability $1-p(n)$,

$$
\underset{(x, y) \sim \mathcal{P}}{\mathbb{E}}[f(x) \cdot r(x, y)]+\rho \geq \sup _{h \in \mathcal{H}} \underset{(x, y) \sim \mathcal{P}}{\mathbb{E}}[h(x) \cdot r(x, y)] .
$$

We write $\tau(n)$ to denote the running time of the oracle $A$ when $n$ data points are used, which we assume is at least $\Omega(n)$.

Remark 7. A more common definition of an agnostic learning oracle would use hypotheses with range $\{-1,1\}$ rather than $\{0,1\}$. But this definition will be more convenient for us, and is equivalent (up to a constant factor in the parameters) via a linear transformation.

We will use a learning algorithm for any class $\mathcal{H}$ such that $\mathcal{G} \subseteq \mathcal{H}$ to replace the set enumeration steps of our algorithm. In particular, to find a set of the form $G(\bar{\mu}, i)$ on which our existing predictor $\bar{\mu}$ fails to be mean consistent, we run our learning algorithm on the subset of our sample that intersects with $\mathcal{X}(\bar{\mu}, i)$, labelled with the positive and negative residuals of our predictor - i.e. on the labels $r_{R}^{+}(x, y)=\bar{\mu}(x)-y$ and $r_{R}^{-}=y-\bar{\mu}(x)$. Similarly, to find a set of the form $G\left(\bar{\mu}, \bar{m}_{a}, i, j\right)$, we run our learning algorithm on the sets $\mathcal{X}\left(\bar{\mu}, \bar{m}_{a}, i, j\right)$ labeled with both the positive and negative residuals. Finding sets on which we fail to be moment pseudo-consistent with respect to $\bar{\mu}$ is similar. All in all, this requires $O\left(k \cdot m^{2}\right)$ runs of our learning algorithm per gradient descent step, replacing the
complete enumeration of the collection of sets $\mathcal{G}$. We make this process more precise in Algorithm 13 and state the guarantees in Theorem 24. We also include the pseudocode for the correspondingly updated AlternatingGradientDescentFinite using Algorithm 13 as the auditing subroutine in the appendix - see Algorithm 15.

```
Algorithm 12: LearningOracleConsistencyAuditor \((\bar{\ell}, \ell, \alpha, \delta, D, R, A)\)
    \(r_{R}^{+}(x, y)=\left\{\begin{array}{ll}\bar{\ell}(x)-\ell(x, y) & \text { if } x \in R \\ 0 & \text { otherwise }\end{array} \quad\right.\) and \(\quad D_{R}^{+}=\left\{\left(x_{b}, r_{R}^{+}(x, y)\right)\right\}_{b=1}^{n}\)
    \(r_{R}^{-}(x, y)=\left\{\begin{array}{ll}\ell(x, y)-\bar{\ell}(x) & \text { if } x \in R \\ 0 & \text { otherwise }\end{array} \quad\right.\) and \(\quad D_{R}^{-}=\left\{\left(x_{b}, r_{R}^{-}(x, y)\right)\right\}_{b=1}^{n}\)
    \(\chi_{S^{+}}=A\left(D_{R}^{+}, \mathcal{H}\right)\)
    \(\chi_{S^{-}}=A\left(D_{R}^{-}, \mathcal{H}\right)\)
    return \(\left(S^{+}, S^{-}\right)\)
```

```
Algorithm 13: LearningOracleConsistencyAuditorWrapper \(\left(\bar{\ell}, \ell, \alpha, \delta, D, D^{\text {check }}, \mathbb{R}, A\right)\)
    \(\mathcal{V}=\{ \}\) for \(R \in \mathbb{R}\) do
        if \(\left|D_{R}\right|>0\) then
            \(S^{+}, S^{-}=\)LearningOracleConsistencyAuditor \(\left(\bar{\ell}, \ell, \alpha, \delta, D, D^{\text {check }}, R, A\right)\)
            \(\mathcal{V}=\mathcal{V} \cup\left\{\left(S^{+} \cap R\right),\left(S^{-} \cap R\right)\right\}\)
        end
    end
    return ConsistencyAuditor \(\left(\bar{\ell}, \ell, \alpha, D^{\text {check }}, \mathcal{V}\right)\)
```

First we observe that the objective of the agnostic learning oracle on the sets we run it on corresponds directly to the (positive and negative) violation of mean consistency on these sets, weighted by the measure of the sets.

Lemma 30. For each $R \in \mathbb{R}$ and any $\chi_{S}$ :

$$
\underset{(x, y)}{\mathbb{E}}\left[\chi_{S}(x) \cdot r_{R}^{+}(x, y)\right]=\mathcal{P}_{\mathcal{X}}(R \cap S)(\bar{\ell}(R \cap S)-\ell(R \cap S))
$$

$$
\underset{(x, y)}{\mathbb{E}}\left[\chi_{S}(x) \cdot r_{R}^{-}(x, y)\right]=\mathcal{P}_{\mathcal{X}}(R \cap S)(\ell(R \cap S)-\bar{\ell}(R \cap S))
$$

Using this, we can show that our learning oracle based consistency auditor has comparable guarantees to the consistency auditor that operated via set enumeration:

Theorem 24. Assume $n$ is sufficiently large such that $\alpha>2 \sqrt{\frac{\ln \left(\frac{2}{\delta}\right)}{2 n}}$. Algorithm 13 has the following guarantees:

1. If it returns some $S$ and $\lambda$, then with probability $1-3 \delta|\mathbb{R}|$ over the randomness of $D^{\text {check }}$,

$$
|\bar{\ell}(S)-\ell(S)| \geq \frac{\alpha}{\mathcal{P}_{\mathcal{X}}(S)}
$$

2. If it returns $N U L L$, then with probability $1-|\mathbb{R}|(3 \delta+2 p(n))$ over the randomness of $D$ and $D^{\text {check }}$, for all $\chi_{S} \in \mathcal{H}$ and $R \in \mathbb{R}$,

$$
|\bar{\ell}(R \cap S)-\ell(R \cap S)| \leq \frac{\alpha^{\prime}+\rho}{\mathcal{\mathcal { P } _ { \mathcal { X } } ( R \cap S )}}
$$

where $\alpha^{\prime}$ is as defined in Corollary 3.

Observe that when $\mathcal{G} \subseteq \mathcal{H}$ and $\mathbb{R}=\left\{\mathcal{X}\left(\bar{\mu}, \bar{m}_{a}, i, j\right): i, j \in[m]\right\}$, then, the collection of intersections $R \cap S$ over all $\chi_{S} \in \mathcal{H}$ and $R \in \mathbb{R}$ contains $\left\{G\left(\bar{\mu}, \bar{m}_{a}, i, j\right): G \in \mathcal{G}, i, j \in[m]\right\}$. The same observation applies when $\mathbb{R}=\{\mathcal{X}(\bar{\mu}, i): i \in[m]\} \cup\left\{\mathcal{X}\left(\bar{\mu}, \bar{m}_{a}, i, j\right): i, j \in[m]\right\}$ - the collection of intersections includes $\{G(\bar{\mu}, i): G \in \mathcal{G}, i \in[m]\} \cup\left\{\mathcal{X}\left(\bar{\mu}, \bar{m}_{a}, i, j\right): G \in\right.$ $\mathcal{G}, i, j \in[m]\}$.

We now present the guarantees of a version of AlternatingGradientDescent that uses Algorithm 13 as the auditor. Its pseudo-code can be found as Algorithm 15 in the appendix. We elide the proof as it is almost identical to that of Theorem 21 and Theorem 22.

Theorem 25. Assume $\mathcal{G} \subseteq \mathcal{H}$. Let $T$ be the final iterate of Algorithm 15. If $2 \sqrt{\frac{\ln \left(\frac{2}{\delta}\right)}{2 n}} \leq \alpha$, $2 \sqrt{\frac{\ln \left(\frac{2}{\delta}\right)}{2 n}} \leq \beta$, and $\mathcal{G} \subseteq \mathcal{H}$, we have the following guarantees:

1. Total Iterations: With probability $1-3 \delta Q_{\alpha}\left(\left(m^{2}+m\right)+m^{2} Q_{\beta}\right)$ over the randomness of our samples, the final iterate $T$ is such that $T \leq \frac{1}{\alpha^{2}}-1$ and the total number of gradient descent update operations will be at most $Q$, where $Q_{\alpha}, Q_{\beta}$, and $Q$ are all as defined in Theorem 22.

In particular, the algorithm uses at most $O(n Q)$ samples from $\mathcal{P}$.
2. Mean multicalibration: With probability $1-\left(m^{2}+m\right)(3 \delta+2 p(n))$, output $\bar{\mu}^{T}$ is $\alpha^{\prime \prime}$-mean multicalibrated with respect to $\mathcal{G}$ where $\alpha^{\prime \prime}=\alpha^{\prime}+\rho$ and $\alpha^{\prime}$ is as defined in Theorem 22.
3. Mean Conditioned Moment multicalibration: With probability $1-\left(\mathrm{km}^{2}+\mathrm{m}\right)(3 \delta+$ $2 p(n))$, for any $a \in\{2, \ldots, k\}$, pair $\left(\bar{\mu}^{T}, \bar{m}_{a}^{T}\right)$ is $\left(\alpha^{\prime \prime}, a \alpha^{\prime \prime}+\beta^{\prime \prime}, \frac{a}{m}\right)$-mean-conditionedmoment calibrated where $\beta^{\prime \prime}=\beta^{\prime}+\rho$ and $\beta^{\prime}$ is as defined in Theorem 22.

Finally, we state the running time of Algorithm 15.

Theorem 26. With probability at least $1-3 \delta Q_{\alpha}\left(\left(m^{2}+m\right)+m^{2} Q_{\beta}\right)$, the running time of Algorithm 15 is bounded by $O\left(Q m^{2} \tau(n)\right)$, where $Q$ is the total number of gradient descent operations as defined in Theorem 22.

### 5.6. Marginal Prediction Intervals

We now present an application of our results. Given subgroups of interest $\mathcal{G}$, we have shown how to to construct a multicalibrated mean predictor $\bar{\mu}$ and moment predictors $\left(\bar{m}_{a}\right)_{a=2}^{k}$ that are simultaneously mean-conditioned moment-multicalibrated. A key question is whether we can use mean-conditioned moment multicalibrated predictors in applications in which we would use real distributional moments, were they available.

In this section, we show that the answer is yes in an important application. Mean-conditioned moment multicalibrated predictors can be used in tail bounds just as real moments could be to compute prediction intervals. Where real moments would yield prediction intervals conditioned on an individual vector of features $x$, mean-conditioned moment-multicalibrated
predictors when used in the same computations yield marginal prediction intervals that are simultaneously valid for every sufficiently large subgroup. In particular, given a coverage failure probability $\delta$ and a group size $\gamma$ we show how to construct just from mean and moment predictions, for every $x \in X$, an interval $I(x, \gamma)$ such that for every $G \in \mathcal{G}$ and for every pair of predictions $i, j$ such that $G\left(\bar{\mu}, \bar{m}_{a}, i, j\right)$ has mass at least $\gamma$ we have: $\operatorname{Pr}_{(x, y)}\left[y \in I(x, \gamma) \mid x \in G\left(\bar{\mu}, \bar{m}_{a}, i, j\right)\right] \geq 1-\delta$.

Recall the following tail inequality (a simple consequence of Markov's inequality: when $k=2$, it is known as Chebyshev's inequality):

Lemma 31. Let $X$ be a random variable with mean $\mu$. Then for even $k, t>0$ :

$$
\operatorname{Pr}[|X-\mu| \geq t] \leq \frac{\mathbb{E}\left[(X-\mu)^{k}\right]}{t^{k}}
$$

Suppose we knew the real moments $m_{k}(x)$ of the distribution on $y$ conditional on features $x$ : A direct application of the above lemma would allow us to conclude that for any even moment $k$ :

$$
\operatorname{Pr}\left[\left.y \notin\left[\mu(x)-\left(\frac{m_{k}(x)}{\delta}\right)^{\frac{1}{k}}, \mu(x)+\left(\frac{m_{k}(x)}{\delta}\right)^{\frac{1}{k}}\right] \right\rvert\, x\right] \leq \delta .
$$

Bounds of this form are simple, but also strong: there is always an integer moment $k$ such that the above bound is at least as tight as a generalized Chernoff bound ${ }^{18}$ [78], and only the first $k \leq O(\log (1 / \delta))$ moments are necessary to match Chernoff bounds at coverage probability $1-\delta$ [83].

If we had exactly mean-conditioned moment-calibrated predictors ( $\bar{\mu}, \bar{m}_{k}$ ) for some $k$ even, over a set of groups $G$, we would obtain exactly the same bound using these predictors as

[^15]a marginal prediction interval: i.e. we would obtain for every $G \in \mathcal{G}$, and every $i, j$ :
$$
\underset{(x, y)}{\operatorname{Pr}}\left[\left.y \notin\left[\bar{\mu}(x)-\left(\frac{\bar{m}_{k}(x)}{\delta}\right)^{1 / k}, \bar{\mu}(x)+\left(\frac{\bar{m}_{k}(x)}{\delta}\right)^{1 / k}\right] \right\rvert\, x \in G\left(\bar{\mu}, \bar{m}_{k}, i, j\right)\right] \leq \delta .
$$

This is because mean-conditioned moment-multicalibrated predictors actually do provide real distributional moments, over the selection of a random point within any set $G\left(\bar{\mu}, \bar{m}_{k}, i, j\right)$. Of course we only have approximately mean-conditioned-moment multicalibrated predictors. Given $(\alpha, \beta, \epsilon)$-mean-conditioned-moment multicalibrated predictors $\left(\bar{\mu}, \bar{m}_{k}\right), k$ even, with respect to some collection of groups $\mathcal{G}$, we can endow our predictions with (marginal) prediction intervals that have coverage probability $1-\delta$ as follows. The width of our prediction interval for a point $x$ will be:

$$
\Delta_{\gamma, k}(x)=\frac{\alpha}{\gamma}+\epsilon+\frac{1}{m}+\left(\frac{\bar{m}_{k}(x)+\epsilon+\frac{1}{m}+\frac{\beta}{\gamma}}{\delta}\right)^{\frac{1}{k}}
$$

Our prediction interval for $x$ will be centered at its predicted mean, and is defined as follows:

$$
I_{\gamma, k}(x)=\left[\bar{\mu}(x)-\Delta_{\gamma, k}(x), \bar{\mu}(x)+\Delta_{\gamma, k}(x)\right] .
$$

These are valid marginal prediction intervals as averaged over any set of the form $G\left(\bar{\mu}, \bar{m}_{k}, i, j\right)$ that has measure larger than $\gamma$. Note that all of the approximation terms $\alpha, \beta, \epsilon, 1 / m$ are terms that we can drive to zero at polynomial cost in running time and sample complexity.

Theorem 27. Assume that $\bar{\mu}, \bar{m}_{k}$ is $(\alpha, \beta, \epsilon)$-mean-conditioned moment multicalibrated with respect to $\mathcal{G}$, with $k$ even. Then for any group $G \in \mathcal{G}$ and any set $G\left(\bar{\mu}, \bar{m}_{k}, i, j\right)$ such that $\mathcal{P}_{\mathcal{X}}\left[G\left(\bar{\mu}, \bar{m}_{k}, i, j\right)\right] \geq \gamma$, we have:

$$
\mathcal{P}\left[y \notin I_{\gamma, k}(x) \mid x \in G\left(\bar{\mu}, \bar{m}_{k}, i, j\right)\right] \leq \delta
$$

Proof. To see this note that:

$$
\begin{aligned}
& \mathcal{P}\left[y \notin I_{\gamma, k}(x) \mid x \in G\left(\bar{\mu}, \bar{m}_{k}, i, j\right)\right] \\
& =\mathcal{P}\left[\left.|y-\bar{\mu}(x)| \geq \frac{\alpha}{\gamma}+\frac{1}{m}+\epsilon+\left(\frac{\bar{m}_{k}(x)+\frac{1}{m}+\epsilon+\frac{\beta}{\gamma}}{\delta}\right)^{\frac{1}{k}} \right\rvert\, x \in G\left(\bar{\mu}, \bar{m}_{k}, i, j\right)\right] \\
& \leq \mathcal{P}\left[\left.\left|y-\bar{\mu}\left(G\left(\bar{\mu}, \bar{m}_{k}, i, j\right)\right)\right| \geq \frac{\alpha}{\gamma}+\epsilon+\left.\left(\frac{\bar{m}_{k}\left(G\left(\bar{\mu}, \bar{m}_{k}, i, j\right)\right)+\frac{\beta}{\gamma}+\epsilon}{\delta}\right)^{\frac{1}{k}}\right|^{\prime} \right\rvert\, x \in G\left(\bar{\mu}, \bar{m}_{k}, i, j\right)\right] \\
& \leq \mathcal{P}\left[\left.\left|y-\mu\left(G\left(\bar{\mu}, \bar{m}_{k}, i, j\right)\right)\right| \geq\left(\frac{m_{k}\left(G\left(\bar{\mu}, \bar{m}_{k}, i, j\right)\right)}{\delta}\right)^{\frac{1}{k}} \right\rvert\, x \in G\left(\bar{\mu}, \bar{m}_{k}, i, j\right)\right] \\
& \leq \delta
\end{aligned}
$$

Here, the first inequality follows from the fact that all $x \in G\left(\bar{\mu}, \bar{m}_{k}, i, j\right)$ are (by definition) such that $\left|\bar{\mu}(x)-\frac{i}{m}\right| \leq \frac{1}{2 m}$ and $\left|\bar{m}_{k}(x)-\frac{j}{m}\right| \leq \frac{1}{2 m}$, and hence $\left|\bar{\mu}(x)-\bar{\mu}\left(G\left(\bar{\mu}, \bar{m}_{k}, i, j\right)\right)\right| \leq \frac{1}{m}$ and $\left.\mid \bar{m}_{k}(x)-\bar{m}_{k}\left(G\left(\bar{\mu}, \bar{m}_{k}, i, j\right)\right)\right) \left\lvert\, \leq \frac{1}{m}\right.$. The second inequality follows from the definition of $(\alpha, \beta)$-mean conditioned moment multicalibration and the fact that $\mathcal{P}\left[G\left(\bar{\mu}, \bar{m}_{k}, i, j\right)\right] \geq \gamma$. Finally, once we have replaced our mean and moment estimates with the true mean and moment of $G\left(\bar{\mu}, \bar{m}_{k}, i, j\right)$, the final inequality follows as an application of Lemma 31.

This theorem shows how-given $(\alpha, \beta, \epsilon)$ mean-conditioned moment-multicalibrated predictors $\bar{\mu}, \bar{m}_{k}$-we can construct prediction intervals for any set $G\left(\bar{\mu}, \bar{m}_{k}, i, j\right)$ with probability larger than $\gamma .{ }^{19}$ However, we have more information available to us: We have mean conditioned moment-calibrated predictors for all moments 2 thru $k,\left(\bar{m}_{a}\right)_{a=2}^{k}$. A straightforward valid solution is to pick some even moment $a$ s.t. $1<a \leq k$, and then construct prediction

[^16]intervals as above. We could optimize our choice of $a$ so as to minimize e.g. the expected width of the prediction intervals over a random choice of $x$. But this leads to the question of whether we can do better by using more than one moment estimator at a time.

In Appendix 5.D, we show that this problem reduces to the venerable submodular-cost setcover problem. Known approximation guarantees for this problem are relatively weak in this context (scaling with $\log |\mathcal{X}|$, which will typically be linear in the dimension of the data). We leave the question of how to optimally use multiple mean-conditioned moment multicalibrated predictors - taking advantage of multiple moments simultaneously - to future research.

## Appendix

## 5.A. Details and Proofs from Section 5.4.1

Lemma 25. For any initial mean predictor $\bar{\mu}^{1} \in \mathcal{X} \rightarrow[0,1]$ and any sequence of $\left(S^{t}, \lambda^{t}\right)_{t=1}^{T}$, Algorithm 3 satisfies:

$$
\sum_{t=1}^{T} \lambda^{t} \mathcal{\mathcal { P } _ { \mathcal { X } }}\left(S^{t}\right)\left(\bar{\mu}^{t}\left(S^{t}\right)-\mu\left(S^{t}\right)\right) \leq \frac{1}{2 \eta}+\frac{\eta}{2} \sum_{t=1}^{T} \mathcal{P}_{\mathcal{X}}\left(S^{t}\right)
$$

Proof. Because $\bar{\mu}^{t+1}(x)=\bar{\mu}^{t}(x)$ for $x \notin S^{t}$, we can lower bound the "progress" made towards $\mu$ at each round $t \in[T]$ as:

$$
\begin{aligned}
& \underset{\mathcal{P}}{\mathbb{E}}\left[\left(\bar{\mu}^{t}(x)-\mu(x)\right)^{2}-\left(\bar{\mu}^{t+1}(x)-\mu(x)\right)^{2}\right] \\
& =\mathcal{P}_{\mathcal{X}}\left(S^{t}\right) \underset{\mathcal{P}}{\mathbb{E}}\left[\left(\bar{\mu}^{t}(x)-\mu(x)\right)^{2}-\left(\bar{\mu}^{t+1}(x)-\mu(x)\right)^{2} \mid x \in S^{t}\right] \\
& \geq \mathcal{P}_{\mathcal{X}}\left(S^{t}\right) \underset{\mathcal{P}}{\mathbb{E}}\left[\left(\bar{\mu}^{t}(x)-\mu(x)\right)^{2}-\left(\bar{\mu}^{t}(x)-\eta \lambda^{t}-\mu(x)\right)^{2} \mid x \in S^{t}\right] \\
& =\mathcal{P}_{\mathcal{X}}\left(S^{t}\right) \underset{\mathcal{P}}{\mathbb{E}}\left[\left(\bar{\mu}^{t}(x)-\mu(x)\right)^{2}-\left(\left(\bar{\mu}^{t}(x)-\mu(x)\right)^{2}-2 \eta \lambda^{t}\left(\bar{\mu}^{t}(x)-\mu(x)\right)+\left(\eta \lambda^{t}\right)^{2}\right) \mid x \in S^{t}\right] \\
& =\mathcal{P}_{\mathcal{X}}\left(S^{t}\right) \underset{\mathcal{P}}{\mathbb{E}}\left[2 \eta \lambda^{t}\left(\bar{\mu}^{t}(x)-\mu(x)\right) \mid x \in S^{t}\right]-\mathcal{P}_{\mathcal{X}}\left(S^{t}\right)\left(\eta \lambda^{t}\right)^{2} \\
& =2 \eta \lambda^{t} \mathcal{P}_{\mathcal{X}}\left(S^{t}\right)\left(\bar{\mu}^{t}\left(S^{t}\right)-\mu\left(S^{t}\right)\right)-\mathcal{P}_{\mathcal{X}}\left(S^{t}\right)\left(\eta \lambda^{t}\right)^{2} .
\end{aligned}
$$

The inequality would be an equality if we did not project $\bar{\mu}^{t}$ into the range $[0,1]$. Performing the projection only decreases its $\ell_{2}$ distance to $\mu$, which yields the inequality. Rearranging terms and observing that $\left(\lambda^{t}\right)^{2}=1$ yields

$$
\lambda^{t} \mathcal{P}_{\mathcal{X}}\left(S^{t}\right)\left(\bar{\mu}^{t}\left(S^{t}\right)-\mu\left(S^{t}\right)\right) \leq \frac{1}{2 \eta} \underset{\mathcal{P}}{\mathbb{E}}\left[\left(\bar{\mu}^{t}(x)-\mu(x)\right)^{2}-\left(\bar{\mu}^{t+1}(x)-\mu(x)\right)^{2}\right]+\frac{\eta \mathcal{P} \mathcal{X}\left(S^{t}\right)}{2}
$$

Therefore we have that

$$
\begin{aligned}
& \sum_{t=1}^{T} \lambda^{t} \mathcal{P}_{\mathcal{X}}\left(S^{t}\right)\left(\bar{\mu}^{t}\left(S^{t}\right)-\mu\left(S^{t}\right)\right) \\
\leq & \sum_{t=1}^{T}\left(\frac{1}{2 \eta} \underset{\mathcal{P}}{\mathbb{E}}\left[\left(\bar{\mu}^{t}(x)-\mu(x)\right)^{2}-\left(\bar{\mu}^{t+1}(x)-\mu(x)\right)^{2}\right]+\frac{\eta \mathcal{P}_{\mathcal{X}}\left(S^{t}\right)}{2}\right) \\
= & \frac{1}{2 \eta} \underset{\mathcal{P}}{\mathbb{E}}\left[\left(\bar{\mu}^{1}(x)-\mu(x)\right)^{2}-\left(\bar{\mu}^{T+1}(x)-\mu(x)\right)^{2}\right]+\frac{\eta}{2} \sum_{t=1}^{T} \mathcal{P}_{\mathcal{X}}\left(S^{t}\right) \\
\leq & \frac{1}{2 \eta}+\frac{\eta}{2} \sum_{t=1}^{T} \mathcal{P} \mathcal{X}\left(S^{t}\right)
\end{aligned}
$$

as desired. The last inequality follows because $\bar{\mu}^{1}(x), \mu(x)$, and $\bar{\mu}^{T+1}(x)$ all fall in $[0,1]$.

Theorem 19. Set $T=\frac{1}{\alpha^{2}}-1$ and $\eta=\alpha=\frac{1}{\sqrt{T+1}}$ in Algorithm 3. Assume that for every $t \in[T]$,

$$
\lambda^{t}\left(\bar{\mu}^{t}\left(S^{t}\right)-\mu\left(S^{t}\right)\right) \geq \frac{\alpha}{\mathcal{P}_{\mathcal{X}}\left(S^{t}\right)},
$$

Then, for every $S \subseteq \mathcal{X}$, we have

$$
\left|\bar{\mu}^{T+1}(S)-\mu(S)\right| \leq \frac{\alpha}{\mathcal{P}_{\mathcal{X}}(S)}
$$

Proof. Fix any set $S \subseteq \mathcal{X}$ and imagine extending the sequence by setting $S^{T+1}=S$ and setting $\lambda^{T+1}=\operatorname{sign}\left(\bar{\mu}^{T+1}(S)-\mu(S)\right)$. By Lemma 25 , we would then have:

$$
\begin{aligned}
\sum_{t=1}^{T+1} \lambda^{t} \mathcal{P}_{\mathcal{X}}\left(S^{t}\right)\left(\bar{\mu}^{t}\left(S^{t}\right)-\mu\left(S^{t}\right)\right) & \leq \frac{1}{2 \eta}+\frac{\eta}{2} \sum_{t=1}^{T+1} \mathcal{P}_{\mathcal{X}}\left(S^{t}\right) \\
& \leq \frac{1}{2 \eta}+\frac{\eta(T+1)}{2} \\
& \left.\leq \sqrt{T+1} \quad \quad \quad \text { (substituting } \eta=\frac{1}{\sqrt{T+1}}\right)
\end{aligned}
$$

We can then peel off the last term in the sum corresponding to $S^{T+1}=S$ to obtain:

$$
\begin{aligned}
\mathcal{P}_{\mathcal{X}}(S)\left|\bar{\mu}^{T+1}(S)-\mu(S)\right| & \leq \sqrt{T+1}-\sum_{t=1}^{T} \lambda^{t} \mathcal{P}_{\mathcal{X}}\left(S^{t}\right)\left(\bar{\mu}^{t}\left(S^{t}\right)-\mu\left(S^{t}\right)\right) & & \\
& \leq \sqrt{T+1}-\alpha T & & \text { (by assumption) } \\
& =\alpha & & \text { (since } T=\frac{1}{\alpha^{2}}-
\end{aligned}
$$

which completes the proof.
5.B. Details and Proofs from Section 5.4.2

For intuition, we can think of the pseudo-moment calibration algorithm as playing the following zero sum game using projected online gradient descent against an adversary who plays best responses. Recall that $\bar{\mu}$ is a fixed quantity so that $\widetilde{m}_{k, \bar{\mu}}$ is well defined.

$$
\min _{\bar{m}_{k}} \max _{\substack{R \subseteq \mathcal{X} \\ \psi \in\{-1,1\}}} \psi \mathcal{P}_{\mathcal{X}}(R)\left(\bar{m}_{k}(R)-\widetilde{m}_{k, \bar{\mu}}(R)\right)
$$

Lemma 32. For any arbitrary $\bar{m}_{k}^{1}: \mathcal{X} \rightarrow[0,1]$ and any sequence of $\left(R^{t}, \psi^{t}\right)_{t=1}^{T}$, we have that

$$
\sum_{t=1}^{T} \psi^{t} \mathcal{P}_{\mathcal{X}}\left(R^{t}\right)\left(\bar{m}_{k}^{t}(R)-\widetilde{m}_{k, \bar{\mu}}(R)\right) \leq \frac{1}{2 \eta}+\frac{\eta}{2} \sum_{t=1}^{T} \mathcal{P}_{\mathcal{X}}\left(R^{t}\right)
$$

Proof.

$$
\begin{aligned}
& \underset{\mathcal{P}}{\mathbb{E}}\left[\left(\bar{m}_{k}^{t}(x)-\widetilde{m}_{k, \bar{\mu}}(x)\right)^{2}-\left(\bar{m}_{k}^{t+1}(x)-\widetilde{m}_{k, \bar{\mu}}(x)\right)^{2}\right] \\
= & \mathcal{P}_{\mathcal{X}}\left(R^{t}\right) \underset{\mathcal{P}}{\mathbb{E}}\left[\left(\bar{m}_{k}^{t}(x)-\widetilde{m}_{k, \bar{\mu}}\left(x_{i}\right)\right)^{2}-\left(\bar{m}_{k}^{t+1}(x)-\widetilde{m}_{k, \bar{\mu}}(x)\right)^{2} \mid x \in R^{t}\right] \\
\geq & \mathcal{P}_{\mathcal{X}}\left(R^{t}\right) \underset{\mathcal{P}}{\mathbb{P}}\left[\left(\bar{m}_{k}^{t}(x)-\widetilde{m}_{k, \bar{\mu}}(x)\right)^{2}-\left(\bar{m}_{k}^{t}(x)-\eta \psi^{t}-\widetilde{m}_{k, \bar{\mu}}(x)\right)^{2} \mid x \in R^{t}\right] \\
= & \mathcal{P}_{\mathcal{X}}\left(R^{t}\right) \underset{\mathcal{P}}{\mathbb{E}}\left[\left(\bar{m}_{k}^{t}(x)-\widetilde{m}_{k, \bar{\mu}}(x)\right)^{2}\right. \\
& \left.-\left(\left(\bar{m}_{k}^{t}(x)-\widetilde{m}_{k, \bar{\mu}}(x)\right)^{2}-2 \eta \psi^{t}\left(\bar{m}_{k}^{t}(x)-\widetilde{m}_{k, \bar{\mu}}(x)\right)+\left(\eta \psi^{t}\right)^{2}\right) \mid x \in R^{t}\right] \\
= & \left.2 \eta \psi^{t} \mathcal{P}_{\mathcal{X}}\left(R^{t}\right) \underset{\mathcal{P}}{\mathbb{E}}\left[\bar{m}_{k}^{t}(x)-\widetilde{m}_{k, \bar{\mu}}(x)\right) \mid x \in R^{t}\right]-\mathcal{P}_{\mathcal{X}}\left(R^{t}\right)\left(\eta \psi^{t}\right)^{2}
\end{aligned}
$$

Here the inequality comes from the fact that projection can only make the $\ell_{2}$ norm smaller. Rearranging terms and observing that $\left(\psi^{t}\right)^{2}=1$ yields

$$
\begin{aligned}
& \psi^{t} \mathcal{P}_{\mathcal{X}}\left(R^{t}\right) \underset{\mathcal{P}}{\mathbb{E}}\left[\bar{m}_{k}^{t}(x)-\widetilde{m}_{k, \bar{\mu}}(x) \mid x \in R^{t}\right] \\
& \leq \frac{1}{2 \eta} \underset{\mathcal{P}}{\mathbb{E}}\left[\left(\bar{m}_{k}^{t}(x)-\widetilde{m}_{k, \bar{\mu}}(x)\right)^{2}-\left(\bar{m}_{k}^{t+1}(x)-\widetilde{m}_{k, \bar{\mu}}\left(x_{i}\right)\right)^{2}\right]+\frac{\eta \mathcal{P}_{\mathcal{X}}\left(R^{t}\right)}{2} .
\end{aligned}
$$

Plugging this inequality back into the regret, we get

$$
\begin{aligned}
& \sum_{t=1}^{T} \psi^{t} \mathcal{P}_{\mathcal{X}}\left(R^{t}\right)\left(\bar{m}_{k}^{t}(R)-\widetilde{m}_{k, \bar{\mu}}(R)\right) \\
& =\sum_{t=1}^{T} \psi^{t} \mathcal{P}_{\mathcal{X}}\left(R^{t}\right) \underset{\mathcal{P}}{\mathbb{E}}\left[\bar{m}_{k}^{t}(x)-\widetilde{m}_{k, \bar{\mu}}(x) \mid x \in R^{t}\right] \\
& \leq \sum_{t=1}^{T}\left(\frac{1}{2 \eta} \underset{\mathcal{P}}{\mathbb{E}}\left[\left(\bar{m}_{k}^{t}(x)-\widetilde{m}_{k, \bar{\mu}}(x)\right)^{2}-\left(\bar{m}_{k}^{t+1}(x)-\widetilde{m}_{k, \bar{\mu}}\left(x_{i}\right)\right)^{2}\right]+\frac{\eta \mathcal{P}_{\mathcal{X}}\left(R^{t}\right)}{2}\right) \\
& =\frac{1}{2 \eta}\left(\sum_{x \in \mathcal{X}} \underset{\mathcal{P}}{\mathbb{E}}\left[\left(\bar{m}_{k}^{1}(x)-\widetilde{m}_{k, \bar{\mu}}(x)\right)^{2}-\left(\bar{m}_{k}^{T+1}(x)-\widetilde{m}_{k, \bar{\mu}}\left(x_{i}\right)\right)^{2}\right]\right)+\frac{\eta}{2} \sum_{t=1}^{T} \mathcal{P}_{\mathcal{X}}\left(R^{t}\right) \\
& \leq \frac{1}{2 \eta}+\frac{\eta}{2} \sum_{t=1}^{T} \mathcal{P}_{\mathcal{X}}\left(R^{t}\right)
\end{aligned}
$$

as desired. The last inequality follows because $\bar{m}_{k}{ }^{1}(x), \widetilde{m}_{k, \bar{\mu}}(x)$, and $\bar{m}_{k}^{T+1}(x)$ all fall in $[0,1]$.

Theorem 20. Let $T=\frac{1}{\beta^{2}}-1$ and $\eta=\frac{1}{\sqrt{T+1}}=\beta$ in Algorithm 4, and fix any mean predictor $\bar{\mu}$, which defines the function $\widetilde{m}_{k, \bar{\mu}}(x)$. Assume that for every $t \in[T]$,

$$
\left|\bar{m}_{k}^{t}\left(R^{t}\right)-\widetilde{m}_{k, \bar{\mu}}\left(R^{t}\right)\right| \geq \frac{\beta}{\mathcal{P} \mathcal{X}\left(R^{t}\right)}
$$

Then, for every $R \subseteq \mathcal{X}$, we have

$$
\left|\bar{m}_{k}(R)-\widetilde{m}_{k, \bar{\mu}}(R)\right| \leq \frac{\beta}{\mathcal{P}_{\mathcal{X}}(R)} .
$$

i.e. $\bar{m}_{k}$ is $\beta$-pseudo-moment-consistent on every set $R$.

Proof. Set $R^{T+1}=R$. From Lemma 32, we get

$$
\begin{aligned}
& \sum_{t=1}^{T+1} \psi^{t} \mathcal{P}_{\mathcal{X}}\left(R^{t}\right)\left(\bar{m}_{k}^{t}\left(R^{t}\right)-\widetilde{m}_{k, \bar{\mu}}\left(R^{t}\right)\right) \leq \frac{1}{2 \eta}+\frac{\eta}{2} \sum_{t=1}^{T+1} \mathcal{P}_{\mathcal{X}}\left(R^{t}\right) \leq \sqrt{T+1} \\
\Longrightarrow & \mathcal{P}_{\mathcal{X}}\left(R^{T+1}\right)\left|\bar{m}_{k}^{T+1}\left(R^{T+1}\right)-\widetilde{m}_{k, \bar{\mu}}\left(R^{T+1}\right)\right| \leq \sqrt{T+1}-\beta T=\beta
\end{aligned}
$$

5.C. Details and Proofs from Section 5.5

Theorem 28 (Chernoff Bound). Fix distribution $\mathcal{P}$ and some function $f(x, y) \in[0,1]$. Let $\left\{\left(x_{b}, y_{b}\right)\right\}_{b=1}^{n}$ be $n$ points sampled i.i.d. from $\mathcal{P}$. Then, we have for any $\delta \in[0,1]$,

$$
\operatorname{Pr}_{\left\{\left(x_{b}, y_{b}\right)\right\}_{b=1}^{n} \sim \mathcal{P}^{n}}\left[\left|\frac{1}{n} \sum_{b=1}^{n} f\left(x_{b}, y_{b}\right)-\underset{(x, y) \sim \mathcal{P}}{\mathbb{E}}[f(x, y)]\right| \geq \sqrt{\frac{\ln \left(\frac{2}{\delta}\right)}{2 n}}\right] \leq \delta .
$$

Lemma 33. For any set $S \subseteq \mathcal{X}$,

$$
\operatorname{Pr}_{D \sim \mathcal{P}^{n}}\left[\left|\frac{1}{n} \sum_{b=1}^{n} \mathbb{1}\left(x_{b} \in S\right)-\mathcal{P}_{\mathcal{X}}(S)\right|>\sqrt{\frac{\ln \left(\frac{2}{\delta}\right)}{2 n}}\right] \leq \delta
$$

Proof. We apply a Chernoff bound (Theorem 28) with $f(x, y)=\mathbb{1}(x \in S)$. Observe that $\mathbb{E}[f(x, y)]=\mathcal{P}_{\mathcal{X}}(S)$.

Lemma 28. Fix any set $S \subseteq \mathcal{X}$. If dataset $D$ is approximately close to $\mathcal{P}$ with respect to $(S, \bar{\ell}, \ell)$, then we have

$$
\text { Auditor }\left(\ell, \bar{\ell}, \alpha, D_{S}\right)=(Y E S, \lambda) \Longrightarrow|\bar{\ell}(S)-\ell(S)| \geq \frac{\alpha}{\mathcal{P}_{\mathcal{X}}(S)} \quad \text { and } \quad \lambda=\operatorname{sign}(\bar{\ell}(S)-\ell(S))
$$

Proof. To see this, observe that

$$
\begin{aligned}
& |\bar{\ell}(S)-\ell(S)| \\
& \geq\left|\frac{1}{n^{\prime}} \sum_{b=1}^{n^{\prime}} \bar{\ell}\left(x_{b}\right)-\frac{1}{n^{\prime}} \sum_{b=1}^{n^{\prime}} \ell\left(x_{b}, y_{b}\right)\right|-2 \sqrt{\frac{\ln \left(\frac{2}{\delta}\right)}{2 n^{\prime}}} \\
& \geq \frac{\alpha}{\frac{n^{\prime}}{n}-\sqrt{\frac{\ln \left(\frac{2}{\delta}\right)}{2 n}}} \\
& \geq \frac{\alpha}{\mathcal{P}_{\mathcal{X}}(S)}
\end{aligned}
$$

Here, the first inequality follows from the $(5.2 \mathrm{~b})$ and (5.2c), the second from the condition of Algorithm 8, and the last inequality follows from (5.2a).

Finally, if $\frac{1}{n^{\prime}} \sum_{b=1}^{n^{\prime}} \bar{\ell}\left(x_{b}\right) \geq \frac{1}{n^{\prime}} \sum_{b=1}^{n^{\prime}} \ell\left(x_{b}, y_{b}\right)$, then

$$
\bar{\ell}(S) \geq \frac{1}{n^{\prime}} \sum_{b=1}^{n^{\prime}} \bar{\ell}\left(x_{b}\right)-\sqrt{\frac{\ln \left(\frac{2}{\delta}\right)}{2 n^{\prime}}} \geq \frac{1}{n^{\prime}} \sum_{b=1}^{n^{\prime}} \ell\left(x_{b}, y_{b}\right)+\sqrt{\frac{\ln \left(\frac{2}{\delta}\right)}{2 n^{\prime}}} \geq \ell(S)
$$

The same argument applies when $\frac{1}{n^{\prime}} \sum_{b=1}^{n^{\prime}} \bar{\ell}\left(x_{b}\right)<\frac{1}{n^{\prime}} \sum_{b=1}^{n^{\prime}} \ell\left(x_{b}, y_{b}\right)$. Therefore, $\operatorname{sign}\left(\frac{1}{n^{\prime}} \sum_{b=1}^{n^{\prime}} \bar{\ell}\left(x_{b}\right)-\right.$ $\left.\frac{1}{n^{\prime}} \sum_{b=1}^{n^{\prime}} \ell\left(x_{b}, y_{b}\right)\right)=\operatorname{sign}(\bar{\ell}(S)-\ell(S))$.

Lemma 29. Fix any set $S \subseteq \mathcal{X}$ such that $\mathcal{P}_{\mathcal{X}}(S) \geq \alpha$. Assume $n$ is sufficiently large such that $2 \sqrt{\frac{\ln \left(\frac{2}{\delta}\right)}{2 n}}<\alpha$ If $D$ is approximately close to $\mathcal{P}$ with respect to $(S, \bar{\ell}, \ell)$, we have

$$
|\bar{\ell}(S)-\ell(S)| \geq \frac{\alpha^{\prime}}{\mathcal{P}_{\mathcal{X}}(S)} \Longrightarrow \text { Auditor }\left(\ell, \bar{\ell}, \alpha, D_{S}\right)=Y E S,
$$

where $\alpha^{\prime}=\alpha+4 \sqrt{\frac{1}{2 n} \ln \left(\frac{2}{\delta}\right)}+\left(\alpha-2 \sqrt{\frac{\ln \left(\frac{2}{\delta}\right)}{2 n}}\right)^{-2}\left(2 \sqrt{\frac{\ln \left(\frac{2}{\delta}\right)}{2 n}}\right)$.
Proof. The pre-condition implies that

$$
\begin{aligned}
& \left|\frac{1}{n^{\prime}} \sum_{b=1}^{n^{\prime}} \bar{\ell}\left(x_{b}\right)-\frac{1}{n^{\prime}} \sum_{b=1}^{n^{\prime}} \ell\left(x_{b}, y_{b}\right)\right|-2 \sqrt{\frac{\ln \left(\frac{2}{\delta}\right)}{2 n^{\prime}}} \\
& \geq|\bar{\ell}(S)-\ell(S)|-4 \sqrt{\frac{\ln \left(\frac{2}{\delta}\right)}{2 n^{\prime}}} \\
& \geq \frac{\alpha^{\prime}}{\mathcal{P} \mathcal{X}(S)}-4 \sqrt{\frac{\ln \left(\frac{2}{\delta}\right)}{2 n^{\prime}}}
\end{aligned}
$$

Therefore it is sufficient to show that $\frac{\alpha^{\prime}}{\mathcal{P}_{\mathcal{X}}(S)}-4 \sqrt{\frac{\ln \left(\frac{2}{\delta}\right)}{2 n^{\prime}}} \geq \frac{\alpha}{\frac{n^{\prime}}{n}-\sqrt{\frac{\ln \left(\frac{2}{\delta}\right)}{2 n}}}$.

$$
\begin{align*}
& \frac{\alpha^{\prime}}{\mathcal{P}_{\mathcal{X}}(S)}=\frac{\alpha+4 \sqrt{\frac{1}{2 n} \ln \left(\frac{2}{\delta}\right)}+\left(\alpha-2 \sqrt{\frac{\ln \left(\frac{2}{\delta}\right)}{2 n}}\right)^{-2}\left(2 \sqrt{\frac{\ln \left(\frac{2}{\delta}\right)}{2 n}}\right)}{\mathcal{P}_{\mathcal{X}}(S)} \\
& \geq \frac{\alpha+4 \sqrt{\frac{1}{2 n} \ln \left(\frac{2}{\delta}\right)}}{\mathcal{P}_{\mathcal{X}}(S)-2 \sqrt{\frac{\ln \left(\frac{2}{\delta}\right)}{2 n}}}  \tag{5.3}\\
& \geq \frac{\alpha}{\mathcal{P}_{\mathcal{X}}(S)-2 \sqrt{\frac{\ln \left(\frac{2}{\delta}\right)}{2 n}}}+\frac{4 \sqrt{\frac{1}{2 n} \ln \left(\frac{2}{\delta}\right)}}{\mathcal{P}_{\mathcal{X}}(S)-\sqrt{\frac{\ln \left(\frac{2}{\delta}\right)}{2 n}}} \\
& \geq \frac{\alpha}{\mathcal{P}_{\mathcal{X}}(S)-2 \sqrt{\frac{\ln \left(\frac{2}{\delta}\right)}{2 n}}}+4 \sqrt{\frac{\ln \left(\frac{2}{\delta}\right)}{2 n\left(\mathcal{P}_{\mathcal{X}}(S)-\sqrt{\frac{\ln \left(\frac{2}{\delta}\right)}{2 n}}\right)}} \quad \forall x \in[0,1]: x \leq \sqrt{x} \\
& \geq \frac{\alpha}{\mathcal{P}_{\mathcal{X}}(S)-2 \sqrt{\frac{\ln \left(\frac{2}{\delta}\right)}{2 n}}}+4 \sqrt{\frac{\ln \left(\frac{2}{\delta}\right)}{2 n^{\prime}}}  \tag{5.2a}\\
& \geq \frac{\alpha}{\frac{n^{\prime}}{n}-\sqrt{\frac{\ln \left(\frac{2}{\delta}\right)}{2 n}}}+4 \sqrt{\frac{\ln \left(\frac{2}{\delta}\right)}{2 n^{\prime}}} \tag{5.2a}
\end{align*}
$$

Inequality (5.3) comes from Lemma 34, where we plug in $x=\mathcal{P}_{\mathcal{X}}(S), c=\alpha+4 \sqrt{\frac{1}{2 n} \ln \left(\frac{2}{\delta}\right)}$ and $\epsilon=2 \sqrt{\frac{\ln \left(\frac{2}{\delta}\right)}{2 n}}$.

Lemma 34. For any $0<\epsilon \leq \alpha \leq x \leq 1$ and $0<c \leq 1$,

$$
\frac{c+\frac{\epsilon}{(\alpha-\epsilon)^{2}}}{x} \geq \frac{c}{x-\epsilon}
$$

Proof. Because

$$
\frac{c+\frac{\epsilon}{(\alpha-\epsilon)^{2}}}{x} \geq \frac{c}{x}+\frac{\epsilon}{(\alpha-\epsilon)^{2}},
$$

it is sufficient to show that

$$
\frac{c}{x}+\frac{\epsilon}{(\alpha-\epsilon)^{2}} \geq \frac{c}{x-\epsilon} .
$$

Because $f(x)=\frac{c}{x}$ is convex, it's easy to see that:

$$
\begin{aligned}
f(x-\epsilon)+\epsilon f^{\prime}(x-\epsilon) & \leq f(x) \\
\frac{c}{x-\epsilon}-\frac{c \epsilon}{(x-\epsilon)^{2}} & \leq \frac{c}{x} .
\end{aligned}
$$

Now, because $\epsilon \leq \alpha \leq x$ and $0<c \leq 1$, we have

$$
\frac{c}{x-\epsilon}-\frac{\epsilon}{(\alpha-\epsilon)^{2}} \leq \frac{c}{x}
$$

Corollary 3. Fix $\bar{\ell}, \ell, \alpha, \delta$, and a collection of sets $\mathcal{S}$. Given a set of noints $D$ drawn i.i.d. from $\mathcal{P}$ where $\alpha>2 \sqrt{\frac{\ln \left(\frac{2}{\delta}\right)}{2 n}}$, ConsistencyAuditor $(\bar{\mu}, \alpha, D, \mathcal{S})$ has the following guarantee with probability $1-3 \delta|\mathcal{S}|$ over the randomness of $D$ :

1. If ConsistencyAuditor does output some set $S$ and $\lambda$, then

$$
|\bar{\ell}(S)-\ell(S)| \geq \frac{\alpha}{\mathcal{P} \mathcal{X}(S)} \quad \text { and } \quad \lambda=\operatorname{sign}(\bar{\ell}(S)-\ell(S))
$$

2. If ConsistencyAuditor outputs $N U L L$, then for all $S \in \mathcal{S}$,

$$
|\bar{\ell}(S)-\ell(S)| \leq \frac{\alpha^{\prime}}{\mathcal{P}_{\mathcal{X}}(S)},
$$

$$
\text { where } \alpha^{\prime}=\alpha+4 \sqrt{\frac{1}{2 n} \ln \left(\frac{2}{\delta}\right)}+\left(\alpha-2 \sqrt{\frac{\ln \left(\frac{2}{\delta}\right)}{2 n}}\right)^{-2}\left(2 \sqrt{\frac{\ln \left(\frac{2}{\delta}\right)}{2 n}}\right)
$$

Proof. For each set $S \in \mathcal{S}$, we write $D_{S}=\left\{\left(x_{b}^{S}, y_{b}^{S}\right)\right\}_{b=1}^{n_{S}^{\prime}}$ to denote the points from $D$ that fall in $S$.

First, by union bounding the failure probabilities of Lemma 33 over every $S \in \mathcal{S}$, we have with probability $1-\delta|\mathcal{S}|$,

$$
\left|\frac{n_{S}^{\prime}}{n}-\mathcal{P}_{\mathcal{X}}(S)\right|>\sqrt{\frac{\ln \left(\frac{2}{\delta}\right)}{2 n}}
$$

We apply the Chernoff bound again for every set $S$ where $n_{S}^{\prime}>0$ and take the union bound to argue that with probability at least $1-2|\mathcal{S}| \delta$, for all such sets $S$ where $n_{S}^{\prime}>0$,

$$
\begin{aligned}
& \left|\frac{1}{n_{S}^{\prime}} \sum_{b=1}^{n_{S}^{\prime}} \bar{\ell}\left(x_{b}^{S}\right)-\bar{\ell}(S)\right| \leq \sqrt{\frac{\ln \left(\frac{2}{\delta}\right)}{2 n_{S}^{\prime}}} \\
& \left|\frac{1}{n_{S}^{\prime}} \sum_{b=1}^{n_{S}^{\prime}} \ell\left(x_{b}^{S}, y_{b}^{S}\right)-\ell(S)\right| \leq \sqrt{\frac{\ln \left(\frac{2}{\delta}\right)}{2 n_{S}^{\prime}}} .
\end{aligned}
$$

Observe that despite the fact that $n_{S}^{\prime}$ is not fixed before we draw the sample, we can still apply a Chernoff bound here because for every realized value of $n_{S}^{\prime}$, the distribution, conditional on the value of $n_{S}^{\prime}$, of points $(x, y)$ such that $(x, y) \in S$ remains a product distribution, with individual such points distributed as $\mathcal{P} \mid x \in S$. Now, we go through each scenario:

1. ConsistencyAuditor outputs some set $S$ and $\lambda$ : In this case, $S$ would have been returned only if $n_{S}^{\prime}>0$ due to the if condition in Algorithm 8. Therefore, $D$ must be approximately close to $\mathcal{P}$ with respect to $(S, \bar{\ell}, \ell)$. By Lemma 29, we have

$$
|\bar{\ell}(S)-\ell(S)| \geq \frac{\alpha}{\mathcal{P}_{\mathcal{X}}(S)} \quad \text { and } \quad \lambda=\operatorname{sign}(\bar{\ell}(S)-\ell(S))
$$

2. ConsistencyAuditor outputs $N U L L$ : For any set $S, \mathcal{P}_{\mathcal{X}}(S)<\alpha$ directly implies that

$$
|\bar{\ell}(S)-\ell(S)| \leq 1<\frac{\alpha}{\mathcal{P}_{\mathcal{X}}(S)} \leq \frac{\alpha^{\prime}}{\mathcal{P}_{\mathcal{X}}(S)}
$$

Therefore, we focus only on sets $S$ where $\mathcal{P} \mathcal{X}(S) \geq \alpha$. For these sets, we have $n_{S}^{\prime}>0$ because

$$
\frac{n_{S}^{\prime}}{n} \geq \mathcal{P}_{\mathcal{X}}(S)-\sqrt{\frac{\ln \left(\frac{2}{\delta}\right)}{2 n}} \geq \alpha-\sqrt{\frac{\ln \left(\frac{2}{\delta}\right)}{2 n}}>\sqrt{\frac{\ln \left(\frac{2}{\delta}\right)}{2 n}}>0
$$

as we assumed $\alpha>2 \sqrt{\frac{\ln \left(\frac{2}{\delta}\right)}{2 n}}$. Therefore, for every set $S$ where $\mathcal{P} \mathcal{X}(S) \geq \alpha$, we must
have that $D$ must be approximately close to $\mathcal{P}$ with respect to $(S, \bar{\ell}, \ell)$. Thus, by applying Lemma 29 to these sets $S$, we have

$$
|\bar{\ell}(S)-\ell(S)| \leq \frac{\alpha^{\prime}}{\mathcal{\mathcal { P } _ { \mathcal { X } }}(S)}
$$

where $\alpha^{\prime}=\alpha+4 \sqrt{\frac{1}{2 n} \ln \left(\frac{2}{\delta}\right)}+\left(\alpha-2 \sqrt{\frac{\ln \left(\frac{2}{\delta}\right)}{2 n}}\right)^{-2}\left(2 \sqrt{\frac{\ln \left(\frac{2}{\delta}\right)}{2 n}}\right)$.

Theorem 22. Let $T$ be the final iterate of Algorithm 11. If $2 \sqrt{\frac{\ln \left(\frac{2}{\delta}\right)}{2 n}} \leq \alpha$ and $2 \sqrt{\frac{\ln \left(\frac{2}{\delta}\right)}{2 n}} \leq \beta$, we have the following guarantees:

1. Total Iterations: With probability $1-3 \delta|\mathcal{G}| Q_{\alpha}\left(\left(m^{2}+m\right)+m^{2} Q_{\beta}\right)$ over the randomness of our samples, the final iterate $T$ is s.t. $T \leq \frac{1}{\alpha^{2}}-1$ and the total number of gradient descent update operations will be at most $Q$, where

$$
Q_{\alpha}=\frac{1}{\alpha^{2}}-1, Q_{\beta}=(k-1)\left(\frac{1}{\beta^{2}}-1\right), Q=Q_{\alpha}\left(1+Q_{\beta}\right) .
$$

In particular, the algorithm uses at most $n Q$ samples from $\mathcal{P}$.
2. Mean multicalibration: With probability $1-3 \delta\left(m^{2}+m\right)|\mathcal{G}|$, output $\bar{\mu}^{T}$ is $\alpha^{\prime}$-mean multicalibrated with respect to $\mathcal{G}$ where

$$
\alpha^{\prime}=\alpha+4 \sqrt{\frac{\ln \left(\frac{2}{\delta}\right)}{2 n}}+\left(\alpha-2 \sqrt{\frac{\ln \left(\frac{2}{\delta}\right)}{2 n}}\right)^{-2}\left(2 \sqrt{\frac{\ln \left(\frac{2}{\delta}\right)}{2 n}}\right)
$$

3. Mean Conditioned Moment multicalibration: With probability $1-3 \delta|\mathcal{G}|\left(\mathrm{km}^{2}+\right.$ $m)$, for any $a \in\{2, \ldots, k\}$, pair $\left(\bar{\mu}^{T}, \bar{m}_{a}^{T}\right)$ is $\left(\alpha^{\prime}, a \alpha^{\prime}+\beta^{\prime}, \frac{a}{m}\right)$-mean-conditioned-
moment multicalibrated where

$$
\begin{aligned}
& \alpha^{\prime}=\alpha+4 \sqrt{\frac{\ln \left(\frac{2}{\delta}\right)}{2 n}}+\left(\alpha-2 \sqrt{\frac{\ln \left(\frac{2}{\delta}\right)}{2 n}}\right)^{-2}\left(2 \sqrt{\frac{\ln \left(\frac{2}{\delta}\right)}{2 n}}\right) \\
& \beta^{\prime}=\beta+4 \sqrt{\frac{\ln \left(\frac{2}{\delta}\right)}{2 n}}+\left(\beta-2 \sqrt{\frac{\ln \left(\frac{2}{\delta}\right)}{2 n}}\right)^{-2}\left(2 \sqrt{\frac{\ln \left(\frac{2}{\delta}\right)}{2 n}}\right)
\end{aligned}
$$

Proof. We prove each guarantee in turn.
Total Iterations: As argued in Theorem 21, if the auditor can successfully find a set $S$ on which there is $\alpha$-mean inconsistency and $\beta$-pseudo-moment inconsistency respectively in AlternatingGradientDescentFinite (Algorithm 11) and PseudoMomentConsistencyFinite (Algorithm 10), Theorem 19 guarantees that $T$ will be at most $\frac{1}{\alpha^{2}}-1$ and Theorem 20 guarantees that the total number of gradient descent operations in each PseudoMomentconsistencyFinite will be at most $\frac{1}{\beta^{2}}-1$. Then, because in each iteration of AlternatingGradientDescentFinite, there are $k-1$ calls to PseudoMomentconsistencyFinite, the total number of number of gradient descent operations will be at most $Q=Q_{\alpha}\left(1+Q_{\beta}\right)$ where $Q_{\alpha}=\frac{1}{\alpha^{2}}-1$ and $Q_{\beta}=(k-1)\left(\frac{1}{\beta^{2}}-1\right)$.

Therefore, it is sufficient for us to show that there is $\alpha$-mean inconsistency and $\beta$-pseudomoment inconsistency on every $S^{t}$ and $R$ returned by ConsistencyAuditor (Algorithm 9) for AlternatingGradientDescentFinite and PseudoMomentconsistencyFinite respectively.

For AlternatingGradientDescentFinite, because we set $\bar{\ell}^{t}(x)=\bar{\mu}^{t}(x), \ell(x, y)=y$, and $\mathcal{S}^{t}=$ $\{G(\bar{\mu}, i): G \in \mathcal{G}, i \in[m]\} \cup\left\{G\left(\bar{\mu}, \bar{m}_{a}, i, j\right): G \in \mathcal{G}, i, j \in[m], a \in\{2, \ldots, k\}\right\}$, Corollary 3 guarantees that with probability $1-3 \delta|\mathcal{G}|\left(m^{2}+m\right)$, $\bar{\mu}^{t}$ is $\alpha$-mean inconsistent on $S^{t}$ with n $\lambda^{t}=\operatorname{sign}\left(\bar{\mu}^{t}\left(S^{t}\right)-\mu\left(S^{t}\right)\right)$ as desired. Because $T$ is at most $Q_{\alpha}$, by a union bound, $\bar{\mu}^{t}$ is $\alpha$-mean-inconsistent on $S^{t}$ for every $t \in[T]$ with probability $1-3 \delta|\mathcal{G}|\left(m^{2}+m\right) Q_{\alpha}$.

Likewise, for PseudoMomentconsistencyFinite, we set $\bar{\ell}(x)=\bar{m}_{k}(x), \ell(x, y)=(y-\bar{\mu}(x))^{a}$, and $\mathcal{S}=\left\{G\left(\bar{\mu}, \bar{m}_{a}, i, j\right): G \in \mathcal{G}, i, j \in[m], a \in\{2, \ldots, k\}\right\}$. Hence, by union bounding over
every $a \in\{2, \ldots, k\}$, Corollary 3 promises us that with probability $1-3 \delta|\mathcal{G}| m^{2} Q_{\alpha} Q_{\beta}, \bar{m}_{a}$ is $\beta$-pseudo-moment inconsistent on $R$ throughout every iteration of PseudoMomentConsistencyFinite for every $a \in\{2, \ldots, k\}$ and $\psi=\operatorname{sign}\left(\bar{m}_{a}(S)-\widetilde{m}_{a, \bar{\mu}}(S)\right.$ as desired. Note that there are a total of $Q_{\beta}$ calls to ConsistencyAuditor from each PseudoMomentConsistencyFinite, which is invoked a total of $Q_{\alpha}$ many times.

Mean Multi-Calibration: Our algorithm halts only if ConsistencyAuditor doesn't find $S$ in AlternatingGradientDescentFinite. Corollary 3 promises us that with probability 1 $3 \delta\left(m^{2}+m\right)|\mathcal{G}|, \bar{\mu}^{T}$ must be $\alpha^{\prime}$-mean-consistent on every set $S \in \mathcal{S}^{T}$. Because $\mathcal{S}$ includes $\left\{G\left(\bar{\mu}^{T}, i\right): G \in \mathcal{G}, i \in[m]\right\}$, it must be that $\bar{\mu}^{T}$ is $\alpha^{\prime}$-mean multi-calibrated with respect to $\mathcal{G}$.

Mean Conditioned Moment Multi-Calibration: In the last round $T$, consider each $\bar{m}_{a}^{T}$ for $a \in\{2, \ldots, k\}$. PseudoMomentConsistencyFinite returns $\bar{m}_{a}^{T}$ only if ConsistencyAuditor doesn't return any $R$. Corollary 3 guarantees us that with probability $1-3 \delta m^{2}|\mathcal{G}|, \bar{m}_{a}^{T}$ must be $\beta^{\prime}$-pseudo-moment-consistent. Because $\bar{\mu}^{T}$ is $\alpha^{\prime}$-mean consistent and $\bar{m}_{a}^{T}$ is pseudo-moment-consistent on $\left\{G\left(\bar{\mu}, \bar{m}_{a}, i, j\right): G \in \mathcal{G}, i, j \in[m], a \in\{2, \ldots, k\}\right\}$, Lemma 26 tells us that $\left(\bar{\mu}^{T}, \bar{m}_{a}^{T}\right)$ must be $\left(\alpha^{\prime}, a \alpha+\beta^{\prime}, \frac{a}{m}\right)$-mean-conditioned-moment multicalibrated. By union bounding over each $a \in\{2, \ldots, k\}$ the total failure probability is $1-3 \delta|\mathcal{G}|\left(k m^{2}+m\right)$.

Corollary 4. Fix target parameters $\alpha^{\prime}, \beta^{\prime}, \delta^{\prime}$ and $\epsilon>0$ such that $\epsilon<\alpha^{\prime}$ and $\epsilon<\beta^{\prime}$. Define

$$
\begin{aligned}
& \bar{Q}=\frac{6|\mathcal{G}| k m^{2}}{\left(\frac{\alpha^{\prime}-\epsilon}{6+\frac{2}{\epsilon^{2}}}\right)^{2}\left(\frac{\beta^{\prime}-\epsilon}{6+\frac{2}{\epsilon^{2}}}\right)^{2}}, \quad \delta=\frac{\delta^{\prime}}{\max \left(3|\mathcal{G}|\left(k m^{2}+m\right), \bar{Q}\right)}, \\
& n_{\alpha}=\frac{\ln \left(\frac{2 \bar{Q}}{\delta}\right)}{2\left(\frac{\alpha^{\prime}-\epsilon}{6+\frac{2}{\epsilon^{2}}}\right)^{2}}, \quad n_{\beta}=\frac{\ln \left(\frac{2 \bar{Q}}{\delta}\right)}{2\left(\frac{\beta^{\prime}-\epsilon}{6+\frac{2}{\epsilon^{2}}}\right)^{2}} .
\end{aligned}
$$

Then, AlternatingGradientDescentFinite $(\alpha, \beta, \delta, n, \mathcal{G})$ where

$$
\begin{aligned}
& \alpha=2 \sqrt{\frac{\ln \left(\frac{2 \bar{Q}}{\delta}\right)}{2 n_{\alpha}}}+\epsilon, \beta=2 \sqrt{\frac{\ln \left(\frac{2 \bar{Q}}{\delta}\right)}{2 n_{\beta}}}+\epsilon, \\
& n=\max \left(\frac{\ln \left(\frac{2 \bar{Q}}{\delta}\right)}{\ln \left(\frac{2}{\delta}\right)} n_{\alpha}, \frac{\ln \left(\frac{2 \bar{Q}}{\delta}\right)}{\ln \left(\frac{2}{\delta}\right)} n_{\beta}, \frac{2 \ln \left(\frac{2}{\delta}\right)}{\alpha^{2}}, \frac{2 \ln \left(\frac{2}{\delta}\right)}{\beta^{2}}\right)
\end{aligned}
$$

has the following guarantees with probability $1-\delta^{\prime}$ :

1. The total number of gradient descent updates will be at most $Q$, where $Q$ is as defined in Theorem 22.
2. $\bar{\mu}^{T}$ is $\alpha^{\prime}$-mean-multicalibrated.
3. For every $a \in\{2, \ldots, k\},\left(\bar{\mu}^{T}, \bar{m}_{a}^{T}\right)$ is $\left(\alpha^{\prime}, a \alpha^{\prime}+\beta^{\prime}, \frac{a}{m}\right)$-mean-conditioned-moment multicalibrated.

Proof. Note that by construction, we have

$$
\alpha>2 \sqrt{\frac{\ln \left(\frac{2}{\delta}\right)}{2 n}} \quad \text { and } \quad \beta>2 \sqrt{\frac{\ln \left(\frac{2}{\delta}\right)}{2 n}} .
$$

Therefore, in Theorem 22, the level of mean calibration for $\bar{\mu}^{T}$ will be

$$
\begin{aligned}
& \alpha+4 \sqrt{\frac{\ln \left(\frac{2}{\delta}\right)}{2 n}}+\left(\alpha-2 \sqrt{\frac{\ln \left(\frac{2}{\delta}\right)}{2 n}}\right)^{-2}\left(2 \sqrt{\frac{\ln \left(\frac{2}{\delta}\right)}{2 n}}\right) \\
& \leq \alpha+4 \sqrt{\frac{\ln \left(\frac{2 \bar{Q}}{\delta}\right)}{2 n_{\alpha}}}+\left(\alpha-2 \sqrt{\frac{\ln \left(\frac{2 \bar{Q}}{\delta}\right)}{2 n_{\alpha}}}\right)^{-2}\left(2 \sqrt{\frac{\ln \left(\frac{2 \bar{Q}}{\delta}\right)}{2 n_{\alpha}}}\right) \\
& =2 \sqrt{\frac{\ln \left(\frac{2 \bar{Q}}{\delta}\right)}{2 n_{\alpha}}}+\epsilon+4 \sqrt{\frac{\ln \left(\frac{2 \bar{Q}}{\delta}\right)}{2 n_{\alpha}}}+\frac{\left(2 \sqrt{\frac{\ln \left(\frac{2 \bar{\delta}}{\delta}\right)}{2 n_{\alpha}}}\right)}{\epsilon^{2}} \\
& =\sqrt{\frac{\ln \left(\frac{2 \bar{Q}}{\delta}\right)}{2 n_{\alpha}}}\left(6+\frac{2}{\epsilon^{2}}\right)+\epsilon \\
& =\alpha^{\prime}
\end{aligned}
$$

where the first inequality follows because $n \geq \frac{\ln \left(\frac{2 \bar{\alpha}}{\delta}\right)}{\ln \left(\frac{2}{\delta}\right)} n_{\alpha}$ and the last equality from the definition of $n_{\alpha}$.

Applying the same analysis, we can show that we satisfy pseudo-moment-consistency at level $\beta^{\prime}$. Therefore, for any $a \in\{2, \ldots, k\},\left(\bar{\mu}^{t}, \bar{m}_{a}^{T}\right)$ satisfy $\left(\alpha^{\prime}, a \alpha^{\prime}+\beta^{\prime}, \frac{a}{m}\right)$-mean-conditionedmoment multicalibration.

The failure probabilities for mean muticalibration and that of mean-conditioned-moment multicalibration are both less than $\delta^{\prime}$, as $3 \delta\left(m^{2}+m\right)|\mathcal{G}| \leq 3 \delta|\mathcal{G}|\left(k m^{2}+m\right) \leq \delta^{\prime}$ and $3 \delta|\mathcal{G}|\left(k m^{2}+m\right) \leq \delta^{\prime}$.

The failure probability for termination is

$$
\begin{aligned}
& 3 \delta|\mathcal{G}|\left(\frac{1}{\alpha^{2}}-1\right)\left(\left(m^{2}+m\right)+m^{2}(k-1)\left(\frac{1}{\beta^{2}}-1\right)\right) \\
& \leq 3 \delta|\mathcal{G}|\left(\frac{1}{\alpha^{2}}\right) \frac{2 k m^{2}}{\beta^{2}} \\
& =6|\mathcal{G}| k m^{2} \delta \cdot \frac{1}{\left(\sqrt{\frac{\ln \left(\frac{2 \bar{\delta}}{\delta}\right)}{n_{\alpha}}}+\epsilon\right)^{2}\left(\sqrt{\frac{\ln \left(\frac{2 \bar{Q}}{\delta}\right)}{2 n_{\beta}}}+\epsilon\right)^{2}} \\
& \leq 6|\mathcal{G}| k m^{2} \delta \cdot \frac{1}{\frac{\ln \left(\frac{2 \bar{Q}}{\delta}\right)}{2 n_{\alpha} \frac{\ln \left(\frac{2 \bar{Q}}{\delta}\right)}{2 n_{\beta}}}} \\
& \leq 24|\mathcal{G}| k m^{2} \delta \cdot \frac{1}{\left(\ln \left(\frac{2 \bar{Q}}{\delta}\right)\right)^{2}} n_{\alpha} n_{\beta} \\
& =24|\mathcal{G}| k m^{2} \delta \cdot \frac{1}{\left(\ln \left(\frac{2 \bar{Q}}{\delta}\right)\right)^{2}} \frac{\ln \left(\frac{2 \bar{Q}}{\delta}\right)}{2\left(\frac{\alpha^{\prime}-\epsilon}{6+\frac{2}{\epsilon^{2}}}\right)^{2}} \frac{\ln \left(\frac{2 \bar{Q}}{\delta}\right)}{2\left(\frac{\beta^{\prime}-\epsilon}{6+\frac{2}{\epsilon^{2}}}\right)^{2}} \\
& \leq 6|\mathcal{G}| k m^{2} \delta \cdot \frac{1}{\left(\frac{\alpha^{\prime}-\epsilon}{6+\frac{2}{\epsilon^{2}}}\right)^{2}\left(\frac{\beta^{\prime}-\epsilon}{6+\frac{2}{\epsilon^{2}}}\right)^{2}} \\
& =\bar{Q} \delta \\
& \leq \delta^{\prime}
\end{aligned}
$$

Theorem 23. With probability $1-3 \delta|\mathcal{G}| Q_{\alpha}\left(\left(m^{2}+m\right)+m^{2} Q_{\beta}\right)$, the running time of Algorithm 11 is $O\left(Q|\mathcal{G}| m^{2} n\right)=O\left(\frac{k|\mathcal{G}| m^{2} n}{\alpha^{2} \beta^{2}}\right)$ where $Q_{\alpha}, Q_{\beta}$, and $Q$ are as defined in Theorem 22.

Proof. Theorem 22 tells us that except with probability $1-3 \delta|\mathcal{G}| Q_{\alpha}\left(\left(m^{2}+m\right)+m^{2} Q_{\beta}\right)$, the algorithm will halt after at most $Q$ many gradient descent updates. For each gradient descent update, it must have been that Algorithm 9 was invoked with either $\mathcal{S}=\{G(\bar{\mu}, i)$ : $G \in \mathcal{G}, i \in[m]\} \cup\left\{G\left(\bar{\mu}, \bar{m}_{a}, i, j\right): G \in \mathcal{G}, i, j \in[m], a \in\{2, \ldots, k\}\right\}$ or $\mathcal{S}=\left\{G\left(\bar{\mu}, \bar{m}_{a}, i, j\right):\right.$ $G \in \mathcal{G}, i, j \in[m], a \in\{2, \ldots, k\}\}$. Note that Algorithm 9 needs to iterate through each set
$S$ in $\mathcal{S}$, whose size is at most $O\left(|\mathcal{G}| m^{2}\right)$ in either case. And processing each set $S$ through Algorithm 8 requires finding the average of at most $O(n)$ elements twice. Therefore, the algorithm will take time $O\left(Q|\mathcal{G}| m^{2} n\right)$ with probability $1-3 \delta|\mathcal{G}| Q_{\alpha}\left(\left(m^{2}+m\right)+m^{2} Q_{\beta}\right) Q$.

```
Algorithm 14: PseudoMomentConsistencyWithOracle \(\left(a, \beta, \delta, \bar{\mu}, \bar{m}_{a}, n, \mathcal{G}\right)\)
    \(D=\left\{\left(x_{b}, y_{b}\right)\right\}_{b=1}^{n} \sim \mathcal{P}^{n}\)
    \(D^{\text {check }} \sim \mathcal{P}^{n}\)
    \(\mathcal{S}=\left\{\mathcal{X}\left(\bar{\mu}, \bar{m}_{a}, i, j\right): i, j \in[m]\right\}\)
    \(\bar{\ell}(x)=\bar{m}_{a}(x)\)
    \(\ell(x, y)=(y-\bar{\mu}(x))^{a}\)
    \(R, \psi=\) LearningOracleConsistencyAuditorWrapper \(\left(\bar{\ell}, \ell, \beta, \delta, D, D^{\text {check }}, \mathcal{S}, A\right)\)
    while \(R, \psi \neq N U L L\) do
            \(\bar{m}_{a}(x)= \begin{cases}\operatorname{project}_{[0,1]}\left(\bar{m}_{a}(x)-\beta \psi\right) & \text { if } x \in R \\ \bar{m}_{a}(x) & \text { otherwise. }\end{cases}\)
        \(D=\left\{\left(x_{b}, y_{b}\right)\right\}_{b=1}^{n} \sim \mathcal{P}^{n}\)
        \(\mathcal{S}=\left\{\mathcal{X}\left(\bar{\mu}, \bar{m}_{a}, i, j\right): i, j \in[m]\right\}\)
        \(\bar{\ell}(x)=\bar{m}_{a}(x)\)
        \(D=\left\{\left(x_{b}, y_{b}\right)\right\}_{b=1}^{n} \sim \mathcal{P}^{n}\)
        \(D^{\text {check }} \sim \mathcal{P}^{n}\)
        \(R, \psi=\) LearningOracleConsistencyAuditorWrapper \(\left(\bar{\ell}, \ell, \beta, \delta, D, D^{\text {check }}, \mathcal{S}, A\right)\)
    end
    return \(\bar{m}_{k}\)
```

Lemma 30. For each $R \in \mathbb{R}$ and any $\chi_{S}$ :

$$
\begin{aligned}
& \underset{(x, y)}{\mathbb{E}}\left[\chi_{S}(x) \cdot r_{R}^{+}(x, y)\right]=\mathcal{P}_{\mathcal{X}}(R \cap S)(\bar{\ell}(R \cap S)-\ell(R \cap S)) \\
& \underset{(x, y)}{\mathbb{E}}\left[\chi_{S}(x) \cdot r_{R}^{-}(x, y)\right]=\mathcal{P}_{\mathcal{X}}(R \cap S)(\ell(R \cap S)-\bar{\ell}(R \cap S))
\end{aligned}
$$

```
Algorithm 15: AlternatingGradientDescentWithOracle \((\alpha, \beta, \delta, n, \mathcal{G}, A)\)
    Initialize \(\bar{\mu}^{1}(x)=0\) for all \(x\)
    For all \(1<a \leq k\), initialize \(\bar{m}_{a}^{1}(x)=0\) for all \(x\)
    \(t=1\)
    \(\bar{\ell}^{t}(x)=\bar{\mu}(x)\)
    \(\ell(x, y)=y\)
    \(D^{t}=\sim \mathcal{P}^{n}\)
    \(D^{\text {check }}{ }^{t} \sim \mathcal{P}^{n}\)
    \(\mathcal{S}^{t}=\left\{\mathcal{X}\left(\bar{\mu}^{t}, i\right): i \in[m]\right\} \cup\left\{\mathcal{X}\left(\bar{\mu}^{t}, \bar{m}_{a}^{t}, i, j\right): i, j \in[m], a \in\{2, \ldots, k\}\right\}\)
    \(S^{t}, \lambda^{t}=\) LearningOracleConsistencyAuditorWrapper \(\left(\bar{\ell}^{t}, \ell, \beta, \delta, D^{t}, D^{\text {check }}{ }^{t}, \mathcal{S}^{t}, A\right)\)
    while \(S^{t}, \lambda^{t} \neq N U L L\) do
        \(\bar{\mu}^{t+1}=\) MeanConsistencyUpdate \(\left(\bar{\mu}^{t}, S^{t}, \lambda^{t}\right)\)
        for \(a=2, \ldots, k\) do
            \(\bar{m}_{a}^{t+1}=\operatorname{PseudoMomentConsistencyFinite}\left(a, \beta, \delta, \bar{\mu}^{t+1}, \bar{m}_{a}^{t}, n, \mathcal{G}\right)\).
        end
        \(t=t+1\)
        \(\bar{\ell}^{t}(x)=\bar{\mu}(x)\)
        \(D^{t} \sim \mathcal{P}^{n}\)
        \(D^{\text {check } t} \sim \mathcal{P}^{n}\)
        \(\mathcal{S}^{t}=\left\{\mathcal{X}\left(\bar{\mu}^{t}, i\right): i \in[m]\right\} \cup\left\{\mathcal{X}\left(\bar{\mu}^{t}, \bar{m}_{a}^{t}, i, j\right): i, j \in[m], a \in\{2, \ldots, k\}\right\}\)
        \(S^{t}, \lambda^{t}=\) LearningOracleConsistencyAuditorWrapper \(\left(\bar{\ell}^{t}, \ell, \beta, \delta, D^{t}, D^{\text {check }}{ }^{t}, \mathcal{S}^{t}, A\right)\)
    end
    return \(\left(\bar{\mu}^{t},\left\{\bar{m}_{a}^{t}\right\}_{a=2}^{k}\right)\)
```

Proof.

$$
\begin{aligned}
\underset{(x, y)}{\mathbb{E}}\left[\chi_{S}(x) \cdot r_{R}^{+}(x, y)\right] & =\sum_{x, y} \mathcal{P}(x, y) \chi_{S}(x) r_{R}^{+}(x, y) \\
& =\sum_{x, y: x \in S, x \in R} \mathcal{P}(x, y)(\bar{\ell}(x)-\ell(x, y)) \\
& =\mathcal{P}_{\mathcal{X}}(R \cap S)(\bar{\ell}(R \cap S)-\ell(R \cap S))
\end{aligned}
$$

The same argument applies for $r_{R}^{-}$as well.

Theorem 24. Assume $n$ is sufficiently large such that $\alpha>2 \sqrt{\frac{\ln \left(\frac{2}{\delta}\right)}{2 n}}$. Algorithm 13 has the following guarantees:

1. If it returns some $S$ and $\lambda$, then with probability $1-3 \delta|\mathbb{R}|$ over the randomness of $D^{\text {check }}$,

$$
|\bar{\ell}(S)-\ell(S)| \geq \frac{\alpha}{\mathcal{\mathcal { P } _ { \mathcal { X } } ( S )}}
$$

2. If it returns $N U L L$, then with probability $1-|\mathbb{R}|(3 \delta+2 p(n))$ over the randomness of $D$ and $D^{\text {check }}$, for all $\chi_{S} \in \mathcal{H}$ and $R \in \mathbb{R}$,

$$
|\bar{\ell}(R \cap S)-\ell(R \cap S)| \leq \frac{\alpha^{\prime}+\rho}{\mathcal{P} \mathcal{X}(R \cap S)}
$$

where $\alpha^{\prime}$ is as defined in Corollary 3.

Proof. With probability at least $1-3|\mathbb{R}| \delta($ since $|\mathbb{R}| \geq|\mathcal{V}|)$, Corollary 3 gives us the following guarantees:

1. If $S, \lambda$ is returned, then

$$
|\bar{\ell}(S)-\ell(S)| \geq \frac{\alpha}{\mathcal{P} \mathcal{X}(S)} \quad \text { and } \quad \lambda=\operatorname{sign}(\bar{\ell}(S)-\ell(S))
$$

2. If $N U L L$ is returned, then for all $V \in \mathcal{V}$,

$$
\begin{equation*}
|\bar{\ell}(V)-\ell(V)| \leq \frac{\alpha^{\prime}}{\mathcal{P}_{\mathcal{X}}(V)} \tag{5.4}
\end{equation*}
$$

Whenever the distributional closeness conditions of Definition 19 hold (which occur with the same $1-3|\mathbb{R}| \delta$ success probability of Corollary 3 ), and $\alpha>2 \sqrt{\frac{\ln \left(\frac{2}{\delta}\right)}{2 n}}$, it must be that if $\left|D_{R}\right|=0$ then $\mathcal{P}_{\mathcal{X}}(R) \leq \alpha$. And for any such $R$ we have that $\mathcal{P}_{\mathcal{X}}\left(R \cap S^{\prime}\right) \leq \alpha$ for any other set $S^{\prime}$, which implies that we trivially satisfy $\left(\alpha^{\prime}+\rho\right)$-mean consistency for $R \cap S^{\prime}$. More precisely, if $\mathcal{P} \mathcal{X}(R) \leq \alpha$, then

$$
\sup _{\chi_{S^{\prime}} \in \mathcal{H}}\left|\bar{\ell}\left(R \cap S^{\prime}\right)-\ell\left(R \cap S^{\prime}\right)\right| \leq 1 \leq \frac{\alpha}{\mathcal{P}_{\mathcal{X}}\left(R \cap S^{\prime}\right)} \leq \frac{\alpha^{\prime}+\rho}{\mathcal{P}_{\mathcal{X}}\left(R \cap S^{\prime}\right)} .
$$

We can therefore restrict our attention to those $R \in \mathbb{R}$ that satisfy $\left|D_{R}\right|>0$, since we only have a non-trivial statement to prove for sets $R$ with $\mathcal{P} \mathcal{X}(R)>\alpha$. Using Lemma 30 and the definition of an agnostic learning oracle, we know that for each $V=R \cap S^{+}$, with probability $1-p(n)$,

$$
\begin{align*}
& \mathcal{P} \mathcal{X}\left(R \cap S^{+}\right)\left(\bar{\ell}\left(R \cap S^{+}\right)-\ell\left(R \cap S^{+}\right)\right)+\rho \\
& =\underset{(x, y)}{\mathbb{E}}\left[\chi_{S^{+}}(x) \cdot r_{R}^{+}(x, y)\right]+\rho \\
& \geq \sup _{\chi_{S^{\prime}} \in \mathcal{H}} \underset{(x, y)}{\mathbb{E}}\left[\chi_{S^{\prime}}(x) \cdot r_{R}^{+}(x, y)\right] \\
& =\sup _{\chi_{S^{\prime}} \in \mathcal{H}} \mathcal{P} \mathcal{X}\left(R \cap S^{\prime}\right)\left(\bar{\ell}\left(R \cap S^{\prime}\right)-\ell\left(R \cap S^{\prime}\right)\right) \tag{5.5}
\end{align*}
$$

The same argument applies for $V=R \cap S^{-}$, and we obtain

$$
\begin{equation*}
\mathcal{P}_{\mathcal{X}}\left(R \cap S^{+}\right)\left(\ell\left(R \cap S^{-}\right)-\bar{\ell}\left(R \cap S^{-}\right)\right)+\rho \geq \sup _{\chi_{S^{\prime}} \in \mathcal{H}} \mathcal{P}_{\mathcal{X}}\left(R \cap S^{\prime}\right)\left(\ell\left(R \cap S^{\prime}\right)-\bar{\ell}\left(R \cap S^{\prime}\right)\right) . \tag{5.6}
\end{equation*}
$$

Combining (5.4), (5.5), and (5.6), we get that with probability $1-2|\mathbb{R}| p(n)$,

$$
\sup _{\chi_{S^{\prime}} \in \mathcal{H}}\left|\bar{\ell}\left(R \cap S^{\prime}\right)-\ell\left(R \cap S^{\prime}\right)\right| \leq \frac{\alpha^{\prime}+\rho}{\mathcal{P}_{\mathcal{X}}\left(R \cap S^{\prime}\right)}
$$

Theorem 26. With probability at least $1-3 \delta Q_{\alpha}\left(\left(m^{2}+m\right)+m^{2} Q_{\beta}\right)$, the running time of Algorithm 15 is bounded by $O\left(Q m^{2} \tau(n)\right)$, where $Q$ is the total number of gradient descent operations as defined in Theorem 22.

Proof. The running time of Algorithm 13 is $O\left(m^{2} \tau(n)\right)$, as we always call it with $|\mathbb{R}|=$ $O\left(m^{2}\right)$ and we assumed $\tau(n)=\Omega(n)$, meaning the running time of the learning oracle dominates the calculations in the empirical check. And Theorem 25 gives that with probability $1-3 \delta Q_{\alpha}\left(\left(m^{2}+m\right)+m^{2} Q_{\beta}\right)$, there will be at most $Q$ gradient descent operations. Because the number of gradient descent operations is equal to the number of subroutine calls to Algorithm 13, the overall running time is $O\left(Q m^{2} \tau(n)\right)$.

## 5.D. A Submodular Set-Cover Formulation

We can define the following problem. Theorem 27 shows us that for every even $a$, and every $G \in \mathcal{G}, i, j \in[m], I_{\gamma, a}(x)$ forms a valid marginal prediction interval for every set $G\left(\bar{\mu}, \bar{m}_{a}, i, j\right)$ with probability at least $\gamma$ under $\mathcal{P}_{\mathcal{X}}$. Can we construct tighter prediction intervals using all $\left\lfloor\frac{k}{2}\right\rfloor$ moments?

We make the following simplifying assumptions in this section:

1. $\mathcal{X}$ is a set with finite cardinality.
2. $\mathcal{P}_{\mathcal{X}}$ is known exactly (note that we do not assume we know the distribution on labels $y$, which preserves the core motivation of the problem).
3. For every $x \in \mathcal{X}$, there exists $G \in \mathcal{G}, a$ even s.t. $1<a \leq k$, and $i, j \in[m]$ such that
$x \in G\left(\bar{\mu}, \bar{m}_{a}, i, j\right)$ and $\mathcal{P}_{\mathcal{X}}\left(G\left(\bar{\mu}, \bar{m}_{a}, i, j\right)\right) \geq \gamma$ (otherwise there is no way to give a valid marginal prediction interval for such an $x$ ).

Let us define the set of all relevant sets as

$$
\mathcal{S} \equiv\left\{G\left(\bar{\mu}, \bar{m}_{a}, i, j\right): \forall G \in \mathcal{G}, i, j \in[m], 1<a \leq k, a \text { even s.t. } \mathcal{P} \mathcal{X}\left(G\left(\bar{\mu}, \bar{m}_{a}, i, j\right)\right) \geq \delta\right\}
$$

With each set $S \in \mathcal{S}$, we associate the width $\Delta_{S}(\cdot)$ in the obvious way.

Given any $\mathcal{S}^{\prime} \subseteq \mathcal{S}$ we say that $\mathcal{S}^{\prime}$ covers $\mathcal{X}$ if $\forall x \in \mathcal{X}, \exists S \in \mathcal{S}^{\prime}$ s.t. $x \in S$. Given any $\mathcal{S}^{\prime} \subseteq \mathcal{S}$ that covers $\mathcal{X}$, we can construct valid marginal prediction intervals for all $x \in X$ :

$$
\begin{aligned}
\Delta_{\mathcal{S}^{\prime}}(x) & \equiv \max _{S \in \mathcal{S}^{\prime} \mid x \in S} \Delta_{S}(x) \\
I_{\mathcal{S}^{\prime}}(x) & =\left[\bar{\mu}(x)-\Delta_{\mathcal{S}^{\prime}}(x), \bar{\mu}(x)+\Delta_{\mathcal{S}^{\prime}}(x)\right]
\end{aligned}
$$

To see that this will result in a valid prediction interval, observe that for any $x \in X$, it is covered by some $S \in \mathcal{S}^{\prime}$. By definition of $\mathcal{S}^{\prime}, S=G\left(\bar{\mu}, \bar{m}_{a}, i, j\right)$ for some $a$ even, $i, j \in[m]$, $G \in \mathcal{G}$. Note that $I_{\gamma, a}(x) \subseteq I_{\mathcal{S}^{\prime}}(x)$ by construction of $I_{\mathcal{S}^{\prime}}(\cdot)$. Therefore Theorem 27 ensures that these prediction intervals are valid for any $S \in \mathcal{S}^{\prime}$, and indeed, therefore valid for any group $G \in \mathcal{G}$.

A natural optimization problem is to find a subset $\mathcal{S}^{\prime}$ that covers $\mathcal{X}$ so as to minimize the expected width of the marginal prediction intervals that can be produced in this way, i.e. solves (exactly or approximately)

$$
\min _{\mathcal{S}^{\prime} \subseteq \mathcal{S}} \underset{x \sim \mathcal{P}_{\mathcal{X}}}{\mathbb{E}}\left[\Delta_{\mathcal{S}^{\prime}}(x)\right]
$$

s.t. $\mathcal{S}^{\prime}$ covers $\mathcal{X}$.

We can rewrite the problem in the following way. Let $A$ be a $0-1$ matrix of dimension
$|\mathcal{X}| \times|\mathcal{S}|$. The columns correspond to sets $S \in \mathcal{S}$ and the rows to elements $x \in \mathcal{X}$. If $A_{x S}=1$ this means that element $x \in \mathcal{X}$ is contained in set $S \in \mathcal{S}$. Associated with each column $S$ there is a function $\Delta_{S}$. Recall that $\mathcal{P} \mathcal{X}(x)$ denotes the probability of $x$.

We can denote any subset of $\mathcal{S}^{\prime} \subseteq \mathcal{S}$ by a $0 / 1$ vector $w \in\{0,1\}^{|\mathcal{S}|}$ such that $w_{S}=1$ if $S \in \mathcal{S}^{\prime}$. We can therefore recast the optimization problem:

$$
\begin{array}{rlr}
\min _{z, w} & \sum_{x \in \mathcal{X}} \mathcal{P}_{\mathcal{X}}(x) z_{x} & \\
\text { s.t. } & z_{x}-\Delta_{S}(x) A_{x S} w_{S} \geq 0 & \\
& \forall x \in \mathcal{X} \\
& \sum_{S \in \mathcal{S}} A_{x S} w_{S} \geq 1 & \forall x \in \mathcal{X} .
\end{array}
$$

For any subset $\mathcal{S}^{\prime} \subseteq \mathcal{S}$ let $f_{x}\left(\mathcal{S}^{\prime}\right)=\max _{S \in \mathcal{S}^{\prime}} \Delta_{S}(x) A_{x S}$. Notice $f_{x}\left(\mathcal{S}^{\prime}\right)$ is a non-decreasing and submodular function of $\mathcal{S}^{\prime}$. Let $f\left(\mathcal{S}^{\prime}\right)=\sum_{x} \mathcal{P}_{\mathcal{X}}(x) f_{x}\left(\mathcal{S}^{\prime}\right)$, clearly $f(\cdot)$ is non-decreasing and submodular. Similarly, for any $\mathcal{S}^{\prime} \subseteq \mathcal{S}$ let $w$ be the associated $0 / 1$ vector and define $g\left(\mathcal{S}^{\prime}\right)=\left|\left\{x: \sum_{S \in \mathcal{S}} A_{x S} w_{S} \geq 1\right\}\right|$. Again $g(\cdot)$ is a non-decreasing and submodular function of $\mathcal{S}^{\prime}$. Observe that can write our problem as:

$$
\begin{aligned}
& \min _{\mathcal{S}^{\prime} \subseteq \mathcal{S}} f\left(\mathcal{S}^{\prime}\right) \\
& \text { s.t. } g\left(\mathcal{S}^{\prime}\right) \geq|\mathcal{X}| .
\end{aligned}
$$

Therefore, our problem is the submodular cost submodular cover problem.

We can now hope to apply known results to solve it. For example, [94] show that the greedy solution (to iteratively add the set with the smallest average width) is approximately optimal. In particular, their Theorem 2.1 guarantees that the greedy solution provides a $\frac{k}{2} H$-approximate to our optimization problem where $H$ is the $\ell^{\text {th }}$-harmonic number, $\ell=$ $\max \{|S|: S \in \mathcal{S}\}$, and $k$ is the number of moments we have access to.

Unfortunately in this context, these guarantees are unsatisfactory: the approximation grows
with the number of moments $k$ we have access to, and with $\log |\mathcal{X}|$, which will typically be linear in the data dimension. Note that [94] study general submodular objective functions and does not exploit the specific structure of the objective function here. We leave the question of whether guarantees can be offered for this problem to future research. Another natural question is how to approximate this optimization when $\mathcal{P}_{\mathcal{X}}$ is not known, i.e. we only have a finite sample from $\mathcal{P}$.

## Chapter 6

## Uncertainty Estimation for Subgroups: Online

### 6.1. Introduction

Consider the problem of making predictions about the prognoses of patients with an infectious disease at the early stages of a pandemic. To be able to guide the allocation of medical interventions, we may want to predict, from each patient's observable features $x$, things such as the expected severity of the disease $y$ in two days' time. And since we will be using these predictions to allocate scarce resources, we will want to be able to quantify the uncertainty of our predictions: perhaps by providing estimates of the variance of outcomes, or perhaps by providing prediction intervals at a desired level of confidence.

This is slightly different than the setting considered in the previous chapter, as it's an online problem. In the previous chapter, we showed how to calibrate moment estimates for a large number of groups and how to leverage Chebyshev's inequality on these multicalibrated moments in order to construct uncertainty estimates. However, there was an underlying assumption about a distribution and our access to this distribution via a set of samples drawn i.i.d. from the distribution. By contrast, in the above described problem, we must start making predictions before we have much data, and the predictions are needed immediately upon the arrival of a patient. It is also a problem in which the environment is rapidly changing: the distribution of patients changes as the disease spreads through different populations, and the conditional distribution on outcomes given features changes as we learn how to better treat the disease.

How can we approach this problem? The conformal prediction literature [86] aims to equip arbitrary regression and classification procedures for making point predictions with prediction intervals that contain the true label with (say) $95 \%$ probability. But for the application in our example, conformal prediction has two well-known shortcomings:

Marginal Guarantees: Conformal prediction only gives marginal prediction intervals: in other words, it provides guarantees that (e.g.) $95 \%$ of the prediction intervals produced over a sequence of predictions cover their labels. But these guarantees are averages over what are typically large, heterogeneous populations and therefore provide little guidance for making decisions about individuals. For example, it would be entirely consistent with the guarantee of a $95 \%$ marginal prediction interval $\left[\ell_{t}, u_{t}\right]$ if for individuals from some demographic group $G$ making up less than $5 \%$ of the population, their labels $y_{t}$ fall outside of $\left[\ell_{t}, u_{t}\right] 100 \%$ of the time. ${ }^{20}$ One could run many parallel algorithms for different demographic groups $G_{i}$, but then there would be no clear way to interpret the many different predictions one would receive for an individual belonging to several demographic groups at once ( $x \in$ $G_{i}$ for multiple groups $G_{i}$ ); for example, prediction intervals corresponding to different demographic groups could be disjoint. To see that marginal guarantees on their own are extremely weak, consider a batch (distributional) setting in which labelled points are drawn from a fixed distribution $\mathcal{D}:(x, y) \sim \mathcal{D}$. Then we could provide valid $95 \%$ marginal prediction intervals by entirely ignoring the features and giving a fixed prediction interval of $[\ell, u]$ for every point, where $[\ell, u]$ is such that $\operatorname{Pr}_{(x, y) \sim \mathcal{D}}[y \notin[\ell, u]]=0.05$.

Distributional Assumptions: The conformal prediction literature almost exclusively assumes that the data is drawn from an exchangeable distribution (for example, i.i.d. data satisfies this property) and does not offer any guarantees when the data can quickly change in unanticipated or adversarial ways.

In this chapter, we give techniques for dealing with both of these problems (and similar issues that arise for the problem of predicting label means and higher moments) by drawing on ideas from the literature on calibration [17, 29]. Calibration is similar to conformal prediction in that it aims to give point estimates in nonparametric settings that satisfy marginal rather than conditional guarantees (i.e. that agree with the true distribution as averaged over the data rather than conditioned on the features of a particular data point). But calibration

[^17]is concerned with predicting label expectations, rather than giving prediction intervals. Informally speaking, calibrated predictions satisfy that when averaging over all rounds over which the prediction was (approximately) $p$, the realized labels average to (approximately) $p$, for all $p$. Note that in a distributional setting, if a learner truly was predicting the conditional label expectations conditional on features $p_{x}=\mathbb{E}_{(x, y) \sim \mathcal{D}}[y \mid x]$, then the forecasts would be calibrated - but just as with marginal prediction intervals, calibration on its own is a very weak condition in a distributional setting. For example, a learner could achieve calibration simply by making a single, constant prediction of $p=\mathbb{E}_{(x, y) \sim \mathcal{D}}[y]$ for every point, and so calibrated predictions need not convey much information. Thus, just like the conformal prediction literature, the calibration literature is primarily focused on the online prediction setting. But from early on, the calibration literature has focused on the adversarial setting in which no distributional assumptions need to be made at all [29, 33, 82].

As described in Chapter 5, we emphasize again that calibration also suffers from the weaknesses that come with marginal guarantees: namely that calibrated predictions may have little to do with the conditional label expectations for members of structured sub-populations. Hébert-Johnson et al. [43] proposed an elegant solution to this problem in the batch setting, when predicting expectations, which they termed "multicalibration". Informally speaking, a guarantee of multicalibration is parameterized by a large collection of potentially intersecting subsets of the feature space $\mathcal{G}$ (corresponding e.g. to demographic groups or other categories relevant for the prediction task at hand). Multicalibration asks for predictions that are not just calibrated over the full distribution $\mathcal{P}$ but are also simultaneously calibrated over all of the induced distributions that are obtained by conditioning on membership in a set $G \in \mathcal{G}$. Moreover, Hébert-Johnson et al. [43] showed how to obtain multicalibrated estimators in the batch, distributional setting with sample complexity that depends only logarithmically on $|\mathcal{G}|$. In Chapter 5, we showed how to extend the notion of (multi)calibration from expectations to variances and other higher moments - and derived algorithms for obtaining such estimates in the batch setting.

### 6.1.1. Our Results and Techniques

In this chapter, we give a general method for obtaining different kinds of "multivalid" predictions in an online, adversarial setting. This includes mean estimates that satisfy the notion of mean multicalibration from [43], moment estimates that satisfy the notion of mean-conditioned moment multicalibration from Chapter 5, and prediction intervals which satisfy a new notion of multivalidity, defined in this chapter. The latter asks for tight marginal prediction intervals, which are simultaneously valid over each demographic group $G \in \mathcal{G}$. We give a formal definition in Section 6.3 (and review the definitions of mean and moment multicalibration), but informally, multivalidity for prediction intervals asks, given a target coverage probability $1-\delta$, that for each group $G \in \mathcal{G}$ there be roughly a $1-\delta$ fraction of points $\left(x_{t}, y_{t}\right)$ with $x_{t} \in G$ whose label is contained within the predicted interval $\left(y_{t} \in\left[\bar{\ell}_{t}, \bar{u}_{t}\right)\right)$. In fact, we ask for the stronger calibration-like guarantee, that these marginal coverage guarantees hold even conditional on the prediction interval, which (among other things) rules out the trivial solution to marginal coverage that predicts the full interval with probability $1-\delta$ and an empty interval with probability $\delta$. Because our algorithms handle adversarially selected examples, they can equally well be used to augment arbitrary point prediction procedures which give predictions $f_{t}\left(x_{t}\right)=\hat{y}_{t}$, independently of how they are trained: we can simply feed our algorithms for multivalid predictions with the residuals $\hat{y}_{t}-y_{t}$. For example, we can get variance estimates or prediction intervals for the residuals to endow the predictions of $f_{t}$ with uncertainty estimates. Endowing point predictors with prediction intervals in this way provides an alternative to conformal prediction that gives stronger-than-marginal (multivalid) guarantees, under much weaker assumptions (adversarially chosen examples). In general, for each of our techniques, if we instantiate them with the trivial group structure (i.e. one group, containing all points), then we recover standard (or slightly stronger) marginal guarantees: i.e. simple calibrated predictions and simple marginal prediction intervals. ${ }^{21}$ But as we enrich our collection of sets $\mathcal{G}$, our guarantees

[^18]become correspondingly stronger.

The General Strategy We derive our online algorithms using a general strategy that dates back to Fudenberg and Levine [33], who used it to give online algorithms for the problem of simple calibration in a setting without features (see also the argument by Sergiu Hart, communicated in Foster and Vohra [29] and more recently elaborated on in Hart [42]). In our context, the general strategy proceeds as follows:

1. Define a surrogate loss function, such that if the surrogate loss is small at the end of $T$ rounds, then the learner's predictions satisfy our chosen notion of multivalidity over the empirical distribution of the history of the interaction.
2. Argue that if at each round $t$, the adversary's chosen distribution over labelled examples were known to the learner, then there would be some prediction that the learner could make that would guarantee that the expected increase in the surrogate loss function at that round would be small. This step is often straightforward, because once we fix a known data distribution $\mathcal{D}$, "true distributional quantities" like conditional label expectations, conditional label variances, conditional label quantiles, etc, generally satisfy our corresponding multivalidity desideratum by design.
3. Appeal to the minimax theorem to conclude that there must therefore exist a randomized prediction strategy for the learner that guarantees that the expected increase in the surrogate loss function is small for any choice of the adversary.

On its own, carrying out this strategy for a particular notion of multivalidity proves the existence of an algorithm that can obtain the appropriate notion of multivalidity against an adversary; but turning it into an actual (and efficient) algorithm requires the ability to compute at each round the equilibrium strategy whose existence is shown in Step 3 above.

We instantiate this general strategy in Section 6.4 for the case of mean multicalibration, which also serves as a template for our derivation and analysis of algorithms for moment
multicalibration in Section 6.5 and prediction interval multivalidity in Section 6.6. The framework of our analysis is the same in each case, but the details differ: to carry out Step 2, we must bound the value of a different game, and to carry out Step 3, we must solve for the equilibrium of a different game. In each case, we obtain efficient online algorithms for obtaining high probability $\alpha$-approximate multivalidity bounds (of different flavors), with $\alpha$ scaling roughly as $\alpha \approx \sqrt{\log |\mathcal{G}| / T}$, over interactions of length $T$ - but see Sections 6.4.2, 6.5.2, and 6.6.2 for exact theorem statements. In all cases, our algorithms have per-round runtime that is linear in $|\mathcal{G}|$, and polynomial in the other parameters of the problem. In fact, both our run-time and our convergence bounds can be improved if each individual appears in only a bounded number of groups. Our algorithms can at each step $t$ be implemented in time linear in the number of groups $G \in \mathcal{G}$ that contain the current example $x_{t}$. This is linear in $|\mathcal{G}|$ in the worst case, but can be substantially smaller. Similarly, we show in Appendix 6.A that if each individual appears in at most $d$ groups, then the $\log |\mathcal{G}|$ term in our convergence bounds can be replaced with $\log (d)$, which gives informative bounds even if $\mathcal{G}$ is infinitely large. Without assumptions of this sort, running time that is polynomial in $|\mathcal{G}|$ (rather than logarithmic in $|\mathcal{G}|$, as our convergence bounds are) is necessary in the worst case, even for mean multicalibration in the offline setting, as shown by Hébert-Johnson et al. [43].

Adapting the original approach of Fudenberg and Levine [33] runs into several obstacles, stemming from the fact that the action space of both the learner and the adversary and the number of constraints defining our calibration desideratum are both much larger in our setting. Consider the case of mean prediction - in which the goal is to obtain calibrated predictions. In the featureless setting studied by Fudenberg and Levine [33], the action space for the learner corresponds to a discretization of the real unit interval $[0,1]$, and the action space of the adversary is binary. In our setting, in which data points are endowed with features from a large feature space $\mathcal{X}$, the learner's action space corresponds to the set of all functions mapping $\mathcal{X}$ to $[0,1]$, and the adversary's action space corresponds to the set of all labelled examples $\mathcal{X} \times[0,1]$. Similarly, for simple calibration, the number of constraints is
equal to the chosen discretization granularity of the unit interval $[0,1]$, whereas in our case, the number of constraints also grows linearly with $|\mathcal{G}|$, the number of groups over which we want to be able to promise guarantees.

Convergence Rates and Sample Complexity The surrogate loss function used by Fudenberg and Levine [33] bounds the $\ell_{2}$ calibration error - i.e. the average squared violation of all of the constraints used to define calibration. Because all of the notions of multivalidity that we consider consist of a set of constraints of size scaling linearly with $|\mathcal{G}|$, if we were to attempt to bound the $\ell_{2}$ violation of our multivalidity constraints, we would necessarily obtain convergence bounds that scale polynomially with $|\mathcal{G}|$. Instead, we use a different surrogate loss function - a sign-symmetrized version of an exponential soft-max - that can be used to bound the $\ell_{\infty}$ violation of our multivalidity constraints and allows us to obtain bounds that scale only logarithmically with $|\mathcal{G}|$. For moment multicalibration, we face the further complication of needing to define a potential function bounding a linear surrogate for what is ultimately a nonlinear measure of distributional fidelity. An outline of the specific ideas needed here adapting the techniques from Chapter 5 can be found in Section 6.5.1. For interval multivalidity, we face the further complication that tight prediction intervals need not exist even in the distributional setting, for worst-case distributions. An outline of the new ideas we need to overcome this can be found in Section 6.6.1. Finally, we note that $\ell_{\infty}$ violation is consistent with how the existing literature on batch multicalibration [43] has quantified approximation guarantees. In fact, by using standard online-to-offline reductions, we can derive new sample complexity bounds for mean and moment multicalibration for the batch distributional setting that improve on the sample complexity bounds given in Hébert-Johnson et al. [43] and Chapter 6 - see Appendix A of Jung et al. [53] which this chapter is based off of. This is because when applied to the batch setting, our online algorithms take only a single pass through the data and avoid issues related to adaptive data re-use that complicated previous algorithms in the batch setting.

Computation of Equilibrium Strategies To compute equilibria of the large action space games we define, we do not attempt to directly compute or represent the function
that we use at each round $t$ to map features to labels. Instead, we represent this function implicitly by "lazily" solving a smaller equilibrium computation problem only after we have observed the adversary's choice of feature vector $x$ (but before we have observed the label $y$ ) to compute a distribution over predictions. We show in each of our three settings that this computation is tractable. In the case of mean multicalibration, we are able to analytically derive a simple algorithm for sampling from this equilibrium strategy, presented in Section 6.4.3. For mean-conditioned $k^{\text {th }}$ moment multicalibration we show that the equilibrium can be found using a linear program with polynomially many variables and $2^{k}+1$ constraints. For the most interesting cases, $k$ is a small constant (e.g. for variance, $k=2$, and so the linear program has only 5 constraints). Even when $k$ is large, we show that this linear program has a separation oracle that runs in time $O(k)$, and so it can be solved efficiently via the Ellipsoid algorithm. We show in Appendix 6.B that there always exists an equilibrium for the learner with support over at most $k+1$ many predictions, limiting the extent to which it needs to deploy randomization. Finally, for prediction interval multivalidity, we show in Section 6.6.3 that we can express the equilibrium computation problem as a linear program. Although the linear program is naively defined by infinitely many constraints, we show that it can ultimately be represented with only finitely many constraints, and that it has an efficient separation oracle, so can be solved in polynomial time using the Ellipsoid algorithm.

Advantages of Conformal Prediction We have thus far emphasized the advantages that our techniques have over conformal prediction - but we also want to highlight the strengths of conformal prediction relative to our work, and directions for future improvement. Conformal prediction aims to obtain marginal coverage with respect to some (unknown) underlying distribution. As a result of the distributional assumption, it is able to obtain coverage (over the randomness of the distribution) at a rate of coverage $1-\delta+O(1 / T)$ [69]. In contrast, in our setting, there is no underlying distribution. We therefore give guarantees on empirical coverage - i.e the fraction of labels that our predicted intervals have covered in the realized sequence of examples. As a result, our coverage bounds necessar-
ily have error terms that tend to 0 at a rate of $O(1 / \sqrt{T})$, over sequences of length $T$. We note that conformal prediction methods also obtain empirical coverage on the order of $1-\delta \pm O(1 / \sqrt{T})$, as our methods do [69]. Conformal prediction methods naturally give one sided coverage error on the distribution (i.e. the coverage probability is always $\geq 1-\delta$ ), whereas as we present our bounds, our empirical coverage has two sided error. Techniques from the conformal prediction literature also can be applied to very general label domains $\mathcal{Y}$ and can be used to produce very general kinds of prediction sets. In this chapter, we restrict attention to real-valued labels $\mathcal{Y}=[0,1]$ and prediction intervals. We do not believe that there are any fundamental obstacles to generalizing our techniques to other label domains and prediction sets, and this is an interesting direction for future work. Finally, the conformal prediction literature has developed a number of very simple, practical techniques. In this chapter, we give polynomial time algorithms, of varying complexity. Our algorithm for mean multicalibration in Section 6.4 is very simple to implement, but our algorithm for multivalid interval prediction in Section 6.6 requires solving a linear program with a separation oracle. Another important direction for future work is reducing the complexity of our techniques, and doing empirical evaluations.

### 6.2. Related Work

Work on calibrated mean prediction dates back to Dawid [17]. Foster and Vohra [29] were the first to show that in the online setting without features, it is possible to obtain asymptotic calibration even against an adversary. Once this initial result was proven, a number of proofs of it were given using different techniques, including Blackwell's approachability theorem [25] and a non-constructive minimax argument (originally communicated verbally by Sergiu Hart, appearing first in [29], and more recently formalized in [42]). This argument was "non-constructive" because it was a minimax argument over the entire algorithm design space. [33] gave a more tractable per-round minimax argument, which we adapt to our work - although they were satisfied with an existential argument, and do not derive a concrete algorithm. The algorithm we give for online multicalibration is similar to the algorithm given by Foster and Hart [27] for the simple calibration problem in the special case of a
featureless setting and the trivial group structure. Lehrer [68] and Sandroni et al. [82] (and in a slightly different context, Fudenberg and Levine [34]) generalized this literature and showed that it was possible to extend these ideas in order to satisfy dramatically more demanding notions of calibration (e.g. calibration on all computable subsequences of rounds). This line of work primarily gives limit results via non-constructive arguments without establishing rates. There are two notable exceptions. Foster et al. [30] give a non-constructive argument establishing that it is possible to obtain mean calibration $\operatorname{loss} \tilde{O}\left(\sqrt{\frac{\log K}{T}}\right)$ with respect to a set of $K$ "checking rules" which define subsequences over which the algorithm must be calibrated. These results are derived in a setting without features $x$, but we believe their techniques could be used to establish the same convergence bounds that we do, for mean multicalibration: $\alpha=\tilde{O}\left(\sqrt{\frac{\log |\mathcal{G}|}{T}}\right)$. Foster and Kakade [28] give an efficient algorithm based on ridge-regression which can be used to achieve what we call mean consistency ${ }^{22}$ on a collection of sets $\mathcal{G}$ with error rates converging as $\alpha=\tilde{O}\left(\sqrt{\frac{|\mathcal{G}|}{T}}\right)$. Their algorithm is deterministic, which in particular means it cannot be used to achieve the standard notion of calibration, which can only be achieved by randomized algorithms in adversarial environments [76]. It can be used to achieve what is called "weak calibration" by Kakade and Foster [55] and "smooth calibration" by Foster and Hart [26] - a relaxation that can be obtained by deterministic algorithms. In comparison, our algorithm for mean multicalibration achieves the standard notion of calibration with the optimal sample complexity dependence on $\log |\mathcal{G}|$, while simultaneously being explicitly defined and computationally efficient.

There has also been a recent resurgence of interest in calibration in the computer science community, in part motivated by fairness concerns $[13,63,79]$. It is from this literature that the original proposal for multicalibration arose [43], as well as the related notion of multiaccuracy [43, 61]. Shabat et al. [85] prove uniform convergence bounds for multicalibrated predictors, Dwork et al. [21] draw connections between multicalibrated predictors and notions of fair rankings, and Dwork et al. [22] define a notion of outcome indistinguishability related to distribution testing, and show close connections to multicalibration. Jung et al.

[^19][53], which Chapter 5 is based off of, extend the notion of mean calibration to variances and higher moments, and give efficient algorithms for learning moment multicalibrated predictors. Recall that in Chapter 5, we showed show that moment predictors can be used to derive conservative multivalid prediction intervals, using Chebyshev's inequality and generalizations to higher moments. In general, however, these moment-based inequalities give intervals that may cover their label much more frequently than the target $1-\delta$ coverage probability and cannot achieve the kinds of tight multicoverage guarantees that we obtain in this chapter.

All of this work operates in the batch, distributional setting. Recently, Qiao and Valiant [80] proved lower bounds for simple mean calibration in the online setting, showing that no algorithm can obtain rates better than $O\left(T^{-0.472}\right)$ against an adversary. At first blush, our upper bounds appear to contradict these lower bounds - but they do not, because we study convergence in the $\ell_{\infty}$ sense, whereas they study it in the $\ell_{1}$ sense.

Conformal prediction is motivated similarly to calibration, but aims to produce marginal prediction intervals rather than mean estimates - see Shafer and Vovk [86] for an overview. The problems that we highlight - namely, that marginal guarantees are weak, and that this literature relies on strong distributional assumptions - have been noted before. For example, Barber et al. [6] prove that even in the distributional setting, conditional prediction intervals are impossible to provide, and aim instead for a goal that is similar to ours: providing marginal prediction intervals that are valid as averaged over a large number of subgroups $\mathcal{G}$. They take a conservative approach, by using a holdout set to estimate empirical prediction intervals separately for each group, and then taking the union of all of these prediction intervals over the demographic groups of a new individual. The result is that their prediction intervals - unlike ours - do not become tight, even in the limit. Chernozhukov et al. [12] consider the problem of conformal prediction for time series data, for which the exchangeability assumption may not hold. They show that if the data comes from a rapidly mixing process (so that, in particular, points that are well separated in the sequence
are approximately independent) then it is still possible to obtain approximate marginal coverage guarantees. Tibshirani et al. [91] consider the problem of conformal prediction under covariate shift, in which the marginal distribution on features $\mathcal{X}$ differs between the training and test distributions, but the conditional distribution on labels $\mathcal{Y} \mid \mathcal{X}$ remains the same. They show how to adapt techniques from conformal prediction when the likelihood ratio between the training and test distribution is known. In the distributional setting, Gupta et al. [36] have proven close relationships between calibration, confidence intervals, and prediction intervals.

Finally, the notion of multicalibration is related to subgroup fairness notions [57, 59, 60] that ask for statistical "fairness" constraints of various sorts (beyond calibration) to hold across all subgroups defined by some rich class $\mathcal{G}$. See Chouldechova and Roth [14] for a survey.

### 6.3. Preliminaries

### 6.3.1. Notation

We write $\mathcal{X}$ to denote a feature domain and $\mathcal{Y}=[0,1]$ to denote a label domain. We write $\mathcal{G} \subseteq 2^{\mathcal{X}}$ to denote a collection of subsets of $\mathcal{X}$. Given any $x \in \mathcal{X}$, we write $\mathcal{G}(x)$ for the set of groups that contain $x$, i.e. $\mathcal{G}(x)=\{G \in \mathcal{G}: x \in G\}$. Given an integer $T$ we write [T] to denote the set of integers $[T]=\{1, \ldots, T\}$. In general, we denote our random variables with tildes (e.g. $\tilde{X}, \tilde{Y}$ ) to distinguish them from their realizations (denoted e.g. $X, Y$ ). Given a finite set $A$, we write $\Delta A$ for the probability simplex over the elements in $A$.

### 6.3.2. Online Prediction

Online (contextual) prediction proceeds in rounds that we index by $t \in[T]$, for a given finite horizon $T$. In each round, an interaction between a learner and an adversary proceeds as follows. In each round $t$ :

1. The adversary chooses a joint distribution over feature vectors $x_{t} \in \mathcal{X}$ and labels $y_{t} \in \mathcal{Y}$. The learner receives $x_{t}$ (a realized feature vector), but no information about $y_{t}$ is revealed.
2. The learner chooses a distribution over predictions $p_{t} \in \mathcal{P}$. (We will consider several different kinds of predictions in this chapter, and so are agnostic to the domain of the prediction for now - we use $\mathcal{P}$ as a generic domain).
3. The learner observes $y_{t}$ (a realized label).

For an index $s \in[T]$, we denote by $\pi_{s}$ the transcript of the interaction in rounds $t=1$ through $s: \pi_{s}=\left(\left(x_{t}, p_{t}, y_{t}\right)\right)_{t=1}^{s}$. We write $\Pi^{*}$ as the domain of all transcripts.

Formally, the adversary is modelled as a probabilistic mapping Adv : $\Pi^{*} \rightarrow \Delta(\mathcal{X} \times \mathcal{Y})$ from transcripts to distributions over labelled data points, and the learner is modeled as a mapping Learn : $\Pi^{*} \rightarrow(\mathcal{X} \rightarrow \Delta \mathcal{P})$ from transcripts to a probabilistic mapping from feature vectors to distributions over predictions. An adversary may be either unconstrained (free to play any point in $\Delta(\mathcal{X} \times \mathcal{Y}))$ or constrained to choose from some specified subset of $\Delta(\mathcal{X} \times \mathcal{Y})$. Fixing both a learner and an adversary induces a probability distribution over transcripts. Our goal is to derive particular learning algorithms, and to prove that various kinds of bounds hold either in expectation, or with high probability over the randomness of the transcript, in the worst case over transcript distributions, where we quantify over all possible adversaries.

Given a transcript $\pi_{T}$, a group $G \in \mathcal{G}$ and a set of rounds $S \subseteq[T]$, we write

$$
G_{S}=\left\{t \in S: x_{t} \in G\right\} .
$$

In words, this is the set of rounds in $S$ in which the realized feature vectors in the transcript belonged to $G$. When it is clear from context, we sometimes overload notation, and for a group $G \in \mathcal{G}$, and a period $s \leq T$, write $G_{s}$ to denote the set of data points (indexed by their rounds) in a transcript $\pi_{s}$ that are members of the group $G$ :

$$
G_{s}=\left\{t \in[s]: x_{t} \in G\right\} .
$$

## Types of Predictions, and Notions of Validity

We consider three types of predictions in this paper: Mean predictions, pairs of mean and higher moment predictions (e.g. variance), and prediction intervals.

Mean Predictions For mean predictions, the prediction domain will be the unit interval: $\mathcal{P}_{\text {mean }}=[0,1]$. The learner will select $p_{t} \equiv \bar{\mu}_{t} \in \mathcal{P}_{\text {mean }}$ in each round $t$, with the goal of predicting the conditional label expectation $\mathbb{E}\left[y_{t} \mid x_{t}\right]$. For any subset of days $S \subseteq[T]$, we write

$$
\mu(S)=\frac{1}{|S|} \sum_{t \in S} y_{t}, \quad \bar{\mu}(S)=\frac{1}{|S|} \sum_{t \in S} \bar{\mu}_{t}
$$

to denote the true label population mean conditional on $t \in S$ and the average of our mean estimates over days $t \in S$, respectively. We will ask for our predictions to satisfy large numbers of mean consistency constraints: that the conditional label averages be (approximately) equal to conditional prediction averages over different sets $S$.

Definition 21 (Mean Consistency). Given a transcript $\pi_{T}$, we say that the mean predictions $\left\{\bar{\mu}_{t}\right\}_{t=1}^{T}$ are $\alpha$-mean consistent on $S \subseteq[T]$, if

$$
|\mu(S)-\bar{\mu}(S)| \leq \alpha \frac{T}{|S|}
$$

Remark 8. Note the scaling with both $T$ and $|S|$. If $S=[T]$, then this condition simply asks for the true label mean and the average prediction to be within $\alpha$ of one another, as averaged over the entire transcript. For smaller sets, the allowable error grows with the inverse of $\frac{|S|}{T}$ - i.e. the measure of $S$ within the uniform distribution over the transcript. Even in a distributional setting, estimates inevitably degrade with the size of the set we are conditioning on, and our formulation here corresponds exactly to how mean consistency is defined in Chapter 5. Our definitions are also consistent with how the literature on online calibration quantifies calibration error with respect to subsequences. Hébert-Johnson et al. [43] handle this issue slightly differently, by asking for uniform bounds, but in the end proving
bounds only for sets $S$ that have sufficient mass $\gamma$ in the underlying probability distribution. In the batch setting, our formulation can recover bounds that are strictly stronger than those of Hébert-Johnson et al. [43] after a reparametrization $\alpha \leftarrow \gamma \alpha$.

Next, we define multicalibration in our setting. Informally, a sequence of mean predictions is calibrated if the average realized label $y_{t}$ on all days for which $\bar{\mu}_{t}$ is (roughly) $p$ is (roughly) $p$. The need to consider days in which the prediction was roughly $p$ arises from the fact that a learning algorithm will not necessarily ever make the same prediction twice. More generally, by bucketing predictions at a fixed granularity, we can guarantee that the average number of predictions within each bucket grows linearly with $T$.

To collect mean predictions $\bar{\mu}_{t}$ that are approximately equal to $p$ for each $p$, we group real-valued predictions into $n$ buckets of width $\frac{1}{n}$. Here $n$ is a parameter controlling the coarseness of our calibration guarantee. For any coarseness parameter $n$ and bucket index $i \in[n-1]$, we write $B_{n}(i)=\left[\frac{i-1}{n}, \frac{i}{n}\right)$ and $B_{n}(n)=\left[\frac{n-1}{n}, 1\right]$ so that these buckets partition the unit interval. Conversely, given a $\bar{\mu} \in[0,1]$, define $B_{n}^{-1}(\bar{\mu}) \in[n]$ in the obvious way i.e. $B_{n}^{-1}(\bar{\mu})=i$ where $i$ is such that $\bar{\mu} \in B_{n}(i)$. When clear from the context, we elide the subscript $n$ and write $B(i)$ and $B^{-1}(\bar{\mu})$.

For any $S \subseteq[T]$ and $i \in[n]$, we write

$$
S(i)=\left\{t \in S: \bar{\mu}_{t} \in B_{n}(i)\right\}
$$

In words, $S(i)$ corresponds to the subset of rounds in $S$ where the mean prediction falls in the $i^{\text {th }}$ bucket.
(Simple) calibration asks for the sequence of predictions to be $\alpha$-mean-consistent on all sets $[T](i)$ for $i \in[n]$ - i.e. for the subset of rounds in which the prediction fell into the $i^{\text {th }}$ bucket, for all $i$. Multicalibration asks for the predictions to be calibrated not just on the overall sequence, but also simultaneously on all the subsequences corresponding to each group $G \in \mathcal{G}$. In our notation, it asks for mean consistency on each set $G(i)$, for every group
$G \in \mathcal{G}$ and $i \in[n]$.

Definition 22 (Mean-Multicalibration). Given a transcript $\pi_{T}$, we say that the mean predictions $\left\{\bar{\mu}_{t}\right\}_{t=1}^{T}$ are ( $\alpha, n$ )-mean multicalibrated with respect to $\mathcal{G}$ if we have that for every $G \in \mathcal{G}$ and $i \in[n]$, the mean-predictions are $\alpha$-mean consistent on $G_{T}(i)$ :

$$
\left|\mu\left(G_{T}(i)\right)-\bar{\mu}\left(G_{T}(i)\right)\right| \leq \alpha \frac{T}{\left|G_{T}(i)\right|}
$$

Remark 9. Note that we define mean multicalibration (and our other notions of multivalidity, shortly) to have two parameters: $n$, which controls the coarseness of the guarantee, and $\alpha$, which controls the error of the guarantee. These parameters can be set independently in the sense that we will be able to achieve ( $\alpha, n$ ) mean multicalibration for any pair ( $\alpha, n$ ) - but they should be interpreted together. For example, to avoid the trivial solution in which the learner simply selects uniformly at random at each iteration (thereby guaranteeing that $\left|G_{T}(i)\right| \leq T / n$ for all $\left.G, i\right)$, we should set $\alpha \ll \frac{1}{n}$.
(Mean, Moment) Predictions In this case, the prediction domain is the product of the unit interval with itself: $\mathcal{P}_{\text {(mean,moment) }}=[0,1] \times[0,1]$. In each round $t$, the learner selects $p_{t}=\left(\bar{\mu}_{t}, \bar{m}_{t}^{k}\right)$ with the goal of matching $\mathbb{E}\left[y_{t} \mid x_{t}\right]$ and $\mathbb{E}\left[\left(y_{t}-\mathbb{E}\left[y_{t} \mid x_{t}\right]\right)^{k} \mid x_{t}\right]$ respectively the conditional label expectation, and its conditional $k^{\text {th }}$ central moment. For simplicity, we assume throughout that $k$ is even, so the $k^{\text {th }}$ moment has nonnegative range, but there is no obstacle other than notation to handling odd moments as well.

We group continuous predictions $\left(\bar{\mu}, \bar{m}^{k}\right)$ into a finite set of discrete buckets-again, defined with respect to a pair of discretization parameters $n$ and $n^{\prime}$. Recall our bucketing notation for mean prediction: for any $i \in[n-1]$, we wrote $B_{n}(i)=\left[\frac{i-1}{n}, \frac{i}{n}\right)$ and $B_{n}(n)=\left[\frac{n-1}{n}, 1\right]$. Here we generalize this notation to pairs, and write for any $i \in[n]$ and $j \in\left[n^{\prime}\right]$ :

$$
B_{n, n^{\prime}}(i, j)=\left\{(a, b) \in[0,1] \times[0,1]: a \in B_{n}(i), b \in B_{n^{\prime}}(j)\right\} .
$$

If $n=n^{\prime}$, we will write $B_{n}(i, j)$. Once again, when $n$ and $n^{\prime}$ are clear from the context, we may elide the subscript ( $n, n^{\prime}$ ) entirely.

Analogously to our notation for mean prediction, for any $S \subseteq[T]$ we write

$$
m_{k}(S)=\frac{1}{|S|} \sum_{t \in S}\left(y_{t}-\mu(S)\right)^{k}, \quad \bar{m}^{k}(S)=\frac{1}{|S|} \sum_{t \in S} \bar{m}_{t}^{k}
$$

for the empirical $k^{\text {th }}$ central moment of the label distribution on the subsequence $S$, and for the average of the moment prediction on $S$, respectively. Just as with mean consistency, moment consistency asks that these two quantities be approximately equal on a set $S$.

Definition 23 (Moment Consistency). Given a transcript $\pi_{T}$, we say that moment predictions $\left\{\bar{m}_{t}^{k}\right\}_{t=1}^{T}$ are $\alpha$-moment consistent on set $S \subseteq[T]$ if

$$
\left|m_{k}(S)-\bar{m}^{k}(S)\right| \leq \alpha \frac{T}{|S|}
$$

It is not sensible to ask for moment consistency on arbitrary sets $S$, because higher central moments are not linear, and so even true conditional label moments would not satisfy moment consistency conditions on arbitrary sets $S$. True conditional label moments do satisfy moment consistency on sets of points $x$ that share the same label mean, however, and so this is what we will ask of our predictions as well just as in Chapter 5. To that end, for any $S \subseteq[T]$ and $i \in[n], j \in\left[n^{\prime}\right]$, we write

$$
S(i, j)=\left\{t \in S:\left(\bar{\mu}_{t}, \bar{m}_{t}^{k}\right) \in B_{n, n^{\prime}}(i, j)\right\} .
$$

In words, $S(i, j)$ corresponds to the subset of rounds in $S$ in which our predicted mean and moment fall into the bucket $B_{n, n^{\prime}}(i, j)$.

Definition 24 (Mean-Conditioned Moment Multicalibration). Given a transcript $\pi_{T}$, we say that the (mean, moment) predictions $\left\{\left(\bar{\mu}_{t}, \bar{m}_{t}^{k}\right)\right\}_{t=1}^{T}$ are $\left(\alpha, \beta, n, n^{\prime}\right)$-mean-conditioned
moment multicalibrated with respect to $\mathcal{G}$, if for every $i \in[n], j \in\left[n^{\prime}\right]$ and $G \in \mathcal{G}$, we have that the mean predictions are $\alpha$-mean consistent on $G_{T}(i, j)$ and the moment predictions are $\beta$-moment consistent on $G_{T}(i, j)$ :

$$
\begin{aligned}
& \left|\mu\left(G_{T}(i, j)\right)-\bar{\mu}\left(G_{T}(i, j)\right)\right| \leq \alpha \frac{T}{\left|G_{T}(i, j)\right|}, \\
& \left|m_{k}\left(G_{T}(i, j)\right)-\bar{m}^{k}\left(G_{T}(i, j)\right)\right| \leq \beta \frac{T}{\left|G_{T}(i, j)\right|} .
\end{aligned}
$$

Interval Predictions In this case, the prediction domain is the set of ordered pairs of endpoints in the unit interval: $\mathcal{P}_{\text {interval }}=\{(\ell, u): \ell \leq u$, and $u, \ell \in[0,1]\}$. Given a pair $(\ell, u) \in \mathcal{P}_{\text {interval }}$, we say that it covers a label $y \in[0,1]$ if $y$ falls between $\ell$ and $u$, which we write as $\operatorname{Cover}((\ell, u), y)=1$. To avoid issues of "double counting", we define coverage in the same manner as we defined our bucketing, using intervals that are closed on the left but open on the right, with the exception of $u=1$ :

$$
\operatorname{Cover}((\ell, u), y)= \begin{cases}\mathbb{1}(y \in[\ell, u)) & \text { if } u<1 \\ \mathbb{1}(y \in[\ell, u]) & \text { if } u=1\end{cases}
$$

In each round $t$, we will predict an interval $p_{t}=\left(\bar{\ell}_{t}, \bar{u}_{t}\right)$ with the goal of achieving

$$
\mathbb{E}\left[\operatorname{Cover}\left(\left(\bar{\ell}_{t}, \bar{u}_{t}\right), y\right) \mid x_{t}\right]=1-\delta
$$

for some target coverage probability $1-\delta \in[0,1]$. We again bucket our coverage intervals using a discretization parameter $n$, using the same notation as for moment predictions.

For any $S \subseteq[T]$ and $i \leq j \in[n]$, we write

$$
S(i, j)=\left\{t \in S:\left(\bar{\ell}_{t}, \bar{u}_{t}\right) \in B_{n}(i, j)\right\} .
$$

In words, $S(i, j)$ corresponds to the subset of rounds in $S$ in which our predicted interval's
endpoints are in buckets $i$ and $j$, respectively. We can now define multivalidity analogously to how we defined multicalibration.

For any $S \subseteq[T]$, we write

$$
\bar{H}(S)=\frac{1}{|S|} \sum_{t \in S} \operatorname{Cover}\left(\left(\bar{\ell}_{t}, \bar{u}_{t}\right), y_{t}\right)
$$

Definition 25. We say that interval predictions $\left\{\left(\bar{\ell}_{t}, \bar{u}_{t}\right)\right\}_{t=1}^{T}$ are $\alpha$-consistent on set $S$ with respect to failure probability $\delta \in(0,1)$, if the following holds:

$$
|\bar{H}(S)-(1-\delta)| \leq \alpha \frac{T}{|S|}
$$

Definition 26. Given a transcript $\pi_{T}$, we say that the interval predictions are $(\alpha, n)$ multivalid with respect to $\delta$ and $\mathcal{G}$, if for every $i \leq j \in[n]$ and $G \in \mathcal{G}$, we have that the interval predictions are $\alpha$-consistent on $G_{T}(i, j)$ with respect to coverage probability $1-\delta$ :

$$
\left|\bar{H}\left(G_{T}(i, j)\right)-(1-\delta)\right| \leq \alpha \frac{T}{\left|G_{T}(i, j)\right|}
$$

### 6.3.3. Zero-sum Games

Our analysis will hinge on properties of zero-sum games, and in particular on the minimax theorem.

Definition 27. A zero-sum game is defined by:

1. A minimization player with a convex and compact strategy space $\mathcal{Q}_{1} \subseteq \mathbb{R}^{d_{1}}$ for some $d_{1} \in(0, \infty)$.
2. A maximization player with a convex and compact strategy space $\mathcal{Q}_{2} \subseteq \mathbb{R}^{d_{2}}$ for some $d_{2} \in(0, \infty)$.
3. An objective function $u: \mathcal{Q}_{1} \times \mathcal{Q}_{2} \rightarrow \mathbb{R}$, concave in its first argument and convex in its second argument.

Zero-sum games are often defined by endowing each player with a finite set of pure strategies $X_{1}, X_{2}$. The convex compact strategy sets $\mathcal{Q}_{1}$ and $\mathcal{Q}_{2}$ are then formed by allowing players to randomize over their pure strategies and taking $\mathcal{Q}_{1}=\Delta X_{1}, \mathcal{Q}_{2}=\Delta X_{2}$ to be the probability simplices over the pure strategies of each player. An objective function $u: X_{1} \times X_{2} \rightarrow \mathbb{R}$ can be linearly extended to $\mathcal{Q}_{1}$ and $\mathcal{Q}_{2}$ in the natural way (i.e. by taking expectations over the randomized strategies of each player) - i.e. for any $Q_{1} \in \mathcal{Q}_{1}$ and $Q_{2} \in \mathcal{Q}_{2}$, we write $u\left(Q_{1}, Q_{2}\right)=\mathbb{E}_{x_{1} \sim Q_{1}, x_{2} \sim Q_{2}}\left[u\left(x_{1}, x_{2}\right)\right]$.

In a zero-sum game, the minimization player chooses some action $Q_{1} \in \mathcal{Q}_{1}$ and the maximization player chooses some action $Q_{2} \in \mathcal{Q}_{2}$, resulting in objective value $u\left(Q_{1}, Q_{2}\right)$. The goal of the minimization player is to minimize the objective value, and the goal of the maximization player is to maximize it. The key property of zero-sum games, first proved by von Neumann for the case of games with finite sets of pure strategies and generalized to general zero-sum games of the form considered in Definition 27 by Sion, is that the order of play does not affect the objective value that each player can guarantee. This is captured in the minimax theorem, which says that whether the minimization player first gets to observe the strategy of the maximization player, and then best respond, or whether she must first announce her strategy and allow the maximization player to best respond, she is able to guarantee herself the same value.

Theorem 29 (Sion's Minimax Theorem). For any zero-sum game $\left(\mathcal{Q}_{1}, \mathcal{Q}_{2}, u\right)$ :

$$
\min _{Q_{1} \in \mathcal{Q}_{1}} \max _{Q_{2} \in \mathcal{Q}_{2}} u\left(Q_{1}, Q_{2}\right)=\max _{Q_{2} \in \mathcal{Q}_{2}} \min _{Q_{1} \in \mathcal{Q}_{1}} u\left(Q_{1}, Q_{2}\right) .
$$

The minimax theorem justifies the following definitions:

Definition 28 (Value, Equilibrium, and Best Response). The value of a zero-sum game
$\left(\mathcal{Q}_{1}, \mathcal{Q}_{2}, u\right)$ is the unique $v \in \mathbb{R}$ such that

$$
\min _{Q_{1} \in \mathcal{Q}_{1}} \max _{Q_{2} \in \mathcal{Q}_{2}} u\left(Q_{1}, Q_{2}\right)=\max _{Q_{2} \in \mathcal{Q}_{2}} \min _{Q_{1} \in \mathcal{Q}_{1}} u\left(Q_{1}, Q_{2}\right)=v .
$$

We say that a strategy for the minimization player $Q_{1}^{*} \in \mathcal{Q}_{1}$ is a (minimax) equilibrium strategy if it guarantees that the objective value is at most the value of the game, for any strategy $Q_{2} \in \mathcal{Q}_{2}$ of the maximization player:

$$
\max _{Q_{2} \in \mathcal{Q}_{2}} u\left(Q_{1}^{*}, Q_{2}\right)=v
$$

We say that $Q_{2}$ is a best response for the maximization player in response to $Q_{1}^{*}$ if it realizes the above maximum.

In our analysis, we will identify the Learner with the minimization player and the Adversary with the maximization player, and so will denote their strategy spaces as $\mathcal{Q}^{L}$ and $\mathcal{Q}^{A}$ respectively.

### 6.4. Online Mean Multicalibration

In this section, we show how to obtain mean multicalibrated estimators in an online adversarial setting. Our derivation also serves as a warm up example of our general technique, which we also instantiate (in somewhat more involved settings) in Sections 6.5 and 6.6 to derive online algorithms for mean-conditioned moment multicalibrated estimators and for multivalid prediction intervals respectively.

### 6.4.1. An Outline of Our Approach

At a high level, the derivation of our algorithm and its proof of correctness proceeds as follows:

1. For each group $G \in \mathcal{G}, i \in[n]$, and transcript $\pi_{s}$ up to period $s$, we define an empirical quantity $V_{s}^{G, i}$ (Definition 29) which represents the calibration error that our algorithm has incurred with respect to group $G$ over those of the rounds 1 through $s$ when the $i^{\text {th }}$ bucket was predicted. These quantities are defined so that if for each $G$ and $i$,
$\left|V_{T}^{G, i}\right|$ is small, then our algorithm is approximately multicalibrated with respect to $\mathcal{G}$ across $T$ rounds.

The premise of our algorithm will be to greedily make decisions at each round $s$ so as to minimize the maximum possible increase of these quantities $\left(\max _{G, i}\left|V_{s+1}^{G, i}\right|-\right.$ $\left.\max _{G, i}\left|V_{s}^{G, i}\right|\right)$, in the worst case over the choices of the adversary. If we could bound this quantity at every round, then by telescoping, we would have a bound on $\max _{G, i}\left|V_{T}^{G, i}\right|$ at the end of the interaction, and therefore a guarantee of mean multicalibration.
2. The increase in the maximum value of $\left|V_{s+1}^{G, i}\right|$ is inconvenient to work with, and so we instead define a smooth potential function $L_{s}$ (Definition 30) corresponding to a soft-max function which upper bounds $\max _{G, i}\left|V_{s}^{G, i}\right|$. Our design goal instead becomes to upper bound the increase in our potential function from round to round: $\Delta_{s+1}=$ $L_{s+1}-L_{s}$. We view this as defining a zero-sum game, in which the learner's goal is to minimize this increase, and the adversary's goal is to maximize it.
3. We show that for each fixed distribution that the adversary could employ at each round $s+1$, there is a prediction the learner could employ (if only she knew the adversary's distribution) that would guarantee that the increase in potential $\Delta_{s+1}$ is small. Intuitively, this is because if we knew the true joint distribution over feature label pairs, then we could predict the true conditional expectations, $\bar{\mu}_{s+1}=\mathbb{E}\left[y_{s+1} \mid x_{s+1}\right]$, which would be perfectly calibrated on all groups. Of course, the learner does not have the luxury of knowing the adversary's distribution before choosing her own. But this thought experiment establishes the value of the game, and so we can conclude via the minimax theorem that there must be some fixed distribution over prediction rules that the learner can play that will guarantee $\Delta_{s+1}$ being small against all actions of the adversary.
4. Step 3 suffices to argue for the existence of an algorithm obtaining multicalibration guarantees (Algorithm 16). However, to actually derive an implementable algorithm
we need to find a way to compute the equilibrium strategy at each round, whose existence was argued in Step 3. A priori, this seems daunting because the learner's strategy space consists of all randomized mappings between $\mathcal{X}$ and $\mathcal{Y}$, and the adversary's strategy space consists of all joint distributions on $\mathcal{X} \times \mathcal{Y}$. However, we derive a simple algorithm in Section 6.4.3 that implements the optimal equilibrium strategy needed to realize Step 3. Informally, we are able to do so by representing the mapping between $\mathcal{X}$ and $\mathcal{Y}$ only implicitly, and delaying all computation until $x_{t}$ has been chosen. We then show that the equilibrium strategy for the learner has a simple structure and randomizes over only at most 2 predictions. Our final algorithm (Algorithm 17) simply computes the relevant portion of the equilibrium strategy at each round and then samples from it.
5. To apply the minimax theorem, and to derive a concrete algorithm, we need to restrict our algorithm to making predictions in $[0,1]$ that are discretized at units of $1 / r n$ for some $r>1$. This parameter $r$ appears in our final bounds, but neither the runtime of our algorithm nor our convergence rate has any dependence on $r$, and so it can be imagined to be arbitrarily small. Taking it to be $r=1 / \sqrt{T}$ causes it to become a low order term in our final bounds.

In the appendix of [38] which this chapter is based off of, we give a standard online-to-offline conversion to show how to use our Algorithm 17 to solve offline (batch) multicalibration problems. This gives optimal sample complexity bounds for the offline problem, yielding an improvement over those proven in Hébert-Johnson et al. [43] and Chapter 5. The crux of the improvement is that unlike the algorithms given in [43] and Chapter 5, our algorithm takes only a single pass over the data, and so avoids complications that arise from data re-use. However, unlike previous batch algorithms which make deterministic predictions, the batch algorithm that we obtain through this reduction makes randomized predictions.
6.4.2. An Existential Derivation of the Algorithm and Multicalibration Bounds We begin by defining notation $V_{s}^{G, i}$ for the (unnormalized) portion of the mean calibration error corresponding to each group $G \in \mathcal{G}$ and bucket $i \in[n]$ :

Definition 29. Given a transcript $\pi_{s}=\left(\left(x_{t}, \bar{\mu}_{t}, y_{t}\right)\right)_{t=1}^{s}$, we define the mean calibration error for a group $G \in \mathcal{G}$ and bucket $i \in[n]$ at time $s$ to be:

$$
\begin{equation*}
V_{s}^{G, i}\left(\pi_{s}\right)=\left|G_{s}(i)\right|\left(\mu\left(G_{s}(i)\right)-\bar{\mu}\left(G_{s}(i)\right)\right)=\sum_{t=1}^{s} \mathbb{1}\left[\bar{\mu}_{t} \in B(i), x_{t} \in G\right]\left(y_{t}-\bar{\mu}_{t}\right) \tag{6.1}
\end{equation*}
$$

When the transcript is clear from context we will sometimes simply write $V_{s}^{G, i}$.

Observe that our definition of mean multicalibration (Definition 22) corresponds to asking that $\left|V_{s}^{G, i}\right|$ be small for all $i, G$.

Observation 2. Fix a transcript $\pi_{T}$. If for all $G \in \mathcal{G}, i \in[n]$, we have that:

$$
\left|V_{T}^{G, i}\right| \leq \alpha T
$$

then the corresponding sequence of predictions is ( $\alpha, n$ )-mean multicalibrated with respect to $\mathcal{G}$.

We next define a surrogate loss function that we can use to bound our calibration error.

Definition 30 (Surrogate loss function). Fixing a transcript $\pi_{s} \in \Pi^{*}$ and a parameter $\eta \in\left[0, \frac{1}{2}\right]$, define a surrogate calibration loss function at day $s$ as:

$$
L_{s}\left(\pi_{s}\right)=\sum_{\substack{G \in \mathcal{G} \\ i \in[n]}}\left(\exp \left(\eta V_{s}^{G, i}\right)+\exp \left(-\eta V_{s}^{G, i}\right)\right)
$$

When the transcript $\pi_{s}$ is clear from context, we will sometimes simply write $L_{s}$.

We will leave $\eta$ unspecified for now, and choose it later to optimize our bounds. Observe
that this "soft-max style" function allows us to tightly upper bound our calibration loss:

Observation 3. For any transcript $\pi_{T}$, and any $\eta \in\left[0, \frac{1}{2}\right]$, we have that:

$$
\max _{G \in \mathcal{G}, i \in[n]}\left|V_{T}^{G, i}\right| \leq \frac{1}{\eta} \ln \left(L_{T}\right) \leq \max _{G \in \mathcal{G}, i \in[n]}\left|V_{T}^{G, i}\right|+\frac{\ln (2|\mathcal{G}| n)}{\eta}
$$

Part of our analysis will depend on viewing the transcript as a random variable: in this case, in keeping with our convention for random variables, we refer to it as $\tilde{\pi}$. The associated random variables tracking calibration and surrogate loss are denoted $\tilde{V}$ and $\tilde{L}$ respectively.

Our goal is to find a strategy for the learner that guarantees that our surrogate loss $L_{T}$ remains small. Towards this end, we define $\Delta_{s+1}\left(\pi_{s}, x_{s+1}, \bar{\mu}_{s+1}\right)$ to be the expected increase in the surrogate loss function in the event that the adversary plays feature vector $x_{s+1}$ and the learner plays prediction $\bar{\mu}_{s+1}$. Here the expectation is over the only remaining source of randomness after the conditioning - the distribution over labels $y_{s+1}$ (which we observe is determined, once we fix $\pi_{s}$ and $x_{s+1}$ ).

Definition 31 (Conditional Change in Surrogate Loss).

$$
\Delta_{s+1}\left(\pi_{s}, x_{s+1}, \bar{\mu}_{s+1}\right)=\underset{\tilde{y}_{s+1}}{\mathbb{E}}\left[\tilde{L}_{s+1}-L_{s} \mid x_{s+1}, \bar{\mu}_{s+1}, \pi_{s}\right] .
$$

We begin with a simple bound on $\Delta_{s+1}\left(\pi_{s}, x_{s+1}, \bar{\mu}_{s+1}\right)$ :

Lemma 35. For any transcript $\pi_{s} \in \Pi^{*}$, any $x_{s+1} \in \mathcal{X}$, and any $\bar{\mu}_{s+1} \in \mathcal{P}_{\text {mean }}$ such that $\bar{\mu}_{s+1} \in B(i)$ for some $i \in[n]:$

$$
\Delta_{s+1}\left(\pi_{s}, x_{s+1}, \bar{\mu}_{s+1}\right) \leq \eta\left(\underset{\tilde{y}_{s+1}}{\mathbb{E}}\left[\tilde{y}_{s+1}\right]-\bar{\mu}_{s+1}\right) C_{s}^{i}\left(x_{s+1}\right)+2 \eta^{2} L_{s},
$$

where for each $i \in[n]$ :

$$
\begin{equation*}
C_{s}^{i}\left(x_{s+1}\right) \equiv \sum_{\mathcal{G}\left(x_{s+1}\right)} \exp \left(\eta V_{s}^{G, i}\right)-\exp \left(-\eta V_{s}^{G, i}\right) \tag{6.2}
\end{equation*}
$$

Proof. Fix any transcript $\pi_{s} \in \Pi^{*}$ (which defines $L_{s}$ ), feature vector $x_{s+1} \in \mathcal{X}$, and $\bar{\mu}_{s+1}$ such that $\bar{\mu}_{s+1} \in B(i)$ for some $i \in[n]$. By direct calculation, we obtain:

$$
\begin{aligned}
& \Delta_{s+1}\left(\pi_{s}, x_{s+1}, \bar{\mu}_{s+1}\right) \\
& =\underset{\tilde{y}_{s+1}}{\mathbb{E}}\left[\sum_{G \in \mathcal{G}\left(x_{s+1}\right)} \exp \left(\eta V_{s}^{G, i}\right)\left(\exp \left(\eta\left(\tilde{y}_{s+1}-\bar{\mu}_{s+1}\right)\right)-1\right)\right. \\
& \left.+\exp \left(-\eta V_{s}^{G, i}\right)\left(\exp \left(-\eta\left(\tilde{y}_{s+1}-\bar{\mu}_{s+1}\right)\right)-1\right)\right] \\
& \leq \underset{\tilde{y}_{s+1}}{\mathbb{E}}\left[\sum_{G \in \mathcal{G}\left(x_{s+1}\right)} \exp \left(\eta V_{s}^{G, i}\right)\left(\eta\left(\tilde{y}_{s+1}-\bar{\mu}_{s+1}\right)+2 \eta^{2}\right)+\exp \left(-\eta V_{s}^{G, i}\right)\left(-\eta\left(\tilde{y}_{s+1}-\bar{\mu}_{s+1}\right)+2 \eta^{2}\right)\right] \\
& =\eta\left(\underset{\tilde{y}_{s+1}}{\mathbb{E}}\left[\tilde{y}_{s+1}\right]-\bar{\mu}_{s+1}\right) \sum_{G \in \mathcal{G}\left(x_{s+1}\right)}\left(\exp \left(\eta V_{s}^{G, i}\right)-\exp \left(-\eta V_{s}^{G, i}\right)\right) \\
& +2 \eta^{2} \sum_{G \in \mathcal{G}\left(x_{s+1}\right)}^{\sum_{i n}}\left(\exp \left(\eta V_{s}^{G, i}\right)+\exp \left(-\eta V_{s}^{G, i}\right)\right) \\
& \leq \eta\left(\underset{\tilde{y}_{s+1}}{\mathbb{E}}\left[\tilde{y}_{s+1}\right]-\bar{\mu}_{s+1}\right)\left(\sum_{G \in \mathcal{G}\left(x_{s+1}\right)} \exp \left(\eta V_{s}^{G, i}\right)-\exp \left(-\eta V_{s}^{G, i}\right)\right)+2 \eta^{2} L_{s} \\
& =\eta\left(\underset{\tilde{y}_{s+1}}{\left.\mathbb{E}\left[\tilde{y}_{s+1}\right]-\bar{\mu}_{s+1}\right)} C_{s}^{i}\left(x_{s+1}\right)+2 \eta^{2} L_{s}\right.
\end{aligned}
$$

Here, the first inequality follows from the fact that for $0<|x|<\frac{1}{2}, \exp (x) \leq 1+x+2 x^{2}$.

Using this bound, we define a zero-sum game between the learner and the adversary and use the minimax theorem to conclude that the learner always has a strategy that guarantees that the per-round increase in surrogate loss can be bounded. To satisfy the convexity and compactness requirements of the minimax theorem, it will be convenient for us to imagine that the learner's pure strategy space is a finite, discrete subset of $\mathcal{P}_{\text {mean }}=[0,1]$. To this end, we define the following discretization for any $r \in \mathbb{N}$ (here $n$ is the discretization parameter
we use to define the coarseness of our bucketing):

$$
\mathcal{P}^{r n}=\left\{0, \frac{1}{r n}, \frac{2}{r n}, \ldots, 1\right\} .
$$

We use this discretization also in our algorithm in Section 6.4.3 - but we remark at the outset that the need to discretize is only for technical reasons, and our algorithm will have no dependence - neither in runtime nor in its convergence rate - on the value of $r$ that we choose, so we can imagine the discretization to be arbitrarily fine.

To simplify notation, for each $\bar{\mu} \in \mathcal{P}^{r n}$, define $C_{s}^{\bar{\mu}} \equiv C_{s}^{i}$ where $i \in[n]$ s.t. $\bar{\mu} \in B_{n}(i)$.

Lemma 36. For any transcript $\pi_{s} \in \Pi^{*}$, any $x_{s+1} \in \mathcal{X}$, and any $r \in \mathbb{N}$ there exists a distribution over predictions for the learner $Q_{s+1}^{L} \in \Delta \mathcal{P}^{r n}$, such that regardless of the adversary's choice of distribution of $y_{s+1}$ over $\Delta \mathcal{Y}$, we have that:

$$
\underset{\bar{\mu} \sim Q_{s+1}^{L}}{\mathbb{E}}\left[\Delta_{s+1}\left(\pi_{s}, x_{s+1}, \bar{\mu}\right)\right] \leq L_{s}\left(\frac{\eta}{r n}+2 \eta^{2}\right) .
$$

Proof. We define a zero-sum game played between the learner (the minimization player) and the adversary (the maximization player). The learner's pure strategy space is the set of discrete predictions $X_{1}=\mathcal{P}^{r n}$. The adversary's pure strategy space is (a priori) the set of all distributions over labels in $[0,1]$. However, we will observe in a moment that the objective function of our game depends only on the expected value of the label, and so without loss of generality, we will be able to take the adversary's full strategy space to be the set of all pure strategies, i.e., $\mathcal{Q}^{A}=[0,1]$ (which is closed and convex), because it already spans the set of realizable expectations. As usual, we take the learner's full strategy space to be the set of distributions over pure strategies: $\mathcal{Q}^{L}=\Delta \mathcal{P}^{r n}$.

Fix the transcript $\pi_{s}$ and the feature vector $x_{s+1}$. We define the objective of this game to be the upper bound we proved on $\Delta_{s+1}\left(\pi_{s}, x_{s+1}, \bar{\mu}\right)$ in Lemma 35. For each $\bar{\mu} \in \mathcal{P}^{r n}$ and
each $y \in[0,1]$, we let:

$$
u(\bar{\mu}, y)=\eta(y-\bar{\mu}) C_{s}^{\bar{\mu}}\left(x_{s+1}\right)+2 \eta^{2} L_{s} .
$$

Note that for any distribution over labels $y$ of the adversary, the expected objective value depends on his strategy only through $\mathbb{E}[\tilde{y}]$ because the above objective function is linear in $y$ : that is, $\mathbb{E}_{\tilde{y}}[u(\bar{\mu}, \tilde{y})]=u(\bar{\mu}, \mathbb{E}[\tilde{y}])$. Thus we are justified in our reduced-form representation of the adversary's full strategy as choosing $\mathbb{E}[\tilde{y}]$ in the interval $[0,1]$.

We now establish the value of this game. Observe that for any strategy of the adversary (which fixes $\mathbb{E}[\tilde{y}]$ ), the learner can respond by playing $\bar{\mu}^{*}=\operatorname{argmin}_{\bar{\mu} \in \mathcal{P}^{r n}}|\mathbb{E}[\tilde{y}]-\bar{\mu}|$, and that because of our discretization, $\min \left|\mathbb{E}[\tilde{y}]-\bar{\mu}^{*}\right| \leq \frac{1}{r n}$. Therefore, the value of the game is at most:

$$
\begin{aligned}
\max _{y \in[0,1] \bar{\mu}^{*} \in \mathcal{P}^{r n}} u\left(\bar{\mu}^{*}, y\right) & \leq \max _{\bar{\mu} \in \mathcal{P}^{r n}} \frac{\eta}{r n}\left|C_{s}^{\bar{\mu}}\left(x_{s+1}\right)\right|+2 \eta^{2} L_{s}, \\
& \leq L_{s}\left(\frac{\eta}{r n}+2 \eta^{2}\right) .
\end{aligned}
$$

Here the latter inequality follows since $C_{s}^{\bar{\mu}}\left(x_{s+1}\right) \leq L_{s}$ for all $\bar{\mu} \in \mathcal{P}^{r n}$, by observation. We can now apply the minimax theorem (Theorem 29) to conclude that there exists a fixed distribution $Q_{s+1}^{L} \in \mathcal{Q}^{L}$ for the learner that guarantees that simultaneously for every label $y \in[0,1]$ that might be chosen by the adversary:

$$
\underset{\bar{\mu} \sim Q_{s+1}^{L}}{\mathbb{E}}[u(\bar{\mu}, y)] \leq L_{s}\left(\frac{\eta}{r n}+2 \eta^{2}\right),
$$

as desired.

Corollary 5. For every $r \in \mathbb{N}, s \in[T], \pi_{s} \in \Pi^{*}$, and $x_{s+1} \in \mathcal{X}$ (which fixes $L_{s}$ and $Q_{s+1}^{L}$ ), and any distribution over $\mathcal{Y}$ :

$$
\underset{\bar{\mu}_{s+1} \sim Q_{s+1}^{L}}{\mathbb{E}}\left[\tilde{L}_{s+1} \mid \pi_{s}\right]=L_{s}+\underset{\bar{\mu}_{s+1} \sim Q_{s+1}^{L}}{\mathbb{E}}\left[\Delta_{s+1}\left(\pi_{s}, x_{s+1}, \bar{\mu}_{s+1}\right)\right] \leq L_{s}\left(1+\frac{\eta}{r n}+2 \eta^{2}\right) .
$$

Lemma 36 defines (existentially) an algorithm that the learner can use to make predictionsAlgorithm 16. We will now show that Algorithm 16 (if we could compute the distributions $Q_{t}^{L}$ ) results in multicalibrated predictions. In Section 6.4 .3 we show a simple and efficient method for sampling from $Q_{t}^{L}$.

```
Algorithm 16: A Generic Multicalibrator
    for \(t=1, \ldots, T\) do
        Observe \(x_{t}\). Given \(\pi_{t-1}\) and \(x_{t}\), let \(Q_{t}^{L} \in \mathcal{Q}_{t}^{L}\) be the distribution over predictions
        whose existence
        is established in Lemma 36. Sample \(\bar{\mu} \sim Q_{t}^{L}\) and predict \(\bar{\mu}_{t}=\bar{\mu}\)
    end
```

We now prove two convergence bounds for Algorithm 16. The first will bound its multicalibration error in expectation, and the other will provide a high probability bound. To show these bounds, we first state a helper theorem that will be useful not just in this section, but also in deriving the final convergence bounds for the algorithms presented in Sections 6.5 and 6.6. The proof is in Appendix 6.C.

Theorem 30. Consider a nonnegative random process $\tilde{X}_{t}$ adapted to the filtration $\mathcal{F}_{t}=$ $\sigma\left(\pi_{t}\right)$, where $\tilde{X}_{0}$ is constant a.s. Suppose we have that for any period $t$, and any $\pi_{t-1}$, $\mathbb{E}\left[\tilde{X}_{t} \mid \pi_{t-1}\right] \leq X_{t-1}\left(1+\eta c+2 \eta^{2}\right)$ for some $\eta \in\left[0, \frac{1}{2}\right], c \in[0,1]$. Then we have that:

$$
\begin{equation*}
\underset{\tilde{\pi}_{T}}{\mathbb{E}}\left[\tilde{X}_{T}\right] \leq X_{0} \exp \left(T \eta c+2 T \eta^{2}\right) . \tag{6.3}
\end{equation*}
$$

Further, define a process $\tilde{Z}_{t}$ adapted to the same filtration by $\tilde{Z}_{t}=Z_{t-1}+\ln \tilde{X}_{t}-\mathbb{E}\left[\ln \left(\tilde{X}_{t}\right) \mid \pi_{t-1}\right]$. Suppose that $\left|Z_{t}-Z_{t-1}\right| \leq 2 \eta$, where $Z_{0}=0$ a.s. Then, with probability $1-\lambda$,

$$
\begin{equation*}
\ln \left(X_{T}\left(\pi_{T}\right)\right) \leq \ln \left(X_{0}\right)+T\left(\eta c+2 \eta^{2}\right)+\eta \sqrt{8 T \ln \left(\frac{1}{\lambda}\right)} . \tag{6.4}
\end{equation*}
$$

We are now ready to bound our multicalibration error. As a straightforward consequence of Corollary 5 and the first part of Theorem 30, we have the following Corollary.

Corollary 6. Against any adversary, Algorithm 16 instantiated with discretization parameter $r$ results in surrogate loss satisfying:

$$
\underset{\tilde{\pi}_{T}}{\mathbb{E}}\left[\tilde{L}_{T}\right] \leq 2|\mathcal{G}| n \exp \left(\frac{T \eta}{r n}+2 T \eta^{2}\right)
$$

Proof. Note that the first part of Theorem 30 applies to the process $L$ with $L_{0}=2|\mathcal{G}| n$ and $c=\frac{1}{r n}$. The bound follows by plugging these values into (6.3).

Next, we can convert this into a bound on Algorithm 16's expected calibration error:

Theorem 31. When Algorithm 16 is run using $n$ buckets for calibration, discretization $r \in \mathbb{N}$, and $\eta=\sqrt{\frac{\ln (2|\mathcal{G}| n)}{2 T}} \in(0,1 / 2)$, then against any adversary, its sequence of mean predictions is ( $\alpha, n$ )-multicalibrated with respect to $\mathcal{G}$, where:

$$
\mathbb{E}[\alpha] \leq \frac{1}{r n}+2 \sqrt{\frac{2 \ln (2|\mathcal{G}| n)}{T}}
$$

For $r=\frac{\sqrt{T}}{\epsilon n \sqrt{2 \ln (2|\mathcal{G}| n)}}$ this gives:

$$
\mathbb{E}[\alpha] \leq(2+\epsilon) \sqrt{\frac{2}{T} \ln (2|\mathcal{G}| n)}
$$

Here the expectation is taken over the randomness of the transcript $\pi_{T}$.

Proof. From Observation 2, it suffices to show that

$$
\frac{1}{T} \underset{\tilde{\pi}_{T}}{\mathbb{E}}\left[\max _{G \in \mathcal{G}, i \in[n]}\left|\tilde{V}_{T}^{G, i}\right|\right] \leq \frac{1}{r n}+2 \sqrt{\frac{2 \ln (2|\mathcal{G}| n)}{T}}
$$

We begin by computing a bound on the (exponential of) the expectation of this quantity:

$$
\begin{aligned}
\exp \left(\eta \underset{\tilde{\pi}_{T}}{\mathbb{E}}\left[\max _{G, i}\left|\tilde{V}_{T}^{G, i}\right|\right]\right) & \leq \underset{\tilde{\pi}_{T}}{\mathbb{E}}\left[\exp \left(\eta \max _{G, i}\left|\tilde{V}_{T}^{G, i}\right|\right)\right] \\
& =\underset{\tilde{\pi}_{T}}{\mathbb{E}}\left[\max _{G, i} \exp \left(\eta\left|\tilde{V}_{T}^{G, i}\right|\right)\right] \\
& \leq \underset{\tilde{\pi}_{T}}{\mathbb{E}}\left[\max _{G, i}\left(\exp \left(\eta \tilde{V}_{T}^{G, i}\right)+\exp \left(-\eta \tilde{V}_{T}^{G, i}\right)\right)\right] \\
& \leq \underset{\tilde{\pi}_{T}}{\mathbb{E}}\left[\sum_{G, i}\left(\exp \left(\eta \tilde{V}_{T}^{G, i}\right)+\exp \left(-\eta \tilde{V}_{T}^{G, i}\right)\right)\right] \\
& =\underset{{\underset{\pi}{\pi}}^{\mathbb{E}}}{\mathbb{E}}\left[\tilde{L}_{T}\right] \\
& \leq 2|\mathcal{G}| n \exp \left(\frac{T \eta}{r n}+2 T \eta^{2}\right) .
\end{aligned}
$$

Here the first step is by Jensen's inequality and the last one follows from Corollary 6. Taking the logarithm of both sides and dividing by $\eta T$, we have

$$
\frac{1}{T} \underset{\tilde{\pi}_{T}}{\mathbb{E}}\left[\max _{G, i}\left|\tilde{V}_{T}^{G, i}\right|\right] \leq \frac{\ln (2|\mathcal{G}| n)}{\eta T}+\frac{1}{r n}+2 \eta .
$$

Choosing $\eta=\sqrt{\frac{\ln (2|\mathcal{G}| n)}{2 T}}$, we thus obtain the desired inequality

$$
\frac{1}{T} \underset{\tilde{\pi}_{T}}{\mathbb{E}}\left[\max _{G, i}\left|\tilde{V}_{T}^{G, i}\right|\right] \leq \frac{1}{r n}+2 \sqrt{\frac{2 \ln (2|\mathcal{G}| n)}{T}} .
$$

Now, given $\tilde{L}$, let us define its associated martingale process $\tilde{Z}$ as in the second part of Theorem 30. The next lemma shows that the increments of $\tilde{Z}$ are uniformly bounded over all rounds $t$. The proof is in Appendix 6.C.

Lemma 37. At any round $t \in[T]$ and for any realized transcript $\pi_{t},\left|Z_{t}-Z_{t-1}\right| \leq 2 \eta$.

We can now use the second part of Theorem 30 to prove a high probability bound on the multicalibration error of Algorithm 16.

Theorem 32. When Algorithm 16 is run using $n$ calibration buckets, discretization $r \in \mathbb{N}$ and $\eta=\sqrt{\frac{\ln (2|\mathcal{G}| n)}{2 T}} \in(0,1 / 2)$, then against any adversary, its sequence of mean predictions is $\alpha$-multicalibrated, with respect to $\mathcal{G}$ with probability $1-\lambda$ over the randomness of the transcript $\pi_{T}$, for

$$
\alpha \leq \frac{1}{r n}+4 \sqrt{\frac{2}{T} \ln \left(\frac{2|\mathcal{G}| n}{\lambda}\right)} .
$$

Choosing $r=\frac{\sqrt{T}}{\epsilon n \sqrt{2 \ln (2|\mathcal{G}| n / \lambda)}}$, this gives:

$$
\alpha \leq(4+\epsilon) \sqrt{\frac{2}{T} \ln \left(\frac{2|\mathcal{G}| n}{\lambda}\right)} .
$$

Proof. By Lemma 37, the second part of Theorem 30 applies; plugging in $L_{0}=2|\mathcal{G}| n$ and $c=\frac{1}{r n}$, we have:

$$
\ln \left(L_{T}\left(\pi_{T}\right)\right) \leq \ln (2|\mathcal{G}| n)+T\left(\frac{\eta}{r n}+2 \eta^{2}\right)+\eta \sqrt{8 T \ln \left(\frac{1}{\lambda}\right)} .
$$

Now, note that

$$
\begin{aligned}
\exp \left(\eta \max _{G, i}\left|V_{T}^{G, i}\right|\right) & =\max _{G, i} \exp \left(\eta\left|V_{T}^{G, i}\right|\right) \\
& \leq \max _{G, i}\left(\exp \left(\eta V_{T}^{G, i}\right)+\exp \left(-\eta V_{T}^{G, i}\right)\right), \\
& \leq \sum_{G, i}\left(\exp \left(\eta V_{T}^{G, i}\right)+\exp \left(-\eta V_{T}^{G, i}\right)\right), \\
& =L_{T}\left(\pi_{T}\right) .
\end{aligned}
$$

Taking log on both sides and dividing both sides by $\eta T$, we get

$$
\frac{1}{T} \max _{G, i}\left|V_{T}^{G, i}\right| \leq \frac{1}{\eta T} \ln \left(L_{T}\left(\pi_{T}\right)\right) \leq \frac{\ln (2|\mathcal{G}| n)}{\eta T}+\frac{1}{r n}+2 \eta+\sqrt{\frac{8 \ln \left(\frac{1}{\lambda}\right)}{T}} .
$$

Choosing $\eta=\sqrt{\frac{\ln (2|\mathcal{G}| n)}{2 T}}$, we thus obtain the desired inequality

$$
\frac{1}{T} \max _{G, i}\left|V_{T}^{G, i}\right| \leq \frac{1}{r n}+2 \sqrt{\frac{2 \ln (2|\mathcal{G}| n)}{T}}+\sqrt{\frac{8 \ln \left(\frac{1}{\lambda}\right)}{T}} \leq \frac{1}{r n}+4 \sqrt{\frac{2}{T} \ln \left(\frac{2|\mathcal{G}| n}{\lambda}\right)}
$$

Remark 10. In both Theorems 31 and 32, the dependence on $\log (|\mathcal{G}|)$ can be replaced with a dependence on $\log (d)$ under the assumption that $\left|\mathcal{G}\left(x_{t}\right)\right| \leq d$ for all $t-i . e$. that each observed data point is contained in only boundedly many groups. This gives us non-trivial guarantees even when $\mathcal{G}$ is infinitely large. See Appendix 6.A for details.
6.4.3. Deriving an Efficient Algorithm via Equilibrium Computation

Algorithm 17: Von Neumann's Mean Multicalibrator $(\eta, n, r)$
for $t=1, \ldots, T$ do
Observe $x_{t}$ and compute for each $i \in[n] C_{t-1}^{i}\left(x_{t}\right)$ as defined in (6.2). if $C_{t-1}^{i}\left(x_{t}\right)>0$ for all $i \in[n]$ then
| Predict $\bar{\mu}_{t}=1$.
else if $C_{t-1}^{i}\left(x_{t}\right)<0$ for all $i \in[n]$ then
Predict $\bar{\mu}_{t}=0$.
else
Find $i^{*} \in[n-1]$ such that $C_{t-1}^{i^{*}}\left(x_{t}\right) \cdot C_{t-1}^{i^{*}+1}\left(x_{t}\right) \leq 0$
Define $0 \leq q_{t} \leq 1$ such that $q_{t} C_{t-1}^{i^{*}}\left(x_{t}\right)+\left(1-q_{t}\right) C_{t-1}^{i^{*}+1}\left(x_{t}\right)=0$. In other
words, define it as follows (using the convention that $0 / 0=1$ ):

$$
q_{t}=\frac{\left|C_{t-1}^{i^{*}+1}\left(x_{t}\right)\right|}{\left|C_{t-1}^{i^{*}+1}\left(x_{t}\right)\right|+\left|C_{t-1}^{i^{*}}\left(x_{t}\right)\right|} .
$$

Predict $\bar{\mu}_{t}=\frac{i^{*}}{n}-\frac{1}{r n}$ with probability $q_{t}$ and $\bar{\mu}_{t}=\frac{i^{*}}{n}$ with probability $1-q_{t}$. end
end

In Section 6.4.2, we derived Algorithm 16 and proved that it results in mean multicalibrated predictions. However, Algorithm 16 was not defined explicitly: it relies on the distributions $Q_{t}^{L}$, whose existence we showed in Lemma 36 but which we did not explicitly construct. In
this section, we derive a scheme for sampling from these distributions $Q_{t}^{L}$, which leads to Algorithm 17 - an explicit, efficient implementation of Algorithm 16.

Theorem 33. Algorithm 17 implements Algorithm 16. In particular it obtains the multicalibration guarantees proven in Theorems 31 and 32.

Proof. Recall that Algorithm 16 samples at every round $s+1$ from a distribution $Q_{s+1}^{L}$ that is a minimax equilibrium strategy of a game between the learner and the adversary, with objective function

$$
u(\bar{\mu}, y)=\eta(y-\bar{\mu}) C_{s}^{\bar{\mu}}\left(x_{s+1}\right)+2 \eta^{2} L_{s} .
$$

The equilibrium structure of the game is preserved under positive affine transformations, so instead we consider

$$
u(\bar{\mu}, y)=(y-\bar{\mu}) C_{s}^{\bar{\mu}}\left(x_{s+1}\right)
$$

We wish to find a distribution $Q_{s+1}^{L} \in \mathcal{Q}^{L}$ that guarantees - against any strategy of the adversary - an objective value that is at most the bound on the value of the game we proved in Lemma 36. For the transformed game, this bound is:

$$
\max _{y \in[0,1] \bar{\mu} \sim Q_{s+1}}^{\mathbb{E}}[u(\bar{\mu}, y)] \leq \frac{1}{r n} L_{s} .
$$

We can start by characterizing the best response of the adversary.

Observation 4. For any $Q^{L} \in \mathcal{Q}^{L}$ :

$$
\max _{y \in[0,1]} \underset{\bar{\mu} \sim Q^{L}}{\mathbb{E}}[u(\bar{\mu}, y)]=\left(\underset{\bar{\mu} \sim Q^{L}}{\mathbb{E}}\left[C_{s}^{\bar{\mu}}\left(x_{s+1}\right)\right]\right)^{+}-\underset{\bar{\mu} \sim Q^{L}}{\mathbb{E}}\left[\bar{\mu} C_{s}^{\bar{\mu}}\left(x_{s+1}\right)\right],
$$

where $(x)^{+}=\max (x, 0)$.

Proof. Note that:

$$
\begin{aligned}
u(\mu, y) & =(y-\bar{\mu}) C_{s}^{\bar{\mu}}\left(x_{s+1}\right) \\
& =y C_{s}^{\bar{\mu}}\left(x_{s+1}\right)-\bar{\mu} C_{s}^{\bar{\mu}}\left(x_{s+1}\right) .
\end{aligned}
$$

Observe that only the first term depends on $y$. Therefore, if the learner plays according to $Q^{L}$, then the adversary will choose $y$ so as to maximize the linear expression $y \mathbb{E}_{\bar{\mu} \sim Q^{L}}\left[C_{s}^{\bar{\mu}}\left(x_{s+1}\right)\right]$. This is always maximized either at $y=0$ or $y=1$. It is maximized at $y=1$ when $\mathbb{E}_{\bar{\mu} \sim Q^{L}}\left[C_{s}^{\bar{\mu}}\left(x_{s+1}\right)\right]>0$, and at $y=0$ otherwise.

Finally, we can reduce the analysis to three disjoint cases:

1. $C_{s}^{i}\left(x_{s+1}\right)>0$ for all $i \in[n]$ : Then for any distribution $Q^{L}$, by Observation 4 we have:

$$
\max _{y \in[0,1]} \underset{\bar{\mu} \sim Q^{L}}{\mathbb{E}}[u(\bar{\mu}, y)]=\underset{\bar{\mu} \sim Q^{L}}{\mathbb{E}}\left[C_{s}^{\bar{\mu}}\left(x_{s+1}\right)\right]-\underset{\bar{\mu} \sim Q^{L}}{\mathbb{E}}\left[\bar{\mu} C_{s}^{\bar{\mu}}\left(x_{s+1}\right)\right] .
$$

In this case, letting $Q^{L}$ be a point mass on $\bar{\mu}=1$ achieves a value of $0<\frac{1}{r n} L_{s}$.
2. $C_{s}^{i}\left(x_{s+1}\right)<0$ for all $i \in[n]$ : Then for any distribution $Q^{L}$, by Observation 4 we have:

$$
\max _{y \in[0,1]} \underset{\mu \sim Q^{L}}{\mathbb{E}}[u(\bar{\mu}, y)]=-\underset{\bar{\mu} \sim Q^{L}}{\mathbb{E}}\left[\bar{\mu} C_{s}^{\bar{\mu}}\left(x_{s+1}\right)\right]
$$

In this case, letting $Q^{L}$ be a point mass on $\bar{\mu}=0$ achieves a value of $0<\frac{1}{r n} L_{s}$.
3. In the remaining case, there must exist some index $i^{*} \in[n-1]$ such that either $C_{s}^{i^{*}}\left(x_{s+1}\right)$ and $C_{s}^{i^{*}+1}\left(x_{s+1}\right)$ have opposite signs, or such that at least one of them
takes value exactly zero. Randomizing as in the algorithm results in:

$$
\begin{aligned}
& \max _{y \in[0,1]} \underset{\mu \sim Q_{s+1}^{L}}{\mathbb{E}}[u(\bar{\mu}, y)] \\
= & \left(\underset{\bar{\mu} \sim Q_{s+1}^{L}}{\mathbb{E}}\left[C_{s}^{\bar{\mu}}\left(x_{s+1}\right)\right]\right)^{+}-E_{\bar{\mu} \sim Q_{s+1}^{L}}\left[\bar{\mu} C_{s}^{\bar{\mu}}\left(x_{s+1}\right)\right] \\
= & \left(q_{s+1} C_{s}^{i^{*}}\left(x_{s+1}\right)+\left(1-q_{s+1}\right) C_{s}^{i^{*}+1}\left(x_{s+1}\right)\right)^{+} \\
& -\left(q_{s+1}\left(\frac{i^{*}}{n}-\frac{1}{r n}\right) C_{s}^{i^{*}}\left(x_{s+1}\right)+\left(1-q_{s+1}\right) \frac{i^{*}}{n} C_{s}^{i^{*}+1}\left(x_{s+1}\right)\right) \\
= & \frac{1}{r n} C_{s}^{i^{*}}\left(x_{s+1}\right) \\
\leq & \frac{1}{r n} L_{s} .
\end{aligned}
$$

Algorithm 17 plays according to this distribution $Q_{s+1}^{L}$ at every round, which completes the proof.

Running Time Our algorithm is elementary, and given values for $C_{t-1}^{i}\left(x_{t}\right)$, it runs in time per iteration which is linear in the number of buckets $n$. For large collections of groups $\mathcal{G}$, the bulk of the computational cost is due to the first step of Algorithm 17, in which we compute the quantities $C_{t-1}^{i}\left(x_{t}\right)$ as in Equation 6.2:

$$
C_{t-1}^{i}\left(x_{t}\right) \equiv \sum_{\mathcal{G}\left(x_{t}\right)} \exp \left(\eta V_{t-1}^{G, i}\right)-\exp \left(-\eta V_{t-1}^{G, i}\right)
$$

These quantities are a sum over every group $G \in \mathcal{G}$ such that $x_{t} \in G$. In the worst case, we can compute this by enumerating over all such groups, and we obtain runtime that is linear in $|\mathcal{G}|$. However, for any class $\mathcal{G}$ such that we can efficiently enumerate the set of groups containing $x_{t}$ (i.e. $\mathcal{G}\left(x_{t}\right)$ ), our per-round runtime is only linear in $\left|\mathcal{G}\left(x_{t}\right)\right|$, which may be substantially smaller than $|\mathcal{G}|$. For example, this property holds for collections $\mathcal{G}$ of groups induced by conjunctions or disjunctions of binary features. Finally, we observe that our runtime is entirely independent of the choice of the discretization parameter $r$.

### 6.5. Online Moment Multicalibration

### 6.5.1. An Outline of Our Approach

In this section, we derive an online algorithm for supplying mean and $k^{\text {th }}$-moment predictions that are mean-conditioned moment multicalibrated with respect to some collection of groups $\mathcal{G}$, as defined in Definition 24. We follow the same basic strategy that we developed in Section 6.4 for making multicalibrated mean predictions. In particular, the first few steps of our approach exactly mirror the approach in Section 6.4: Analogously to Steps 1 and 2 of Section 6.4.1 we define calibration losses and a convenient soft-max style surrogate loss function and bound the increase to that surrogate loss function at each round. However, we make a couple of important deviations.

1. The first complication that arises is that moment consistency is not a linearly separable constraint across rounds (because moments are nonlinear). However, we are able to define linearly separable "pseudo-moment" consistency losses $M$ and prove in Lemma 38 that if both our pseudo-moment consistency losses $M$ and our mean consistency losses $V$ are small then our predictions are mean-conditioned moment multicalibrated.
2. The next complication arises when we attempt to define a zero-sum game using our bound on the per-round increase of the surrogate loss. The bound on the loss that we obtain for mean-conditioned moment multicalibration is nonlinear in both the learner's (mean) prediction and the adversary's choice of label $y$. We cannot directly apply a minimax theorem because the necessary concavity and convexity conditions are not satisfied. Our argument instead requires a change of variables: we show that in the game we define, the adversary's payoff, fixing the strategy of the learner, is linear in the first $k$ (uncentered) moments of the distribution over the labels chosen by the adversary. We also expand the strategy space of the adversary to allow him to pick $k$ arbitrary real numbers, representing the first $k$ centered moments of his label distribution, unencumbered by the requirement that these chosen values actually
correspond to the moments of any real label distribution. Enlarging the adversary's strategy space in this way can only increase the value of the game, and so the upper bounds we prove on the value of this simplified game continue to hold for the original game. Moreover, a minimax theorem applies to this transformed game, and therefore guarantees the existence of a prediction strategy for the learner that is approximately mean-conditioned moment multicalibrated.
3. In order to implement this strategy with an explicit efficient prediction algorithm, we need to solve a game in which the learner has $r^{2} n n^{\prime}$ pure strategies. Doing this naively would inherit a running time dependence on $r$, a discretization parameter that we want to take to be very small. However, we prove a "structure theorem" about the enlarged game described above: that without loss of generality, the learner need only randomize over a support of at most $4 n n^{\prime}$ pure strategies. With this structure theorem in hand, we show that the equilibrium computation problem can be cast as a linear program with $4 n n^{\prime}$ variables and $2^{k}+1$ constraints. If $k$ is a small constant (e.g. $k=2$ for variance multicalibration), then this linear program can be explicitly described and solved. But even when $k$ is too large to enumerate all $2^{k}$ constraints, we show that there is a separation oracle that runs in time $O(k)$, allowing us to efficiently solve this linear program using the Ellipsoid algorithm. In Appendix 6.B, we show that there exist solutions to the learner's problem that have small support - in which the learner mixes over at most $k+1$ strategies.

### 6.5.2. An Existential Derivation of the Algorithm and Moment Multicalibration Bounds

We will calibrate our mean predictions $\left\{\bar{\mu}_{t}\right\}_{t=1}^{T}$ over $n$ buckets, and $k^{\text {th }}$ moment predictions $\left\{\bar{m}^{k}\right\}_{t=1}^{T}$ over $n^{\prime}<n$ buckets. As before, we introduce notation to denote the portion of the mean calibration error corresponding to each pair of buckets $(i, j)$ and group $G$, and consider a similar quantity that serves as a proxy for the portion of the moment calibration error corresponding to each group $G \in \mathcal{G}$ and buckets $i \in[n], j \in\left[n^{\prime}\right]$. We will need an extra piece of notation: for any $i \in[n]$, define $\hat{\mu}_{i} \equiv \frac{2 i-1}{2 n}$. For any $i \in[n]$ and $\bar{\mu} \in B_{n}(i)$, we abuse notation and write $\hat{\mu}_{\bar{\mu}}=\hat{\mu}_{i}$.

Definition 32. Given a transcript $\pi_{s}=\left(\left(x_{t},\left(\bar{\mu}_{t}, \bar{m}_{t}^{k}\right), y_{t}\right)\right)_{t=1}^{s}$, for each group $G \in \mathcal{G}$ and buckets $i \in[n], j \in\left[n^{\prime}\right]$ at time $s$, we write

$$
\begin{aligned}
& V_{s}^{G, i, j}\left(\pi_{s}\right)=\sum_{t=1}^{s} \mathbb{1}\left[\bar{\mu}_{t} \in B_{n}(i), \bar{m}_{t}^{k} \in B_{n}(j), x_{t} \in G\right]\left(y_{t}-\bar{\mu}_{t}\right), \\
& M_{s}^{G, i, j}\left(\pi_{s}\right)=\sum_{t=1}^{s} \mathbb{1}\left[\bar{\mu}_{t} \in B_{n}(i), \bar{m}_{t}^{k} \in B_{n}(j), x_{t} \in G\right]\left(\left(y_{t}-\hat{\mu}_{i}\right)^{k}-\bar{m}_{t}^{k}\right) .
\end{aligned}
$$

When the transcript $\pi_{s}$ is clear from context we will simply write $V_{s}^{G, i, j}, M_{s}^{G, i, j}$.
In words, $V_{s}^{G, i, j}$ calculates the difference between the true mean and the mean of our predictions over the subset of periods up to $s$ in which the realized feature vector was in group $G$ and the learner predicted a mean $\bar{\mu} \in B_{n}(i)$ and a moment $\bar{m}^{k} \in B_{n^{\prime}}(j)$. $M_{s}^{G, i, j}$ defines a similar quantity for moments - but not exactly. Instead of calculating the empirical moment around the empirical mean (i.e. $\left(y_{t}-\mu\left(G_{s}(i, j)\right)\right)^{k}$ ), we center around $\hat{\mu}_{i}$, i.e. the middle of the bucket $B_{n}(i)$. We do this to make $M_{s}^{G, i, j}$ linearly separable across rounds.

We show, using an argument similar ${ }^{23}$ to Chapter 5 , that if our mean predictions are sufficiently calibrated - which ensures $\hat{\mu}_{i} \approx \mu\left(G_{T}(i, j)\right)$ - then we can still bound the mean-conditioned moment multicalibration error through our proxy quantity $M_{s}^{G, i, j}$.

Lemma 38. For a given $i \in[n], j \in\left[n^{\prime}\right]$ and $G \in \mathcal{G}$, if $\frac{1}{T}\left|V_{T}^{G, i, j}\right| \leq \alpha, \frac{1}{T}\left|M_{T}^{G, i, j}\right| \leq \beta$, then we have

$$
\begin{array}{ll}
\left|\mu\left(G_{T}(i, j)\right)-\bar{\mu}\left(G_{T}(i, j)\right)\right| \leq \frac{\alpha T}{\left|G_{T}(i, j)\right|}, & \text { (Mean Consistency) } \\
\left|m^{k}\left(G_{T}(i, j)\right)-\bar{m}^{k}\left(G_{T}(i, j)\right)\right| \leq \frac{\left(\beta+k \alpha+\frac{k}{2 n}\right) T}{\left|G_{T}(i, j)\right|} . & \quad \text { (Moment Consistency) }
\end{array}
$$

[^20]Proof. It is easy to see mean-consistency:

$$
\frac{\left|G_{T}(i, j)\right|}{T}\left|\bar{\mu}\left(G_{T}(i, j)\right)-\mu\left(G_{T}(i, j)\right)\right|=\frac{1}{T}\left|\sum_{t \in G_{T}(i, j)}\left(\bar{\mu}_{t}-y_{t}\right)\right|=\frac{1}{T}\left|V_{T}^{G, i, j}\right| \leq \alpha
$$

Now, we show that we achieve mean-conditioned moment consistency. First note that

$$
\frac{1}{T}\left|M_{T}^{G, i, j}\right|=\frac{1}{T}\left|\sum_{t \in G_{T}(i, j)} \bar{m}_{t}^{k}-\left(\hat{\mu}_{i}-y_{t}\right)^{k}\right| \leq \beta
$$

Now,

$$
\begin{aligned}
& \left|m^{k}\left(G_{T}(i, j)\right)-\frac{1}{\left|G_{T}(i, j)\right|} \sum_{t \in G_{T}(i, j)}\left(y_{t}-\hat{\mu}_{i}\right)^{k}\right| \\
& =\left|\frac{1}{\left|G_{T}(i, j)\right|} \sum_{t \in G_{T}(i, j)}\left(\left(y_{t}-\hat{\mu}_{i}\right)+\left(\hat{\mu}_{i}-\mu\left(G_{T}(i, j)\right)\right)\right)^{k}-\left(y_{t}-\hat{\mu}_{i}\right)^{k}\right|, \\
& \leq \frac{k}{\left|G_{T}(i, j)\right|} \sum_{t \in G_{T}(i, j)}\left|\hat{\mu}_{i}-\mu\left(G_{T}(i, j)\right)\right|, \\
& =\frac{k}{\left|G_{T}(i, j)\right|} \sum_{t \in G_{T}(i, j)}\left|\hat{\mu}_{i}-\bar{\mu}\left(G_{T}(i, j)\right)+\bar{\mu}\left(G_{T}(i, j)\right)-\mu\left(G_{T}(i, j)\right)\right|, \\
& \leq \frac{k}{\left|G_{T}(i, j)\right|} \sum_{t \in G_{T}(i, j)}\left|\hat{\mu}_{i}-\bar{\mu}\left(G_{T}(i, j)\right)\right|+\left|\bar{\mu}\left(G_{T}(i, j)\right)-\mu\left(G_{T}(i, j)\right)\right|, \\
& \leq \frac{T k\left(\alpha+\frac{1}{2 n}\right)}{\left|G_{T}(i, j)\right|},
\end{aligned}
$$

where the first inequality follows from the fact that $\left|a^{k}-b^{k}\right| \leq k|a-b|$ for any $a, b \in[0,1]$ with $a=\left(y_{t}-\hat{\mu}_{i}\right)+\left(\hat{\mu}_{i}-\mu\left(G_{T}(i, j)\right)\right)$ and $b=y_{t}-\hat{\mu}_{i}$. The last inequality follows from the guarantee of mean consistency as shown above in the proof and the fact that $\bar{\mu}\left(G_{T}(i, j)\right) \in$ $B_{n}(i)$ and $\left|\hat{\mu}_{i}-x\right| \leq \frac{1}{2 n}$ for any $x \in B_{n}(i)$.

Therefore, we can invoke the triangle inequality to conclude

$$
\begin{aligned}
& \left|m^{k}\left(G_{T}(i, j)\right)-\bar{m}^{k}\left(G_{T}(i, j)\right)\right| \\
& \leq\left|m^{k}\left(G_{T}(i, j)\right)-\frac{1}{\left|G_{T}(i, j)\right|} \sum_{t \in G_{T}(i, j)}\left(y_{t}-\hat{\mu}_{i}\right)^{k}\right| \\
& +\left|\frac{1}{\left|G_{T}(i, j)\right|} \sum_{t \in G_{T}(i, j)}\left(y_{t}-\hat{\mu}_{i}\right)^{k}-\bar{m}^{k}\left(G_{T}(i, j)\right)\right| \\
& \leq \frac{\left(\beta+k \alpha+\frac{k}{2 n}\right) T}{\left|G_{T}(i, j)\right|} .
\end{aligned}
$$

This lemma implies that if we can force each term $V_{s}^{G, i, j}, M_{s}^{G, i, j}$ to be small, then we will have achieved our desired goal of mean-conditioned moment multicalibration (Definition 24).

Observation 5. Suppose a transcript $\pi_{T}$ is such that for all $i \in[n], j \in\left[n^{\prime}\right]$ and $G \in \mathcal{G}$, we have that $\left|V_{T}^{G, i, j}\right|,\left|M_{T}^{G, i, j}\right| \leq \alpha T$. Then the predictions are $\left(\alpha, \beta, n, n^{\prime}\right)$-mean-conditioned moment multicalibrated in the sense of Definition 24 for $\beta=(k+1) \alpha+\frac{k}{2 n}$.

Remark 11. Note that with this parametrization, we can take $\alpha$ as small as we like relative to $n$, and by choosing an appropriately large value of $n$, we can take $\beta=(k+1) \alpha+\frac{k}{2 n}$ as small as we like relative to $n^{\prime}$.

As before, we define a surrogate loss function at each round $s$.

Definition 33 (Surrogate Loss). Fixing a transcript $\pi_{s} \in \Pi^{*}$ and a parameter $\eta \in\left[0, \frac{1}{2}\right]$, define:

$$
L_{s}\left(\pi_{s}\right)=\sum_{\substack{G \in \mathcal{G}, i \in[n], j \in\left[n^{\prime}\right]}}\left(\exp \left(\eta V_{s}^{G, i, j}\right)+\exp \left(-\eta V_{s}^{G, i, j}\right)+\exp \left(\eta M_{s}^{G, i, j}\right)+\exp \left(-\eta M_{s}^{G, i, j}\right)\right),
$$

where $V$ and $M$ are functions of $\pi_{s}$ as defined in Definition 32. When the transcript $\pi_{s}$ is clear from context we will sometimes simply write $L_{s}$.

As before, our goal is to find a strategy for the learner that guarantees that our surrogate loss $L_{T}$ remains small. Towards this end, we define $\Delta_{s+1}\left(\pi_{s}, x_{s+1}, \bar{\mu}, \bar{m}^{k}\right)$ to be the expected increase in the surrogate loss function in the event that the adversary plays feature vector $x_{s+1}$ and the learner predicts $\left(\bar{\mu}, \bar{m}^{k}\right)$. Here the expectation is over the only remaining source of randomness after the conditioning - the distribution over labels $y_{s+1}$, which for any adversary is defined once we fix $\pi_{s}$ and $x_{s+1}$.

Definition 34 (Conditional Change in Surrogate Loss).

$$
\Delta_{s+1}\left(\pi_{s}, x_{s+1}, \bar{\mu}, \bar{m}^{k}\right)=\underset{\tilde{y}_{s+1}}{\mathbb{E}}\left[\tilde{L}_{s+1}-L_{s} \mid \pi_{s}, x_{s+1}, \bar{\mu}, \bar{m}^{k}\right] .
$$

We again show a simple bound on $\Delta_{s+1}\left(\pi_{s}, x_{s+1}, \bar{\mu}, \bar{m}^{k}\right)$ :

Lemma 39. For any transcript $\pi_{s} \in \Pi^{*}$, any $x_{s+1} \in \mathcal{X}$, and any predictions $\bar{\mu}, \bar{m}^{k} \in[0,1]$ such that $\bar{\mu} \in B_{n}(i)$ and $\bar{m}^{k} \in B_{n^{\prime}}(j)$ for some $i \in[n]$ and $j \in\left[n^{\prime}\right]$ :

$$
\begin{aligned}
& \Delta_{s+1}\left(\pi_{s}, x_{s+1}, \bar{\mu}, \bar{m}^{k}\right) \leq \eta\left(\underset{\tilde{y}_{s+1}}{\mathbb{E}}\left[\tilde{y}_{s+1}\right]-\bar{\mu}\right) C_{s}^{\bar{\mu}, \bar{m}^{k}}\left(x_{s+1}\right) \\
& +\eta\left(\underset{\tilde{y}}{\mathbb{E}}\left(\tilde{y}_{s+1}-\hat{\mu}_{\bar{\mu}}\right)^{k}-\bar{m}^{k}\right) D_{s}^{\bar{\mu}, \bar{m}^{k}}\left(x_{s+1}\right)+2 \eta^{2} L_{s},
\end{aligned}
$$

where

$$
\begin{align*}
& C_{s}^{\bar{\mu}, \bar{m}^{k}}\left(x_{s+1}\right)=C_{s}^{i, j}\left(x_{s+1}\right)=\sum_{G \in \mathcal{G}\left(x_{s+1}\right)} \exp \left(\eta V_{s}^{G, i, j}\right)-\exp \left(-\eta V_{s}^{G, i, j}\right),  \tag{6.5}\\
& D_{s}^{\bar{\mu}, \bar{m}^{k}}\left(x_{s+1}\right)=D_{s}^{i, j}\left(x_{s+1}\right)=\sum_{G \in \mathcal{G}\left(x_{s+1}\right)} \exp \left(\eta M_{s}^{G, i, j}\right)-\exp \left(-\eta M_{s}^{G, i, j}\right) . \tag{6.6}
\end{align*}
$$

For economy of notation, we will generally elide the dependence on $x_{s+1}$ for the $C$ and $D$ quantities and simply write $C_{s}^{i, j}, D_{s}^{i, j}$ when the feature vector is clear from context.

Proof. To see this, observe that by definition:

$$
\begin{aligned}
& \Delta_{s+1}\left(\pi_{s}, x_{s+1}, \bar{\mu}, \bar{m}^{k}\right) \\
&= \underset{\tilde{y}_{s+1}}{\mathbb{E}}[\sum_{\mathcal{G}\left(x_{s+1}\right)} \underbrace{\exp \left(\eta V_{s}^{G, i, j}\right)\left(\exp \left(\eta\left(\tilde{y}_{s+1}-\bar{\mu}\right)\right)-1\right)+\exp \left(-\eta V_{s}^{G, i, j}\right)\left(\exp \left(-\eta\left(\tilde{y}_{s+1}-\bar{\mu}\right)\right)-1\right)}_{*} \\
&+\underbrace{\exp \left(\eta M_{s}^{G, i, j}\right) \exp \left(\eta\left(\left(\tilde{y}_{s+1}-\hat{\mu}_{\bar{\mu}}\right)^{k}-\bar{m}^{k}\right)-1\right)}_{* *} \\
&+\underbrace{\exp \left(-\eta M_{s}^{G, i, j}\right) \exp \left(-\eta\left(\left(\tilde{y}_{s+1}-\hat{\mu}_{\bar{\mu}}\right)^{k}-\bar{m}^{k}\right)-1\right)}_{* * *}] .
\end{aligned}
$$

Using the fact that for $0<|x|<\frac{1}{2}, \exp (x) \leq 1+x+2 x^{2}$, we have that

$$
* \leq \exp \left(\eta V_{s}^{G, i, j}\right)\left(\eta\left(y_{s+1}-\bar{\mu}\right)+2 \eta^{2}\right)+\exp \left(-\eta V_{s}^{G, i, j}\right)\left(-\eta\left(y_{s+1}-\bar{\mu}\right)+2 \eta^{2}\right) .
$$

Similarly, we have

$$
\begin{aligned}
& * *+* * * \leq \exp \left(\eta M_{s}^{G, i, j}\right)\left(\eta\left(\left(y_{s+1}-\hat{\mu}_{\bar{\mu}}\right)^{k}-\bar{m}^{k}\right)+2 \eta^{2}\right) \\
& +\exp \left(-\eta M_{s}^{G, i, j}\right)\left(-\eta\left(\left(\tilde{y}_{s+1}-\hat{\mu}_{\bar{\mu}}\right)^{k}-\bar{m}^{k}\right)+2 \eta^{2}\right)
\end{aligned}
$$

Now, using the linearity of expectation and distributing the outer expectation to each relevant term where $\tilde{y}_{s+1}$ appears, we get

$$
\begin{aligned}
& \Delta_{s+1}\left(\pi_{s}, x_{s+1}, \bar{\mu}, \bar{m}^{k}\right) \\
& \leq \sum_{\mathcal{G}\left(x_{s+1}\right)} \exp \left(\eta V_{s}^{G, i, j}\right)\left(\eta\left(\mathbb{E}\left[\tilde{y}_{s+1}\right]-\bar{\mu}\right)+2 \eta^{2}\right)+\exp \left(-\eta V_{s}^{G, i, j}\right)\left(-\eta\left(\mathbb{E}\left[\tilde{y}_{s+1}\right]-\bar{\mu}\right)+2 \eta^{2}\right) \\
& +\exp \left(\eta M_{s}^{G, i, j}\right)\left(\eta\left(\mathbb{E}\left[\left(\tilde{y}_{s+1}-\hat{\mu}_{\bar{\mu}}\right)^{k}\right]-\bar{m}^{k}\right)+2 \eta^{2}\right) \\
& +\exp \left(-\eta M_{s}^{G, i, j}\right)\left(-\eta\left(\mathbb{E}\left[\left(\tilde{y}_{s+1}-\hat{\mu}_{\bar{\mu}}\right)^{k}\right]-\bar{m}^{k}\right)+2 \eta^{2}\right) .
\end{aligned}
$$

Collecting terms appropriately and observing that

$$
\sum_{\mathcal{G}\left(x_{s+1}\right)}\left(\exp \left(\eta V_{s}^{G, i, j}\right)+\exp \left(-\eta V_{s}^{G, i, j}\right)+\exp \left(\eta M_{s}^{G, i, j}\right)+\exp \left(-\eta M_{s}^{G, i, j}\right)\right) \leq L_{s},
$$

we have the desired bound.

As before, we proceed by defining a zero-sum game between the learner and the adversary and using the minimax theorem to conclude that the learner always has a strategy that guarantees a bounded per-round increase in surrogate loss. To satisfy the convexity and compactness requirements of the minimax theorem, we will again consider a game where the learner's pure strategy space is a finite subset of $\mathcal{P}_{\text {(mean,moment) }}$. To this end, we define the following grids for any $r \in \mathbb{N}$ ( $n$ and $n^{\prime}$ are the coarseness parameters of our bucketings from above):

$$
\begin{aligned}
\mathcal{P}^{r n} & =\left\{0, \frac{1}{r n}, \frac{2}{r n}, \ldots, 1\right\}, \\
\mathcal{P}^{r n^{\prime}} & =\left\{0, \frac{1}{r n^{\prime}}, \frac{2}{r n^{\prime}}, \ldots, 1\right\} .
\end{aligned}
$$

As in the previous section, the need to discretize is only for technical reasons, and our algorithm has no dependence - neither in runtime nor in its convergence rate - on the value of $r$ that we choose, so we can imagine the discretization to be arbitrarily fine.

Lemma 40. For any transcript $\pi_{s} \in \Pi^{*}$ and any $x_{s+1} \in \mathcal{X}$, there exists a distribution over predictions for the learner $Q_{s+1}^{L} \in \Delta\left(\mathcal{P}^{r n} \times \mathcal{P}^{r n^{\prime}}\right)$, such that regardless of the adversary's choice of distribution of $y_{s+1}$ over $\Delta \mathcal{Y}$, we have that:

$$
\underset{\left(\bar{\mu}, \bar{m}^{k}\right) \sim Q_{s+1}^{L}}{\mathbb{E}}\left[\Delta_{s+1}\left(\pi_{s}, x_{s+1}, \bar{\mu}, \bar{m}^{k}\right)\right] \leq L_{s}\left(\frac{\eta}{r n}+\frac{\eta}{r n^{\prime}}+2 \eta^{2}\right) .
$$

Proof. Fix the transcript $\pi_{s}$ and the feature vector $x_{s+1}$. As before, we define a zero-sum game played between the learner (the minimization player) and the adversary (the max-
imization player), where the objective function of the game equals the upper bound on $\Delta_{s+1}\left(\pi_{s}, x_{s+1}, \bar{\mu}, \bar{m}^{k}\right)$ from Lemma 39. Then, we again show that for every strategy of the adversary (i.e. distribution over $y$ ), there exists a best response for the learner that guarantees the objective function of the game is small. Finally, we appeal to the minimax theorem to conclude that there always exists a strategy for the learner that guarantees small objective value against any strategy of the adversary.

More precisely, consider the following objective function for the game:

$$
\begin{aligned}
u\left(\left(\bar{\mu}, \bar{m}^{k}\right), y\right) & =\eta(y-\bar{\mu}) C_{s}^{\bar{\mu}, \bar{m}^{k}}+\eta\left(\left(y-\hat{\mu}_{\bar{\mu}}\right)^{k}-\bar{m}^{k}\right) D_{s}^{\bar{\mu}, \bar{m}^{k}}+2 \eta^{2} L_{s} \\
& =\eta(y-\bar{\mu}) C_{s}^{\bar{\mu}, \bar{m}^{k}}+\eta\left(\left(\sum_{\ell=0}^{k}\binom{k}{\ell}\left(-\hat{\mu}_{\bar{\mu}}\right)^{k-\ell} y^{\ell}\right)-\bar{m}^{k}\right) D_{s}^{\overline{\mu,} \bar{m}^{k}}+2 \eta^{2} L_{s}
\end{aligned}
$$

where the pure strategy space for the learner is $X_{1}=\mathcal{P}^{r n} \times \mathcal{P}^{r n^{\prime}}$ and that of the adversary is (a priori) the set of all distributions over $[0,1]$. However, we observe that the expected value of the objective for any label distribution over $[0,1]$ is linear in $\mathbb{E}[y], \ldots, \mathbb{E}\left[y^{k}\right]$. So the payoff for any mixed strategy of the adversary is determined only by the associated $k$ terms: $\mathbb{E}[y], \ldots, \mathbb{E}\left[y^{k}\right]$.

With this observation in mind, we perform a change of variables and define a new game with an enlarged strategy space for the adversary. In the new game, the strategy space for the learner remains $\mathcal{Q}^{L}=\Delta\left(\mathcal{P}^{r n} \times \mathcal{P}^{r n^{\prime}}\right)$. The strategy space for the adversary becomes $\mathcal{Q}^{A}=[0,1]^{k}$, representing a choice for each of the values $\mathbb{E}[y], \ldots \mathbb{E}\left[y^{k}\right]$. Note that this strategy space for the adversary is unencumbered by the requirement that these chosen values actually correspond to any feasible label distribution over $[0,1]$. The objective function of the game is obtained by replacing each term $\mathbb{E}\left[y^{\ell}\right]$ from our previous objective function with $\psi_{\ell}:$
$u\left(\left(\bar{\mu}, \bar{m}^{k}\right), \psi\right)=\eta\left(\psi_{1}-\bar{\mu}\right) C_{s}^{\bar{\mu}, \bar{m}^{k}}+\eta\left(\left(\hat{\mu}_{\bar{\mu}}^{k}+\sum_{\ell=1}^{k}\binom{k}{\ell}\left(-\hat{\mu}_{\bar{\mu}}\right)^{k-\ell} \psi_{\ell}\right)-\bar{m}^{k}\right) D_{s}^{\bar{\mu}, \bar{m}^{k}}+2 \eta^{2} L_{s}$.

As we have noted, in the original game, the set of achievable moments $\mathbb{E}[y], \ldots, \mathbb{E}\left[y^{k}\right]$ is a strict subset of $[0,1]^{k}$. However, enlarging the strategy space of the maximization player can only increase the (max min) value of the game, so the upper bound we are about to prove on the game value against this more powerful adversary also applies to the adversary who is implicitly choosing moments $\mathbb{E}[y], \ldots, \mathbb{E}\left[y^{k}\right]$ via some distribution over $[0,1]$.

Note that $u$ thus defined is linear in both players' strategies, and the strategy spaces for both players $\mathcal{Q}^{L}$ and $\mathcal{Q}^{A}$ are compact and convex. Hence, Sion's minimax theorem (Theorem 29) applies to this game. We now establish (a bound on) the value of this game. Observe that for any strategy of the adversary, the learner can pick $\bar{\mu} \in \mathcal{P}^{r n}$ as close as possible to $\psi_{1}$, and then pick $\bar{m}^{k} \in \mathcal{P}^{r n^{\prime}}$ as close as possible to $\hat{\mu}_{\bar{\mu}}^{k}+\sum_{\ell=1}^{k}\binom{k}{\ell}\left(-\hat{\mu}_{\bar{\mu}}\right)^{k-\ell} \psi_{\ell}$. Therefore, since $C_{s}^{\bar{\mu}, \bar{m}^{k}}, D_{s}^{\bar{\mu}, \bar{m}^{k}} \leq L_{s}$ by definition, we have that:

$$
\forall \psi \in[0,1]^{k}, \exists\left(\bar{\mu}, \bar{m}^{k}\right) \in\left(\mathcal{P}^{r n} \times \mathcal{P}^{r n^{\prime}}\right) \text { s.t. } u\left(\left(\bar{\mu}, \bar{m}^{k}\right), \psi\right) \leq L_{s}\left(\frac{\eta}{r n}+\frac{\eta}{r n^{\prime}}+2 \eta^{2}\right)
$$

We can now apply the minimax theorem (Theorem 29) to conclude that there exists a fixed distribution $Q_{s+1}^{L} \in \mathcal{Q}^{L}$ for the learner that guarantees objective value that is at most the above bound for every choice of the adversary, i.e.

$$
\exists Q_{s+1}^{L} \in \mathcal{Q}^{L} \text { s.t. } \forall \psi \in[0,1]^{k}: u\left(Q_{s+1}^{L}, \psi\right) \leq L_{s}\left(\frac{\eta}{r n}+\frac{\eta}{r n^{\prime}}+2 \eta^{2}\right)
$$

as desired.

Corollary 7. For every $s \in[T], \pi_{s} \in \Pi^{*}, x_{s+1} \in \mathcal{X}$ (which fixes $L_{s}$ and $Q_{s+1}^{L}$ ), and every adversary (which fixes a distribution over $\mathcal{Y}$ ):

$$
\underset{Q_{s+1}^{L}}{\mathbb{E}}\left[\tilde{L}_{s+1} \mid \pi_{s}\right]=L_{s}+\underset{Q_{s+1}^{L}}{\mathbb{E}}\left[\Delta_{s+1}\left(\pi_{s}, x_{s+1}, \bar{\mu}, \bar{m}^{k}\right) \mid \pi_{s}\right] \leq L_{s}\left(1+\frac{\eta}{r n}+\frac{\eta}{r n^{\prime}}+2 \eta^{2}\right)
$$

Lemma 40 defines (existentially) an algorithm that the learner can use to make predictionsAlgorithm 18. We will now show that Algorithm 18 (if we could compute the distributions
$Q_{t}^{L}$ ) results in mean-conditioned moment multicalibrated predictions. In Section 6.5.3 we show how to compute $Q_{t}^{L}$.

```
Algorithm 18: A Generic Mean Moment Multicalibrator
    for \(t=1, \ldots, T\) do
        Observe \(x_{t}\). Given \(\pi_{t-1}\) and \(x_{t}\), let \(Q_{t}^{L} \in \Delta\left(\mathcal{P}^{r n} \times \mathcal{P}^{r n^{\prime}}\right)\) be the distribution over
        predictions whose existence is established in Lemma 40. Sample \(\bar{\mu}, \bar{m}^{k} \sim Q_{t}^{L}\)
        and predict \(\left(\bar{\mu}_{t}, \bar{m}_{t}^{k}\right)=\left(\bar{\mu}, \bar{m}^{k}\right)\).
    end
```

We are now ready to bound our multicalibration error. The results that follow mirror the structure of Section 6.4.2: essentially, we apply Theorem 30 to the surrogate loss function of this section. As a straightforward consequence of Corollary 7 and the first part of Theorem 30, we have the following result.

Corollary 8. Against any adversary, Algorithm 18 instantiated with discretization parameter $r$ results in surrogate loss satisfying:

$$
\underset{\tilde{\pi}_{T}}{\mathbb{E}}\left[\tilde{L}_{T}\right] \leq 4|\mathcal{G}| n \cdot n^{\prime} \cdot \exp \left(\frac{T \eta}{r n}+\frac{T \eta}{r n^{\prime}}+2 T \eta^{2}\right) .
$$

Proof. Note that the first part of Theorem 30 applies in this case to the process $L$, with $L_{0}=4|G| n \cdot n^{\prime}$ and $c=\frac{1}{r n}+\frac{1}{r n^{\prime}}$. The bound follows by plugging these values into (6.3).

Next, we can convert this into a bound on Algorithm 16's expected calibration error, using Theorem 30. The proof mirrors the argument in Section 6.4 and can be found in the Appendix.

Theorem 34. When Algorithm 18 is run using bucketing coarseness parameters $n$ and $n^{\prime}$, discretization parameter $r \in \mathbb{N}$, and $\eta=\sqrt{\frac{\ln \left(4|\mathcal{G}| n \cdot n^{\prime}\right)}{2 T}} \in(0,1 / 2)$, then against any adversary, its sequence of mean-moment predictions is $\left(\alpha, \beta, n, n^{\prime}\right)$-mean-conditioned moment
multicalibrated with respect to $\mathcal{G}$, where $\beta=(k+1) \alpha+\frac{k}{2 n}$ and:

$$
\mathbb{E}[\alpha] \leq \frac{1}{r n}+\frac{1}{r n^{\prime}}+2 \sqrt{\frac{2 \ln \left(4|\mathcal{G}| n \cdot n^{\prime}\right)}{T}}
$$

For $r=\frac{\sqrt{T}\left(n+n^{\prime}\right)}{\varepsilon n \cdot n^{\prime} \cdot \sqrt{2 \ln \left(4|\mathcal{G}| n \cdot n^{\prime}\right)}}$, this gives:

$$
\mathbb{E}[\alpha] \leq(2+\varepsilon) \sqrt{\frac{2}{T} \ln \left(4|\mathcal{G}| n \cdot n^{\prime}\right)}
$$

Here the expectation is taken over the randomness of the transcript $\pi_{T}$.

We can similarly use the second part of Theorem 30 to prove a high probability bound on the multicalibration error of Algorithm 18. The proof is in the Appendix.

Theorem 35. When Algorithm 18 is run using bucketing coarseness parameters $n$ and $n^{\prime}$, discretization $r \in \mathbb{N}$ and $\eta=\sqrt{\frac{\ln \left(4|\mathcal{G}| n \cdot n^{\prime}\right)}{2 T}} \in(0,1 / 2)$, then against any adversary, with probability $1-\lambda$ over the randomness of the transcript, its sequence of predictions is $\left(\alpha, \beta, n, n^{\prime}\right)-$ mean-conditioned moment multicalibrated with respect to $\mathcal{G}$ for $\beta=(k+1) \alpha+\frac{k}{2 n}$ and:

$$
\alpha \leq \frac{1}{r n}+\frac{1}{r n^{\prime}}+4 \sqrt{\frac{2}{T} \ln \left(\frac{4|\mathcal{G}| n \cdot n^{\prime}}{\lambda}\right)} .
$$

For $r=\frac{\sqrt{T}\left(n+n^{\prime}\right)}{\epsilon n \cdot n^{\prime} \sqrt{2 \ln \left(4|\mathcal{G}| n \cdot n^{\prime} / \lambda\right)}}$, this gives:

$$
\alpha \leq(4+\epsilon) \sqrt{\frac{2}{T} \ln \left(\frac{4|\mathcal{G}| n \cdot n^{\prime}}{\lambda}\right)}
$$

### 6.5.3. Deriving an Efficient Algorithm via Equilibrium Computation

Previously, we derived Algorithm 18 and proved that it results in mean-conditioned moment multicalibrated predictions. But Algorithm 18 is not explicitly defined, as it relies on the distributions $Q_{t}^{L}$ whose existence we showed in Lemma 40 but which we did not explicitly construct. In this section, we show how to efficiently solve for this distribution $Q_{t}^{L}$ using a
linear program with $4 n \cdot n^{\prime}$ variables and $2^{k}+1$ constraints. If $k$ is a small constant (e.g. $k=2$ for variance multicalibration), then this linear program can be explicitly described and solved. But even when $k$ is too large to enumerate all $2^{k}$ constraints, we show that there is a separation oracle that runs in time $O(k)$, allowing us to efficiently solve this linear program (i.e. in time polynomial in $n, n^{\prime}, T,|\mathcal{G}|$, and $k$ ) using the Ellipsoid algorithm.

Recall that in our simplified game, the learner has pure strategies $\left(\bar{\mu}, \bar{m}^{k}\right) \in \mathcal{P}^{r n} \times \mathcal{P}^{r n^{\prime}}$, and the adversary has strategy space $\mathcal{Q}^{A}=[0,1]^{k}$. Since the objective function is linear in the adversary's action $\psi$, we can view this as the set of mixed strategies over the $2^{k}$ pure strategies $\psi \in\{0,1\}^{k}$. We recall the objective function:
$u\left(\left(\bar{\mu}, \bar{m}^{k}\right), \psi\right)=\eta\left(\psi_{1}-\bar{\mu}\right) C_{s}^{\bar{\mu}, \bar{m}^{k}}+\eta\left(\left(\hat{\mu}_{\mu}^{k}+\sum_{\ell=1}^{k}\binom{k}{\ell}\left(-\hat{\mu}_{\bar{\mu}}\right)^{k-\ell} \psi_{\ell}\right)-\bar{m}^{k}\right) D_{s}^{\bar{\mu}, \bar{m}^{k}}+2 \eta^{2} L_{s}$.
Since the equilibrium structure stays the same under positive affine transformations of the objective function, for the purposes of computing equilibria, we may redefine the objective function to be:
$u\left(\left(\bar{\mu}, \bar{m}^{k}\right), \psi\right)=\left(\psi_{1}-\bar{\mu}\right) C_{s}^{\bar{\mu}, \bar{m}^{k}}+\left(\left(\hat{\mu}_{\bar{\mu}}^{k}+\sum_{\ell=1}^{k}\binom{k}{\ell}\left(-\hat{\mu}_{\bar{\mu}}\right)^{k-\ell} \psi_{\ell}\right)-\bar{m}^{k}\right) D_{s}^{\bar{\mu}, \bar{m}^{k}}$.

The specific values of $C_{s}^{\bar{\mu}, \bar{m}^{k}}, \hat{\mu}_{\bar{\mu}}$ and $D_{s}^{\bar{\mu}, \bar{m}^{k}}$ do not matter for the analysis that follows-but what is relevant is that by definition, they are constant for any two $\left(\bar{\mu}, \bar{m}^{k}\right)$ and ( $\bar{\mu}^{\prime}, \bar{m}^{k \prime}$ ) both in the same bucket - in other words, if $\exists i \in[n], j \in\left[n^{\prime}\right]$ such that $\left(\bar{\mu}, \bar{m}^{k}\right),\left(\bar{\mu}^{\prime}, \bar{m}^{k \prime}\right) \in$ $B_{n, n^{\prime}}(i, j)$. We wish to find a minimax strategy for the learner in this game, i.e. to find a solution to

$$
\underset{Q^{L} \in \mathcal{Q}^{L}}{\operatorname{argmin}} \max _{Q^{A} \in \mathcal{Q}^{A}} u\left(Q^{L}, Q^{A}\right) .
$$

A priori, the learner has $r^{2} n^{\prime} n$ pure strategies (i.e. $\left|\mathcal{P}^{r n} \times \mathcal{P}^{r n^{\prime}}\right|=r^{2} n^{\prime} n$ ), and a minimax strategy could potentially be supported over all of them (causing our algorithm to have
running time depending on $r$ ). However, we prove that we can without loss of generality reduce the size of the learner's pure strategy space to $4 n^{\prime} n$ (Lemma 41), which will eliminate any running time dependence on $r$ and allow us to choose as fine a discretization as we like. We also show in Appendix 6.B that the learner always has a minimax strategy that randomizes over a support of at most $k+1$ actions. Thus, as with mean multicalibration, we need only make limited use of randomness (at least for $k$ small).

We first reduce the space of "relevant" pure strategies for the learner - intuitively, points that are at -or just barely below - the boundary of a bucket:

$$
\begin{aligned}
\hat{\mathcal{P}}^{r, n} & =\bigcup_{i \in[n-1]}\left\{\frac{i-1}{n}, \frac{i}{n}-\frac{1}{r n}\right\} \bigcup\left\{\frac{n-1}{n}, 1\right\} \subset \mathcal{P}^{r n}, \\
\hat{\mathcal{P}}^{r, n^{\prime}} & =\bigcup_{i \in\left[n^{\prime}-1\right]}\left\{\frac{i-1}{n^{\prime}}, \frac{i}{n^{\prime}}-\frac{1}{r n^{\prime}}\right\} \bigcup\left\{\frac{n^{\prime}-1}{n^{\prime}}, 1\right\} \subset \mathcal{P}^{r n^{\prime}} .
\end{aligned}
$$

Given these sets, define $\hat{\mathcal{Q}}_{r, n, n^{\prime}}^{L} \equiv \Delta\left(\hat{\mathcal{P}}^{r, n} \times \hat{\mathcal{P}}^{r, n^{\prime}}\right) \subset \mathcal{Q}^{L}$.
Lemma 41. In the game with objective function $u$ as defined in (6.7), the value of the game is unaffected if the learner is restricted to mixed strategies in $\hat{\mathcal{Q}}_{r, n, n^{\prime}}^{L}$, a set of distributions which in particular have support over at most $4 n n^{\prime}$ actions. In other words:

$$
\min _{Q^{L} \in \mathcal{Q}^{L}} \max _{Q^{A} \in \mathcal{Q}^{A}} u\left(Q^{L}, Q^{A}\right)=\min _{\hat{Q}^{L} \in \hat{\mathcal{Q}}_{r, n, n^{\prime}}^{L}} \max _{Q^{A} \in \mathcal{Q}^{A}} u\left(\hat{Q}^{L}, Q^{A}\right) .
$$

Proof. Fix any strategy $Q^{L} \in \mathcal{Q}^{L}$. Since $\hat{\mathcal{Q}}_{r, n, n^{\prime}}^{L} \subseteq \mathcal{Q}^{L}$, it is sufficient to show that there exists a strategy $\hat{Q}^{L} \in \hat{\mathcal{Q}}_{r, n, n^{\prime}}^{L}$ such that:

$$
\max _{Q^{A} \in \mathcal{Q}^{A}} u\left(Q^{L}, Q^{A}\right) \geq \max _{Q^{A} \in \mathcal{Q}^{A}} u\left(\hat{Q}^{L}, Q^{A}\right) .
$$

To see this, first observe that we can regroup terms in the objective function (6.7) and write
it as:

$$
\begin{align*}
u\left(\left(\bar{\mu}, \bar{m}^{k}\right), \psi\right) & =-\bar{\mu} C_{s}^{\bar{\mu}, \bar{m}^{k}}+\hat{\mu}_{\mu}^{k} D_{s}^{\bar{\mu}, \bar{m}^{k}}-\bar{m}^{k} D_{s}^{\bar{\mu}, \bar{m}^{k}}+\sum_{\ell=1}^{k} \psi_{\ell} F_{\ell}^{\bar{\mu}, \bar{m}^{k}}  \tag{6.8}\\
\text { where } F_{1}^{\bar{\mu}, \bar{m}^{k}} & =C_{s}^{\bar{\mu}, \bar{m}^{k}}-k \hat{\mu} \bar{\mu}  \tag{6.9}\\
k-1 & C_{s}^{\bar{\mu}, \bar{m}^{k}},  \tag{6.10}\\
\forall \ell>1, \ell \in[n]: F_{\ell}^{\bar{\mu}, \bar{m}^{k}} & =\binom{k}{\ell}\left(-\hat{\mu}_{\bar{\mu}}\right)^{k-\ell} D_{s}^{\bar{\mu}, \bar{m}^{k}} .
\end{align*}
$$

Further, by definition for any $\bar{\mu}, \bar{\mu}^{\prime} \in B_{n}(i)$ for some $i \in[n]$ and $\bar{m}^{k}, \bar{m}^{k^{\prime}} \in B_{n^{\prime}}(j)$, we have, for $X=C, D$,

$$
\begin{aligned}
& X_{s}^{\bar{\mu}, \bar{m}^{k}}=X_{s}^{\bar{\mu}^{\prime}, \bar{m}^{k^{\prime}}}=X_{s}^{i, j}, \\
& \hat{\mu}_{\bar{\mu}}=\hat{\mu}_{\bar{\mu}^{\prime}},
\end{aligned}
$$

and therefore this equality holds for $X=F$ as well. Against a given strategy $Q^{L}$ for the learner, the adversary' payoff from pure strategy $\psi$ is:

$$
u\left(Q^{L}, \psi\right)=\sum_{\left(\bar{\mu}, \bar{m}^{k}\right)} Q^{L}\left(\bar{\mu}, \bar{m}^{k}\right)\left(-\bar{\mu} C_{s}^{\bar{\mu}, \bar{m}^{k}}+\hat{\mu}_{\bar{\mu}}^{k} D_{s}^{\overline{,}, \bar{m}^{k}}-\bar{m}^{k} D_{s}^{\bar{\mu}, \bar{m}^{k}}+\sum_{\ell=1}^{k} \psi_{\ell} F_{\ell}^{\bar{\mu}, \bar{m}^{k}}\right),
$$

which, given the previous fact about $F$, can be rewritten as

$$
\begin{aligned}
u\left(Q^{L}, \psi\right)= & \underbrace{\sum_{\left(\bar{\mu}, \bar{m}^{k}\right)} Q^{L}\left(\bar{\mu}, \bar{m}^{k}\right)\left(-\bar{\mu} C_{s}^{\bar{\mu}, \bar{m}^{k}}+\hat{\mu}_{\bar{\mu}}^{k} D_{s}^{\bar{\mu}, \bar{m}^{k}}-\bar{m}^{k} D_{s}^{\bar{\mu}, \bar{m}^{k}}\right)}_{(*)} \\
& +\underbrace{\sum_{\ell=1}^{k} \psi_{\ell} \sum_{\substack{i \in[n], j \in\left[n^{\prime}\right]}} F_{\ell}^{i, j}\left(\sum_{\left(\bar{\mu}, \bar{m}^{k}\right) \in B(i, j)} Q^{L}\left(\bar{\mu}, \bar{m}^{k}\right)\right)}_{(* *)} .
\end{aligned}
$$

Observe that term $(*)$ is independent of $\psi$. Therefore, fixing a $Q^{L}$, it is equivalent for the adversary to maximize $(* *)$. By observation, for any mixed strategy of the learner $Q^{L}$, the adversary's incentives are only affected through the induced distribution over buckets.

So, given $Q^{L}$, the best response of the adversary is preserved for any other strategy $\hat{Q}^{L}$ that maintains the same mass on each bucket, i.e. for all $i \in[n]$ and $j \in\left[n^{\prime}\right]$,

$$
\sum_{\left(\bar{\mu}, \bar{m}^{k}\right) \in B(i, j)}\left(Q^{L}\left(\bar{\mu}, \bar{m}^{k}\right)-\hat{Q}^{L}\left(\bar{\mu}, \bar{m}^{k}\right)\right)=0 .
$$

Consider the learner's problem of minimizing the objective value among strategies of this form, i.e. preserving the mass on each bucket. This reduces to solving, for each $i \in[n], j \in$ [ $\left.n^{\prime}\right]$, the optimization problem

$$
\begin{array}{ll}
\min _{\hat{Q}^{L} \geq 0} & \sum_{\left(\bar{\mu}, \bar{m}^{k}\right) \in B(i, j)} \hat{Q}^{L}\left(\bar{\mu}, \bar{m}^{k}\right)\left(-\bar{\mu} C_{s}^{i, j}+\hat{\mu}_{i}^{k} D_{s}^{i, j}-\bar{m}^{k} D_{s}^{i, j}\right) \\
\text { s.t. } & \sum_{\left(\bar{\mu}, \bar{m}^{k}\right) \in B(i, j)}\left(Q^{L}\left(\bar{\mu}, \bar{m}^{k}\right)-\hat{Q}^{L}\left(\bar{\mu}, \bar{m}^{k}\right)\right)=0 .
\end{array}
$$

Within a bucket, the coefficients $\left(-\bar{\mu} C_{s}^{i, j}+\hat{\mu}_{i}^{k} D_{s}^{i, j}-\bar{m}^{k} D_{s}^{i, j}\right)$ are linear in $\bar{\mu}, \bar{m}^{k}$ and therefore there must exist a solution that puts all mass $\sum_{\left(\bar{\mu}, \bar{m}^{k}\right) \in B(i, j)} Q^{L}\left(\bar{\mu}, \bar{m}^{k}\right)$ on an extreme point of the bucket. For example, if $i \in[n-1], j \in\left[n^{\prime}-1\right]$; all mass can be placed without loss of generality on one of the four points in $\left\{\frac{i-1}{n}, \frac{i}{n}-\frac{1}{r n}\right\} \times\left\{\frac{j-1}{n^{\prime}}, \frac{j}{n}-\frac{1}{r n^{\prime}}\right\}$. If $i=n$, the corresponding set is $\left\{\frac{n-1}{n}, 1\right\}$, and if $j=n^{\prime}$, the corresponding set is $\left\{\frac{n^{\prime}-1}{n^{\prime}}, 1\right\}$. Moving all the mass in each bucket to the optimal corner point, we have that for any strategy $Q^{L}$ of the learner, there exists $\hat{Q}^{L} \in \hat{\mathcal{Q}}_{r, n, n^{\prime}}^{L}$ such that $\max _{Q^{A} \in \mathcal{Q}^{A}} u\left(Q^{L}, Q^{A}\right) \geq \max _{Q^{A} \in \mathcal{Q}^{A}} u\left(\hat{Q}^{L}, Q^{A}\right)$, as desired. This concludes the proof.

The result is that to compute the equilibrium strategy for the learner, it suffices to solve:

$$
\underset{Q^{L} \in \hat{\mathcal{Q}}_{r, n, n^{\prime}}^{L}}{\operatorname{argmin}} \max _{\psi \in\{0,\}^{k}} u\left(Q^{L}, \psi\right) .
$$

We can directly express this as a linear program with $4 n n^{\prime}$ variables and $2^{k}+1$ constraints - see Linear Program 6.5.1.

$$
\begin{gathered}
\min _{Q^{L} \in \hat{\mathcal{Q}}_{r, n, n^{\prime}}^{L}} \gamma \text { s.t. } \\
\forall \psi \in\{0,1\}^{k}: u\left(Q^{L}, \psi\right) \leq \gamma, \\
\sum_{\left(\bar{\mu}, \bar{m}^{k}\right) \in \hat{\mathcal{P}}^{r, n} \times \hat{\mathcal{P}}^{r, n^{\prime}}} Q^{L}\left(\left(\bar{\mu}, \bar{m}^{k}\right)\right)=1, \\
\forall\left(\bar{\mu}, \bar{m}^{k}\right) \in \hat{\mathcal{P}}^{r, n} \times \hat{\mathcal{P}}^{r, n^{\prime}}: Q^{L}\left(\left(\bar{\mu}, \bar{m}^{k}\right)\right) \geq 0 .
\end{gathered}
$$

Figure 6.5.1: A Linear Program for Computing a Minimax Equilibrium Strategy for the Learner at Round $t$.

This is a linear program in $4 n n^{\prime}+1$ variables, with $2^{k}+1$ constraints. If $k$ is a constant, this is a polynomially sized linear program that can be solved explicitly. If $k$ is superconstant, we will see that we can still solve the linear program with the Ellipsoid algorithm, because we can efficiently find violated constraints.

```
Algorithm 19: Von Neumann's Mean Moment Multicalibrator
    Input: \(\epsilon>0\)
    for \(t=1, \ldots, T\) do
        Observe \(x_{t}\) and compute \(C_{t-1}^{\bar{\mu}, \bar{m}^{k}}\left(x_{t}\right), D_{t-1}^{\bar{\mu}, \bar{m}^{k}}\left(x_{t}\right),\left(F_{\ell, t-1}^{\bar{\mu}, \bar{m}^{k}}\left(x_{t}\right)\right)_{\ell=1}^{n}\) for each
        \(\left(\bar{\mu}, \bar{m}^{k}\right) \in \hat{\mathcal{P}}^{r, n} \times \hat{\mathcal{P}}^{r, n^{\prime}}\) as in Equations (6.5, 6.6, 6.9, 6.10).
        Find an \(\epsilon\)-approximate solution to the linear program from Figure 6.5.1, to
        obtain solution \(Q_{t}^{L} \in \hat{\mathcal{Q}}_{r, n, n^{\prime}}^{L}\).
        Predict \(\left(\bar{\mu}_{t}, \bar{m}_{t}^{k}\right)=\left(\bar{\mu}, \bar{m}^{k}\right)\) with probability \(Q_{t}^{L}\left(\left(\bar{\mu}, \bar{m}^{k}\right)\right)\).
    end
```

We thus obtain the following theorem:

Theorem 36. Algorithm 19 implements Algorithm 18. In particular, it obtains multivalidity guarantees arbitrarily close to those of Theorems 34 and 35. Namely, for any desired $\epsilon>0$, we have the following.

Choosing $\eta=\sqrt{\frac{\ln \left(4|\mathcal{G}| n \cdot n^{\prime}+\epsilon\right)}{2 T}} \in(0,1 / 2)$, against any adversary, over the randomness of the transcript, the sequence of mean-moment predictions produced by Algorithm 19 is ( $\alpha, \beta, n, n^{\prime}$ )-mean-conditioned moment multicalibrated with respect to $\mathcal{G}$ where $\beta=(k+1) \alpha+\frac{k}{2 n}$ and:

$$
\mathbb{E}[\alpha] \leq \frac{1}{r n}+\frac{1}{r n^{\prime}}+2 \sqrt{\frac{2 \ln \left(4|\mathcal{G}| n \cdot n^{\prime}+\epsilon\right)}{T}} .
$$

For $r=\frac{\sqrt{T}\left(n+n^{\prime}\right)}{\epsilon^{\prime} n \cdot n^{\prime} \cdot \sqrt{2 \ln \left(4|\mathcal{G}| n \cdot n^{\prime}+\epsilon\right)}}$, this gives:

$$
\mathbb{E}[\alpha] \leq\left(2+\epsilon^{\prime}\right) \sqrt{\frac{2}{T} \ln \left(4|\mathcal{G}| n \cdot n^{\prime}+\epsilon\right)}
$$

Moreover, choosing $\eta=\sqrt{\frac{\ln \left(4|\mathcal{G}| n \cdot n^{\prime}\right)+\epsilon T}{2 T}} \in(0,1 / 2)$, with probability $1-\lambda$ over the randomness of the transcript $\pi_{T}$ we have

$$
\alpha \leq \frac{1}{r n}+\frac{1}{r n^{\prime}}+4 \sqrt{\frac{2}{T} \ln \left(\frac{4|\mathcal{G}| n \cdot n^{\prime}}{\lambda}\right)+2 \epsilon} .
$$

For $r=\frac{\left(n+n^{\prime}\right)}{\epsilon^{\prime} n \cdot n^{\prime} \sqrt{\frac{2}{T} \ln \left(4|\mathcal{G}| n \cdot n^{\prime} / \lambda\right)+2 \epsilon}}$, this gives:

$$
\alpha \leq\left(4+\epsilon^{\prime}\right) \sqrt{\frac{2}{T} \ln \left(\frac{4|\mathcal{G}| n \cdot n^{\prime}}{\lambda}\right)+2 \epsilon} .
$$

The runtime of Algorithm 21 scales as $O(|\mathcal{G}|)$ with the total number of groups $|\mathcal{G}|$, and is polynomial in $n, n^{\prime}, T, k$, and $\log \left(\frac{1}{\epsilon}\right)$ (and is independent of $r$ ).

Remark 12. As before, if $\left|\mathcal{G}\left(x_{t}\right)\right|$ is efficiently enumerable, then the running time dependence on $|\mathcal{G}|$ can be replaced with a dependence on $\left|\mathcal{G}\left(x_{t}\right)\right|$.

Proof. First consider the running time of the algorithm. The quantities $C_{t-1}^{\bar{\mu}, \bar{m}^{k}}\left(x_{t}\right), D_{t-1}^{\bar{\mu}, \bar{m}^{k}}\left(x_{t}\right)$, and $F_{\ell, t-1}^{\bar{\mu}, \bar{m}^{k}}\left(x_{t}\right)$ are simple sums, which can be computed in time linear in $|\mathcal{G}|$ (or $\left|\mathcal{G}\left(x_{t}\right)\right|$ if it is efficiently enumerable) and $T$. The linear program has $4 n n^{\prime}+1$ variables, and $2^{k}+1$
constraints. If $k$ is a constant, this is polynomially sized. Now consider the case in which $k$ is large. In this case we will solve the linear program by applying the Ellipsoid algorithm to its "rational" modification (see below). The runtime of this approach is polynomial under several well-known conditions, which are given in the following theorem:

Theorem 37 ([84], Corollary 14.1a). For an optimization program of a linear objective with rational coefficients over a rational polyhedron $P$ in $\mathbb{R}^{q}$ for which we are given a separation oracle, the Ellipsoid algorithm solves it exactly in time polynomial in the following parameters: the number of variables $q$, the largest bit complexity $\phi$ of any linear inequality defining $P$, the bit complexity $c$ of the objective function, and the runtime of a separation oracle.

Linear Program 6.5.1 has finitely many constraints so its feasible region is a polyhedron. However, exponential terms in the coefficients of the constraints associated with the adversarial best-responses (which are due to our definition of the soft-max surrogate loss) prevent it from being rational. To fix this, we only keep $O\left(\log \frac{1}{\epsilon}\right)$ bits of precision after the integer part of every coefficient of LP 6.5.1, resulting in a new LP whose coefficients are all rational and within $\pm \frac{\epsilon}{2}$ from their original values in LP 6.5.1. The new LP indeed has a rational polyhedron as its feasible region. We now pause to see that solving the rational LP achieves value within $\epsilon$ of the desired optimum of LP 6.5.1. This is shown more generally in the following technical lemma, which we will reuse in Section 6.6.3; its proof is deferred to the Appendix.

Lemma 42. Consider a linear program of the following form, with variables $x \in \mathbb{R}^{m}, \gamma \in \mathbb{R}$ for some $m$ :

$$
\text { Minimize } \gamma, \quad \text { subject to: } \quad A x \leq \gamma \mathbf{1}^{m}, x \cdot \mathbf{1}^{m}=1, x \geq 0
$$

Here, $\mathbf{1}^{m} \in \mathbb{R}^{m}$ is the all-ones vector, and $A=\left(a_{j i}\right)$ is a finite matrix with real entries.

Take any $\epsilon>0$. Modify the above linear program by replacing matrix $A$ with matrix $\tilde{A}=$ ( $\tilde{a}_{j i}$ ), where each $\tilde{a}_{j i}$ is a rational number within $\pm \frac{\epsilon}{2}$ from $a_{j i}$, obtained by truncating $a_{j i}$ to $O\left(\log \frac{1}{\epsilon}\right)$ bits of precision. Then, any optimal solution $\left(x^{*, r}, \gamma^{*, r}\right)$ of the resulting rational linear program is an $\epsilon$-approximately optimal feasible solution of the original linear program.

Linear Program 6.5.1 is of the type given in Lemma 42, so we have that solving the rational LP gives the desired $\epsilon$-approximation to the optimum of Linear Program 6.5.1. Now we verify that all linear constraints of the rational version of LP 6.5.1 have polynomial bit complexity. Recall that the left side of any constraint bounding the objective function can be written as:

$$
\begin{aligned}
u\left(Q^{L}, \psi\right) & =\underbrace{\sum_{\left(\bar{\mu}, \bar{m}^{k}\right)} Q^{L}\left(\bar{\mu}, \bar{m}^{k}\right)\left(-\bar{\mu} C_{t-1}^{\bar{\mu}, \bar{m}^{k}}+\hat{\mu}_{\bar{\mu}}^{k} D_{t-1}^{\bar{\mu}, \bar{m}^{k}}-\bar{m}^{k} D_{t-1}^{\bar{\mu}, \bar{m}^{k}}\right)}_{(*)} \\
& +\underbrace{\sum_{\ell=1}^{k} \psi_{\ell} \sum_{\substack{i \in[n], j \in\left[n^{\prime}\right]}} F_{\ell}^{i, j}\left(\sum_{\left(\bar{\mu}, \bar{m}^{k}\right) \in B(i, j)} Q^{L}\left(\bar{\mu}, \bar{m}^{k}\right)\right)}_{(* *)} .
\end{aligned}
$$

There are $4 n n^{\prime}+1$ variables. We can bound the coefficient in which any $Q^{L}\left(\bar{\mu}, \bar{m}^{k}\right)$ appears in $\left(^{*}\right)$ by:

$$
\begin{aligned}
& \max _{\bar{\mu}, \bar{m}^{k}} \sum_{G} \exp \left(\eta V_{t-1}^{G, i, j}\right)-\exp \left(-\eta V_{t-1}^{G, i, j}\right)+2\left(\exp \left(\eta M_{t-1}^{G, i, j}\right)-\exp \left(-\eta M_{t-1}^{G, i, j}\right)\right) \\
& \leq|\mathcal{G}|(6 \exp (\eta 2 T)) \\
& \leq 6|\mathcal{G}| \exp (2 T) .
\end{aligned}
$$

The coefficient of any variable $Q^{L}\left(\bar{\mu}, \bar{m}^{k}\right)$ in $\left(^{* *}\right)$ is at most:

$$
\sum_{\ell=1}^{k} \psi_{\ell} \sum_{\substack{i \in[n], j \in\left[n^{\prime}\right]}} F_{\ell}^{i, j} \leq k \cdot\left(n n^{\prime}\right) \cdot \max _{i, j}\left\{2^{k}\left(\sum_{G} 2 \exp \left(\eta M_{T}^{G, i, j}\right)\right)\right\} \leq 2^{k+1} k|\mathcal{G}| n n^{\prime} \cdot \exp (2 T)
$$

Recalling that we are also keeping $O\left(\log \frac{1}{\epsilon}\right)$ bits of precision for each coefficient, it follows that the maximum bit complexity of any constraint is bounded by

$$
O\left(2 \cdot 4 n n^{\prime} \cdot\left(\log \left(2^{k+1} k|\mathcal{G}| n n^{\prime} \cdot \exp (2 T)\right)+\log \frac{1}{\epsilon}\right)\right)=\operatorname{poly}\left(n, n^{\prime},|\mathcal{G}|, T, k, \log \frac{1}{\epsilon}\right) .
$$

Of course, the objective value, which is simply $\gamma$, also has polynomial bit complexity.

Next, we describe an efficient separation oracle for the LP. Consider a candidate solution $\left(Q^{L}, \gamma\right)$. The constraint requiring that $Q^{L}$ be a probability distribution can be checked explicitly. Thus, it remains to either find a violated constraint corresponding to some pure strategy $\psi \in\{0,1\}^{k}$ of the adversary, or to assert that none exists. But this reduces to the problem of finding the most violated such constraint, which corresponds to the adversary's pure best response problem. Note that only the $\left({ }^{* *}\right)$ term of the objective function (see the formula above) depends on the adversary's action. Thus, the best response problem of the adversary corresponds to finding

$$
\psi^{*}=\arg \max _{\psi \in\{0,1\}^{k}} \sum_{\ell=1}^{k} \psi_{\ell} \sum_{i \in[n], j \in\left[n^{\prime}\right]} F_{\ell}^{i, j} \sum_{\left(\bar{\mu}, \bar{m}^{k}\right) \in B(i, j)} Q^{L}\left(\bar{\mu}, \bar{m}^{k}\right) .
$$

The best response for the adversary given a fixed distribution $Q^{L}$ can be computed by setting each coordinate $\ell \in[k]$ independently to be either 0 or 1 : namely, $\psi_{\ell}=1$ if $\sum_{\substack{i \in[n] \\ j \in\left[n^{\prime}\right]}} F_{\ell}^{i, j}\left(\sum_{\left(\bar{\mu}, \bar{m}^{k}\right) \in B(i, j)} Q^{L}\left(\bar{\mu}, \bar{m}^{k}\right)\right) \geq 0$ and $\psi_{\ell}=0$ otherwise. This takes $O(k)$ iterations, at each of which the expression whose sign determines $\psi_{\ell}$ is computed in polynomial time. Once the adversary's best response has been computed, the oracle simply outputs the corresponding constraint if it is violated, and otherwise it asserts that the proposed solutions is feasible. Thus, we have a polynomial-time separation oracle for Linear Program 6.5.1.

This completes the proof that Linear Program 6.5.1 can be solved, at each round, to precision $\epsilon>0$ in time polynomial in $n, n^{\prime}, \log |\mathcal{G}|, T, k, \log \frac{1}{\epsilon}$. The runtime of Algorithm 19 is therefore also $\operatorname{poly}\left(n, n^{\prime},|\mathcal{G}|, T, k, \log \frac{1}{\epsilon}\right)$, where the dependence on $|\mathcal{G}|$ is $O(|\mathcal{G}|)$ - since at
the beginning of each round $t$, we precompute the coefficients of the linear program in time linear in $|\mathcal{G}|$, and the Ellipsoid runs in time polynomial in $\log |\mathcal{G}|$.

Finally, we need to demonstrate that the claimed multivalidity guarantees (which are a function of the chosen $\epsilon>0$ ) indeed hold. If we were exactly solving the linear program, this would be immediate from Lemma 41 and the fact that Linear Program 6.5.1 is directly solving for:

$$
\underset{Q^{L} \in \hat{\mathcal{Q}}_{r, n, n^{\prime}}^{L}}{\operatorname{argmin}} \max _{\psi \in\{0,1\}^{k}} u\left(Q^{L}, \psi\right) .
$$

We only need to verify that our approximate guarantees follow from approximately solving the linear program.

Lemma 43. Algorithm 19 achieves the multivalidity guarantees specified in Theorem 36.

The proof of this lemma involves repeating several calculations from Section 6.5 .2 with an $\epsilon$ error term, and so is deferred to the Appendix.

### 6.6. Online Multivalid Marginal Coverage

### 6.6.1. An Outline of Our Approach

In this section, we derive an online algorithm for supplying prediction intervals with a coverage target $1-\delta$ that are multivalid with respect to some collection of groups $\mathcal{G}$. When $\mathcal{G}=\{\mathcal{X}\}$, this corresponds to giving simple marginal prediction intervals - a similar problem as solved by conformal prediction ${ }^{24}$, but without requiring distributional assumptions. For richer classes $\mathcal{G}$, we obtain correspondingly stronger guarantees. We follow the same basic strategy that we developed in Section 6.4 for making multicalibrated mean predictions, with a couple of important deviations.

1. First, we observe that even in the distributional setting, it is not always possible to

[^21]provide prediction intervals that have coverage probability exactly $1-\delta$. Consider, for example, the case in which the label distribution is a point mass. Then, any prediction interval will have coverage probability either 0 or 1 - in both cases, bounded away from the target $1-\delta$. More generally, if we are giving prediction intervals with endpoints in some discrete set $\{0,1 / r n, \ldots, 1\}$, in order for there to exist prediction intervals with approximately the desired coverage probability in the distributional setting, the distribution must not be overly concentrated on any sub-interval of width $1 / r n$. We define a sufficient smoothness condition (Definition 36) for appropriately tight prediction intervals to be guaranteed to exist in the distributional setting - a condition that becomes increasingly mild as we take our discretization parameter $r$ to be larger. We then derive - existentially, using the minimax theorem - the existence of an online algorithm that gives prediction intervals that are multivalid at the desired coverage probability when played against an adversary who is constrained at every round to play smooth label distributions. We observe (Remark 14) that our smoothness condition is very mild, in the sense that we can enforce it ourselves by adding noise $U[-\epsilon, \epsilon]$ to the adversary's labels, rather than making assumptions about the adversary. When we do this, the intervals we obtain continue to have valid coverage if we widen both endpoints by $\epsilon$.
2. To instantiate our algorithm, we again need to compute equilibrium strategies for an appropriately defined game for our learner to sample from. Unlike in the cases of mean and moment multicalibration, however, the equilibrium strategies in this case do not appear to have any nice structure. We can still derive an efficient algorithm, however, by solving a linear program at each round to compute an equilibrium of the corresponding game. Because we assume that our adversary plays label distributions that are appropriately smooth, the adversary has exponentially many pure strategies in this game, and so we cannot efficiently enumerate all of the constraints in our equilibrium computation program. Instead, we show that a simple greedy algorithm is able to implement a separation oracle, which allows us to solve the linear program
efficiently using the Ellipsoid algorithm.

### 6.6.2. An Existential Derivation of the Algorithm and Multicoverage Bounds

Our goal in this section is to derive an algorithm which at each round, makes predictions $\left(\bar{\ell}_{t}, \bar{u}_{t}\right) \in \mathcal{P}_{\text {interval }}$ that are multivalid with respect to some target coverage probability $1-\delta$.

Towards this end, we define the coverage error of a group $G$ and interval $(\ell, u)$ :

Definition 35. Given a transcript $\pi_{s}=\left(x_{t},\left(\bar{\ell}_{t}, \bar{u}_{t}\right), y_{t}\right)_{t=1}^{s}$, we define the coverage error for a group $G \in \mathcal{G}$ and bucket $(i, j) \in[n] \times[n]$ at time $s$ to be:

$$
V_{s}^{G,(i, j)}=\sum_{t=1}^{s} \mathbb{1}\left[x_{t} \in G,\left(\bar{\ell}_{t}, \bar{u}_{t}\right) \in B_{n}(i, j)\right] \cdot v_{\delta}\left(\left(\bar{\ell}_{t}, \bar{u}_{t}\right), y_{t}\right),
$$ where $v_{\delta}((\ell, u), y)=\operatorname{Cover}((\ell, u), y)-(1-\delta)$.

Just as before, our coverage error serves as a bound on our multicoverage error.

Observation 6. Fix a transcript $\pi_{T}$. If for all $G \in \mathcal{G}$, and buckets $(i, j) \in[n] \times[n]$, we have that:

$$
\left|V_{T}^{G,(i, j)}\right| \leq \alpha T
$$

then the corresponding sequence of prediction intervals are ( $\alpha, n$ )-multivalid with respect to $\mathcal{G}$.

We now pause to observe that even in the easier distributional setting where data are drawn from a fixed distribution: $(x, y) \sim \mathcal{D}$ - there may not be any interval $(\ell, u) \in \mathcal{P}_{\text {interval }}$ that satisfies the desired target coverage value, i.e. that guarantees that $\mid \mathbb{E}_{(x, y) \sim \mathcal{D}}\left[v_{\delta}((\ell, u), y] \mid\right.$ is small. Consider for example a label distribution that places all its mass on a single value $y=i \in[0,1]$. Then any interval $(\ell, u)$ covers the label with probability 1 or probability 0, which for $\delta \notin\{0,1\}$ is bounded away from our target coverage probability. Of course, if achieving the target coverage is impossible in the easier distributional setting, then it is also impossible in the more challenging online adversarial setting. With this in mind, we define
a class of smooth distributions for which achieving (approximately) the target coverage is always possible for some interval $(\ell, u)$ defined over an appropriately finely discretized range:

$$
\mathcal{P}_{\text {interval }}^{r n}=\left\{(i, j) \in \mathcal{P}_{\text {interval }}: i, j \in \mathcal{P}^{r n}\right\},
$$

where as before, $\mathcal{P}^{r n}$ is the uniform grid on $[0,1],\left\{0, \frac{1}{r n}, \ldots, 1\right\}$. We show that we can similarly achieve (approximately) our target coverage goals in the online adversarial setting when the adversary is constrained to playing smooth distributions.

Definition 36. A label distribution $Q \in \Delta \mathcal{Y}$ is ( $\rho, r n$ )-smooth if for any $0 \leq a \leq b \leq 1$ such that $|a-b| \leq \frac{1}{r n}$,

$$
\operatorname{Pr}_{y \sim Q}[y \in[a, b]] \leq \rho .
$$

We say that a joint distribution $\mathcal{D} \in \Delta(\mathcal{X} \times \mathcal{Y})$ is ( $\rho, r n$ )-smooth if for every $x \in \mathcal{X}$, the marginal label distribution conditional on $x,\left.\mathcal{D}\right|_{x}$, is $(\rho, r n)$-smooth.

Observation 7. For any $\delta \in[0,1]$ and any fixed ( $\rho, r n$ )-smooth label distribution $Q$, there always exists some interval $(\bar{\ell}, \bar{u}) \in \mathcal{P}_{\text {interval }}^{r n}$ such that $\left|\operatorname{Pr}_{y \sim Q}[\operatorname{Cover}((\ell, u), y)]-(1-\delta)\right| \leq \rho$.

Remark 13. The assumption of ( $\rho, r n$ )-smoothness becomes more mild for any $\rho$ as $r \rightarrow \infty$. Just as for mean and moment multicalibration, in which our error bounds inevitably depend on the level of discretization $r$ that we choose, here our error bounds will depend on the smoothness level $\rho$ of the adversary's distributions at the discretization level $r$ that we choose. Finally, observe that smoothness is an extremely mild condition in that we can enforce it ourselves if we so choose, rather than assuming that the adversary is constrained. We elaborate on this in Remark 14.

Definition 37. We write $\mathcal{Q}_{\rho, r n}$ for the set of all ( $\rho, r n$ ) smooth distributions over $[0,1]$. We write $\hat{\mathcal{Q}}_{\rho, r n}$ for the set of all ( $\rho$, rn)-smooth distributions whose support belongs to the grid $\mathcal{P}^{r n}=\left\{0, \frac{1}{r n}, \ldots, 1\right\}$ :

$$
\hat{\mathcal{Q}}_{\rho, r n} \equiv \Delta \mathcal{P}^{r n} \cap \mathcal{Q}_{\rho, r n} .
$$

We will show (in Lemma 46) that when the learner is restricted to selecting intervals from $\mathcal{P}_{\text {interval }}^{r n}$, without loss of generality, rather than considering adversaries that play arbitrary distributions over $\mathcal{Q}_{\rho, r n}$, it suffices to consider adversaries that play discrete distributions from $\hat{\mathcal{Q}}_{\rho, r n}$, which will be more convenient for us.

To bound the maximum absolute value of our coverage errors across all groups and interval predictions, we again introduce the same style of surrogate loss function:

Definition 38 (Surrogate loss). Fixing a transcript $\pi_{s} \in \Pi^{*}$ and a parameter $\eta \in(0,1 / 2)$, define a surrogate coverage loss function at day $s$ as:

$$
L_{s}\left(\pi_{s}\right)=\sum_{\substack{G \in \mathcal{G} \\(i, j) \in[n] \times[n]}}\left(\exp \left(\eta V_{s}^{G,(i, j)}\right)+\exp \left(-\eta V_{s}^{G,(i, j)}\right)\right),
$$

where $V_{s}^{G,(i, j)}$ are implicitly functions of $\pi_{s}$. When the transcript is clear from context we will sometimes simply write $L_{s}$.

Once again, $0<\eta<\frac{1}{2}$ is a parameter that we will set later.

As before, we proceed by bounding the conditional change in the surrogate loss function:

Definition 39 (Conditional Change in Surrogate Loss). Fixing $\pi_{s} \in \Pi^{*}, x_{s+1} \in \mathcal{X}$ and an interval $(\ell, u) \in \mathcal{P}_{\text {interval }}^{r n}$, define the conditional change in surrogate loss to be:

$$
\Delta_{s+1}\left(\pi_{s}, x_{s+1},\left(\bar{\ell}_{t+1}, \bar{u}_{t+1}\right)\right)=\underset{\tilde{y}_{s+1}}{\mathbb{E}}\left[\tilde{L}_{s+1}-L_{s} \mid x_{s+1},\left(\bar{\ell}_{s+1}, \bar{u}_{s+1}\right), \pi_{s}\right] .
$$

Lemma 44. For every transcript $\pi_{s} \in \Pi^{*}$, every $x_{s+1} \in \mathcal{X}$, and every $\left(\bar{\ell}_{s+1}, \bar{u}_{s+1}\right) \in B_{n}(i, j)$ we have that:

$$
\Delta_{s+1}\left(\pi_{s}, x_{s+1},\left(\bar{\ell}_{s+1}, \bar{u}_{s+1}\right)\right) \leq\left(\eta\left(\underset{\tilde{y}_{s+1}}{\mathbb{E}}\left[v_{\delta}\left(\left(\bar{\ell}_{s+1}, \bar{u}_{s+1}\right), \tilde{y}_{s+1}\right)\right]\right)\right) C_{s}^{i, j}\left(x_{s+1}\right)+2 \eta^{2} L_{s}
$$

where for each $i \leq j \in[n]$, we have defined

$$
C_{s}^{i, j}\left(x_{s+1}\right) \equiv \sum_{\mathcal{G}\left(x_{s+1}\right)} \exp \left(\eta V_{s}^{G,(i, j)}\right)-\exp \left(-\eta V_{s}^{G,(i, j)}\right)
$$

When $x_{s+1}$ is clear from context, for notational economy, we will elide it and simply write $C_{s}^{i, j}$.

As in Section 6.5, we defer proofs that mirror previous arguments to the Appendix.

Next, we abuse notation and write $V_{s}^{G,(\ell, u)}$ to denote $V_{s}^{G,(i, j)}$ for $i, j \in[n] \times[n]$ such that $(\ell, u) \in B_{n}(i, j)$. Given $(\ell, u) \in \mathcal{P}_{\text {interval }} \operatorname{such}$ that $(\ell, u) \in B_{n}(i, j)$, we let $C_{s}^{\ell, u} \equiv C_{s}^{i, j}$, with the latter defined in the statement of Lemma 44 . That is, fixing $\pi_{s}$ and $x_{s+1}$, for any $(\ell, u) \in \mathcal{P}_{\text {interval }}$ such that $(\ell, u) \in B_{n}(i, j)$,

$$
\begin{equation*}
C_{s}^{\ell, u}\left(x_{s+1}\right) \equiv C_{s}^{i, j}\left(x_{s+1}\right)=\sum_{\mathcal{G}\left(x_{s+1}\right)} \exp \left(\eta V_{s}^{G,(i, j)}\right)-\exp \left(-\eta V_{s}^{G,(i, j)}\right) \tag{6.11}
\end{equation*}
$$

where in turn the $V$ 's are as defined in Definition 35.

Lemma 45 (Value of the Game). For any $x_{s+1} \in \mathcal{X}$, any adversary restricted to playing ( $\rho, r n$ )-smooth distributions, and any transcript $\pi_{s} \in \Pi^{*}$, there exists a distribution over predictions for the learner $Q_{s+1}^{L} \in \Delta \mathcal{P}_{\text {interval }}^{r n}$ which guarantees that:

$$
\underset{(\bar{\ell}, \bar{u}) \sim Q_{s+1}^{L}}{\mathbb{E}}\left[\Delta_{s+1}\left(\pi_{s}, x_{s+1},\left(\bar{\ell}_{s+1}, \bar{u}_{s+1}\right)\right)\right] \leq L_{s}\left(\eta \rho+2 \eta^{2}\right)
$$

Proof. We again proceed by defining a zero-sum game with objective function equal to the upper bound on $\Delta_{s+1}\left(\pi_{s}, x_{s+1},\left(\bar{\ell}_{s+1}, \bar{u}_{s+1}\right)\right)$ that we proved in Lemma 44:

$$
u((\ell, u), y)=\eta \cdot v_{\delta}((\ell, u), y) \cdot C_{s}^{\ell, u}+2 \eta^{2} L_{s}
$$

Here, the strategy space for the learner (the minimization player) is the set of all distributions over $\mathcal{P}_{\text {interval }}^{r n}: \mathcal{Q}^{L}=\Delta \mathcal{P}_{\text {interval }}^{r n}$. A priori, the strategy space for the adversary is $\mathcal{Q}_{\rho, r n}$
the set of all $(\rho, r n)$-smooth distributions, but we show that it suffices to take $\mathcal{Q}^{A}=\hat{\mathcal{Q}}_{\rho, r n}$, the set of all discrete $(\rho, r n)$-smooth distributions (i.e. restricting the adversary in this way does not change the value of the game).

Lemma 46. For any strategy $Q^{L} \in \Delta \mathcal{P}_{\text {interval }}^{r n}$ for the learner, the adversary has a best response amongst the set of all ( $\rho, r n$ )-smooth distributions with support only over the discretization $\{0,1 / r n, \ldots, 1\}$. In other words, for any $Q^{L} \in \Delta \mathcal{P}_{\text {interval }}^{r n}$, there exists a $\hat{Q}^{A} \in \hat{\mathcal{Q}}_{\rho, r n}$ such that:

$$
\hat{Q}^{A} \in \underset{Q^{A} \in \mathcal{Q}_{\rho, r n}}{\operatorname{argmax}} \underset{\substack{(\ell, u) \sim Q^{L}, y \sim Q^{A}}}{\mathbb{E}}[u((\ell, u), y)] .
$$

Proof. Fix any $Q^{A^{\prime}} \in \operatorname{argmax}_{Q^{A} \in \mathcal{Q}_{\rho, r n}} \mathbb{E}_{(\ell, u) \sim Q^{L}, y \sim Q^{A}}[u((\ell, u), y)]$ - i.e. an arbitrary $(\rho, r n)-$ smooth best response for the maximization player. We will construct a discrete ( $\rho, r n$ )smooth $\hat{Q}^{A} \in \hat{\mathcal{Q}}_{\rho, r n}$ that obtains the same objective value, as follows. For each $\frac{i}{r n} \in$ $\{0,1 / r n, \ldots, 1\}$, let:

$$
\operatorname{Pr}_{y \sim Q^{A}}\left[y=\frac{i}{r n}\right]=\operatorname{Pr}_{y \sim Q^{A^{\prime}}}\left[y \in\left[\frac{i}{r n}, \frac{i+1}{r n}\right)\right] .
$$

Observe first by construction that $Q^{A}$ is a discrete probability distribution (because $Q^{A^{\prime}}$ is a probability distribution over $[0,1]$, and the set of intervals $\left[\frac{i}{r n}, \frac{i+1}{r n}\right.$ ) partition the unit interval), and that $Q^{A}$ is $(\rho, r n)$-smooth because $Q^{A^{\prime}}$ is $(\rho, r n)$-smooth - we have $\operatorname{Pr}_{y \sim Q^{A}}\left[y=\frac{i}{r n}\right] \leq \rho$ for all $i$. Finally observe that (by definition) for any $(\ell, u) \in \mathcal{P}_{\text {interval }}^{r n}$, $\ell, u \in\{0,1 / r n, \ldots, 1\}$.

Therefore, we have that for any $(\ell, u) \in \mathcal{P}_{\text {interval }}^{r n}$, any $i \in\{0,1, \ldots, n\}$, and any $y, y^{\prime} \in$ $\left[\frac{i}{r n}, \frac{i+1}{r n}\right), u((\ell, u), y)=u\left((\ell, u), y^{\prime}\right)$. To see this, note that $y \geq \ell$ if and only if $y^{\prime} \geq \ell$, and $y<u$ if and only if $y^{\prime}<u$. Since $v_{\delta}((\ell, u), y)$ is a function only of the indicators of the event that $\ell \leq y<u$, this proves the claim.

Recall (from Observation 7) that for any $(\rho, r n)$-smooth label distribution $Q^{A}$, there exists
an interval $(\ell, u) \in \mathcal{P}_{\text {interval }}^{r n}$ such that $\left|\operatorname{Pr}_{y \sim Q^{A}}[y \in[\ell, u)]-(1-\delta)\right| \leq \rho$, meaning there exists $(\bar{\ell}, \bar{u})$ such that $\mathbb{E}_{\tilde{y}_{s+1}}\left[v_{\delta}\left((\bar{\ell}, \bar{u}), \tilde{y}_{s+1}\right)\right] \leq \rho$. We can thus bound the value of the game we have defined as follows:

$$
\begin{aligned}
& \max _{Q^{A} \in \hat{\mathcal{Q}}_{\rho, r n}} \min _{(\ell, u) \in \mathcal{P}_{\text {interval }}^{n}} \underset{y \sim Q^{A}}{\mathbb{E}}[u(\ell, u), y] \\
\leq & \sum_{\mathcal{G}\left(x_{s+1}\right)} \exp \left(\eta V_{s}^{G,(\ell, u)}\right)(\eta \rho)+\exp \left(-\eta V_{s}^{G,(\ell, u)}\right)(\eta \rho)+2 \eta^{2} L_{s}, \\
\leq & L_{s}\left(\eta \rho+2 \eta^{2}\right) .
\end{aligned}
$$

It is easy to verify that $\Delta \mathcal{P}_{\text {interval }}^{r n}$ and $\hat{\mathcal{Q}}_{\rho, r n}$ are both compact sets (closed and bounded in a finite dimensional Euclidean space) and convex. The lemma then follows by applying the minimax theorem (Theorem 29).

Corollary 9. For every $s \in[T], \pi_{s} \in \Pi^{*}$, and $x_{s+1} \in \mathcal{X}$ (which fixes $L_{s}$ and $Q_{s+1}^{L}$ ), and any distribution over $\mathcal{Y}$ :

$$
\underset{(\ell, u) \sim Q_{s+1}^{L}}{\mathbb{E}}\left[\tilde{L}_{s+1} \mid \pi_{s}\right] \leq L_{s}+\underset{(\bar{\ell}, \bar{u}) \sim Q_{s+1}^{L}}{\mathbb{E}}\left[\Delta_{s+1}\left(\pi_{s}, x_{s+1},\left(\bar{\ell}_{s+1}, \bar{u}_{s+1}\right)\right)\right]<L_{s}\left(1+\eta \rho+2 \eta^{2}\right) .
$$

As with mean multicalibration, Lemma 45 defines (existentially) an algorithm that the learner can use to make predictions - Algorithm 20. We will now show that Algorithm 20 (if we could compute the distributions $Q_{t}^{L}$ ) results in multivalid prediction intervals.

```
Algorithm 20: A Generic Multivalid Predictor
    for \(t=1, \ldots, T\) do
        Observe \(x_{t}\). Given \(\pi_{t-1}\) and \(x_{t}\), let \(Q_{t}^{L} \in \Delta \mathcal{P}_{\text {interval }}^{r n}\) be the distribution over
        prediction intervals whose existence is established in Lemma 45.
        Sample \((\bar{\ell}, \bar{u}) \sim Q_{t}^{L}\) and predict \(\left(\bar{\ell}_{t}, \bar{u}_{t}\right)=(\bar{\ell}, \bar{u})\)
    end
```

Lemma 47. Against any adversary who is constrained to playing ( $\rho, r n$ )-smooth distribu-
tions, Algorithm 20 results in surrogate loss satisfying:

$$
\underset{{\underset{\pi}{T}}^{\mathbb{E}}}{\mathbb{L}}\left[\tilde{L}_{T}\right] \leq 2|\mathcal{G}| n^{2} \exp \left(T \eta \rho+2 T \eta^{2}\right) .
$$

Proof. Using Corollary 9, the first part of Theorem 30 applies in this case to the process $L$ with $L_{0}=2|G| n^{2}$ and $c=\rho$. The bound follows by plugging these values into (6.3).

Finally, we can calculate a bound on our expected multivalidity error. The proof (which mirrors similar claims in previous sections) is in the Appendix.

Theorem 38. When Algorithm 20 is run using $n$ buckets, discretization parameter $r$ and $\eta=\sqrt{\frac{\ln \left(2|\mathcal{G}| n^{2}\right)}{2 T}} \in(0,1 / 2)$, then against any adversary constrained to playing ( $\rho, r n$ )-smooth distributions, its sequence of interval predictions is $\alpha$-multivalid with respect to $\mathcal{G}$ in expectation over the randomness of the transcript $\pi_{T}$, where:

$$
\mathbb{E}[\alpha] \leq \rho+2 \sqrt{\frac{2 \ln \left(2|\mathcal{G}| n^{2}\right)}{T}} .
$$

We can also use the second part of Theorem 30 to prove a high probability bound on the multicalibration error of Algorithm 20. The proof is in the Appendix.

Theorem 39. When Algorithm 20 is run using $n$ buckets, discretization parameter $r$ and $\eta=\sqrt{\frac{\ln \left(2|\mathcal{G}| n^{2}\right)}{2 T}} \in(0,1 / 2)$, then against any adversary who is constrained to playing ( $\rho, r n$ )smooth distributions, its sequence of interval predictions is $\alpha$-multivalid with respect to $\mathcal{G}$ with probability $1-\lambda$ over the randomness of the transcript $\pi_{T}$ :

$$
\alpha \leq \rho+4 \sqrt{\frac{2}{T} \ln \left(\frac{2|\mathcal{G}| n^{2}}{\lambda}\right)} .
$$

Remark 14. The hypothesis of our theorems has an assumption: that the adversary is restricted to playing ( $\rho, r n$ )-smooth distributions. This may be reasonable if we are not in
a truly adversarial setting, and are simply concerned with unknown distribution shift. But what if we are truly in an adversarial environment? It turns out that in order to have a useful algorithm, we need not make any assumptions on the adversary at all. Observe that if we randomly perturb observed labels with uniform noise: $\hat{y}_{t}=y_{t}+U(-\epsilon, \epsilon)$, then the distribution on our perturbed points will be $\left(\frac{1}{2 r n \epsilon}, r n\right)$-smooth by construction. Now recall that $r$ is a parameter that we can select. By taking $r=\frac{1}{2 \rho n \epsilon}$, we obtain that the distribution on the perturbed points is ( $\rho, r n$ )-smooth, for a value of $\rho$ that we can take as small as we like. Taking $\rho=1 / \sqrt{T}\left(r=\frac{\sqrt{T}}{2 n \epsilon}\right)$ makes the contribution of $\rho$ to the multivalidity error $a$ low order term. If we feed these perturbed labels to our algorithm, we will obtain prediction intervals that are multivalid for the perturbed labels. But observe that if we simply widen each of our prediction intervals by $\epsilon$ at each end, so that we predict the interval $\left[\bar{\ell}_{t}-\epsilon, \bar{u}_{t}+\epsilon\right)$, then our intervals continue to have coverage probability at least $1-\delta$ for the original, unperturbed labels. We can similarly take $\epsilon$ as small as we like. Our algorithm in Section 6.6.3 will have running time depending polynomially on $r$, so with this construction obtains a polynomial dependence on $1 / \epsilon$.

### 6.6.3. Deriving an Efficient Algorithm via Equilibrium Computation

In this section, we show how to implement Algorithm 20 to efficiently sample from the distributions $Q_{t}^{L}$ whose existence we established in Lemma 45 . We do this by efficiently computing an equilibrium strategy $Q_{t}^{L}$ using the Ellipsoid algorithm by solving the linear program in Figure 6.6.1. This linear program has $(r n)^{2}+1$ variables and (a priori) an infinite number of constraints. However, as we will show:

1. The number of constraints can in fact be taken to be finite (albeit exponentially large), and
2. We have an efficient separation oracle to identify violated constraints.

Together, this allows us to apply the Ellipsoid algorithm.

$$
\begin{aligned}
& \min _{Q^{L} \in \mathcal{P}_{\text {interval }}^{r n}} \gamma \text { s.t. } \\
& \forall Q^{A} \in \hat{\mathcal{Q}}_{\rho, r n}: \sum_{y \in \mathcal{P}^{r n}} Q^{A}(y)\left(\sum_{(\ell, u) \in \mathcal{P}_{\text {interval }}^{r n}} Q^{L}((\ell, u))\left(v_{\delta}((l, u), y) C_{t-1}^{\ell, u}\left(x_{t}\right)\right)\right) \leq \gamma, \\
& \\
& \sum_{(\ell, u) \in \mathcal{P}_{\text {interval }}^{r n}} Q^{L}((\ell, u))=1, \\
& \forall(\ell, u) \in \mathcal{P}_{\text {interval }}^{r n}: Q^{L}((\ell, u)) \geq 0 .
\end{aligned}
$$

Figure 6.6.1: A Linear Program for Computing a Minimax Equilibrium Strategy for the Learner at Round $t$.

```
Algorithm 21: Von Neumann's Multivalid Predictor
    Input: }\epsilon>0\mathrm{ .
```

    for \(t=1, \ldots, T\) do
        Observe \(x_{t}\) and compute \(C_{t-1}^{\ell, u}\left(x_{t}\right)\) for each \((\ell, u) \in \mathcal{P}_{\text {interval }}^{r n}\) as in (6.11).
        Solve the Linear Program from Figure 6.6.1 using the Ellipsoid algorithm, with
            Algorithm 22 as a separation oracle, to obtain an \(\epsilon\)-approximate solution
            \(Q_{t}^{L} \in \Delta \mathcal{P}_{\text {interval }}^{r n}\).
        Predict \(\left(\bar{\ell}_{t}, \bar{u}_{t}\right)=(\ell, u)\) with probability \(Q_{t}^{L}((\ell, u))\).
    end
    Theorem 40. Algorithm 21 implements Algorithm 20. In particular, it obtains multivalidity guarantees arbitrarily close to those of Theorems 38 and 39. Namely, for any desired $\epsilon>0$, we have the following.

Choosing $\eta=\sqrt{\frac{\ln \left(2|\mathcal{G}| n^{2}+\epsilon\right)}{2 T}} \in(0,1 / 2)$, we have against any adversary constrained to playing ( $\rho, r n$ )-smooth distributions that the sequence of prediction intervals produced by Algorithm 21 is $\alpha$-multivalid with respect to $\mathcal{G}$ in expectation over the randomness of the transcript $\pi_{T}$, where:

$$
\mathbb{E}[\alpha] \leq \rho+2 \sqrt{\frac{2 \ln \left(2|\mathcal{G}| n^{2}+\epsilon\right)}{T}}
$$

Moreover, choosing $\eta=\sqrt{\frac{\ln \left(2|\mathcal{G}| n^{2}\right)+\epsilon T}{2 T}} \in(0,1 / 2)$, we have, with probability $1-\lambda$ over the randomness of the transcript $\pi_{T}$,

$$
\alpha \leq \rho+4 \sqrt{\frac{2}{T} \ln \left(\frac{2|\mathcal{G}| n^{2}}{\lambda}\right)+2 \epsilon}
$$

The runtime of Algorithm 21 is linear in $|\mathcal{G}|$, and polynomial in $r, n, T$, and $\log \left(\frac{1}{\epsilon}\right)$.

Remark 15. As with all of our other algorithms, the dependence on $|\mathcal{G}|$ can be replaced at each round with a possibly substantially smaller dependence on the number of groups which contain $x_{t},\left|\mathcal{G}\left(x_{t}\right)\right|$, whenever this set is efficiently enumerable.

Proof. Recall that at each round $t$ we need to find an equilibrium strategy for the learner in the zero-sum game defined by the objective function:

$$
\begin{aligned}
u((\ell, u), y) & =\eta v_{\delta}((\ell, u), y) C_{t-1}^{\ell, u}+2 \eta^{2} L_{t-1} \\
& =\eta(\operatorname{Cover}((\ell, u), y)-(1-\delta)) C_{t-1}^{\ell, u}+2 \eta^{2} L_{t-1} .
\end{aligned}
$$

In this game, the strategy space for the learner is the set of all distributions over discrete intervals: $\mathcal{Q}^{L}=\Delta \mathcal{P}_{\text {interval }}^{r n}$, and (by Lemma 46), the action space for the adversary can be taken to be the set of all discrete smooth distributions: $\mathcal{Q}^{A}=\hat{\mathcal{Q}}_{\rho, \text { rn }}$.

The equilibrium structure of a game is invariant to adding and multiplying the objective function by a constant. Hence we can proceed to solve the game with the objective function:

$$
u((\ell, u), y)=(\operatorname{Cover}((\ell, u), y)-(1-\delta)) C_{t-1}^{\ell, u} .
$$

To compute an equilibrium of the game, we need to solve for a distribution $Q^{L}$ satisfying:

We can write this as a linear program, over the $O\left((r n)^{2}\right)$ variables $Q^{L}((\ell, u))$ : see Figure 6.6.1. A priori, this linear program has infinitely many constraints. ${ }^{25}$ Nevertheless, we show that we can efficiently implement a separation oracle, which given a candidate solution $\left(Q^{L}, \gamma\right)$, can find a violated constraint whenever one exists. This is sufficient to efficiently find, using the Ellipsoid algorithm, a feasible solution of the linear program achieving value within any desired $\epsilon>0$ of the optimum.

```
Algorithm 22: A Separation Oracle for Linear Program 6.6.1
    Input: A proposed solution \(Q^{L}, \gamma\) for Linear Program 6.6.1
    Output: A violated constraint of Linear Program 6.6.1 if one exists, or a
            certification of feasibility.
```

    for \(i=0,1 \ldots, r n\) do
        Compute
    $$
W_{i} \equiv \sum_{(\ell, u) \in \mathcal{P}_{\text {interval }}^{r n}: \operatorname{Cover}\left((\ell, u), \frac{i}{r n}\right)=1} Q^{L}((\ell, u)) C_{t-1}^{\ell, u}
$$

end
Let $\sigma:\{0, \ldots, r n\} \rightarrow\{0, \ldots, r n\}$ be a permutation such that:

$$
W_{\sigma(0)} \geq W_{\sigma(1)} \geq \ldots \geq W_{\sigma(r n)}
$$

for $i=0,1 \ldots, r n$ do
Set $Q^{A}(\sigma(i))=\min \left(\rho, 1-\sum_{j=0}^{i-1} Q^{A}(\sigma(j))\right.$
end
if $\sum_{y \in \mathcal{P}^{r n}} Q^{A}(y)\left(\sum_{(\ell, u) \in \mathcal{P}_{\text {interval }}^{r n}} Q^{L}((\ell, u))\left(v_{\delta}((l, u), y) C_{t-1}^{\ell, u}\right)\right)>\gamma$, or $Q^{L} n o t$ a prob. dist. then
| Return the violated constraint.
Return FEASIBLE
We will identify the output of Algorithm 20 with the distribution $Q^{A}$ associated with the constraint it outputs. Observe that if there is a violation (i.e. the proposed solution $Q^{L}, \gamma$

[^22]is infeasible), and there are ties, i.e. indices $i$ and $j$ such that $W_{i}=W_{j}$, then there are multiple candidate $Q^{A}$,s that could be the output of Algorithm 22. To that end, note that a solution $Q^{A}$ can be output by Algorithm 22 if and only if it is greed-induced:

Definition 40. Let $W_{i}$ be defined as in Algorithm 22 for $i \in\{0, \ldots, r n\}$. We say that a distribution $Q^{L} \in \hat{\mathcal{Q}}_{\rho, \text { rn }}$ is greed-induced if for every pair of indices $i$ and $j$ such that $W_{i}>W_{j}:$

$$
Q^{A}(j)>0 \Longrightarrow Q^{A}(i)=\rho
$$

Lemma 48. Algorithm 22 is a separation oracle for the Linear Program in Figure 6.6.1. It runs in time $O\left((r n)^{3}\right)$.

Proof. Recall that a separation oracle is given a candidate distribution $Q^{L} \in \Delta \mathcal{P}_{\text {interval }}^{r n}$ and a value $\gamma \in \mathbb{R}$, and must determine if there is any $Q^{A} \in \hat{\mathcal{Q}}_{\rho, \text { rn }}$ such that:

$$
\sum_{y \in \mathcal{P}^{r n}} Q^{A}(y)\left(\sum_{(\ell, u) \in \mathcal{P}_{\text {interval }}^{r n}} Q^{L}((\ell, u))\left(v_{\delta}((l, u), y) C_{t-1}^{\ell, u}\right)\right)>\gamma
$$

Suppose the learner is playing a distribution $Q^{L} \in \Delta \mathcal{P}_{\text {interval }}^{r n}$ over intervals. The adversary will seek to maximize the objective function over the set of $(\rho, r n)$-smooth distributions $Q^{A} \in \hat{\mathcal{Q}}_{\rho, r n}$. Recall that $v_{\delta}((\ell, u), y)=\operatorname{Cov}((\ell, u), y)-(1-\delta)$. Therefore, fixing a distribution $Q^{L}$ for the learner, there are terms in the objective function that are independent of the adversary's actions (roughly, those corresponding to the $(1-\delta)$ term), and hence irrelevant to the inner maximization problem (i.e the adversary's best response). We define the following quantity $\tilde{u}$ which eliminates these $y$-independent terms:

$$
\begin{aligned}
\tilde{u}\left(Q^{L}, Q^{A}\right) & =\sum_{i \in\{0, \ldots, r n\}} Q^{A}\left(\frac{i}{r n}\right) \sum_{(\ell, u) \in \mathcal{P}_{\text {interval }}^{r n}: \operatorname{Cover}\left((\ell, u), \frac{i}{r n}\right)=1} Q^{L}((\ell, u)) C_{t-1}^{\ell, u}, \\
& =\sum_{i \in\{0, \ldots, r n\}} Q^{A}\left(\frac{i}{r n}\right) W_{i} .
\end{aligned}
$$

Observe that for any $Q^{L} \in \Delta \mathcal{P}_{\text {interval }}$ :

$$
\underset{Q^{A} \in \hat{\mathcal{Q}}_{\rho, r n}}{\operatorname{argmax}}\left(\underset{\substack{\tilde{\tilde{R}} \sim Q^{A},\left(\tilde{\ell}, \sim Q^{L}\right.}}{\mathbb{E}}[u((\tilde{\ell}, \tilde{u}), \tilde{y})]\right)=\underset{Q^{A} \in \hat{\mathcal{Q}}_{\rho, r n}}{\operatorname{argmax}} \tilde{u}\left(Q^{L}, Q^{A}\right) .
$$

Hence, to derive a separation oracle, it suffices to find an algorithm which maximizes $\tilde{u}$ given a fixed distribution over intervals $Q^{L}$ for the learner. This is how we proceed.

Observe that by the argument above, the adversary's problem is equivalent to solving:

$$
\begin{gathered}
\max _{Q^{A}} \sum_{i \in\{0, \ldots, r n\}} Q^{A}\left(\frac{i}{r n}\right) W_{i}, \\
\sum_{i \in\{0, \ldots, r n\}} Q^{A}\left(\frac{i}{r n}\right)=1, \\
\forall i \in\{0, \ldots, r n\}: Q^{A}\left(\frac{i}{r n}\right) \leq \rho, \\
\forall i \in\{0, \ldots, r n\}: Q^{A}\left(\frac{i}{r n}\right) \geq 0 .
\end{gathered}
$$

By observation, this is a fractional knapsack problem-the value of each item $i \in\{0, \ldots, r n\}$ is $W_{i}$, the quantity of each item $i$ is $\rho$, and the total capacity is 1 . Therefore the optimal solution is greed-induced.

To bound the runtime of Algorithm 22, first observe that checking that $Q^{L}$ is a probability distribution takes time $O\left((r n)^{2} \log r n\right)$. Now, we focus on the remaining constraints. Since the quantities $C_{t-1}^{\ell, u}$ are precomputed at the beginning of round $t$, the separation oracle computes $W_{i}$ for each $i \in\{0, \ldots, r n\}$ in time $O\left((r n)^{2}\right)$, and hence we can compute all $W_{i}$ 's in time $O((r n))^{3}$. All that remains is to sort the indices $W_{i}$ which takes time $O(r n \ln r n)$, which is a low order term. Altogether, this results in a runtime of $O\left((r n)^{3}\right)$ for Algorithm 22.

Now, we verify that Algorithm 21 runs efficiently - to do so, we need to show that the Ellipsoid algorithm can efficiently (approximately) solve Linear Program 6.6.1.

Lemma 49. Each run of the Ellipsoid algorithm within Algorithm 21 solves the LP to a desired accuracy $\epsilon>0$ in runtime $\operatorname{poly}\left(r n, \log |\mathcal{G}|, T, \log \frac{1}{\epsilon}\right)$. Consequently, Algorithm 21 runs in time $\operatorname{poly}\left(r n,|\mathcal{G}|, T, \log \frac{1}{\epsilon}\right)$, where the dependence on $|\mathcal{G}|$ is $O(|\mathcal{G}|)$.

Proof. To ensure the Ellipsoid has polynomial runtime, we need to satisfy the conditions of Theorem 37.

We first check that the feasible set of Linear Program 6.6.1 is a polyhedron, i.e. that it has finitely many faces. By Lemma 48 above, the adversary always has a greed-induced bestresponse $Q^{A}$ constructed by Algorithm 22. Every distribution $Q^{A}$ output by Algorithm 22 corresponds to selecting $\left\lfloor\frac{1}{\rho}\right\rfloor$ "full" buckets that will have probability $\rho$ each and one bucket for the remaining probability mass, so there are at most $r n \cdot\binom{r n}{\left\lfloor\frac{1}{\rho}\right\rfloor}=O\left(r n \cdot 2^{r n}\right)$ such distributions. The feasible set of Linear Program 6.6.1 is thus equivalently given by the corresponding finitely many $\left(O\left(r n \cdot 2^{r n}\right)\right.$ ) constraints.

Thus, the feasible region of LP 6.6 .1 is indeed a polyhedron; however, exponential terms in the coefficients of the constraints associated with the adversarial best-responses (which are due to our definition of the soft-max surrogate loss) prevent it from being rational. To fix this, we only keep $O\left(\log \frac{1}{\epsilon}\right)$ bits of precision after the integer part of every coefficient of the original LP, resulting in a new LP whose coefficients are all rational and within $\pm \frac{\epsilon}{2}$ from their original values in LP 6.6.1. The new LP indeed has a rational polyhedron as its feasible region.

We now observe that Linear Program 6.6.1 has the form given in Lemma 42. This implies that by solving the just described rational LP corresponding to LP 6.6.1 exactly, we will obtain the desired $\epsilon$-approximate solution to Linear Program 6.6.1. With this in mind, it remains to bound the bit complexity of the rational LP.

Consider any constraint of the rational LP. The coefficient of each variable $Q^{L}((\ell, u))$ has
absolute value at most:

$$
\begin{aligned}
& \max _{(\ell, u) \in \mathcal{P}_{\text {interval }}} \sum_{G \in \mathcal{G}} \exp \left(\eta V_{t-1}^{G,(\ell, u)}\right)-\exp \left(-\eta V_{t-1}^{G,(\ell, u)}\right) \\
& \leq|\mathcal{G}| 2 \exp \left(\eta \sum_{G \in \mathcal{G},(\ell, u) \in \mathcal{P}_{\text {interval }}}\left|V_{t-1}^{G,(\ell, u)}\right|\right) \\
& \leq 2|\mathcal{G}| \exp (\eta T) \\
& \leq 2|\mathcal{G}| \exp (T) .
\end{aligned}
$$

Thus, every constraint in the rational LP has bit complexity at most:

$$
O\left((r n)^{2} \cdot\left(\log |\mathcal{G}|+T+\log \frac{1}{\epsilon}\right)\right)
$$

where the $\log \frac{1}{\epsilon}$ term reflects the chosen precision. This is polynomial in $r, n, T, \log |\mathcal{G}|$, and $\log \frac{1}{\epsilon}$. Also, the objective function, which is simply $\gamma$, takes $O\left((r n)^{2}\right)$ bits to write down.

We may now apply Theorem 37 with the parameters

$$
\begin{aligned}
q & =O\left((r n)^{2}\right) \\
\phi & =O\left((r n)^{2}\left(\log |\mathcal{G}|+T+\log \frac{1}{\epsilon}\right)\right), \\
c & =O\left((r n)^{2}\right)
\end{aligned}
$$

The runtime of the separation oracle (which, we note, applies to the rational LP just as it did for the original LP ) is $O\left((r n)^{3}\right)$ by Lemma 48. Hence, the Ellipsoid algorithm will solve Linear Program 6.6.1 with accuracy $\epsilon$ in time $\operatorname{poly}\left(r n, \log |\mathcal{G}|, T, \log \frac{1}{\epsilon}\right)$.

Hence, Algorithm 21 has time complexity $\operatorname{poly}\left(r n,|\mathcal{G}|, T, \log \frac{1}{\epsilon}\right)$ - where the dependence on $|\mathcal{G}|$ is linear, because we precompute the $C_{t-1}^{\ell, u}$ 's once at the beginning of each round $t$, taking time linear in $|\mathcal{G}|$, and the runtime of the Ellipsoid algorithm is polylogarithmic in $|\mathcal{G}|$. (We remark once more that the dependence on $|\mathcal{G}|$ can be reduced to a dependence on $\left|\mathcal{G}\left(x_{t}\right)\right|$ if $\mathcal{G}\left(x_{t}\right)$ is efficiently enumerable, and that this might be much smaller.)

Finally, we need to demonstrate that the claimed multivalidity guarantees (which are a function of the chosen $\epsilon>0$ ) indeed hold.

Lemma 50. Algorithm 21 achieves the multivalidity guarantees stated in Theorem 40.

The proof of this lemma involves repeating several calculations from Section 6.6.2 with an $\epsilon$ error term, and so is deferred to the Appendix.

## Appendix

## 6.A. Unboundedly Many Groups, Bounded Group Membership

In this section, we briefly sketch how we can modify our results so that we can handle the case that there are a "large number" of groups (i.e. $|\mathcal{G}|$ is infinite or larger than $2^{T}$ - a range in which the bounds we prove in the main body are vacuous). In this scenario, we maintain the assumption that any given $x \in \mathcal{X}$ appears in at most $d$ groups, i.e. that $|\mathcal{G}(x)| \leq d$ for all $x \in \mathcal{X}$. As we have already noted, in this scenario, our running time dependence on $|\mathcal{G}|$ can be replaced with $d$ - here we show that we can do the same in our convergence bounds.

The first step is to redefine our surrogate loss function $L$. The way it was previously defined, $L_{0}$ was already a quantity at the scale of $|\mathcal{G}|$, and so it would be hopeless to use it for infinite collections of groups. But a small modification solves this problem:

Definition 41 (Surrogate loss function). Fixing a transcript $\pi_{s} \in \Pi^{*}$ and a parameter $\eta \in\left[0, \frac{1}{2}\right]$, define a surrogate calibration loss function at day $s$ as:

$$
L_{s}\left(\pi_{s}\right)=1+\sum_{\substack{G \in \mathcal{G}, i \in[n]}}\left(\exp \left(\eta V_{s}^{G, i}\right)+\exp \left(-\eta V_{s}^{G, i}\right)-2\right)
$$

When the transcript $\pi_{s}$ is clear from context, we will sometimes simply write $L_{s}$.

Observe that this modified function satisfies $L_{0}=1$, independently of the size of $|\mathcal{G}|$, and still allows us to tightly upper bound our calibration loss:

Observation 8. For any transcript $\pi_{T}$, and any $\eta \in\left[0, \frac{1}{2}\right]$, we have that:

$$
\max _{G \in \mathcal{G}, i \in[n]}\left|V_{T}^{G, i}\right| \leq \frac{1}{\eta} \ln \left(L_{T}+2 d T\right) \leq \max _{G \in \mathcal{G}, i \in[n]}\left|V_{T}^{G, i}\right|+\frac{\ln (d T)}{\eta} .
$$

This observation uses the fact that because (by assumption) $\left|\mathcal{G}\left(x_{t}\right)\right| \leq d$ for all $t$, after $T$ time steps, there are at most $d T$ quantities $V_{T}^{G, i}$ that are non-zero.

We can now provide a modified bound on $\Delta_{s+1}\left(\pi_{s}, x_{s+1}, \bar{\mu}_{s+1}\right)$ :

Lemma 51. For any transcript $\pi_{s} \in \Pi^{*}$, any $x_{s+1} \in \mathcal{X}$, and any $\bar{\mu}_{s+1} \in \mathcal{P}_{\text {mean }}$ such that $\bar{\mu}_{s+1} \in B(i)$ for some $i \in[n]:$

$$
\Delta_{s+1}\left(\pi_{s}, x_{s+1}, \bar{\mu}_{s+1}\right) \leq \eta\left(\underset{\tilde{y}_{s+1}}{\mathbb{E}}\left[\tilde{y}_{s+1}\right]-\bar{\mu}_{s+1}\right) C_{s}^{i}\left(x_{s+1}\right)+2 \eta^{2} L_{s}+4 d \eta^{2}
$$

where for each $i \in[n]$ :

$$
C_{s}^{i}\left(x_{s+1}\right) \equiv \sum_{\mathcal{G}\left(x_{s+1}\right)} \exp \left(\eta V_{s}^{G, i}\right)-\exp \left(-\eta V_{s}^{G, i}\right)
$$

Proof. Fix any transcript $\pi_{s} \in \Pi^{*}$ (which defines $L_{s}$ ), feature vector $x_{s+1} \in \mathcal{X}$, and $\bar{\mu}_{s+1}$ such that $\bar{\mu}_{s+1} \in B(i)$ for some $i \in[n]$. By direct calculation, we obtain:

$$
\begin{aligned}
& \Delta_{s+1}\left(\pi_{s}, x_{s+1}, \bar{\mu}_{s+1}\right) \\
& =\underset{\tilde{y}_{s+1}}{\mathbb{E}}\left[\sum_{G \in \mathcal{G}\left(x_{s+1}\right)} \exp \left(\eta V_{s}^{G, i}\right)\left(\exp \left(\eta\left(\tilde{y}_{s+1}-\bar{\mu}_{s+1}\right)\right)-1\right)\right. \\
& \left.+\exp \left(-\eta V_{s}^{G, i}\right)\left(\exp \left(-\eta\left(\tilde{y}_{s+1}-\bar{\mu}_{s+1}\right)\right)-1\right)\right] \\
& \leq \underset{\tilde{y}_{s+1}}{\mathbb{E}}\left[\sum_{G \in \mathcal{G}\left(x_{s+1}\right)} \exp \left(\eta V_{s}^{G, i}\right)\left(\eta\left(\tilde{y}_{s+1}-\bar{\mu}_{s+1}\right)+2 \eta^{2}\right)+\exp \left(-\eta V_{s}^{G, i}\right)\left(-\eta\left(\tilde{y}_{s+1}-\bar{\mu}_{s+1}\right)+2 \eta^{2}\right)\right] \\
& =\eta\left(\underset{\tilde{y}_{s+1}}{\mathbb{E}}\left[\tilde{y}_{s+1}\right]-\bar{\mu}_{s+1}\right) \sum_{G \in \mathcal{G}\left(x_{s+1}\right)}\left(\exp \left(\eta V_{s}^{G, i}\right)-\exp \left(-\eta V_{s}^{G, i}\right)\right) \\
& +2 \eta^{2} \sum_{G \in \mathcal{G}\left(x_{s+1}\right)}\left(\exp \left(\eta V_{s}^{G, i}\right)+\exp \left(-\eta V_{s}^{G, i}\right)\right), \\
& \leq \eta\left(\underset{\tilde{y}_{s+1}}{\mathbb{E}}\left[\tilde{y}_{s+1}\right]-\bar{\mu}_{s+1}\right)\left(\sum_{G \in \mathcal{G}\left(x_{s+1}\right)} \exp \left(\eta V_{s}^{G, i}\right)-\exp \left(-\eta V_{s}^{G, i}\right)\right)+2 \eta^{2} L_{s}+4 d \eta^{2} \\
& =\eta\left(\underset{\tilde{y}_{s+1}}{\mathbb{E}}\left[\tilde{y}_{s+1}\right]-\bar{\mu}_{s+1}\right) C_{s}^{i}\left(x_{s+1}\right)+2 \eta^{2} L_{s}+4 d \eta^{2} .
\end{aligned}
$$

Here, the first inequality follows from the fact that for $0<|x|<\frac{1}{2}, \exp (x) \leq 1+x+2 x^{2}$.

We can use this to provide a modified bound to Lemma 36 .

Lemma 52. For any transcript $\pi_{s} \in \Pi^{*}$, any $x_{s+1} \in \mathcal{X}$, and any $r \in \mathbb{N}$ there exists a distribution over predictions for the learner $Q_{s+1}^{L} \in \Delta \mathcal{P}^{r n}$, such that regardless of the adversary's choice of distribution of $y_{s+1}$ over $\Delta \mathcal{Y}$, we have that:

$$
\underset{\bar{\mu} \sim Q_{s+1}^{L}}{\mathbb{E}}\left[\Delta_{s+1}\left(\pi_{s}, x_{s+1}, \bar{\mu}\right)\right] \leq L_{s}\left(\frac{\eta}{r n}+2 \eta^{2}\right)+2 d .
$$

Proof. As in the proof of Lemma 36, we construct a zero-sum game between the learner and the adversary. Fix the transcript $\pi_{s}$ and the feature vector $x_{s+1}$. We define the utility of this game to be the upper bound we proved on $\Delta_{s+1}\left(\pi_{s}, x_{s+1}, \bar{\mu}\right)$ in Lemma 51. For each $\bar{\mu} \in \mathcal{P}^{r n}$ and each $y \in[0,1]$, we let:

$$
u(\bar{\mu}, y)=\eta(y-\bar{\mu}) C_{s}^{\bar{\mu}}\left(x_{s+1}\right)+2 \eta^{2} L_{s}+4 d \eta^{2} .
$$

We now establish the value of this game. Observe that for any strategy of the adversary (which fixes $\mathbb{E}[\tilde{y}]$ ), the learner can respond by playing $\bar{\mu}^{*}=\operatorname{argmin}_{\bar{\mu} \in \mathcal{P}^{r n}}|\mathbb{E}[\tilde{y}]-\bar{\mu}|$, and that because of our discretization, $\min \left|\mathbb{E}[\tilde{y}]-\bar{\mu}^{*}\right| \leq \frac{1}{r n}$. Therefore, the value of the game is at most:

$$
\begin{aligned}
\max _{y \in[0,1]} \min _{\bar{\mu}^{*} \in \mathcal{P}^{r n}} u\left(\bar{\mu}^{*}, y\right) & \leq \max _{\overline{\mu \in \mathcal{P} n}} \frac{\eta}{r n}\left|C_{s}^{\bar{\mu}}\left(x_{s+1}\right)\right|+2 \eta^{2} L_{s}+4 d \eta^{2} \\
& \leq L_{s}\left(\frac{\eta}{r n}+2 \eta^{2}\right)+2 d .
\end{aligned}
$$

Here the latter inequality follows since $C_{s}^{\bar{\mu}}\left(x_{s+1}\right) \leq L_{s}+2 d$ for all $\bar{\mu} \in \mathcal{P}^{r n}$, by observation, and then since $\eta \in\left(0, \frac{1}{2}\right)$ we have the bound. We can now apply the minimax theorem (Theorem 29) to conclude that there exists a fixed distribution $Q_{s+1}^{L} \in \mathcal{Q}^{L}$ for the learner that guarantees that simultaneously for every label $y \in[0,1]$ that might be chosen by the
adversary:

$$
\underset{\bar{\mu} \sim Q_{s+1}^{L}}{\mathbb{E}}[u(\bar{\mu}, y)] \leq L_{s}\left(\frac{\eta}{r n}+2 \eta^{2}\right)+2 d
$$

as desired.

Corollary 10. For every $r \in \mathbb{N}, s \in[T], \pi_{s} \in \Pi^{*}$, and $x_{s+1} \in \mathcal{X}$ (which fixes $L_{s}$ and $\left.Q_{s+1}^{L}\right)$, and any distribution over $\mathcal{Y}:$

$$
\underset{\bar{\mu}_{s+1}^{L} \sim Q_{s+1}}{\mathbb{E}}\left[\tilde{L}_{s+1} \mid \pi_{s}\right]=L_{s}+\underset{\bar{\mu}_{s+1} \sim Q_{s+1}^{L}}{\mathbb{E}}\left[\Delta_{s+1}\left(\pi_{s+1}, x_{s+1}, \bar{\mu}_{s+1}\right)\right] \leq L_{s}\left(1+\frac{\eta}{r n}+2 \eta^{2}\right)+2 d
$$

Lemma 52 shows that playing the minimax strategy of this zero-sum game (Algorithm 16) continues to provide a low value to the learner. We now show the counterpart of the first part of Theorem 30 for these modified bounds:

Theorem 41. Consider a nonnegative random process $\tilde{X}_{t}$ adapted to the filtration $\mathcal{F}_{t}=$ $\sigma\left(\pi_{t}\right)$, where $\tilde{X}_{0}$ is constant a.s. Suppose we have that for any period $t$, and any $\pi_{t-1}$, $\mathbb{E}\left[\tilde{X}_{t} \mid \pi_{t-1}\right] \leq X_{t-1}\left(1+\eta c+2 \eta^{2}\right)+2 d$ for some $\eta \in\left[0, \frac{1}{2}\right], c \in[0,1], d>0$. Then we have that:

$$
\begin{equation*}
\underset{\tilde{\pi}_{T}}{\mathbb{E}}\left[\tilde{X}_{T}\right] \leq\left(X_{0}+2 d T\right) \exp \left(T \eta c+2 T \eta^{2}\right) \tag{6.12}
\end{equation*}
$$

Proof. First, observe that:

$$
\begin{aligned}
\underset{\tilde{\pi}_{T}}{\mathbb{E}}\left[\tilde{X}_{T}\right]= & \underset{\tilde{\pi}_{T-1}}{\mathbb{E}}\left[\mathbb{E}\left[\tilde{X}_{T} \mid \pi_{T-1}\right]\right] \\
\leq & \leq \underset{\tilde{\pi}_{T-1}}{\mathbb{E}}\left[\mathbb{E}\left[\left(1+\eta c+2 \eta^{2}\right) X_{T-1}+2 d \mid \pi_{T-1}\right]\right] \\
= & \left(1+\eta c+2 \eta^{2}\right) \underset{\tilde{\pi}_{T-1}}{\mathbb{E}}\left[\tilde{X}_{T-1}\right]+2 d \\
& \vdots \\
\leq & X_{0}\left(1+\eta c+2 \eta^{2}\right)^{T}+2 d \sum_{t=0}^{T-1}\left(1+c \eta+2 \eta^{2}\right)^{t}, \\
\leq & X_{0}\left(1+\eta c+2 \eta^{2}\right)^{T}+2 d T\left(1+c \eta+2 \eta^{2}\right)^{T} \\
= & \left(X_{0}+2 d T\right) \exp \left(T \ln \left(1+\eta c+2 \eta^{2}\right)\right), \\
& \leq\left(X_{0}+2 d T\right) \exp \left(T \eta c+2 T \eta^{2}\right),
\end{aligned}
$$

where the last inequality holds because $\ln (1+x) \leq x$ for any $x>-1$. This concludes the proof of (6.12).

We are now ready to bound our multicalibration error. As a straightforward consequence of Corollary 10 and Theorem 41, we have the following Corollary.

Corollary 11. Against any adversary, Algorithm 16 instantiated with discretization parameter results in surrogate loss satisfying:

$$
\underset{\tilde{\pi}_{T}}{\mathbb{E}}\left[\tilde{L}_{T}\right] \leq(1+2 d T) \exp \left(\frac{T \eta}{r n}+2 T \eta^{2}\right) .
$$

Proof. Note that the first part of Theorem 41 applies to the process $L$ with $L_{0}=1$ and $c=\frac{1}{r n}$. The bound follows by plugging these values into (6.12).

Next, we can convert this into a bound on Algorithm 16's expected calibration error:

Theorem 42. When Algorithm 16 is run using $n$ buckets for calibration, discretization
$r \in \mathbb{N}$, and $\eta=\sqrt{\frac{\ln (1+2 d T)}{2 T}}$, then against any adversary, its sequence of mean predictions are $(\alpha, n)$-multicalibrated with respect to $\mathcal{G}$, where:

$$
\mathbb{E}[\alpha] \leq \frac{1}{r n}+2 \sqrt{\frac{2 \ln (1+4 d T)}{T}} .
$$

For $r=\frac{\sqrt{T}}{\epsilon n \sqrt{2 \ln (1+4 d T})}$ this gives:

$$
\mathbb{E}[\alpha] \leq(2+\epsilon) \sqrt{\frac{2}{T} \ln (1+4 d T)} .
$$

Here the expectation is taken over the randomness of the transcript $\pi_{T}$.

Proof. From Observation 2, it suffices to show that

$$
\frac{1}{T} \underset{\tilde{\pi}_{T}}{\mathbb{E}}\left[\max _{G \in \mathcal{G}, i \in[n]}\left|\tilde{V}_{T}^{G, i}\right|\right] \leq \frac{1}{r n}+2 \sqrt{\frac{2 \ln (1+4 d T)}{T}}
$$

We begin by computing a bound on the (exponential of) the expectation of this quantity:

$$
\begin{aligned}
\exp \left(\eta \underset{\tilde{\pi}_{T}}{\mathbb{E}}\left[\max _{G, i}\left|\tilde{V}_{T}^{G, i}\right|\right]\right) & \leq \underset{\tilde{\pi}_{T}}{\mathbb{E}}\left[\exp \left(\eta \max _{G, i}\left|\tilde{V}_{T}^{G, i}\right|\right)\right] \\
& =\underset{\tilde{\pi}_{T}}{\mathbb{E}}\left[\max _{G, i} \exp \left(\eta\left|\tilde{V}_{T}^{G, i}\right|\right)\right] \\
& \leq \underset{\tilde{\pi}_{T}}{\mathbb{E}}\left[\max _{G, i}\left(\exp \left(\eta \tilde{V}_{T}^{G, i}\right)+\exp \left(-\eta \tilde{V}_{T}^{G, i}\right)\right)\right] \\
& \leq \underset{\tilde{\pi}_{T}}{\mathbb{E}}\left[\sum_{G, i}\left(\exp \left(\eta \tilde{V}_{T}^{G, i}\right)+\exp \left(-\eta \tilde{V}_{T}^{G, i}\right)\right)\right] \\
& =\underset{G_{T}(i) \neq \phi}{\mathbb{E}}\left[\tilde{L}_{T}+2 d T\right] \\
& \leq(1+2 d T) \exp \left(\frac{T \eta}{r n}+2 T \eta^{2}\right)+2 d T \\
& \leq(1+4 d T) \exp \left(\frac{T \eta}{r n}+2 T \eta^{2}\right)
\end{aligned}
$$

Here the first step is by Jensen's inequality and the second last one follows from Corollary 11.

Taking the logarithm of both sides and dividing by $\eta T$, we have

$$
\frac{1}{T} \underset{\tilde{\pi}_{T}}{\mathbb{E}}\left[\max _{G, i}\left|\tilde{V}_{T}^{G, i}\right|\right] \leq \frac{\ln (1+4 d T)}{\eta T}+\frac{1}{r n}+2 \eta .
$$

Choosing $\eta=\sqrt{\frac{\ln (1+4 d T)}{2 T}}$, we thus obtain the desired inequality

$$
\frac{1}{T} \underset{\tilde{\pi}_{T}}{\mathbb{E}}\left[\max _{G, i}\left|\tilde{V}_{T}^{G, i}\right|\right] \leq \frac{1}{r n}+2 \sqrt{\frac{2 \ln (1+4 d T)}{T}}
$$

The corresponding high-probability bounds are omitted for brevity. They have the analogous dependence on $d T$ replacing $|\mathcal{G}|$. Similar bounds can be obtained for the case of momentmulticalibration and multivalid intervals with the same approach.
6.B. Mean Conditioned Moment Multicalibrators Can Randomize Over Small Support
In Section 6.5.3, we derived a linear programming based algorithm for making mean conditioned moment multicalibrated predictors. Although we proved that we could reduce the pure strategy space of the learner from $\left(r^{2} n n^{\prime}\right)$ to $4 n n^{\prime}$, a priori, the solutions we find via linear programming could have full support. Here we prove that this need not be the case - there always exists a basic feasible solution of the linear program that we solve that has support only over $k+1$ pure strategies for the learner.

Lemma 53. For any game with objective function (6.7), there exists a minimax strategy for the learner $\hat{Q}^{L} \in \hat{\mathcal{Q}}_{r, n, n^{\prime}}^{L}$, such that $\left|\operatorname{support}\left(\hat{Q}^{L}\right)\right| \leq k+1$.

Proof. Suppose that $Q^{*}$ is a minimax strategy for the learner.

Observe that the adversary's best response in this problem is straightforward: we have that $\psi_{\ell}=1$ if $\sum_{\bar{\mu}, \bar{m}^{k}} F_{\ell}^{\bar{\mu}, \bar{m}^{k}} Q^{*}\left(\bar{\mu}, \bar{m}^{k}\right)>0$, that $\psi_{\ell}=0$ if $\sum_{\bar{\mu}, \bar{m}^{k}} F_{\ell}^{\bar{\mu}, \bar{m}^{k}} Q^{*}\left(\bar{\mu}, \bar{m}^{k}\right)<0$, and
otherwise the adversary is indifferent. Define

$$
\begin{aligned}
& L_{+}=\left\{\ell \in[k]: \sum_{\bar{\mu}, \bar{m}^{k}} F_{\ell}^{\bar{\mu}, \bar{m}^{k}} Q^{*}\left(\bar{\mu}, \bar{m}^{k}\right)>0\right\}, \\
& L_{-}=\left\{\ell \in[k]: \sum_{\bar{\mu}, \bar{m}^{k}} F_{\ell}^{\bar{\mu}, \bar{m}^{k}} Q^{*}\left(\bar{\mu}, \bar{m}^{k}\right)<0\right\}, \\
& L_{=}=\left\{\ell \in[k]: \sum_{\bar{\mu}, \bar{m}^{k}} F_{\ell}^{\bar{\mu}, \bar{m}^{k}} Q^{*}\left(\bar{\mu}, \bar{m}^{k}\right)=0\right\} .
\end{aligned}
$$

Note that $L_{+} \cup L_{-} \cup L_{=}=[k]$.

Since $Q^{*}$ is a minimax strategy, it must solve the following linear program, which corresponds to minimizing the learner's objective value over all strategies $Q$ which engender the same best response for the adversary as $Q^{*}$ :

$$
\min _{Q \in \hat{\mathcal{Q}}_{r, n, n^{\prime}}^{L}} \sum_{\bar{\mu}, \bar{m}^{k}} Q\left(\bar{\mu}, \bar{m}^{k}\right)\left(\bar{\mu} C_{s}^{\bar{\mu}, \bar{m}^{k}}+\bar{m}^{k} D_{s}^{\bar{\mu}, \bar{m}^{k}}-\hat{\mu}_{i}^{k} D_{s}^{\bar{\mu}, \bar{m}^{k}}\right)
$$

subject to:

$$
\begin{aligned}
& \forall \ell \in L_{+}: \sum_{\bar{\mu}, \bar{m}^{k}} F_{\ell}^{\bar{\mu}, \bar{m}^{k}} Q\left(\bar{\mu}, \bar{m}^{k}\right) \geq 0, \\
& \forall \ell \in L_{-}: \sum_{\bar{\mu}, \bar{m}^{k}} F_{\ell}^{\bar{\mu}, \bar{m}^{k}} Q\left(\bar{\mu}, \bar{m}^{k}\right) \leq 0, \\
& \forall \ell \in L_{=}: \sum_{\bar{\mu}, \bar{m}^{k}} F_{\ell}^{\bar{\mu}, \bar{m}^{k}} Q\left(\bar{\mu}, \bar{m}^{k}\right)=0, \\
& \\
& \sum_{\bar{\mu}, \bar{m}^{k}} Q\left(\bar{\mu}, \bar{m}^{k}\right)=1, \\
& Q \geq 0 .
\end{aligned}
$$

Further, any solution to this LP must also be a minimax strategy for the learner. Observe that this has $k+1$ linear constraints. Any such linear program has a basic feasible solution: so there exists a solution $\hat{Q}^{L}$ (viewed as a vector) with exactly the number of non-zero entries as the number of binding constraints, i.e. $\leq k+1$, as desired. ${ }^{26}$ This is exactly the

[^23]statement of the Lemma.

## 6.C. Proofs from Section 6.4

Theorem 30. Consider a nonnegative random process $\tilde{X}_{t}$ adapted to the filtration $\mathcal{F}_{t}=$ $\sigma\left(\pi_{t}\right)$, where $\tilde{X}_{0}$ is constant a.s. Suppose we have that for any period $t$, and any $\pi_{t-1}$, $\mathbb{E}\left[\tilde{X}_{t} \mid \pi_{t-1}\right] \leq X_{t-1}\left(1+\eta c+2 \eta^{2}\right)$ for some $\eta \in\left[0, \frac{1}{2}\right], c \in[0,1]$. Then we have that:

$$
\begin{equation*}
\underset{\tilde{\pi}_{T}}{\mathbb{E}}\left[\tilde{X}_{T}\right] \leq X_{0} \exp \left(T \eta c+2 T \eta^{2}\right) \tag{6.3}
\end{equation*}
$$

Further, define a process $\tilde{Z}_{t}$ adapted to the same filtration by $\tilde{Z}_{t}=Z_{t-1}+\ln \tilde{X}_{t}-\mathbb{E}\left[\ln \left(\tilde{X}_{t}\right) \mid \pi_{t-1}\right]$. Suppose that $\left|Z_{t}-Z_{t-1}\right| \leq 2 \eta$, where $Z_{0}=0$ a.s. Then, with probability $1-\lambda$,

$$
\begin{equation*}
\ln \left(X_{T}\left(\pi_{T}\right)\right) \leq \ln \left(X_{0}\right)+T\left(\eta c+2 \eta^{2}\right)+\eta \sqrt{8 T \ln \left(\frac{1}{\lambda}\right)} \tag{6.4}
\end{equation*}
$$

constraints and corresponding to non-zero variables is of full rank. Textbook treatments that we are aware of consider either LPs with all inequality constraints or all equality constraints. So for completeness we include the following argument. Convert the LP above into a LP in standard form $\min c^{T} x$ s.t. $A x=b, x \geq 0$ by adding/subtracting non-negative slack variables to the inequality constraints $L_{+}, L_{-}$. This is a system of $k+1$ linear equality constraints in $4 n n^{\prime}+\left|L_{-}\right|+\left|L_{+}\right|+1$ variables. We know that there exists an optimal of this LP that is a Basic feasible solution (BFS) (see e.g. Theorem 4.7 of [93]), i.e. an optimal solution with exactly $k+1$ non-zero variable with the corresponding $(k+1) \times(k+1)$ sub-matrix of $A$, denoted $\hat{A}$, of full rank. By observation, the number of non-zero $Q$ 's in this BFS must equal the number of constraints that bind at equality in the original LP (any non-zero slack variable will correspond to a slack constraint in the original). The sub-matrix of $\bar{A}$ corresponding to the non-zero $Q$ 's as columns and binding constraints of the original LP as rows must be of full rank, because these rows have all 0 's in the columns corresponding to the slack variables in $\bar{A}$.

Proof. First, observe that:

$$
\begin{aligned}
\underset{\tilde{\pi}_{T}}{\mathbb{E}}\left[\tilde{X}_{T}\right] & =\underset{\tilde{\pi}_{T-1}}{\mathbb{E}}\left[\mathbb{E}\left[\tilde{X}_{T} \mid \pi_{T-1}\right]\right] \\
& \leq \underset{\tilde{\pi}_{T-1}}{\mathbb{E}}\left[\mathbb{E}\left[\left(1+\eta c+2 \eta^{2}\right) X_{T-1} \mid \pi_{T-1}\right]\right] \\
= & \left(1+\eta c+2 \eta^{2}\right) \underset{\tilde{\pi}_{T-1}}{\mathbb{E}}\left[\tilde{X}_{T-1}\right] \\
& \vdots \\
\leq & X_{0}\left(1+\eta c+2 \eta^{2}\right)^{T} \\
= & X_{0} \exp \left(T \ln \left(1+\eta c+2 \eta^{2}\right)\right) \\
& \leq X_{0} \exp \left(T \eta c+2 T \eta^{2}\right)
\end{aligned}
$$

where the last inequality holds because $\ln (1+x) \leq x$ for any $x>-1$. This concludes the proof of (6.3).

Towards demonstrating the high-probability bound 6.4 , we first show the following statement.

Lemma 54. For any $\pi_{T}$, we have

$$
\sum_{t=1}^{T}\left(\underset{\tilde{\pi}_{t}}{\mathbb{E}}\left[\ln \left(\tilde{X}_{t}\right) \mid \pi_{t-1}\right]-\ln \left(X_{t-1}\left(\pi_{t-1}\right)\right)\right) \leq T\left(\eta c+2 \eta^{2}\right)
$$

Proof. Fixing $\pi_{T}$ and taking any $t \leq T$, we have

$$
\begin{array}{rlr}
\underset{\tilde{\pi}_{t}}{\mathbb{E}}\left[\ln \left(\tilde{X}_{t}\right) \mid \pi_{t-1}\right] & \leq \ln \left(\underset{\tilde{\pi}_{t}}{\mathbb{E}}\left[\tilde{X}_{t} \mid \pi_{t-1}\right]\right), & \text { (Jensen's inequality) } \\
& \leq \ln \left(X_{t-1}\left(\pi_{t-1}\right)\right)+\ln \left(1+c \eta+2 \eta^{2}\right), & \text { (by assumption) } \\
& \leq \ln \left(X_{t-1}\left(\pi_{t-1}\right)\right)+\left(c \eta+2 \eta^{2}\right) . & (\ln (1+x) \leq x \text { for any } x>-1)
\end{array}
$$

Summing over every round $t \in[T]$ gives us the result.

Now observe that for any $\pi_{t-1}$, we have $\mathbb{E}\left[\tilde{Z}_{t} \mid \pi_{t-1}\right]=Z_{t-1}$, so the process $\tilde{Z}_{t}$ is a martingale. Further, its increments are bounded by assumption. Recall Azuma's inequality for martingales with bounded increments (see e.g. [18]):

Lemma 55 (Azuma's Inequality). For any martingale $\left\{\tilde{Z}_{t}\right\}_{t=1}^{T}$ with $\left|Z_{t}-Z_{t-1}\right| \leq c$ a.s., for all $T$ it holds

$$
\operatorname{Pr}\left[\tilde{Z}_{T}-\tilde{Z}_{0} \geq \epsilon\right] \leq \exp \left(-\frac{\epsilon^{2}}{2 c^{2} T}\right)
$$

By assumption, we may apply Azuma's inequality with $c=2 \eta$, and we obtain

$$
\underset{{\underset{\pi}{\pi}}_{T}}{\operatorname{Pr}}\left[\sum_{t=1}^{T}\left(\ln \left(X_{t}\left(\pi_{t}\right)\right)-\underset{\tilde{\pi}_{t}}{\mathbb{E}}\left[\ln X_{t}\left(\tilde{\pi}_{t}\right) \mid \pi_{t-1}\right]\right) \geq \epsilon\right] \leq \exp \left(-\frac{\epsilon^{2}}{8 \eta^{2} T}\right)
$$

So, with probability $1-\lambda$, it holds that

$$
\begin{aligned}
& \sum_{t=1}^{T}\left(\ln \left(X_{t}\left(\pi_{t}\right)\right)-\underset{\tilde{\pi}_{t}}{\mathbb{E}}\left[\ln X_{t}\left(\tilde{\pi}_{t}\right) \mid \pi_{t-1}\right]\right) \leq \eta \sqrt{8 T \ln \left(\frac{1}{\lambda}\right)} \\
\Longrightarrow & \ln \left(X_{T}\left(\pi_{T}\right)\right) \leq \ln \left(X_{0}\right)+\left(\sum_{t=1}^{T} \underset{\tilde{\pi}_{t}}{\mathbb{E}}\left[\ln \left(X_{t}\left(\tilde{\pi}_{t}\right)\right) \mid \pi_{t-1}\right]-\ln \left(X_{t-1}\left(\pi_{t-1}\right)\right)\right)+\eta \sqrt{8 T \ln \left(\frac{1}{\lambda}\right)} \\
\Longrightarrow & \ln \left(X_{T}\left(\pi_{T}\right)\right) \leq \ln \left(X_{0}\right)+T\left(\eta c+2 \eta^{2}\right)+\eta \sqrt{8 T \ln \left(\frac{1}{\lambda}\right)},
\end{aligned}
$$

where the last inequality follows from Lemma 54.

Lemma 37. At any round $t \in[T]$ and for any realized transcript $\pi_{t},\left|Z_{t}-Z_{t-1}\right| \leq 2 \eta$.

Proof. Observe that

$$
\begin{aligned}
\left|Z_{t}-Z_{t-1}\right| & =\left|\ln \left(L_{t}\left(\pi_{t}\right)\right)-\mathbb{E}\left[\ln \left(L_{t}\left(\tilde{\pi}_{t}\right)\right) \mid \pi_{t-1}\right]\right| \\
& =\left|\mathbb{E}\left[\left.\ln \left(\frac{L_{t}\left(\pi_{t}\right)}{L_{t}\left(\tilde{\pi}_{t}\right)}\right) \right\rvert\, \pi_{t-1}\right]\right|
\end{aligned}
$$

Note that for any $\pi_{t}$,

$$
L_{t}\left(\pi_{t}\right)=L_{t-1}\left(\pi_{t-1}\right)+\Delta_{t}\left(\pi_{t-1}, x_{t}, y_{t}, \bar{\mu}_{t}\right)
$$

where

$$
\begin{aligned}
& \Delta_{t}\left(\pi_{t-1}, x_{t}, y_{t}, \bar{\mu}_{t}\right) \\
& =\sum_{\mathcal{G}\left(x_{t}\right)} \exp \left(\eta V_{t-1}^{G, B^{-1}\left(\bar{\mu}_{t}\right)}\right)\left(\exp \left(\eta\left(y_{t}-\bar{\mu}_{t}\right)\right)-1\right)+\exp \left(-\eta V_{t-1}^{G, B^{-1}\left(\bar{\mu}_{t}\right)}\right)\left(\exp \left(-\eta\left(y_{t}-\bar{\mu}_{t}\right)\right)-1\right) .
\end{aligned}
$$

Since $y_{t}-\bar{\mu}_{t}$ must lie in $[-1,1]$, we have that:

$$
(\exp (-\eta)-1) L_{t-1}\left(\pi_{t-1}\right) \leq \Delta_{t}\left(\pi_{t-1}, x_{t}, y_{t}, \bar{\mu}_{t}\right) \leq(\exp (\eta)-1) L_{t-1}\left(\pi_{t-1}\right)
$$

which implies

$$
\exp (-\eta) L_{t-1}\left(\pi_{t-1}\right) \leq L_{t}\left(\pi_{t}\right) \leq \exp (\eta) L_{t-1}\left(\pi_{t-1}\right)
$$

Hence, for any two transcripts $\pi_{t}, \pi_{t}^{\prime}$ which are equal over the first $t-1$ periods, we have

$$
\left|\ln \left(\frac{L_{t}\left(\pi_{t}\right)}{L_{t}\left(\pi_{t}^{\prime}\right)}\right)\right| \leq \ln \left(\frac{\exp (\eta)}{\exp (-\eta)}\right)=2 \eta .
$$

Therefore, $\left|\mathbb{E}\left[\left.\ln \left(\frac{L_{t}\left(\pi_{t}\right)}{L_{t}\left(\tilde{\pi}_{t}\right)}\right) \right\rvert\, \pi_{t-1}\right]\right| \leq 2 \eta$ as desired.
6.D. Proofs from Section 6.5

Theorem 34. When Algorithm 18 is run using bucketing coarseness parameters $n$ and $n^{\prime}$, discretization parameter $r \in \mathbb{N}$, and $\eta=\sqrt{\frac{\ln \left(4|\mathcal{G}| n \cdot n^{\prime}\right)}{2 T}} \in(0,1 / 2)$, then against any adversary, its sequence of mean-moment predictions is ( $\alpha, \beta, n, n^{\prime}$ )-mean-conditioned moment multicalibrated with respect to $\mathcal{G}$, where $\beta=(k+1) \alpha+\frac{k}{2 n}$ and:

$$
\mathbb{E}[\alpha] \leq \frac{1}{r n}+\frac{1}{r n^{\prime}}+2 \sqrt{\frac{2 \ln \left(4|\mathcal{G}| n \cdot n^{\prime}\right)}{T}} .
$$

For $r=\frac{\sqrt{T}\left(n+n^{\prime}\right)}{\varepsilon n \cdot n^{\prime} \cdot \sqrt{2 \ln \left(4|\mathcal{G}| n \cdot n^{\prime}\right)}}$, this gives:

$$
\mathbb{E}[\alpha] \leq(2+\varepsilon) \sqrt{\frac{2}{T} \ln \left(4|\mathcal{G}| n \cdot n^{\prime}\right)}
$$

Here the expectation is taken over the randomness of the transcript $\pi_{T}$.

Proof. From Observation 5, it suffices to show that:

$$
\begin{aligned}
& \frac{1}{T} \underset{\tilde{\pi}_{T}}{\mathbb{E}}\left[\max _{G \in \mathcal{G}, i \in[n], j \in\left[n^{\prime}\right]}\left|\tilde{V}_{T}^{G, i, j}\right|\right] \leq \frac{1}{r n}+\frac{1}{r n^{\prime}}+2 \sqrt{\frac{2 \ln \left(4|\mathcal{G}| n \cdot n^{\prime}\right)}{T}}, \\
& \frac{1}{T} \underset{\tilde{\pi}_{T}}{\mathbb{E}}\left[\max _{G \in \mathcal{G}, i \in[n], j \in\left[n^{\prime}\right]}\left|\tilde{M}_{T}^{G, i, j}\right|\right] \leq \frac{1}{r n}+\frac{1}{r n^{\prime}}+2 \sqrt{\frac{2 \ln \left(4|\mathcal{G}| n \cdot n^{\prime}\right)}{T}} .
\end{aligned}
$$

We begin by computing a bound on the (exponential of) the expectation of the first quantity:

$$
\begin{aligned}
& \exp \left(\eta \underset{\tilde{\pi}_{T}}{\mathbb{E}}\left[\max _{G, i, j}\left|\tilde{V}_{T}^{G, i, j}\right|\right]\right) \\
& \leq \underset{\tilde{\pi}_{T}}{\mathbb{E}}\left[\exp \left(\eta \max _{G, i, j}\left|\tilde{V}_{T}^{G, i, j}\right|\right)\right] \\
& =\underset{\tilde{\pi}_{T}}{\mathbb{E}}\left[\max _{G, i, j} \exp \left(\eta\left|\tilde{V}_{T}^{G, i, j}\right|\right)\right] \\
& \leq \underset{\tilde{\pi}_{T}}{\mathbb{E}}\left[\max _{G, i, j}\left(\exp \left(\eta \tilde{V}_{T}^{G, i, j}\right)+\exp \left(-\eta \tilde{V}_{T}^{G, i, j}\right)\right)\right] \\
& \leq \underset{\mathbb{\pi}_{T}}{\mathbb{E}}\left[\sum_{G, i, j}\left(\exp \left(\eta \tilde{V}_{T}^{G, i, j}\right)+\exp \left(-\eta \tilde{V}_{T}^{G, i, j}\right)+\exp \left(\eta \tilde{M}_{T}^{G, i, j}\right)+\exp \left(-\eta \tilde{M}_{T}^{G, i, j}\right)\right)\right] \\
& =\underset{\tilde{\pi}_{T}}{\mathbb{E}}\left[\tilde{L}_{T}\right] \\
& \leq 4|\mathcal{G}| n \cdot n^{\prime} \cdot \exp \left(\frac{T \eta}{r n}+\frac{T \eta}{r n^{\prime}}+2 T \eta^{2}\right) .
\end{aligned}
$$

Here the first inequality follows from Jensen's inequality and the last one follows from Corollary 8 . Taking the $\log$ of both sides and dividing by $\eta T$ we obtain

$$
\frac{1}{T} \underset{\pi_{T}}{\mathbb{E}}\left[\max _{G, i}\left|\tilde{V}_{T}^{G, i}\right|\right] \leq \frac{\ln \left(4|\mathcal{G}| n \cdot n^{\prime}\right)}{\eta T}+\frac{1}{r n}+\frac{1}{r n^{\prime}}+2 \eta .
$$

Choosing $\eta=\sqrt{\frac{\ln \left(4|\mathcal{G}| n \cdot n^{\prime}\right)}{2 T}}$, we have

$$
\frac{1}{T} \underset{\tilde{\pi}_{T}}{\mathbb{E}}\left[\max _{G, i}\left|\tilde{V}_{T}^{G, i}\right|\right] \leq \frac{1}{r n}+\frac{1}{r n^{\prime}}+2 \sqrt{\frac{2 \ln \left(4|\mathcal{G}| n \cdot n^{\prime}\right)}{T}}
$$

Repeating the same steps, we get an identical bound for $\frac{1}{T} \mathbb{E}_{\tilde{\pi}_{T}}\left[\max _{G \in \mathcal{G}, i \in[n], j \in\left[n^{\prime}\right]}\left|\tilde{M}_{T}^{G, i, j}\right|\right]$.

Now, given $\tilde{L}$, define $\tilde{Z}$ analogously to the second part of Theorem 30. Next, we can show that the increments of $\tilde{Z}$ thus defined, at any round $t$, can be bounded.

Lemma 56. At any round $t \in[T]$ and for any realized transcript $\pi_{t},\left|Z_{t}-Z_{t-1}\right| \leq 2 \eta$.

Proof. Observe that

$$
\begin{aligned}
\left|Z_{t}-Z_{t-1}\right| & =\left|\ln \left(L_{t}\left(\pi_{t}\right)\right)-\mathbb{E}\left[\ln \left(L_{t}\left(\tilde{\pi}_{t}\right)\right) \mid \pi_{t-1}\right]\right| \\
& =\left|\mathbb{E}\left[\left.\ln \left(\frac{L_{t}\left(\pi_{t}\right)}{L_{t}\left(\tilde{\pi}_{t}\right)}\right) \right\rvert\, \pi_{t-1}\right]\right|
\end{aligned}
$$

Note that for any $\pi_{t}$,

$$
L_{t}\left(\pi_{t}\right)=L_{t-1}\left(\pi_{t-1}\right)+\Delta_{t}\left(\pi_{t-1}, x_{t}, y_{t}, \bar{\mu}_{t}, \bar{m}_{t}^{k}\right)
$$

where:

$$
\begin{aligned}
& \Delta_{t}\left(\pi_{t-1}, x_{t}, y_{t}, \bar{\mu}_{t}, \bar{m}_{t}^{k}\right) \\
& =\sum_{\mathcal{G}\left(x_{t}\right)} \exp \left(\eta V_{t-1}^{G, B^{-1}\left(\bar{\mu}_{t}\right), B^{-1}\left(\bar{m}_{t}^{k}\right)}\right)\left(\exp \left(\eta\left(y_{t}-\bar{\mu}_{t}\right)\right)-1\right) \\
& +\exp \left(-\eta V_{t-1}^{G, B^{-1}\left(\bar{\mu}_{t}\right), B^{-1}\left(\bar{m}_{t}^{k}\right)}\right)\left(\exp \left(-\eta\left(y_{t}-\bar{\mu}_{t}\right)\right)-1\right), \\
& +\sum_{\mathcal{G}\left(x_{t}\right)} \exp \left(\eta M_{t-1}^{G, B^{-1}\left(\bar{\mu}_{t}\right), B^{-1}\left(\bar{m}_{t}^{k}\right)}\right)\left(\exp \left(\eta\left(\left(y_{t}-\hat{\mu}_{\bar{\mu}_{t}}\right)^{k}-\bar{m}_{t}^{k}\right)\right)-1\right) \\
& +\exp \left(-\eta M_{t-1}^{G, B^{-1}\left(\bar{\mu}_{t}\right), B^{-1}\left(\bar{m}_{t}^{k}\right)}\right)\left(\exp \left(-\eta\left(\left(y_{t}-\hat{\mu}_{\bar{\mu}_{t}}\right)^{k}-\bar{m}_{t}^{k}\right)\right)-1\right) .
\end{aligned}
$$

Since $\left(y_{t}-\bar{\mu}_{t}\right)$ and $\left(\left(y_{t}-\hat{\mu}_{\bar{\mu}_{t}}\right)^{k}-\bar{m}_{t}^{k}\right)$ must lie in $[-1,1]$, we have that:

$$
(\exp (-\eta)-1) L_{t-1}\left(\pi_{t-1}\right) \leq \Delta_{t}\left(\pi_{t-1}, x_{t}, y_{t}, \bar{\mu}_{t}, \bar{m}_{t}^{k}\right) \leq(\exp (\eta)-1) L_{t-1}\left(\pi_{t-1}\right)
$$

which implies:

$$
\exp (-\eta) L_{t-1}\left(\pi_{t-1}\right) \leq L_{t}\left(\pi_{t}\right) \leq \exp (\eta) L_{t-1}\left(\pi_{t-1}\right)
$$

Therefore, for any two $\pi_{t}, \pi_{t}^{\prime}$ such that the corresponding transcripts for the first $t-1$ periods is the same, we have

$$
\left|\ln \left(\frac{L_{t}\left(\pi_{t}\right)}{L_{t}\left(\pi_{t}^{\prime}\right)}\right)\right| \leq \ln \left(\frac{\exp (\eta)}{\exp (-\eta)}\right)=2 \eta .
$$

Therefore we have $\left|\mathbb{E}\left[\left.\ln \left(\frac{L_{t}\left(\pi_{t}\right)}{L_{t}\left(\tilde{\pi}_{t}\right)}\right) \right\rvert\, \pi_{t-1}\right]\right| \leq 2 \eta$ as desired.

Theorem 35. When Algorithm 18 is run using bucketing coarseness parameters $n$ and $n^{\prime}$, discretization $r \in \mathbb{N}$ and $\eta=\sqrt{\frac{\ln \left(4|\mathcal{G}| n \cdot n^{\prime}\right)}{2 T}} \in(0,1 / 2)$, then against any adversary, with probability $1-\lambda$ over the randomness of the transcript, its sequence of predictions is $\left(\alpha, \beta, n, n^{\prime}\right)$ -mean-conditioned moment multicalibrated with respect to $\mathcal{G}$ for $\beta=(k+1) \alpha+\frac{k}{2 n}$ and:

$$
\alpha \leq \frac{1}{r n}+\frac{1}{r n^{\prime}}+4 \sqrt{\frac{2}{T} \ln \left(\frac{4|\mathcal{G}| n \cdot n^{\prime}}{\lambda}\right)} .
$$

For $r=\frac{\sqrt{T}\left(n+n^{\prime}\right)}{\epsilon n \cdot n^{\prime} \sqrt{2 \ln \left(4|\mathcal{G}| n \cdot n^{\prime} / \lambda\right)}}$, this gives:

$$
\alpha \leq(4+\epsilon) \sqrt{\frac{2}{T} \ln \left(\frac{4|\mathcal{G}| n \cdot n^{\prime}}{\lambda}\right)} .
$$

Proof. By Lemma 56, the second part of Theorem 30 applies, and plugging in $L_{0}=4|\mathcal{G}| n \cdot n^{\prime}$ and $c=\frac{1}{r n}+\frac{1}{r n^{\prime}}$, we have that, with probability $(1-\lambda)$ over the randomness of the transcript:

$$
\ln \left(L_{T}\left(\pi_{T}\right)\right) \leq \ln (4|\mathcal{G}| n \cdot n)+T\left(\frac{\eta}{r n}+\frac{\eta}{r n^{\prime}}+2 \eta^{2}\right)+\eta \sqrt{8 T \ln \left(\frac{1}{\lambda}\right)}
$$

Now, note that

$$
\begin{aligned}
& \exp \left(\eta \max _{G, i, j}\left|V_{T}^{G, i, j}\right|\right) \\
& =\max _{G, i, j} \exp \left(\eta\left|V_{T}^{G, i, j}\right|\right) \\
& \leq \max _{G, i, j}\left(\exp \left(\eta V_{T}^{G, i, j}\right)+\exp \left(-\eta V_{T}^{G, i, j}\right)\right), \\
& \leq \sum_{G, i, j}\left(\exp \left(\eta V_{T}^{G, i, j}\right)+\exp \left(-\eta V_{T}^{G, i, j}\right)+\exp \left(\eta M_{T}^{G, i, j}\right)+\exp \left(-\eta M_{T}^{G, i, j}\right)\right), \\
& =L_{T}\left(\pi_{T}\right)
\end{aligned}
$$

By an analogous argument we have that $\exp \left(\eta \max _{G, i, j}\left|M_{T}^{G, i, j}\right|\right) \leq L_{T}\left(\pi_{T}\right)$. Taking log on both sides and dividing both sides by $\eta T$, we get

$$
\frac{1}{T} \max _{G, i}\left|V_{T}^{G, i, j}\right| \leq \frac{1}{\eta T} \ln \left(L_{T}\left(\pi_{T}\right)\right) \leq \frac{\ln \left(4|\mathcal{G}| n \cdot n^{\prime}\right)}{\eta T}+\frac{1}{r n}+\frac{1}{r n^{\prime}}+2 \eta+\sqrt{\frac{8 \ln \left(\frac{1}{\lambda}\right)}{T}}
$$

Choosing $\eta=\sqrt{\frac{\ln \left(4|\mathcal{G}| n \cdot n^{\prime}\right)}{2 T}}$, we obtain:

$$
\begin{aligned}
\frac{1}{T} \max _{G, i, j}\left|V_{T}^{G, i, j}\right| & \leq \frac{1}{r n}+\frac{1}{r n^{\prime}}+2 \sqrt{\frac{2 \ln \left(4|\mathcal{G}| n \cdot n^{\prime}\right)}{T}}+\sqrt{\frac{8 \ln \left(\frac{1}{\lambda}\right)}{T}} \\
& \leq \frac{1}{r n}+\frac{1}{r n^{\prime}}+4 \sqrt{\frac{2}{T} \ln \left(\frac{4|\mathcal{G}| n \cdot n^{\prime}}{\lambda}\right)}
\end{aligned}
$$

and, by an analogous argument,

$$
\frac{1}{T} \max _{G, i, j}\left|M_{T}^{G, i, j}\right| \leq \frac{1}{r n}+\frac{1}{r n^{\prime}}+4 \sqrt{\frac{2}{T} \ln \left(\frac{4|\mathcal{G}| n \cdot n^{\prime}}{\lambda}\right)}
$$

as desired.

Lemma 42. Consider a linear program of the following form, with variables $x \in \mathbb{R}^{m}, \gamma \in \mathbb{R}$
for some $m$ :

Minimize $\gamma, \quad$ subject to: $\quad A x \leq \gamma \mathbf{1}^{m}, x \cdot \mathbf{1}^{m}=1, x \geq 0$.

Here, $\mathbf{1}^{m} \in \mathbb{R}^{m}$ is the all-ones vector, and $A=\left(a_{j i}\right)$ is a finite matrix with real entries.

Take any $\epsilon>0$. Modify the above linear program by replacing matrix $A$ with matrix $\tilde{A}=$ $\left(\tilde{a}_{j i}\right)$, where each $\tilde{a}_{j i}$ is a rational number within $\pm \frac{\epsilon}{2}$ from $a_{j i}$, obtained by truncating $a_{j i}$ to $O\left(\log \frac{1}{\epsilon}\right)$ bits of precision. Then, any optimal solution $\left(x^{*, r}, \gamma^{*}, r\right)$ of the resulting rational linear program is an $\epsilon$-approximately optimal feasible solution of the original linear program.

Proof. Let $\left(x^{*}, \gamma^{*}\right)$ be the optimal solution of the original LP. Consider the constraint of the original (resp. rational) LP associated with any row $j$ of matrix $A$ (resp. $\tilde{A})$. This constraint is written as $\sum_{i} a_{j i} x_{i} \leq \gamma$ in the original LP, and $\sum_{i} \tilde{a}_{j i} x_{i} \leq \gamma$ in the rational LP. Here and below, $i$ ranges over $[m]$. Now, we have that

$$
\sum_{i} \tilde{a}_{j i} x_{i}^{*} \leq \sum_{i}\left(a_{j i}+\frac{\epsilon}{2}\right) x_{i}^{*}=\sum_{i} a_{j i} x_{i}^{*}+\frac{\epsilon}{2} \sum_{i} x_{i}^{*} \leq \gamma^{*}+\frac{\epsilon}{2} \sum_{i} x_{i}^{*}=\gamma^{*}+\frac{\epsilon}{2}
$$

Since this holds for any row $j$ of the matrix, then setting $x=x^{*}$ achieves value at most $\gamma^{*}+\frac{\epsilon}{2}$ with respect to the rational LP.

Conversely, consider an optimal solution $\left(x^{*, r}, \gamma^{*, r}\right)$ of the rational LP - by the above, we immediately have $\gamma^{*, r} \leq \gamma^{*}+\frac{\epsilon}{2}$. We claim it achieves value at most $\gamma^{*}+\epsilon$ with respect to the original LP. Indeed, for any matrix row $j$,

$$
\begin{aligned}
& \sum_{i} a_{j i} x_{i}^{*, r} \leq \sum_{i}\left(\tilde{a}_{j i}+\frac{\epsilon}{2}\right) x_{i}^{*, r} \\
& =\sum_{i} \tilde{a}_{j i} x_{i}^{*, r}+\frac{\epsilon}{2} \sum_{i} x_{i}^{*, r} \\
& =\sum_{i} \tilde{a}_{j i} x_{i}^{*, r}+\frac{\epsilon}{2} \leq \gamma^{*, r}+\frac{\epsilon}{2} \leq\left(\gamma^{*}+\frac{\epsilon}{2}\right)+\frac{\epsilon}{2}=\gamma^{*}+\epsilon
\end{aligned}
$$

Therefore, by solving the rational LP, we obtain an $\epsilon$-approximate solution to the original

LP, as desired.

Lemma 43. Algorithm 19 achieves the multivalidity guarantees specified in Theorem 36.

Proof. We briefly argue that the additive $\epsilon$-approximation to the (shifted and rescaled) value of the game results in the claimed dependence of the multivalidity guarantees on $\epsilon$. When the learner achieves an $\epsilon$ approximation to the value of the game at each round, the statement of Corollary 7 becomes:

$$
\underset{Q_{s+1}^{L}}{\mathbb{E}}\left[\tilde{L}_{s+1} \mid \pi_{s}\right] \leq L_{s}\left(1+\frac{\eta}{r n}+\frac{\eta}{r n^{\prime}}+2 \eta^{2}\right)+\eta \epsilon \leq L_{s}\left(1+\frac{\eta}{r n}+\frac{\eta}{r n^{\prime}}+2 \eta^{2}\right)+\epsilon
$$

Indeed, recall that the linear program that we solve at each round solves for the value of the game that has been shifted by $2 \eta^{2} L_{s}$ and divided by $\eta$. For the second inequality, recall that $\eta<1$.

Now, using the telescoping argument from the first part of the proof of Theorem 30, we obtain

$$
\begin{aligned}
& \exp \left(\eta \underset{\tilde{\pi}_{T}}{\mathbb{E}}\left[\max _{G,(i, j)}\left|\tilde{V}_{T}^{G,(i, j)}\right|\right]\right) \\
& \leq 4|\mathcal{G}| n \cdot n^{\prime}\left(\left(1+\frac{\eta}{r n}+\frac{\eta}{r n^{\prime}}+2 \eta^{2}\right)^{T}+\epsilon \sum_{t=0}^{T-1}\left(1+\frac{\eta}{r n}+\frac{\eta}{r n^{\prime}}+2 \eta^{2}\right)^{t}\right. \\
& \leq 4|\mathcal{G}| n \cdot n^{\prime}\left(\left(1+\frac{\eta}{r n}+\frac{\eta}{r n^{\prime}}+2 \eta^{2}\right)^{T}+\epsilon T\left(1+\frac{\eta}{r n}+\frac{\eta}{r n^{\prime}}+2 \eta^{2}\right)^{T}\right. \\
& =\left(4|\mathcal{G}| n \cdot n^{\prime}+\epsilon T\right) \exp \left(T \ln \left(1+\frac{\eta}{r n}+\frac{\eta}{r n^{\prime}}+2 \eta^{2}\right)\right) \\
& \leq\left(4|\mathcal{G}| n \cdot n^{\prime}+\epsilon T\right) \exp \left(\frac{T \eta}{r n}+\frac{T \eta}{r n^{\prime}}+2 T \eta^{2}\right) .
\end{aligned}
$$

Taking logs and dividing by $\eta T$, we get

$$
\frac{1}{T} \underset{\tilde{\pi}_{T}}{\mathbb{E}}\left[\max _{G,(i, j)}\left|\tilde{V}_{T}^{G,(i, j)}\right|\right] \leq \frac{\ln \left(4|\mathcal{G}| n \cdot n^{\prime}+\epsilon T\right)}{\eta T}+\frac{1}{r n}+\frac{1}{r n^{\prime}}+2 \eta .
$$

Setting the two terms involving $\eta$ equal, we have:

$$
\eta=\sqrt{\frac{\ln \left(4|\mathcal{G}| n \cdot n^{\prime}+\epsilon T\right)}{2 T}} .
$$

For this choice of $\eta$, we obtain the following in-expectation multivalidity guarantee (and the same guarantee for the $M$ 's):

$$
\frac{1}{T} \underset{\tilde{\pi}_{T}}{\mathbb{E}}\left[\max _{G,(i, j)}\left|\tilde{V}_{T}^{G,(i, j)}\right|\right] \leq \frac{1}{r n}+\frac{1}{r n^{\prime}}+2 \sqrt{\frac{2 \ln \left(4|\mathcal{G}| n \cdot n^{\prime}+\epsilon T\right)}{T}}
$$

Now, setting $\epsilon=\frac{\epsilon^{\prime}}{T}$ for any desired $\epsilon^{\prime}>0$, we obtain the guarantee (and same for the $M^{\prime}$ 's) that
$\frac{1}{T} \underset{\tilde{\pi}_{T}}{\mathbb{E}}\left[\max _{G,(i, j)}\left|\tilde{V}_{T}^{G,(i, j)}\right|\right] \leq \frac{1}{r n}+\frac{1}{r n^{\prime}}+2 \sqrt{\frac{2 \ln \left(4|\mathcal{G}| n \cdot n^{\prime}+\epsilon^{\prime}\right)}{T}} \quad$ if we set $\eta=\sqrt{\frac{\ln \left(4|\mathcal{G}| n \cdot n^{\prime}+\epsilon^{\prime}\right)}{2 T}}$,
and the resulting runtime will be polynomial in $T$ and $\log \frac{1}{\epsilon}$ and thus polynomial in $T$ and $\log \frac{1}{\epsilon^{\prime}}$.

Now, we show the high-probability multivalidity guarantee. In the proof of Theorem 30, the statement of Lemma 54 changes to:

Lemma 57. For any $\pi_{T}$, we have

$$
\sum_{t=1}^{T}\left(\underset{\tilde{\pi}_{t}}{\mathbb{E}}\left[\ln \left(\tilde{X}_{t}\right) \mid \pi_{t-1}\right]-\ln \left(X_{t-1}\left(\pi_{t-1}\right)\right)\right) \leq T\left(\eta c+2 \eta^{2}+\epsilon\right)
$$

Proof. Fixing $\pi_{T}$ and taking any $t \leq T$, we have

$$
\begin{aligned}
& \underset{\tilde{\pi}_{t}}{\mathbb{E}}\left[\ln \left(\tilde{X}_{t}\right) \mid \pi_{t-1}\right] \\
& \leq \ln \left(\underset{\tilde{\pi}_{t}}{\mathbb{E}}\left[\tilde{X}_{t} \mid \pi_{t-1}\right]\right) \\
& \leq \ln \left(X_{t-1}\left(\pi_{t-1}\right) \cdot\left(1+c \eta+2 \eta^{2}\right)+\epsilon\right) \\
& \leq \ln \left(X_{t-1}\left(\pi_{t-1}\right) \cdot\left(1+c \eta+2 \eta^{2}\right)\right)+\frac{\epsilon}{X_{t-1}\left(\pi_{t-1}\right) \cdot\left(1+c \eta+2 \eta^{2}\right)} \\
& \leq \ln \left(X_{t-1}\left(\pi_{t-1}\right)\right)+\ln \left(1+c \eta+2 \eta^{2}\right)+\epsilon \\
& \leq \ln \left(X_{t-1}\left(\pi_{t-1}\right)\right)+\left(c \eta+2 \eta^{2}+\epsilon\right) .
\end{aligned}
$$

The first inequality follows from Jensen's inequality, the second from the fact that we computed an $\epsilon$-approximation, the third from $\ln (x+y) \leq \ln (x)+\frac{y}{x}$ for $x, y \geq 0$, the fourth from the fact that loss satisfies $X_{t-1}\left(\pi_{t-1}\right) \geq 1$, and the last from the fact that $\ln (1+x) \leq x$ for any $x>-1$. Summing over every round $t \in[T]$ gives us the result.

Thus, the statement of the second part of Theorem 30 becomes that with probability $1-\lambda$,

$$
\ln \left(X_{T}\left(\pi_{T}\right)\right) \leq \ln \left(X_{0}\right)+T\left(\eta c+2 \eta^{2}+\epsilon\right)+\eta \sqrt{8 T \ln \left(\frac{1}{\lambda}\right)} .
$$

Now, applying it to the setting at hand, we obtain:

$$
\ln \left(L_{T}\left(\pi_{T}\right)\right) \leq \ln \left(4|\mathcal{G}| n \cdot n^{\prime}\right)+T\left(\eta\left(\frac{1}{r n}+\frac{1}{r n^{\prime}}\right)+2 \eta^{2}+\epsilon\right)+\eta \sqrt{8 T \ln \left(\frac{1}{\lambda}\right)} .
$$

Thus, taking log on both sides and dividing both sides by $\eta T$, we get

$$
\frac{1}{T} \max _{G, i, j}\left|V_{T}^{G,(i, j)}\right| \leq \frac{1}{\eta T} \ln \left(L_{T}\left(\pi_{T}\right)\right) \leq \frac{\ln \left(4|\mathcal{G}| n \cdot n^{\prime}\right)}{\eta T}+\frac{1}{r n}+\frac{1}{r n^{\prime}}+2 \eta+\frac{\epsilon}{\eta}+\sqrt{\frac{8 \ln \left(\frac{1}{\lambda}\right)}{T}} .
$$

Choosing $\eta=\sqrt{\frac{\ln \left(4|\mathcal{G}| n \cdot n^{\prime}\right)+\epsilon T}{2 T}}$, we obtain (and the same holds for the $M^{\prime} \mathrm{s}$ ):

$$
\begin{aligned}
\frac{1}{T} \max _{G, i, j}\left|V_{T}^{G, i, j}\right| & \leq \frac{1}{r n}+\frac{1}{r n^{\prime}}+2 \sqrt{\frac{2\left(\ln \left(4|\mathcal{G}| n \cdot n^{\prime}\right)+\epsilon T\right)}{T}}+\sqrt{\frac{8 \ln \left(\frac{1}{\lambda}\right)}{T}} \\
& \leq \frac{1}{r n}+\frac{1}{r n^{\prime}}+4 \sqrt{\frac{2}{T} \ln \left(\frac{4|\mathcal{G}| n \cdot n^{\prime}}{\lambda}\right)+2 \epsilon}
\end{aligned}
$$

as desired.
6.E. Proofs from Section 6.6

Lemma 44. For every transcript $\pi_{s} \in \Pi^{*}$, every $x_{s+1} \in \mathcal{X}$, and every $\left(\bar{\ell}_{s+1}, \bar{u}_{s+1}\right) \in B_{n}(i, j)$ we have that:

$$
\Delta_{s+1}\left(\pi_{s}, x_{s+1},\left(\bar{\ell}_{s+1}, \bar{u}_{s+1}\right)\right) \leq\left(\eta\left(\underset{\tilde{y}_{s+1}}{\mathbb{E}}\left[v_{\delta}\left(\left(\bar{\ell}_{s+1}, \bar{u}_{s+1}\right), \tilde{y}_{s+1}\right)\right]\right)\right) C_{s}^{i, j}\left(x_{s+1}\right)+2 \eta^{2} L_{s}
$$

where for each $i \leq j \in[n]$, we have defined

$$
C_{s}^{i, j}\left(x_{s+1}\right) \equiv \sum_{\mathcal{G}\left(x_{s+1}\right)} \exp \left(\eta V_{s}^{G,(i, j)}\right)-\exp \left(-\eta V_{s}^{G,(i, j)}\right)
$$

When $x_{s+1}$ is clear from context, for notational economy, we will elide it and simply write $C_{s}^{i, j}$.

Proof. We calculate:

$$
\begin{aligned}
& \Delta_{s+1}\left(\pi_{s}, x_{s+1},\left(\bar{\ell}_{s+1}, \bar{u}_{s+1}\right)\right) \\
& =\underset{\tilde{y}_{s+1}}{\mathbb{E}}\left[\sum_{\mathcal{G}\left(x_{s+1}\right)} \exp \left(\eta V_{s}^{G,(i, j)}\right)\left(\exp \left(\eta v_{\delta}\left(\left(\bar{\ell}_{s+1}, \bar{u}_{s+1}\right), \tilde{y}_{s+1}\right)\right)-1\right)\right. \\
& +\exp \left(-\eta V_{s}^{G,(i, j)}\right)\left(\exp \left(-\eta v_{\delta}\left(\left(\bar{\ell}_{s+1}, \bar{u}_{s+1}\right), \tilde{y}_{s+1}\right)-1\right)\right] \\
& \leq \underset{\tilde{y}_{s+1}}{\mathbb{E}}\left[\sum_{\mathcal{G}\left(x_{s+1}\right)} \exp \left(\eta V_{s}^{G,(i, j)}\right)\left(\eta v_{\delta}\left(\left(\bar{\ell}_{s+1}, \bar{u}_{s+1}\right), \tilde{y}_{s+1}\right)+2 \eta^{2}\right)\right. \\
& \left.+\exp \left(-\eta V_{s}^{G,(i, j)}\right)\left(-\eta v_{\delta}\left(\left(\bar{\ell}_{s+1}, \bar{u}_{s+1}\right), \tilde{y}_{s+1}\right)+2 \eta^{2}\right)\right] \\
& =\eta\left(\tilde{y}_{s+1}^{\mathbb{E}}\left[v_{\delta}\left(\left(\bar{\ell}_{s+1}, \bar{u}_{s+1}\right), \tilde{y}_{s+1}\right)\right]\right) C_{s}^{i, j}+2 \eta^{2} \sum_{\mathcal{G}\left(x_{s+1}\right)} \exp \left(\eta V_{s}^{G,(i, j)}\right)+\exp \left(-\eta V_{s}^{G,(i, j)}\right) \\
& \leq \eta\left(\underset{\tilde{y}_{s+1}}{\mathbb{E}}\left[v_{\delta}\left(\left(\bar{\ell}_{s+1}, \bar{u}_{s+1}\right), \tilde{y}_{s+1}\right)\right]\right) C_{s}^{i, j}+2 \eta^{2} L_{s},
\end{aligned}
$$

as desired. Here the first inequality follows from the fact that for $0<|x|<\frac{1}{2}, \exp (x) \leq$ $1+x+2 x^{2}$, the following equality from organizing terms and the final inequality by noting that $\sum_{\mathcal{G}\left(x_{s+1}\right)} \exp \left(\eta V_{s}^{G,(i, j)}\right)+\exp \left(-\eta V_{s}^{G,(i, j)}\right) \leq L_{s}$ by definition of $L$.

Theorem 38. When Algorithm 20 is run using $n$ buckets, discretization parameter $r$ and $\eta=\sqrt{\frac{\ln \left(2|\mathcal{G}| n^{2}\right)}{2 T}} \in(0,1 / 2)$, then against any adversary constrained to playing ( $\rho, r n$ )-smooth distributions, its sequence of interval predictions is $\alpha$-multivalid with respect to $\mathcal{G}$ in expectation over the randomness of the transcript $\pi_{T}$, where:

$$
\mathbb{E}[\alpha] \leq \rho+2 \sqrt{\frac{2 \ln \left(2|\mathcal{G}| n^{2}\right)}{T}} .
$$

Proof. From Observation 6, it suffices to show that $\frac{1}{T} \mathbb{E}_{\pi_{T}}\left[\max \left|V_{T}^{G,(i, j)}\right|\right] \leq \alpha$.

We begin by computing a bound on the (exponential of) the expectation of this quantity:

$$
\begin{aligned}
\exp \left(\eta \underset{\tilde{\pi}_{T}}{\mathbb{E}}\left[\max _{G,(i, j)}\left|\tilde{V}_{T}^{G,(i, j)}\right|\right]\right) & \leq \underset{\tilde{\pi}_{T}}{\mathbb{E}}\left[\exp \left(\eta \max _{G,(i, j)}\left|\tilde{V}_{T}^{G,(i, j)}\right|\right)\right] \\
& =\underset{\tilde{\pi}_{T}}{\mathbb{E}}\left[\max _{G,(i, j)} \exp \left(\eta\left|\tilde{V}_{T}^{G,(i, j)}\right|\right)\right] \\
& \leq \underset{\tilde{\pi}_{T}}{\mathbb{E}}\left[\max _{G,(i, j)}\left(\exp \left(\eta \tilde{V}_{T}^{G,(i, j)}\right)+\exp \left(-\eta V_{T}^{G,(i, j)}\right)\right)\right] \\
& \leq \underset{\tilde{\pi}_{T}}{\mathbb{E}}\left[\sum_{G,(i, j)}\left(\exp \left(\eta \tilde{V}_{T}^{G,(i, j)}\right)+\exp \left(-\eta \tilde{V}_{T}^{G,(i, j)}\right)\right)\right] \\
& =\underset{\tilde{\pi}_{T}}{\mathbb{E}}\left[\tilde{L}_{T}\left(\tilde{\pi}_{T}\right)\right] \\
& \leq 2|\mathcal{G}| n^{2} \exp \left(T \eta \rho+2 T \eta^{2}\right) .
\end{aligned}
$$

Here the first inequality follows from Jensen's inequality and the last one follows from Lemma 47. Taking the log of both sides and dividing by $\eta T$ we obtain:

$$
\frac{1}{T} \underset{\tilde{\pi}_{T}}{\mathbb{E}}\left[\max _{G,(i, j)}\left|\tilde{V}_{T}^{G,(i, j)}\right|\right] \leq \frac{\ln \left(2|\mathcal{G}| n^{2}\right)}{\eta T}+\rho+2 \eta .
$$

Choosing $\eta=\sqrt{\frac{\ln \left(2|\mathcal{G}| n^{2}\right)}{2 T}}$ we obtain:

$$
\frac{1}{T} \underset{\tilde{\pi}_{T}}{\mathbb{E}}\left[\max _{G,(i, j)}\left|\tilde{V}_{T}^{G,(i, j)}\right|\right] \leq \rho+2 \sqrt{\frac{2 \ln \left(2|\mathcal{G}| n^{2}\right)}{T}},
$$

as desired.

Now, given $\tilde{L}$, define $\tilde{Z}$ analogously to the second part of Theorem 30 . Next, we can show that the increments of $\tilde{Z}$ thusly defined, at any round $t$, can be bounded.

Lemma 58. At any round $t \in[T]$ and for any realized transcript $\pi_{t},\left|Z_{t}-Z_{t-1}\right| \leq 2 \eta$.

Proof. Observe that

$$
\begin{aligned}
\left|Z_{t}-Z_{t-1}\right| & =\left|\ln \left(L_{t}\left(\pi_{t}\right)\right)-\mathbb{E}\left[\ln \left(L_{t}\left(\tilde{\pi}_{t}\right)\right) \mid \pi_{t-1}\right]\right| \\
& =\left|\mathbb{E}\left[\left.\ln \left(\frac{L_{t}\left(\pi_{t}\right)}{L_{t}\left(\tilde{\pi}_{t}\right)}\right) \right\rvert\, \pi_{t-1}\right]\right|
\end{aligned}
$$

Note that for any $\pi_{t}$,

$$
L_{t}\left(\pi_{t}\right)=L_{t-1}\left(\pi_{t-1}\right)+\Delta_{t}\left(\pi_{t-1}, x_{t}, y_{t},\left(\ell_{t}, \mu_{t}\right)\right)
$$

where:

$$
\begin{aligned}
& \Delta_{t}\left(\pi_{t-1}, x_{t}, y_{t},\left(\ell_{t}, u_{t}\right)\right) \\
= & \sum_{\mathcal{G}\left(x_{t}\right)} \exp \left(\eta V_{t-1}^{G, B_{n}^{-1}\left(\ell_{t}, u_{t}\right)}\right)\left(\exp \left(\eta v_{\delta}\left(\left(\ell_{t}, u_{t}\right), y_{t}\right)\right)-1\right) \\
& +\exp \left(-\eta V_{t-1}^{G, B_{n}^{-1}\left(\ell_{t}, u_{t}\right)}\right)\left(\exp \left(-\eta v_{\delta}\left(\left(\ell_{t}, u_{t}\right), y_{t}\right)-1\right)\right.
\end{aligned}
$$

Since $v_{\delta}\left(\left(\ell_{t}, u_{t}\right), y_{t}\right)$ must lie in $[-1,1]$ (actually $\left.[-(1-\delta), \delta]\right)$, we have that:

$$
(\exp (-\eta)-1) L_{t-1}\left(\pi_{t-1}\right) \leq \Delta_{t}\left(\pi_{t-1}, x_{t}, y_{t},\left(\ell_{t}, u_{t}\right)\right) \leq(\exp (\eta)-1) L_{t-1}\left(\pi_{t-1}\right)
$$

which implies:

$$
\exp (-\eta) L_{t-1}\left(\pi_{t-1}\right) \leq L_{t}\left(\pi_{t}\right) \leq \exp (\eta) L_{t-1}\left(\pi_{t-1}\right)
$$

Therefore, for any two $\pi_{t}, \pi_{t}^{\prime}$ such that the corresponding transcripts for the first $t-1$ periods are the same, we have

$$
\left|\ln \left(\frac{L_{t}\left(\pi_{t}\right)}{L_{t}\left(\pi_{t}^{\prime}\right)}\right)\right| \leq \ln \left(\frac{\exp (\eta)}{\exp (-\eta)}\right)=2 \eta .
$$

Therefore we have $\left|\mathbb{E}\left[\left.\ln \left(\frac{L_{t}\left(\pi_{t}\right)}{L_{t}\left(\tilde{\pi}_{t}\right)}\right) \right\rvert\, \pi_{t-1}\right]\right| \leq 2 \eta$ as desired.

Theorem 39. When Algorithm 20 is run using $n$ buckets, discretization parameter $r$ and
$\eta=\sqrt{\frac{\ln \left(2|\mathcal{G}| n^{2}\right)}{2 T}} \in(0,1 / 2)$, then against any adversary who is constrained to playing ( $\rho, r n$ )smooth distributions, its sequence of interval predictions is $\alpha$-multivalid with respect to $\mathcal{G}$ with probability $1-\lambda$ over the randomness of the transcript $\pi_{T}$ :

$$
\alpha \leq \rho+4 \sqrt{\frac{2}{T} \ln \left(\frac{2|\mathcal{G}| n^{2}}{\lambda}\right)}
$$

Proof. By Lemma 58, the second part of Theorem 30 applies, and plugging in $L_{0}=2|\mathcal{G}| n^{2}$ and $c=\rho$, we have that, with probability $(1-\lambda)$ over the randomness of the transcript:

$$
\ln \left(L_{T}\left(\pi_{T}\right)\right) \leq \ln \left(2|\mathcal{G}| n^{2}\right)+T\left(\eta \rho+2 \eta^{2}\right)+\eta \sqrt{8 T \ln \left(\frac{1}{\lambda}\right)} .
$$

Now, note that

$$
\begin{aligned}
\exp \left(\eta \max _{G, i, j}\left|V_{T}^{G,(i, j)}\right|\right) & =\max _{G, i, j} \exp \left(\eta\left|V_{T}^{G,(i, j)}\right|\right) \\
& \leq \max _{G, i, j}\left(\exp \left(\eta V_{T}^{G,(i, j)}\right)+\exp \left(-\eta V_{T}^{G,(i, j)}\right)\right) \\
& \leq \sum_{G, i, j}\left(\exp \left(\eta V_{T}^{G,(i, j)}\right)+\exp \left(-\eta V_{T}^{G,(i, j)}\right)\right) \\
& =L_{T}\left(\pi_{T}\right)
\end{aligned}
$$

Taking $\log$ on both sides and dividing both sides by $\eta T$, we get

$$
\frac{1}{T} \max _{G, i, j}\left|V_{T}^{G,(i, j)}\right| \leq \frac{1}{\eta T} \ln \left(L_{T}\left(\pi_{T}\right)\right) \leq \frac{\ln \left(2|\mathcal{G}| n^{2}\right)}{\eta T}+\rho+2 \eta+\sqrt{\frac{8 \ln \left(\frac{1}{\lambda}\right)}{T}}
$$

Choosing $\eta=\sqrt{\frac{\ln \left(2|\mathcal{G}| n^{2}\right)}{2 T}}$, we obtain

$$
\begin{aligned}
\frac{1}{T} \max _{G, i, j}\left|V_{T}^{G, i, j}\right| & \leq \rho+2 \sqrt{\frac{2 \ln \left(2|\mathcal{G}| n^{2}\right)}{T}}+\sqrt{\frac{8 \ln \left(\frac{1}{\lambda}\right)}{T}} \\
& \leq \rho+4 \sqrt{\frac{2}{T} \ln \left(\frac{2|\mathcal{G}| n^{2}}{\lambda}\right)}
\end{aligned}
$$

as desired.

Lemma 50. Algorithm 21 achieves the multivalidity guarantees stated in Theorem 40.

Proof. We briefly argue that the additive $\epsilon$-approximation to the (shifted and rescaled) value of the game results in the claimed dependence of the multivalidity guarantees on $\epsilon$. When the learner achieves an $\epsilon$ approximation to the value of the game at each round, the statement of Corollary 9 becomes:

$$
\underset{(\ell, u) \sim Q_{s+1}^{L}}{\mathbb{E}}\left[\tilde{L}_{s+1} \mid \pi_{s}\right] \leq L_{s}\left(1+\eta \rho+2 \eta^{2}\right)+\eta \epsilon \leq L_{s}\left(1+\eta \rho+2 \eta^{2}\right)+\epsilon
$$

Indeed, recall that the linear program that we solve at each round solves for the value of the game that has been shifted by $2 \eta^{2} L_{s}$ and divided by $\eta$. For the second inequality, recall that $\eta<1$.

Now, using the telescoping argument from the first part of the proof of Theorem 30, we obtain

$$
\begin{aligned}
\exp \left(\eta \underset{\tilde{\pi}_{T}}{\mathbb{E}}\left[\max _{G,(i, j)}\left|\tilde{V}_{T}^{G,(i, j)}\right|\right]\right) & \leq 2|\mathcal{G}| n^{2}\left(1+\eta \rho+2 \eta^{2}\right)^{T}+\epsilon \sum_{t=0}^{T-1}\left(1+\eta \rho+2 \eta^{2}\right)^{t} \\
& \leq 2|\mathcal{G}| n^{2}\left(1+\eta \rho+2 \eta^{2}\right)^{T}+\epsilon T\left(1+\eta \rho+2 \eta^{2}\right)^{T} \\
& =\left(2|\mathcal{G}| n^{2}+\epsilon T\right) \exp \left(T \ln \left(1+\eta \rho+2 \eta^{2}\right)\right) \\
& \leq\left(2|\mathcal{G}| n^{2}+\epsilon T\right) \exp \left(T \eta \rho+2 T \eta^{2}\right)
\end{aligned}
$$

Taking logs and dividing by $\eta T$, we get

$$
\frac{1}{T} \underset{\tilde{\pi}_{T}}{\mathbb{E}}\left[\max _{G,(i, j)}\left|\tilde{V}_{T}^{G,(i, j)}\right|\right] \leq \frac{\ln \left(2|\mathcal{G}| n^{2}+\epsilon T\right)}{\eta T}+\rho+2 \eta
$$

Setting the two terms involving $\eta$ equal, we have:

$$
\eta=\sqrt{\frac{\ln \left(2|\mathcal{G}| n^{2}+\epsilon T\right)}{2 T}}
$$

For this choice of $\eta$, we obtain the following in-expectation multivalidity guarantee:

$$
\frac{1}{T} \underset{\tilde{\boldsymbol{\pi}}_{T}}{\mathbb{E}}\left[\max _{G,(i, j)}\left|\tilde{V}_{T}^{G,(i, j)}\right|\right] \leq \rho+2 \sqrt{\frac{2 \ln \left(2|\mathcal{G}| n^{2}+\epsilon T\right)}{T}}
$$

Now, setting $\epsilon=\frac{\epsilon^{\prime}}{T}$ for any desired $\epsilon^{\prime}>0$, we obtain the guarantee that

$$
\frac{1}{T} \underset{\tilde{\pi}_{T}}{\mathbb{E}}\left[\max _{G, i, j)}\left|\tilde{V}_{T}^{G,(i, j)}\right|\right] \leq \rho+2 \sqrt{\frac{2 \ln \left(2|\mathcal{G}| n^{2}+\epsilon^{\prime}\right)}{T}} \quad \text { if we set } \eta=\sqrt{\frac{\ln \left(2|\mathcal{G}| n^{2}+\epsilon^{\prime}\right)}{2 T}}
$$

and the resulting runtime will be polynomial in $T$ and $\log \frac{1}{\epsilon}$ and thus polynomial in $T$ and $\log \frac{1}{\epsilon^{\prime}}$.

Now, we show the high-probability multivalidity guarantee. In the proof of Theorem 30, the statement of Lemma 54 changes to:

Lemma 57. For any $\pi_{T}$, we have

$$
\sum_{t=1}^{T}\left(\underset{\tilde{\pi}_{t}}{\mathbb{E}}\left[\ln \left(\tilde{X}_{t}\right) \mid \pi_{t-1}\right]-\ln \left(X_{t-1}\left(\pi_{t-1}\right)\right)\right) \leq T\left(\eta c+2 \eta^{2}+\epsilon\right)
$$

We show this updated claim in the proof of Lemma 43 of Section 6.5.3.

Thus, the statement of the second part of Theorem 30 becomes that with probability $1-\lambda$,

$$
\ln \left(X_{T}\left(\pi_{T}\right)\right) \leq \ln \left(X_{0}\right)+T\left(\eta c+2 \eta^{2}+\epsilon\right)+\eta \sqrt{8 T \ln \left(\frac{1}{\lambda}\right)} .
$$

Now, applying it to the setting at hand, we obtain:

$$
\ln \left(L_{T}\left(\pi_{T}\right)\right) \leq \ln \left(2|\mathcal{G}| n^{2}\right)+T\left(\eta \rho+2 \eta^{2}+\epsilon\right)+\eta \sqrt{8 T \ln \left(\frac{1}{\lambda}\right)} .
$$

Thus, taking log on both sides and dividing both sides by $\eta T$, we get

$$
\frac{1}{T} \max _{G, i, j}\left|V_{T}^{G,(i, j)}\right| \leq \frac{1}{\eta T} \ln \left(L_{T}\left(\pi_{T}\right)\right) \leq \frac{\ln \left(2|\mathcal{G}| n^{2}\right)}{\eta T}+\rho+2 \eta+\frac{\epsilon}{\eta}+\sqrt{\frac{8 \ln \left(\frac{1}{\lambda}\right)}{T}}
$$

Choosing $\eta=\sqrt{\frac{\ln \left(2|\mathcal{G}| n^{2}\right)+\epsilon T}{2 T}}$, we obtain:

$$
\begin{aligned}
\frac{1}{T} \max _{G, i, j}\left|V_{T}^{G, i, j}\right| & \leq \rho+2 \sqrt{\frac{2\left(\ln \left(2|\mathcal{G}| n^{2}\right)+\epsilon T\right)}{T}}+\sqrt{\frac{8 \ln \left(\frac{1}{\lambda}\right)}{T}} \\
& \leq \rho+4 \sqrt{\frac{2}{T} \ln \left(\frac{2|\mathcal{G}| n^{2}}{\lambda}\right)+2 \epsilon}
\end{aligned}
$$

as desired.
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[^0]:    ${ }^{1}$ A random variable $X$ with $\mu=\mathbb{E}[X]$ is sub-gaussian, if for all $t \in \mathbb{R}, \mathbb{E}\left[e^{t(X-\mu)}\right] \leq e^{\frac{t^{2}}{2}}$.

[^1]:    ${ }^{2}$ We assume that $h^{T+1}$ is generated by algorithm $A$, meaning randomness only comes from the stochastic reward and the way in which each arm is selected according to the probability distribution calculated by the algorithm. We don't assume any distributional assumption over $x^{1}, \ldots, x^{T}$

[^2]:    ${ }^{3}$ If the algorithm also learned whether or not its guess was in error by more than $\epsilon$ at each round, variants of the classical halving algorithm could obtain this guarantee. But the algorithm does not receive this feedback, which is why the more sophisticated algorithm of Lobel et al. [71] is needed.

[^3]:    ${ }^{4}$ In [71], the algorithm receives feedback in every round, and the scale parameters $B_{1}$ and $B_{2}$ are normalized to be 1. But the version we state is an immediate consequence.

[^4]:    ${ }^{5}$ We overload the notation for $\operatorname{Err}$ and write $\operatorname{Err}(\pi,((x, y), \rho))=\operatorname{Err}(\pi,(x, y))$.

[^5]:    ${ }^{6}$ They refer to this as a policy, but we say hypothesis just to be consistent with our terminology where a function that maps to $\{0,1\}$ is called hypothesis and policy is reserved for a mixture of hypotheses that maps to $[0,1]$.

[^6]:    ${ }^{7}$ Sidney Morgenbesser, following the Columbia University campus protests in the 1960s, reportedly said that the police had treated him unjustly, but not unfairly. He said that he was treated unjustly because the police hit him without provocation - but not unfairly, because the police were doing the same to everyone else as well.

[^7]:    ${ }^{8}$ Though we develop our formalism as a committee of stakeholders, note that it permits the special case of a single subjective stakeholder, which we make use of in our behavioral study.

[^8]:    ${ }^{9}$ We omit such an empirical study due to the difficulty of accessing such stakeholders and leave this for future work.

[^9]:    ${ }^{10}$ The data can be accessed on ProPublica's Github page here. We cleaned the data as in the ProPublica study, removing any records with missing data. This left 5829 records, where the base rate of two-year recidivism was $46 \%$.

[^10]:    ${ }^{11}$ The slight deviations from true convexity are due to approximate rather than exact convergence.

[^11]:    ${ }^{12}$ Here, and in what follows, we adopt the convention that $G$ refers to a group in $\mathcal{G}$, while $S$ refers to any generic subset of $\mathcal{X}$.

[^12]:    ${ }^{13}$ Our approach applies for both finite and infinite feature domains. If $\mathcal{X}$ is uncountably infinite, define an associated measure space, and $\mathcal{P}$ is a countably additive probability measure on this space. We omit the associated notation since it will have no use in what follows.
    ${ }^{14}$ If $\mathcal{X}$ is uncountably infinite, then $\mathcal{G}$ is a collection of measurable, computable sets. We abuse notation and write $2^{\mathcal{X}}$ to denote this.
    ${ }^{15}$ Our algorithm in the end will need to manipulate these indicator functions. We might imagine e.g. that $\mathcal{G}$ is the hypothesis class of some learning algorithm for a binary prediction problem, and that the functions $\chi_{G}(x)$ are particular hypotheses from this class - e.g. linear threshold functions.

[^13]:    ${ }^{16}$ Because the objective function of our game weights the consistency violations $\bar{\mu}(S)-\mu(S)$ by the measure of the set $\mathcal{P}_{\mathcal{X}}(S)$, these violations are linear functions of the individual predictions $\bar{\mu}(x)$. Thus it suffices to run gradient descent over the space of individual predictions $\mathcal{X}$, rather than the space of all possible functions $\bar{\mu}: \mathcal{X} \rightarrow[0,1]$.

[^14]:    ${ }^{17} \mathrm{~A}$ somewhat better bound is achievable by using a non-uniform learning rate that depends on the measure of the sets $S^{t}$ chosen by the auditor; we use a uniform learning rate throughout this chapter for clarity.

[^15]:    ${ }^{18}$ Chernoff's bound is $\operatorname{Pr}[X \geq t] \leq \inf _{\theta \geq 0} M_{X}(\theta) e^{-\theta t}$, where $M_{X}(\theta)$ is the moment generating function for $X$

[^16]:    ${ }^{19}$ We showed this just for even moments $k$ - but a version of Lemma 31 also holds for $k$ odd, i.e. for any r.v. $X$ with mean $\mu$, any number $k$, and any $t>0$, we have $\operatorname{Pr}[|X-\mu| \geq t] \leq \frac{\mathbb{E}\left[\mid(X-\mu)^{k}\right]}{t^{k}}$. We can use this to construct valid confidence intervals using "absolute central moments" of any degree, even or odd. Note also that our algorithms and analysis apply identically if the goal was to provide mean-conditioned, multicalibrated predictors of absolute central moments (i.e. the analog of Definition 17 but where instead of $m_{k}(\cdot)$, we calibrate our predictor to the analogous absolute central moment).

[^17]:    ${ }^{20}$ Even more insidious reversals, albeit not in the context of conformal prediction, have been observed on real world data-see the Wikipedia entry for Simpson's paradox (https://en.wikipedia.org/wiki/Simp son\%27s_paradox) for several examples.

[^18]:    ${ }^{21}$ In fact, even with the trivial group structure, our guarantees (with appropriately set parameters) remain stronger than marginal coverage. This is because our prediction intervals remain valid even conditioning on the prediction that we made. For example, a prediction interval $[\ell, u)$ is valid not just as averaged over all rounds $t$, but also as averaged over all rounds $t$ for which we made that specific prediction: $t:\left[\bar{\ell}_{t}, \bar{u}_{t}\right)=[\ell, u)$.

[^19]:    ${ }^{22}$ This is also what is known as multi-accuracy in Hébert-Johnson et al. [43] and Kim et al. [61].

[^20]:    ${ }^{23}\left(y_{t}-\hat{\mu}_{i}\right)^{k}$ roughly corresponds to what is referred to as a pseudo-moment in Chapter 5

[^21]:    ${ }^{24}$ In fact, even with $\mathcal{G}=\{\mathcal{X}\}$ the guarantees are stronger than the marginal guarantees promised by conformal prediction techniques, because they remain valid even conditioning on the prediction. This is important and rules out trivial solutions, like predicting the full interval with probability $1-\delta$ and an empty interval with probability $\delta$.

[^22]:    ${ }^{25}$ Although in fact, in the proof of Lemma 48, we will show that without loss of generality we can equivalently impose only finitely (but exponentially) many constraints.

[^23]:    ${ }^{26}$ As an aside, we point out that this also implies the square submatrix with rows corresponding to binding

