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GLOSSARY 

• Bibliometric:	The	statistical	analysis	of	analysis	of	academic	journals,	articles,	and	
other	publications.		

• Big	Data:	Data	that	utilize	existing	analytical	technologies	but	are	applied	faster	and	
on	a	greater	scale	than	before.		

• Biomarker:	A	biological	molecule	that	is	used	to	signal	information	about	an	
underlying	biological	process	or	disease.		

• Cross-disciplinary:	Representing	more	than	1	academic	branch	of	knowledge.	
• Derived	Principles:	Common	piece	of	knowledge	present	across	different	

disciplinary	studies		
• Multidisciplinary:	Combining	multiple	academic	branches	of	knowledge.			
• Student	Learning	Objectives:	Measurable,	definable	goals	created	for	students	by	

the	instructor	to	be	completed	over	a	specific	period.		
• Learning	by	Proxy:	Gathering	information	and	skills	by	means	of	emulation	as	an	

alternative	to	structured	written	or	verbal	instruction.		
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PREFACE 

 
“By 2025, it’s estimated that 463 exabytes of data will be created each day globally – that’s the 
equivalent of 212,765,957 DVDs per day!” -World Economic Forum 
 

Data science refers to the study of increasingly large and complex datasets. Data that are 

too large for standard tools (e.g., Excel, Google Sheets) to analyze are often referred to as “big 

data.” While big data exists across many areas and is thought to be the path to answering many 

questions, there is still no consensus on the fundamental principles and skills needed to interact 

with big data. Further, skills to study big data are not universally taught systematically at the 

college level–the resulting gap in skills leaves students unable to analyze the same big data that 

are touted as the way to answer complex questions.  

This dissertation proposes a plan to close the big data knowledge gap by incorporating 

data science principles from diverse disciplines into a biology curriculum. Specifically, essential 

information was distilled from three independent study systems in cancer diagnostics, plant 

genomics, and academic publishing. Each study system contributed a different perspective on 

skills and knowledge from analyzing big data. From these systems, I identified three critical 

areas that are central to using big data effectively. 

From these diverse perspectives, I developed a model to assist instructors in constructing 

curricula that will work in many different biological contexts. I piloted the use of these principles 

in a summer course. I found that by incorporating instruction developed across knowledge areas, 

meaningful data science instruction can occur in any curriculum at any student level. 
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CHAPTER 1: DATA SCIENCE AND COMMUNICATION IN THE NATURAL SCIENCES 

1.1 The Role of Big Data 

“Science” refers to knowledge gained through systematic study – “data science” is a 

specific area in which increasingly complex and heterogeneous data sets are studied. It differs 

from statistics because the data are the subject of study. Recent developments in data science 

allow practitioners to explore diverse subject areas (e.g., biology, science communication) with 

similar tools. As the amount of data available to investigate questions in the natural world has 

surged, studying the data itself has become a prerequisite to performing complex analysis. Many 

such datasets utilize existing analytical technologies but are applied faster and on a grander scale 

than before – these are often termed big data. Aspects of the philosophy and process of data 

science have been conserved across disciplines, with dozens of fields utilizing similar tools to 

interrogate big data (Miller, 2013). These observations align with gradual trends toward more 

interdisciplinary research across the sciences (Porter et al., 2009). The increasingly 

multidisciplinary nature of science has led to the diversification of research teams across fields. 

For example, including both sociologists and ecologists in developing ecosystem models creates 

better outcomes (Heemskerk et al., 2003). Merging expertise across disciplines allows for a 

broader, more fundamental range of questions to be answered.  

In this dissertation, I apply tools for big data analysis to three diverse subject areas: 

science communication, plant genetics, and cancer biomarker development. Further, I distill 

common concepts from these research efforts into curriculum development for an undergraduate 

course on data science. While the subject areas’ questions differ, understanding the tools that can 

be used to ask questions correctly and make inferences about data are central to modern science.  

.   
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1.2 Curricula Design for Data Science 

Benjamin Bloom and colleagues published one of the most famous approaches to 

understanding curriculum sixty-six years ago (Bloom, 1956). They created a framework for 

categorizing educational goals called Taxonomy of Educational Objectives. The framework, 

colloquially called Bloom’s Taxonomy, has been applied by teachers for decades and consisted 

of six major categories: knowledge, comprehension, application, analysis, synthesis, and 

evaluation.  

This original framework was revised in 2001 when it was published in “A Taxonomy for 

Teaching, Learning, and Assessment” which became known as Bloom’s Revised Taxonomy 

(Anderson, et al., 2001). The revised model emphasizes verbs to reflect less static learning and 

more process-driven learning (Figure 1). The verbs in Bloom’s Revised Taxonomy focus on 

cognitive processes underlying tasks required of students. Evolving models for learning reflect 

an increased understanding of educational psychology. These models are scaffolds to aid 

teachers in building practical lessons and learning environments. They ensure that classes 

contain meaningful assessment strategies. Such models can also assist in aligning instruction 

with the lesson objective.  
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Figure 1: Bloom’s Revised Taxonomy (Anderson, L.W., 2001) 
 

While Bloom’s taxonomy has been widely applied, it provides a one-dimensional way to 

explore a curriculum, that tends to be very hierarchical. This approach has some limitations. 

Another model that has been proposed provides a way to explore interactions: this model is 

called the model for significant learning developed by L.D. Fink and described in Creating 

Significant Learning Experiences (Figure 2; Fink, 2013). 

 
Figure 2. L. Dee Fink’s Taxonomy for Significant Learning (Fink LD, 2013) 

 

The Bloom and Fink models highlight an evolving understanding of how learning ties to 

underlying cognitive processes and provide the basis for how a broader context for learning 
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relates to learning data science. Fink’s intersecting model for significant learning transforms the 

hierarchical, 1-dimensional Bloom model into a 2-dimensional design that emphasizes the 

integration of cognitive processes and content across different areas to promote significant 

learning – such a model hopefully encourages course designers to think about significant 

learning, not as a hierarchy, but as the simultaneous integration of cognitive processes across 

several areas. 

To develop a holistic course based on educational models, it is essential to explore the 

empirical concepts in distinct disciplinary uses of data science methods. Understanding how to 

aggregate and analyze data are at the core of this thesis as they form the basis of all the questions 

being asked and how to gain insight from the data generated in all aspects of life. In the 

following sections of this chapter, the conceptual framework for each empirical study will be 

outlined, as will each chapter's connection to scientific and curriculum development goals.  

 

1.3 The Role of Data Science in Cancer Research 

Data science can be used to gain insight into cancer research, particularly in improving 

the diagnosis and treatment of the disease. The National Cancer Act of 1971 began the “war on 

cancer,” a call to action and financial commitment by the United States to eradicate the disease. 

Figure 3 shows the death rates for top conditions in the United States, with the death rate for 

malignant neoplasms remaining remarkably consistent from the beginning of the war on cancer 

until 1998 (Figure 3A), despite the dramatic improvements in understanding the biology of 

human cancer. This begs the question: did the investment in science brought on by the war on 

cancer translate to patients? The big data accumulated from many years of cancer science, 

including genomics, addresses this question. As research moved into the 21st century, genetics 
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helped increase the rate of positive outcomes through new targeted therapies. Uncovering the 

genetic basis for cancer has brought our understanding of malignant neoplasms from a black box 

to a complex, modern version of the pathology behind the disease. Elucidating the genetics of 

human cancers has helped build a scaffold for targeted therapies to be developed (Vogelstein, 

2013). One recent example was the FDA approval of the first tumor-agnostic cancer therapy 

based solely on a genomic biomarker (Le et al., 2015). Genomic information, supplied to 

scientists by the war on cancer, is beginning to result in progress for early diagnosis and targeted 

therapy of malignant tumors (Figure 3B). Genomic information is the type of big data that 

scientists can explore to help accelerate the understanding of cancer treatment.  
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Figure 3: Age-Adjusted Death Rates for Selected Leading Causes of Death in the United 
States During A: (1979-1998) B: (1999-2020). Causes of death are classified in accordance 
with the International Classification of Disease (ICD). Deaths for 1979-98 (A) are classified 
using the Ninth Revision (ICD-9). Deaths for 1999 and beyond (B) are classified using the 
Tenth Revision (ICD-10). Underlying cause-of-death is selected from the conditions entered 
by the physician on the cause of death section of the death certificate.  

SCIENTIFIC HYPOTHESIS  

Companion therapeutics to current checkpoint inhibitors can be identified using the unique 
biology of MSI-H tumors. 
 
CURRICULAR HYPOTHESIS 

The unique structure of patient tumor genomic data (e.g., privacy issues, large numbers of 
individuals, small amount of sample) will provide critical insights into the ethical, technical, and 
reasoning aspects of data science that may be applied to an undergraduate informatics seminar. 
 
1.4 Genomic Resources for Macadamia tetraphylla and an examination of its historic use as 
a crop resource in Hawaiʻi 

Most resources in science go to a small number of model systems (Farris, 2020). The 

development of big data has opened the door to exploring any species that a scientist is interested 

in. However, compared to other species, there is a significant disconnect between the ability to 

ask questions in a model system (e.g., drosophila, Arabidopsis, Human) and non-model systems. 

Many of the crop species in Hawaiʻi are non-model species; this requires different approaches to 

understanding and using big data. 

The impact of data science spans many disciplines—in addition to being on the front 

lines against cancer, it is also engaged in protecting our food supply. Macadamia nut is a high-

value, nutrient-dense food crop (von Mueller, 1882; Lin et al., 2022). The most cultivated 

species is Macadamia integrifolia. In the future, macadamia nut farming is threatened by climate 

change (e.g., temperature and rising sea level -Arias, 2021) and increasing amounts of biotic 

stress (e.g., insect pests). Economic models estimate that, in the absence of effective 
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counteraction, climate change's overall costs and risks will equal a 5% decrease in the global 

gross domestic product (GDP) each year (Stern, 2006). The overall effect of climate change on 

agriculture is expected to be negative, despite potential gains in some crops in some regions of 

the world–posing a threat to global food security (Atkinson et al., 2008; Nelson et al., 2009).  

Developing genomic resources for crop plants, such as Macadamia (e.g., genome -- Nock 

et al., 2020), offers the potential to improve production gains due to breeding (Rengel et al., 

2015; Navarro and Rodrigues, 2016). Many factors threaten the Hawaiian macadamia industry, 

including pest and disease pressure; however, in many cases, there is no trait variation in M. 

integrifolia. Crop wild relatives (wild plants closely related to crop species) offer a significant 

reservoir of valuable traits (Castañeda-Álvarez et al., 2016; Vincent et al., 2019). The most 

crucial relative of M. integrifolia is Macadamia tetraphylla (Lin et al., 2022; Niu et al., 2022). 

Both Macadamia species are non-model systems, requiring new genomic and transcriptomic 

information to utilize them fully. To maximize the utility of this information, data science 

techniques are needed.  

SCIENTIFIC HYPOTHESIS  

Genomic resources for M. tetraphylla will allow for better characterization of introgression in 
Hawaiʻi breeding material and remnant M. integrifolia orchard populations on Oʻahu.  
 
CURRICULAR HYPOTHESIS 

The structure of non-model species (e.g., crop wild relative) genomic data will provide critical 
insights into the ethical, technical, and reasoning aspects of data science that may be applied to 
an undergraduate informatics seminar. 
 
1.5 Digital Technology Helps Remove Gender Bias in Academia 

The same techniques used to evaluate the big data of genomes can be applied to other 

data types, such as metrics associated with academic publications. One goal of science is to 

identify general principles that result in long-lasting knowledge about the world. This knowledge 
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is intended to be objective, data-based, and helpful in stimulating new thought. Scientists achieve 

this goal through experimental methods, where researchers test specific, falsifiable hypotheses 

(Bratt et al., 2017) and conceptual, physical, mathematical, and computational models (Grimm et 

al., 2005). Some of this knowledge connects with the lay population; however, much of it does 

not, decreasing public trust in science (Pew Research Center, 2019). To understand the impact of 

science, much effort has been placed on measuring how the scientific community (e.g., h-index, 

i10) reacts to scientific work. Less effort has been put into how the public reacts to these 

scientific discoveries.  

Big data are emerging in the areas of academic publishing and online attention. These 

datasets are increasing in size and scope, with more attention sources aggregated over time. Such 

data can democratize career evaluation, social mobility, and the amount of attention different 

types of material get (Raghavan et al., 2020; De Veirman et al., 2019; Enikolopov et al., 2018). 

There are direct ethical implications of working with data related to scientific publishing. A large 

body of recent literature has uncovered unconscious and conscious biases in metrics used to 

evaluate the proficiency of natural/social science and humanities scholars. For example, impact 

factors, h-indices, granting outcomes, and reference letters are repeatedly shown to present 

biases against women. The large amount of data collected by journals allow for testing if digital 

technologies amplify or mollify existing biases (Bakshy et al. 2015; Zou and Schiebinger 2018).  

While journal-centric metrics are helpful, so are digital metrics that measure attention – 

the field of altmetrics (short for “alternative metrics”) has emerged as a tool for quantifying 

digital attention (Erdt et al. 2016). The term “altmetric” refers to a variety of available metrics 

from digital media (e.g., blogs vs. Twitter vs. policy documents), with the Altmetric Attention 

Score (AAS) for individual journal articles being the most used aggregated metric (Bornmann et 
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al., 2018). It is commonly shown alongside citation scores and journal impact factors 

(Gumpenberger et al., 2016; Sopinka et al., 2020). The scale of the data (millions of data points 

across many years) provides opportunities to tease apart specific causes of increased attention 

and bias in who gets high scores.  

SCIENTIFIC HYPOTHESIS  

The gender biases that exist in traditional citation metrics will also exist in Altmetric Attention 
Scores. 
 
CURRICULAR HYPOTHESIS 

The structure of bibliometric data will provide critical insights into the ethical, technical, and 
reasoning aspects of data science that may be applied to an undergraduate informatics seminar. 
 
1.6 The Cross-Disciplinary Value of Bioinformatics Curriculums in Higher Education 

The data revolution in the life sciences has started shifting the discipline into a more 

quantitative era. Academia has responded by developing programs in quantitative methods for 

biology in both graduate and undergraduate programs (Attwood et al., 2019; Hack et al., 2005). 

Efforts to increase the number of informatics/data science courses in undergraduate curricula 

typically do not emphasize general principles of data science or develop skills required to 

perform analysis of multi-format data (McClatchy et al., 2020). Courses designed by ad-hoc 

practitioners without attention to a holistic curriculum run the risk of unbalanced treatment of 

subjects with the emphasis being placed on skills the instructor knows (DeMasi et al., 2020). 

Successful curricula must articulate clearly defined general principles to give students the 

skills to choose the correct tools for analysis, assess the necessary computing resources, manage, 

and clean data, and apply ethically approved standards in data generation (Attwood et al., 2019). 

A pivotal element to reinforcing these general principles is to make learning active, where 

critical skills can be implemented along with theory (Shah et al., 2013; Freeman et al., 2014; 
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Neyhart JL., 2020). An active learning approach infuses theory into skill development through 

inquiry-based classroom experiences that can facilitate peer-to-peer learning (Smith et al., 2011). 

Understanding biological data has become a highly computational exercise (Ideker and 

Nussinov, 2017); key principles from different disciplinary contexts provide a crucial way to 

scaffold lessons to engage students. The curriculum analyzed in this chapter explores how a 

newly designed introductory bioinformatics seminar could leverage the combination of in-class 

instruction and independent research to build the practical research skill sets of undergraduate 

students beginning their research careers in the life sciences.  

CURRICULAR HYPOTHESIS 

Student Learning objectives based on multi-disciplinary synthesis of data science skills across 
diverse disciplines will result in positive student outcomes. 
 

1.7 Summary 

The empirical studies from diverse perspectives allowed me to interrogate the teaching of 

an introductory course. This enabled me to develop an instructional model for data science to 

assist instructors in designing a data science course for many diverse biological contexts. The 

model covered three key areas (Figure 4). The following chapters explore the specific scientific 

challenges that I undertook, the lessons I learned from teaching the course, and finally, the 

synthesis and presentation of the data science model that I found most parsimonious with the 

skills that students need to work with big data.  
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Figure 4: A Model for Data Science Instruction. The model spans 3 broad areas of knowledge: technical, ethical, 

and quantitative.   

CHAPTER 2: THE MIRNA PROFILE OF INFLAMMATORY COLORECTAL TUMORS IDENTIFY 

TGF-Β AS A COMPANION TARGET FOR CHECKPOINT BLOCKADE IMMUNOTHERAPY 

 

 

 

 

 

 

 

 

“Now that we understand so much about the genetic basis of cancer, I’m optimistic we’ll make 
progress in the years to come. But I also think that we need to readjust our efforts and spend 
more of our resources and intellectual energy on prevention and early detection.” 

~Bert Vogelstein, MD 
  

Technical

QuantitativeEthical
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Prologue 

The “War on Cancer” saw little success in the first decades it was waged. In recent years, 

Bert Vogelstein’s optimism in his statement above has been realized along with modest success 

in the “War on Cancer” waged by the United States of America. The genetic basis of many 

different cancers has been elucidated due to the vast amount of genomic sequence data that has 

been generated for patients at many different stages of the disease. This large-scale genomic data 

has helped cancer mortality to decline, and the first biomarkers based on tumor genetics have 

been approved by the FDA. Because many malignant tumors require multiple genetic changes 

and take about 20-30 years to develop – an enormous window of opportunity exists by which 

cancer can be detected based on genomic information.  

In this study, an aggregated dataset consisting of genomic and clinical data from 549 

colorectal cancer patients was interrogated. This effort sought to refine the current understanding 

of molecular biomarkers underpinning a subset of tumors with defective DNA mismatch—

repair. Such tumors have been shown to respond to treatment by anti-PD-1 checkpoint blockade 

immunotherapy. 

SCIENTIFIC HYPOTHESIS  

Companion therapeutics to current checkpoint inhibitors can be identified using the unique 
biology of MSI-H tumors. 
 

Analyzing diverse genomic data from these cancer datasets supplemented the overall 

curricular goals though: harmonizing data from multiple algorithms, addressing privacy concerns 

with human genomic data, and addressing technical limitations of different algorithms. 

Additionally, the scientific hypothesis was addressed through the development of new avenues 

for targeted therapy of cancers based on the unique biology of MSI-H tumors.  

 

 

Published in Frontiers in Cell and Developmental Biology 
Bartlett, B., Gao, Z., Schukking, M., Menor, M., Khadka, V. S., Fabbri, M., et al. (2021). The 

miRNA profile of inflammatory colorectal tumors identify TGF-β as a companion target 
for checkpoint blockade immunotherapy. Frontiers in Cell and Developmental Biology, 
9.  
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2.1 Abstract 

Extrinsic factors such as expression of PD-L1 (programmed death-ligand 1) in the tumor 

microenvironment (TME) have been shown to correlate with responses to checkpoint blockade 

therapy. More recently two intrinsic factors related to tumor genetics, microsatellite instability 

(MSI), and tumor mutation burden (TMB), have been linked to high response rates to checkpoint 

blockade drugs. These response rates led to the first tissue-agnostic approval of any cancer 

therapy by the FDA for the treatment of metastatic, MSI-H tumors with anti-PD-1 

immunotherapy. But there are still very few studies focusing on the association of miRNAs with 

immune therapy through checkpoint inhibitors. Our team sought to explore the biology of such 

tumors further and suggest potential companion therapeutics to current checkpoint inhibitors. 

Analysis by Pearson Correlation revealed 41 total miRNAs correlated with mutation burden, 62 

miRNAs correlated with MSI, and 17 miRNAs correlated with PD-L1 expression. Three 

miRNAs were correlated with all three of these tumor features as well as M1 macrophage 

polarization. No miRNAs in any group were associated with overall survival. TGF-β was 

predicted to be influenced by these three miRNAs (p = 0.008). Exploring miRNA targets as 

companions to treatment by immune checkpoint blockade revealed three potential miRNA 

targets predicted to impact TGF-β. M1 macrophage polarization state was also associated with 

tumors predicted to respond to therapy by immune checkpoint blockade. 
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2.2 Introduction 

Despite therapeutic advances and declining mortality since 1990, an estimated 50,630 

patients in the United States die annually from colorectal adenocarcinomas (Bray et al., 2018). 

New tools for precision medicine are necessary to build upon decades of progress in diagnosing 

and treating colon cancer. Immune Checkpoint inhibition (ICI) therapies, which block 

interactions between ligands and receptors, are one such innovation that has shown durable anti-

tumor response. A combination of both intrinsic and extrinsic tumor features has been shown to 

correlate with response to checkpoint blockade therapy. Extrinsic factors, such as programmed 

cell-death ligand 1 (PD-L1) expression in the tumor microenvironment have been shown to 

correlate with responses to checkpoint blockade therapy (Topalian et al., 2012). More recently, 

two intrinsic factors related to tumor genetics, microsatellite instability (MSI), and tumor somatic 

mutation burden (TMB), have been linked to high ICI response rates (Snyder et al., 2014; Le et 

al., 2015). The high overall response rate (ORR) of solid tumors that are MSI-high (MSI-H) has 

led to the first tissue agnostic approval for a cancer therapy by the FDA in MSI-H metastatic 

tumors (Le et al., 2017; U.S. Food and Drug Administration, 2017). However, individual tumors 

continue to display a range of responses to checkpoint inhibition, highlighting the need for 

additional research to improve biomarkers and therapeutic approaches. 

microRNAs (miRNA) are small, non-coding RNAs that usually function to regulate the 

expression of a particular gene by depleting the cellular protein contents. This is achieved post-

transcriptionally through miRNA binding to a complementary part of the mRNA transcript for a 

specific protein. The binding of miRNA to mRNA primarily takes place in the 3′ untranslated 

region and results in either a particular mRNA not being translated or its degradation by the 

RNA interference effector complex (RISC) (Catalanotto et al., 2016). Because of their 
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importance in many cellular processes, the discovery of miRNAs has led to significant advances 

in the understanding and treatment of diseases including pharmacologic approaches. In the first 

pharmacologic use of miRNAs, Krutzfeldt et al. (2005) showed that a 23-nucleotide RNA 

molecule, complementary to the miR-122 target, could be delivered to liver tissue ablating 

endogenous miR-122. 

Dysregulated miRNAs are a common feature of tumor cells that target oncogenes, tumor 

suppressor genes, and key immunologic pathways for tumorigenesis (Zhou et al., 2014; Chen et 

al., 2016; Fang et al., 2018; Vannini et al., 2018). miRNAs have been identified as important 

aspects of the molecular circuitry underlying cancer—miR-155, for example, has been found to 

be upregulated in many cancers. Van Roosbroeck et al. (2017) demonstrated that miR-155 

directly targets TP53, thus functioning as an oncogene. Up till now, there have been several 

publications concerned with miRNA-based signatures in CRC screening programs. For example, 

miR-320d is found to be a promising non-invasive diagnostic biomarker that can significantly 

distinguish the metastatic from non-metastatic CRC patients (Tang et al., 2019). miR-378a-3p 

were identified as a potential circulating marker to differentiate the CRC patients from healthy 

subjects (Zanutto et al., 2020). Decreased exosomal miR-139-3p expression may take a role as a 

novel biomarker for early diagnosis monitoring in CRC patients (Liu et al., 2020). miRNAs have 

also been found to play an important role in regulating the immune environment. In addition to 

functioning as an oncogene, miR-155 was found by Lu et al. (2016) to promote M1 polarization 

along with miR-147-3p, and miR-9-5p. But there are still very few studies focusing on the 

association of miRNAs with immune therapy through checkpoint inhibitors in CRC. 

In addition, the development of therapeutic targets that utilize RNA interference is an 

active area of pharmacologic research. Our team also sought to further explore the biology of 
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MSI-H tumors and suggest potential companion therapeutics to current checkpoint inhibitors. To 

do this, we initiated an in silico study to look at all three molecular phenotypes indicative of 

response to ICI therapeutics in the colon and rectal adenocarcinoma (CRC) cohorts from The 

Cancer Genome Atlas (TCGA) and further characterized changes in both the miRNA and 

transcriptomes. 

 

2.3 Methods 

Gathering Data 
 

COAD data from The Cancer Genome Atlas was selected for analysis because many 

different types of analysis were available for the same patient cohort including somatic mutation 

burden, MSI status, mRNA analysis, and miRNA analysis. For our TCGA cohort, miRNA and 

mRNA expression data were procured from the Broad Firehose (Analysis-ready standardized 

TCGA data from Broad GDAC Firehose, 2016). Somatic mutation calls were obtained from the 

Genomic Data Commons for all CRC patients in TCGA (Grossman et al., 2016). 

 

Obtaining Tumor Features 

We chose tumor pathologies previously associated with response to checkpoint blockade 

immunotherapy for assessment in our CRC patient cohort from TCGA (Figure 5B). To compare 

miRNA expression between these tumor features, we also compared tumor phenotypes where 

one would expect a great deal of overlap, for example, MSI and TMB. MSI was assessed with 

the MicrOSAtellite Instability Classifier (MOSAIC) from Hause et al. (2016) to predict MSI 

status based on Whole Exome Sequencing (WES) data. The proportion of unstable microsatellite 

loci across the exome was correlated with the expression of miRNA. TMB was assessed using 
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Mutect2 and a 5% cutoff for allele frequency (Cibulskis et al., 2013). Expression of PD-L1 was 

assessed by quantifying gene expression—FPKM values from TCGA were used for this.  

 

A.                                                                               B.  

 
Figure 5. MiRNAs correlated with clinical features related to immunotherapy. (A) Tumor mutation burden, 
programmed death ligand 1 expression, CD8 fraction, and microsatellite instability were analyzed for a cohort of 
549 colorectal cancer patients in The Cancer Genome Atlas. 15 miRNAs were identified that correlated with all 3 
clinical features. (B) The whole analysis pipeline of the whole project.  

 

Statistical Analysis 

To assess whether each tumor feature was correlated with the presence of a particular 

miRNA, a Pearson correlation coefficient was used. miRNAs were individually assessed for 

correlation with each tumor feature. Once correlations were assessed for the different tumor 

features, miRNAs were pooled to look for miRNAs that were correlated with all 3 tumor 

features. 
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Immune Cell Deconvolution 

In order to alleviate bias from any one algorithm, three separate tools were used to assess 

immune cell populations: xCell, TIMER, and CIBERSORT. CIBERSORT reports the fraction of 

22 different immune cell lineages that are present in a particular RNA-Seq sample (Chen et al., 

2018). xCell, similar to CIBESORT, is a gene signature-based method used to infer 64 immune 

and stromal cell types (Aran et al., 2017). The Tumor Immune Estimation Resource (TIMER) 

allows the calculation of six tumor-infiltrating immune subsets from gene expression data (Li et 

al., 2017). T-tests were used for each algorithm to determine whether the fraction of immune 

cells differed between phenotypic classifications of tumors. Once the group of miRNAs was 

determined to influence macrophage polarization in aggregate, each miRNA was individually 

assessed to determine whether it was correlated with macrophage polarization. 

 

Pathway Analysis 

mirPath (v3), a tool for predicting gene targets of miRNA sequences, was used to analyze 

which pathways the selected group of miRNA would preferentially (Vlachos et al., 2015). Once 

miRNA’s were identified that correlated with macrophage polarization, these miRNAs were 

analyzed with mirPath to see which genes and pathways were targeted. TargetScan was queried 

using a conservation score of 0.1 to find genes and pathways intersected by miR-22, miR-155, or 

miR-146b (Karagkouni et al., 2018). Cancer-related genes and pathways were selected from 

those targeted by these miRNAs. 
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2.4 Results 

Patient Cohort 

The CRC patient cohort (n = 549) from TCGA was made up of 406 colon 

adenocarcinoma (COAD) patients and 143 rectal adenocarcinoma (READ) patients 

(Supplementary Table ST1). Typical immunotherapy recipients have late-stage cancers—we 

looked at stage in order to ensure a patient population representative of current immunotherapy 

recipients. We found that 14% of the total CRC patient cohort was advanced stage (IV). CRC 

patients were MSI-H at a rate of 18% in our CRC cohort, consistent with the literature. We chose 

three clinical features previously found to influence response to immunotherapy: MSI, tumor 

mutation burden (TMB), and PD-L1 expression. By aggregating these features, we aimed to 

predict an immunogenic subset of tumors from TCGA. 

 

miRNAs Associated With Clinical Features Related to Immunotherapy 

To characterize the relationship between miRNAs and the clinical features analyzed, a 

Pearson correlation was chosen. We measured linear correlations between each clinical variable 

and miRNA expression. Our Pearson correlation analysis resulted in 41 miRNAs significantly 

correlated with mutation burden, 62 miRNAs significantly correlated with MSI, and 17 miRNAs 

significantly correlated with PD-L1 expression. Of these three lists, 15 miRNA were overlapped 

and 12 of them were consistently positively correlated with the 3 tumor features and three of 

them were negatively correlated with the three tumor features (Figure 5A). 15 of these miRNAs 

were used for further analysis because they were correlated with all three tumor features (Table 

1). To further characterize the 15 miRNA that were correlated with our clinical features, we 
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conducted pathway analysis revealing 2 immune-related pathways for further exploration: 

Colorectal cancer and TGF-β. 

 

miRNA Association 
MMR- Tumor 
Features 

Associated with 
Survival? 
(Z Score) 

Associated with 
Macrophage Polarization 

let-7i Up No No 

mir-1266 Up No No 

mir-132 Up No No 

mir-146b Up No Yes 

mir-155 Up No Yes 

mir-212 Up No No 

mir-22 Up No Yes 

mir-223 Up No No 

mir-511(3p/5p) Up No No 

mir-625 Up No No 

mir-629 Up No No 

mir-335 Down No No 

mir-552 Down No No 

mir-92a-2 Down No No 
 

Table 1: miRNAs found to be associated with 3 tumor phenotypes through the analysis described in Figure 5B. 15 
miRNAs were found to have a common association with all 3 tumor phenotypes using Pearson’s correlation. 
Whether the association was positive or negative was determined from the correlation coefficient, association with 
survival was determined using the R survival package, and association with macrophage polarization was 
determined using CIBERSORT and Pearson’s correlation.  
 
 

Association of Clinical Feature Related to Immunotherapy With Immune Cell Types 

MSI, TMB, and PD-L1 expression were all separately assessed for Pearson correlations 

with the proportions of different immune cell types as reported by three separate immune cell 

deconvolution algorithms. Out of many cell types, only the proportions of plasma cells and M1 
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macrophages were significantly correlated with all three tumor features. The proportion of M1 

macrophages was highly positively correlated with PD-L1 expression (Figure 6A, p < 0.001, 

Supplementary Figure SF2), MSI (Figure 6C, p = 0.001, Supplementary Figure SF1), and TMB 

(Figure 6E, P < 0.001, Supplementary Figure SF3). However, the proportion of plasma cells was 

negatively correlated with PD-L1 expression (Figure 6B, p < 0.001), MSI (Figure 6D, p = 

0.001), and TMB (Figure 6F, P < 0.001). To further characterize the relationship between the 

proportion of M1 macrophages and the three tumors analyzed, we looked at correlations between 

M1 macrophage proportion and the expression of individual miRNAs. Among the 15 miRNAs, 

we found three miRNAs were significantly correlated with both the three clinical characteristics 

and M1 macrophage polarization: miR-22, miR-146b, and miR-155 (Figure 7). One miRNA, 

miR-220a, was excluded from further analysis because the correlation was based entirely on a 

single outlier. 
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Figure 6: Association of clinical features related to immunotherapy with immune cell types (A,B). Association of 
microsatellite instability status with: M1 macrophage polarization (p = 0.00) and plasma cells (p = 0.00). (C,D) 
Association of programmed death-ligand 1 expression with: M1 macrophage polarization (p = 0) and plasma cells 
(p = 0.03), y axis represented the immune cell deconvolution results as fraction relative to the immune-cell 
content: M1 macrophage and plasma cells. (E,F): Association of mutation burden with: M1 macrophage 
polarization (p = 0.00) and plasma cells (p = 0.01). 

 



Bartlett Dissertation (2022) 
 

29 
 

 
Figure 7: A-D. Association of M1 macrophage polarization with miRNAs. (A–D) Association of M1 
macrophage polarization with: mir-146b (p = 0.00), mir-155 (p = 0.00), and mir-22 (p = 0.00). mir-220a was 
excluded as the correlation was the result of a single outlier. E. A heatmap of 15 miRNA sequences correlated 
with macrophage polarization.  

  

E 
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Pathway Analysis 

To characterize the crucial pathways for modulating the tumor immune environment, we 

predicted pathways that would be influenced by the three miRNAs related to both macrophage 

polarization and three tumor features. Unsurprisingly, these three miRNAs were predicted to 

influence the expression of genes in key immune and cancer-related pathways (Table 2). As a 

group, miR-155 and miR-22 were predicted to strongly influence pathways related to Colorectal 

Cancer (p = 0.0001) and TGF-β signaling (p = 0.008). Out of 21 genes predicted to be influenced 

by these miRNAs, three genes were shared between pathways related to COAD and TGF-β 

signaling: SMAD2, SMAD4, and TGFBR2. 

Gene Ensembl ID TGF-β CRC hsa-miR-155-5p hsa-miR-22-3p 
SMAD2 ENSG00000175387 Yes Yes Yes   

ACVR1B ENSG00000135503 Yes No   Yes 
SKP1 ENSG00000113558 Yes No   Yes 

ACVR2B ENSG00000114739 Yes No Yes Yes 
SMAD4 ENSG00000141646 Yes Yes   Yes 
ZFYVE9 ENSG00000157077 Yes No   Yes 
ACVR2A ENSG00000121989 Yes No Yes   

SP1 ENSG00000185591 Yes No   Yes 
EP300 ENSG00000100393 Yes No   Yes 

TGFBR2 ENSG00000163513 Yes Yes Yes   
FOS ENSG00000170345 No Yes Yes   

GSK3B ENSG00000082701 No Yes Yes   
PIK3CB ENSG00000051382 No Yes   Yes 
KRAS ENSG00000133703 No Yes Yes   
TP53 ENSG00000141510 No Yes   Yes 

PIK3CD ENSG00000171608 No Yes   Yes 
CCND1 ENSG00000110092 No Yes Yes   
PIK3R1 ENSG00000145675 No Yes Yes   
AKT3 ENSG00000117020 No Yes   Yes 

PIK3CA ENSG00000121879 No Yes Yes   
MAPK10 ENSG00000109339 No Yes   Yes 

Table 2: Genes targeted by miRNAs interact with in the TGF-β pathway and colorectal cancer pathway. 
MiRNA associated with microsatellite instability status, somatic tumor mutation burden, PD-L1 expression, 
M1 macrophage polarization that interact with the TGF-β signaling pathway (p = 0.008) and CRC pathways 
(p = 0.0001). Most of these genes interact with 2 miRNA sequences: hsa-miR-155-5p (p = 0.004) and hsa-
miR-22-3p (p = 0.038). miRNA associations with genes were predicted by TargetScan (Conservation Score = 
0.1). Results for TGF-β were merged by pathway union and results for CRC were merged by gene union. 
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2.5 Discussion 

The aim of this study was to explore new targets for checkpoint blockade immunotherapy 

by exploring the unique biology of tumors known to respond to these drugs. Three features 

common to such tumors including high mutation burden, MSI, and PD-L1 expression were 

added into analysis. These features had 15 miRNAs in common, however, none of the 15 

miRNAs predicted survival. M1 macrophage were found correlated with all three features 

through Pearson Correlation analysis. As a group, these 15 miRNAs predicted macrophage 

polarization. Individually assessing each of the 15 miRNAs for a correlation with macrophage 

polarization revealed three miRNAs that were strongly correlated with macrophage polarization: 

miRNA-146b, miRNA-155, and miRNA-22 (Figure 7:A-D). Subsequent pathway analysis 

revealed these three miRNAs as important components of the TGF-β and Colorectal Cancer 

pathways. 

 
Figure 8: A potential mechanism by which MSI status, PD-L1 expression, and tumor mutation burden influence 
the tumor microenvironment. The proposed mechanism shows that these tumor phenotypes influence the tumor 
microenvironment in a TGF-β-dependent way to improve response to checkpoint blockade immunotherapy.  

 

In this study, we searched all possible datasets from TCGA and GEO, TCGA is the only 

dataset that both contains miRNA and transcriptome, and our study analyzed TCGA data as 

controlling for bias using a randomly selected testing/training dataset. MicroRNA has been 

regarded as important promising molecular biomarkers in several tumor types (Zhang et al., 
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2013; Chou et al., 2017). TGF-β has been identified as inhibiting the expansion and function of 

many components of the immune system (Batlle and Massague, 2019). A recent pair of papers 

has shown TGF-β to be an important modulator of the tumor microenvironment (Mariathasan et 

al., 2018; Tauriello et al., 2018). These experiments identify TGF-β signaling as an important 

aspect of response to PD-1-PD-L1 immunotherapy, connecting it to lower proportions of T cells 

in the tumor and poorer responses. This research supports the discovery of miRNAs targeting 

TGF-β in immunogenic tumors. TGF-β has also been shown to modulate the proportion of 

macrophages in the tumor microenvironment, promoting their polarization to an M2-like 

phenotype (Gong et al., 2012). Both ideas support a key role for suppressing TGF-β in 

immunogenic tumors that respond to checkpoint blockade therapy. Our research further 

characterizes this interaction by suggesting dysregulation of miRNA in immunogenic tumors as 

part of the biological system enabling responses to checkpoint blockade drugs (Figure 8). 

Although, we didn’t have validation of miRNA panel, TGF-β has been widely identified 

in many biological experiments which can be solid support evidence for the hypothesis we 

presented in this research. For example, miR-146b has been found to inhibit TGF-β by binding to 

the 3′ untranslated region (UTR) of SMAD4, an important member of the signaling pathway. 

Increased SMAD 4 levels and decreased cellular proliferation was observed by Geraldo et al. 

(2012) in human papillary carcinoma cells. Another study found the overexpression of SMAD4 

in BCPAP cells, which is a validated target of miR-146b-5p and key protein in the TGF-β 

signaling pathway, significantly decreased migration and invasion to a degree very similar to that 

observed with the antagomir-146b-5p (Lima et al., 2016). miR-155 is one of the most 

extensively studied miRNAs and was the first miRNA shown to be oncogenic. An extensive 

body of research has established an important role for miR-155 throughout cellular process 



Bartlett Dissertation (2022) 
 

33 
 

related to human cancer (Costinean et al., 2006; Volinia et al., 2006). Geraldo et al. (2012) 

showed that miR-22 is significantly downregulated in TGF-β treated HT-29, a commonly used 

human colorectal cancer cell line (Cai et al., 2013). 

In this study, we identified three miRNAs common in three immunotherapy-related 

clinical characteristics as well as M1 macrophage polarization, and function prediction of 

miRNAs showed SMAD2, SMAD4, and TGFBR2 were in common from COAD and TGF-β 

signaling pathways. miR-155 and miR-22 could influence pathways related to Colorectal Cancer 

and TGF-β signaling. Previous studies have already proved the regulation function of SMAD2, 

SMAD4, and TGFBR2 in cancers (Matsuzaki et al., 2009; Zhu et al., 2020), and these genes 

were also found related with miRNAs that strongly correlated with tumor features, indicating the 

potential function and clinical utility in immunotherapy. 

 

2.6 Conclusion 

Our comprehensive, integrated analysis of three miRNAs in colorectal cancer revealed a 

crucial component of TGF-β that modulate tumor immune environment and significantly 

correlated with macrophage polarization. The work highlights the important clinical implications 

of miRNAs functions in checkpoint blockade immunotherapy and helps develop potential 

therapeutical strategies for CRC patients. 
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CHAPTER 3: GENOMIC RESOURCES FOR MACADAMIA TETRAPHYLLA AND AN EXAMINATION OF 

ITS HISTORIC USE AS A CROP RESOURCE IN HAWAI ʻI 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

A man saw Nasrudin searching for something on the ground.  
‘What have you lost, Mulla?’ He asked.  
‘My keys,’ said the Mulla.  
The man joined him asking : ''Do you remember where you dropped them?''  
Mulla answered: ‘in my house.'  
'Why are you looking here?', asked the man confused.  
Mulla Nasrudin replied: 'Because there is more light here than in my house.'  
~I. Shah, The Exploits of the Incomparable Mulla Nasrudin 
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Prologue 

Model systems look for answers where there is light. When using conventional model 

species, biologists run the risk of constraining research in a way that fits that specific model, 

missing critical ecological information, unique to important, non-model species. While model 

species are often the most convenient system for research, this convenience does not necessarily 

make them the best choice for a particular experiment.  

This chapter utilizes and combination of publicly available genomic resources for 

Macadamia tetraphylla, a crop-wild relative of Macadamia integrifolia as well as newly 

generated data on Hawaiian breeding line and treed found in remnant orchards. Through the 

development of a de novo transcriptome for the crop wild relative it was possible to explore 

historic hybridization in the newly collected material. Transcriptome construction relies on 

generating and manipulating large amounts of data and then simplifying this data into easy-to-

understand pieces. New data can then be compared to these known parts to gain insight into the 

biology of the species.  

 

SCIENTIFIC HYPOTHESIS  

Genomic resources for M. tetraphylla will allow for better characterization of introgression in 

Hawaiʻi breeding material and remnant M. integrifolia orchard populations on Oʻahu. 

 

The analytical skills required for the de novo transcriptome and the hybridization analysis 

incorporated technical and quantitative interpretation that was unique to non-model genomic 

system that bring non-standard data to standardized tools. The scientific hypothesis was partially 

addressed through the development of new genomic resources, however travel limitations 

presented by the COVID-19 pandemic and sequencing-quality constraints limited the extent of 

these resources. 

  

In preparation for BMC Research Notes 
Bartlett, B., Cho, A., Presting, G., Laspisa, D., Gore, M.A., Kantar, M.B. 2022. Genomic 

Resources for Macadamia tetraphylla and an examination of its historic use as a crop 
resource in Hawaiʻi. BMC Res Notes (In preparation) 
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3.1 Abstract 

Macadamia tetraphylla is a wild relative of the economically valuable crop Macadamia 

integrifolia. Genomic knowledge of crop wild relatives is central to determining their possible 

role in breeding programs to mitigate biotic and abiotic stress in the future.  

Objectives: The goal of this project was to develop a genomic resource for macadamia 

agriculture in Hawai’i through constructing a transcriptome of M. tetraphylla and testing for 

hybridity in University of Hawaiʻi breeding material. 

Results: The advanced breeding lines (HI 862, HI 879) were confirmed to be hybrid with 

crop wild relatives using. The putative hybrid was shown to be hybrid; however, the percentage 

ancestry indicated the possibility of being an F1 with some segregation distortion or a late 

generation hybrid. Additionally, the hybridity of putative pure M. tetraphylla from a remnant 

orchard planting on Oʻahu did not match anecdotal accounts of the orchard. Further, the 

transcriptome assembly of M. tetraphylla showed there to be large differences in expression 

based on tissue type.  
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3.2 Introduction 

Macadamia nut (Macadamia integrifolia; 2n = 2x =28) is an important global crop 

originating in Australia (von Mueller, 18; Lin et al., 2022). Recently, there has been increased 

interest in developing genomic resources for this crop (e.g., genome -- Nock et al., 2020) due to 

its importance as a high-value, nutrient-dense food (Rengel et al., 2015; Navarro and Rodrigues, 

2016) that has undergone relatively little commercial breeding. For example, in Hawaiʻi, there 

has been an increase in resources dedicated to the crop due to its large land uses (17,100 acres in 

2019) and high value ($42 million USD) (USDA-NASS, 2019). These efforts have identified 

many agronomic problems in the current orchards that can be attributed to the need for genetic 

improvement (Gutierrez-Coarite et al., 2021). There is, however, limited genetic diversity within 

Hawaiian M. integrifolia that can be used for breeding purposes (Hardner, 2016). Many factors 

threaten the livelihoods of the macadamia industry in Hawaiʻi including pest and disease 

pressure, however, there is no adapted M. integrifolia tolerance for the most important pressures, 

requiring the use of a different donor species.  

In species with limited genetic diversity, the field of plant breeding commonly uses 

related species as a donor to improve specific traits (Castañeda-Álvarez et al., 2016). In fact, 

crop wild relatives and the genetic material that comes from them have been valued at over $100 

billion U.S. dollars annually (PwC, 2013). The most important relative of M. integrifolia is 

Macadamia tetraphylla (2n = 2x = 28), a species that is occasionally cultivated but more 

frequently used as a donor for useful biotic stress tolerance traits (Lin et al., 2022; Niu et al., 

2022). To best operationalize the use of unadapted plant material for specific localities, genomic 

information is required (Wambugu and Henry, 2022). While there is a history of breeding in 

Hawaiʻi, gaps in staffing have caused records to be lost, therefore there is also a need to 
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corroborate ancestry in current promising breeding lines.  Recently, a genome of M. tetraphylla 

was released (Niu et al., 2022), providing a useful resource to characterize Hawaiian M. 

tetraphylla. Therefore, the goals of this study were to i) characterize the M. tetraphylla 

transcriptome and ii) explore the ancestry of promising University of Hawaiʻi breeding lines.  

 

3.3 Methods 

A transcriptome assembly of M. tetraphylla was constructed from existing public data 

along with new RNA-sequencing data generated from wild-collected, feral M. tetraphylla and 

putative hybrid breeding lines in Hawaiʻi with RNA from leaf tissue was extracted using 

RNAeasy Plant Mini Kit (Qiagen, Valencia, California). RNA was then sent to Novogene 

Bioinformatics Technology Co., Ltd., for sequencing, which was conducted on an Illumina 

NovaSeq with 150 bp paired-end reads. Next-generation sequencing data (PRJNA587821) was 

obtained for M. tetraphylla for 5 different tissue types and assembled using Trinity (Haas et al., 

2013). Coding regions within transcripts were identified with TransDecoder V.5.5.0 (Haas & 

Papanicolaou, 2012). Annotation of transcripts was done with BLASTX (Camacho et al. 2009) 

using the UniProt database to identify homologous sequences (UniProt, 2021). HMMER (Eddy, 

2011) and the PFAM (Mistry et al. 2021) database were used to identify protein domains. Data 

for all analyses can be seen in Table 3. A read set was generated using combined RNAseq data 

from 5 tissues (bark, proteoid root, flowering inflorescence, young inflorescence and leaves, 

SRR10424518-SRR10424522) that were trimmed, and quality checked using the same methods 

as for the Trinity assembly. The combined read set was mapped to the M. tetraphilla physical 

map (ASM2298504v1) using TopHat2 (default parameters). The resulting alignment file was 

filtered for unmapped reads (samtools view -F 0x04), sorted and indexed using samtools. 
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Annotations were generated from the sorted alignment file using Cufflinks 2.2.1 (default 

parameters) which generated the GTF file used in the analysis. The alignment file and 

annotations were manually inspected in IGV for validation. The tool sppIDer (Langdon et al., 

2018) was used to assess hybridity in four putative M. integrifolia × M. tetraphylla hybrids from 

the University of Hawaiʻi accessions sequenced here. 

Table  Name of data file  File type  

Transcriptome Leaf of M. tetraphylla  SRR10424522_leaves.fasta .fasta 
Transcriptome young inflorescence of M. tetraphylla  SRR10424521_younginflorescence.fasta .fasta 
Transcriptome flowering inflorescence of M. tetraphylla  SRR10424520_floweringinflorescence.fasta .fasta 
Transcriptome proteoid root of M. tetraphylla  SRR10424519_proteoidroot.fasta .fasta 
Transcriptome bark of M. tetraphylla  SRR10424518_bark.fasta .fasta 
VCF file of M. integrifolia × M. tetraphylla hybrid Hawaiʻi 879 MT1_879.vcf .vcf 

VCF file of Oʻahu Tetraphylla MT5_OT.vcf .vcf 

VCF file of Oʻahu putative M. integrifolia × M. tetraphylla hybrid MT9_OTPH.vcf .vcf 

VCF file of M. integrifolia × M. tetraphylla hybrid Hawaiʻi 862 MT10_862.vcf .vcf 

Table 3: Overview of data files. Repository at github.com/bjarnebartlett/Interspecific-Breeding-History-of-Hawaiian-Macadamia 

 
3.4 Results 

Differential gene Expression across tissue type 

The de novo M. tetraphylla transcriptomes showed a high level of completeness (Figure 

9A) using Benchmarking Universal Single-Copy Orthologous (BUSCO) for bark (97.65% 

complete), proteoid root (98.43% complete), flowering inflorescence (98.43% complete), young 

inflorescence (99.61% complete), and leaves (98.82% complete).  For validation and annotation, 

the assembled sequence was compared to the KEGG and PFAM databases (Ogata et al., 1998; 

Mistry et al., 2021). Combining all of the gene clusters across tissues a total of 46,967 transcripts 

were called representing 34,444 unigenes and 12,523 isoforms, this is similar to previous reports 

(Niu et al. 2022). The additional genes called here may be the result of TE/repeat derived 

transcripts called because of the multi-mapping approach used or the use of default parameters 

that may not be optimal. There was clear differential expression between tissue types with a 
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transcript being considered expressed if FPKM greater than 10 (Figure 9B). There was also clear 

enrichment for different KEGG pathways in each tissue type; pathways were considered 

expressed if each member in the pathway had an FPKM greater than 10  (Figure 9C).  

 

Figure 9. A) The de novo M. tetraphylla transcriptomes showed high completeness based on Benchmarking 
Universal Single-Copy Orthologous (BUSCO) quality assessments. B) Number of genes expressed in different 
tissues by KEGG Pathway in M. tetraphylla. Total number of genes with FPKM > 10 across proteoid root (PR), 
flowering inflorescence (FI), young inflorescence (YI), and leaves. C) Gene expression of KEGG pathways 
represented as FPKM (fragments per kilobase million) in M. tetraphylla for leaves, bark, flowering inflorescence, 
young inflorescence, and proteoid root, clear enrichment for different functional pathways is seen across different 
tissue types. 

Hybridity of UH Mānoa Breeding Lines 

Combining the information from the de novo assembly and the previous sequence 

showed that the new assembly has potential to inform M. integrifolia breeding. The advanced 

breeding lines (HI 862, HI 879) were confirmed to be hybrid with crop wild relatives using the 

tool sppIDer (Figure 10; Supplemental Table ST2). The breeding materials were shown to be 

BC1 lines, despite their pedigrees indicating that they should be later generation hybrids. The 

putative hybrid was shown to be hybrid, however, the percentage ancestry (~35% M. 

integrifolia) may mean it is an F1 with some segregation distortion or a late generation hybrid. 

Surprisingly, the putative pure M. tetraphylla from a remnant orchard planting on Oʻahu also 

was found to be a hybrid, again likely an F1 or a later generation hybrid. Using the HyDe tool 
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overall hybridity was confirmed for HI 879 (HyDe Z-score = 48.53, p < 0.01), but not for HI 

862.  

 

 
 

Figure 10. Hybridity of breeding lines, wild collected putative hybrid, and a wild collected putative pure M. 
tetraphylla. A) represents a M. integrifolia control , B) represents a M. tetraphylla control, C) represents a putative 
hybrid breeding line from UH Manoa, D) represents a putative hybrid collected from a remnant orchard, E) 
represents a putative hybrid breeding line from UH Manoa, and F) represents a putative pure M. tetraphylla 
collected from Oʻahu. All tested samples (C,E, F) were identified as putative hybrids.. 

3.5 Discussion 

It is now a routine procedure to construct genomic resources in non-model plants 

(Wambugu and Henry, 2022). This is an important step in increasing the efficiency of 

interspecific breeding, especially in species that have long generation time (Valle-Echevarria et 

al., 2021). Transcriptomes, which provide not only a rich source of expression dynamics, but 
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also insight into gene function is a rich source of information on crop relatives. Here we have 

found there is considerable tissue-specific expression across functional pathways.  

Further, while the historic record suggested that there was both the growth of pure wild 

relatives and widespread hybridization between the important macadamia species (M. 

integrifolia and M. tetraphylla), we only found evidence of hybridization not only in the 

breeding lines but also in remnant orchard material on Oʻahu.  Introgressions appeared to be 

consistent between individuals (HI 862 and HI 879), appearing to occur from chromosome 2, 5, 

and 9 of M. tetraphylla with additional introgression on chromosomes 7 and 8 in HI 862 

(Supplemental Figure SF4.) There was more than expected (based on breeding records) 

introgressions within remnant individuals indicating admixture in the past. The breeding lines 

had higher levels of M. tetraphylla than expected when compared to pedigree histories in breeder 

records. While the two tools did not agree, there appears to be a meaningful amount of 

introgression in all lines tested on Oʻahu. This suggests that for new breeding material to meet 

the requirements of the industry in terms of yield and quality, new backcrosses to M.  integrifolia 

will need to be initiated to fully gain the benefits of the biotic stress tolerance of M. tetraphylla 

while not having linkage drag associated with the wilder characteristics of M. tetraphylla that 

make cultivation difficult. 
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CHAPTER 4: DIGITAL TECHNOLOGY HELPS REMOVE GENDER BIAS IN ACADEMIA 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
"Women's rights are an essential part of the overall human rights agenda, trained on the equal 
dignity and ability to live in freedom all people should enjoy." ~ Ruth Bader Ginsburg 
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Prologue 

Science attempts to be a meritocracy, to achieve this there have always been 

measurements of the visibility and quality of scientific research. Gender disparities in higher 

education are well known. Many of the traditional measurements have been shown time and 

again to favor men over women, exacerbating known biases within academic institutions. There 

is hope that new measurements will ensure the equity that Justice Ginsburg describes above. The 

advent of personal brands, social media, and the internet has led to a new way of exploring 

research impact. There is hope that newer measurements such as the altmetric attention score, 

which explores popular attention that scientific articles generate, will reduce bias.  

To create the dataset for this analysis, 12 million articles were considered. Data were 

filtered to articles from seven journals over a ~10-year period resulting in 200,000 data points. 

This large dataset showed that contrary to traditional metrics, there appeared to be little gender 

bias in this scholarly metric.  

 

SCIENTIFIC HYPOTHESIS  

The gender biases that exist in traditional citation metrics will also exist in Altmetric Attention 
Scores. 
 

Interrogating the altimetric attention score for bias informed the instructional model for 

data science in the interpretation of the score of individual articles and the associated prediction 

of the gender of the authors based their first name. This required sub-setting, cleaning, and 

generating of new data with the appending of the relevant new variable for analysis. This dataset 

presented unique challenges around ethics and analysis for unconscious bias, as it was a 

proprietary algorithmic product from a private company. The scientific hypothesis is not 

supported by the data, except in the journal Science during 2017-2018.  

 
 
Published in Scientometrics  
Fortin, J*., Bartlett, B.*, Kantar, M., Tseng, M., & Mehrabi, Z. (2021). Digital technology helps 

remove gender bias in academia. Scientometrics, 126(5), 4073-4081. 
*co-first author 
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4.1 Abstract 

Science attempts to be a meritocracy; however, in recent years, there has been increasing 

evidence of systematic gender bias against women. This bias is present in many metrics 

commonly used to evaluate scientific productivity, influencing hiring and career success. Here 

we explore a new metric, the Altmetric Attention Score, and find no evidence of bias across 

many major journals (Nature, PNAS, PLOS One, New England Journal of Medicine, Cell, and 

BioRxiv), with equal attention afforded to articles authored by men and women alike. The 

exception to this rule is the journal Science, which has marked gender bias against women in 

2018, equivalent to a mean of 88 more tweets or 11 more news articles and a median of 20 more 

tweets or 3 more news articles for male than female first authors. Our findings qualify Altmetric, 

for many types and disciplines of journals, as a potentially unbiased measure of science 

communication in academia and suggest that new technologies, such as those on which Altmetric 

is based, might help to democratize academic evaluation. 
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4.2 Introduction 

A large body of recent literature has uncovered unconscious or conscious biases in 

several metrics used to evaluate the proficiency of natural/social science and humanities 

scholars. For example, impact factors, h-indices, granting outcomes, and reference letters are 

repeatedly shown to present biases against women (see our review in Table 4). Because these 

metrics are all used in decision-making within academic institutions, these biases present a 

severe impediment for equal opportunity among genders throughout their scientific careers.  

The emergence of big data and new technologies has the potential to democratize career 

evaluation and social mobility. For example, machine learning algorithms have been used to 

reduce biased decisions in hiring, evaluation, and promotion (Raghavan et al. 2020). 

Additionally, social media has reduced employment barriers, as witnessed by the rise of 

professional influencers in advertising and has also increased the accountability of corporations 

in countries with otherwise highly censored traditional media (De Veirman et al., 2019; 

Enikolopov et al. 2018). While the benefits of these technological advances are significant, there 

is also concern that new digital technologies may also amplify existing biases, as seen in 

selective content exposure in social media platforms like Facebook (Bakshy et al., 2015) and in 

the way algorithms trained on biased data can default to male-gendered pronouns (Zou and 

Schiebinger, 2018).  

Scientists now use digital media as a critical platform for disseminating scientific 

findings, and the field of altmetrics (short for “alternative metrics”) has emerged as a tool for 

quantifying the digital attention received by scientific papers (Erdt et al. 2016). The term 

“altmetric” refers to a variety of available metrics that differ according to how they aggregate 

‘mentions’ of scientific output on various digital media (e.g., blogs vs. Twitter vs. policy 
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documents). Altmetric.com is one of the largest aggregators of altmetric scores, and hundreds of 

journals now publish the Altmetric Attention Score (AAS) for individual journal articles 

(Bornmann et al. 2018). Altmetric scores have been shown to be positively correlated with 

traditional measures of impact, such as citations, h-indices, or impact factors in some fields 

(Kunze et al. 2020; Nocera et al. 2019; Thelwall and Nevill 2018). Previous studies have 

suggested that altmetrics such as the AAS are difficult to interpret due to lack of normalization 

and standardization, as well as the proprietary nature of the algorithms used for web scraping. 

Nevertheless, AAS in particular has become an important measure of how articles are perceived, 

and it is commonly shown alongside citation scores and journal impact factor (Gumpenberger et 

al. 2016).  

Given the widespread use of altmetrics, scientists and policymakers have advocated for 

the incorporation of such scores when evaluating the overall impact of scientific papers (Sopinka 

et al. 2020). However, whether altmetric scores carry the same gender biases as traditional 

metrics used in scientific evaluation is unclear. To address this knowledge gap, here we 

investigated gender bias in AAS in seven major scientific publications for the years 2011–2018. 

A total of 208,804 journal articles were analyzed, representing ~ 1.6% of the 12 million research 

works covered by altmetric.com. 
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Type of evidence Bias in favor of males Bias in favor 
of females Unbiased Citation 

h-index x     García-Pérez et al. (2009) 

Cite score x     Dion et al. (2018) 

Reference letters x     Madera (2019) 

Interviews x     Quadlin (2018) 

Grants x     Morgan et al., (2018) 

Invited papers x     Holman et al. (2018) 

Invited speakers x     Nittrouer et al. (2018) 

Altmetrics      x(for all journals 
except science) (Present study) 

Quotes in media x     Morris (2016) 

% first authorships x     Filardo et al, (2015) 

% last authorships x     West et al. (2013) 

Number of 
publications 

x (given existing 
distribution of 
resources) 

  
x (if controlling 
for position & 
funding) 

Holliday, et al. (2014) 

Table 4. Identification of performance areas where bias exists from published examples in the literature. Most of 
the common performance metrics within the Academy show bias in favor of men.  

 

4.3 Materials and Methods 

We targeted articles from: Science, Proceedings of the National Academy of Sciences 

(PNAS), PLOS One, New England Journal of Medicine (NEJM), Nature, Cell, and BioRxiv 

(Figure SF5). These journals represent idiotypic journal types, specifically general interest 

(Nature, Science, PNAS), open access (PLOS One), disciplinary (NEJM, Cell), and a preprint 

server (BioRxiv). This sample enabled us to explore bias across a range of journals in which 

scholars publish their work. 

We extracted the following variables from the Altmetric data base: author names, journal, 

publication date (which we used to create independent variables in our models, see below) and 

Altmetric score 1 year after publication (which we used to create the dependent variables in our 

models). While AAS are available at different time intervals after article publication (e.g. 5 days, 
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1 month, 1 year, all-time), we used 1-year scores in our analysis, to both maintain a controlled 

exposure time, and to enable reasonable length of time for scores to amount. 

We genderized author names using the genderizeR package in R (Wais, 2016). We 

extracted all author names and inputted first names into the genderize.io API, which returns a 

suggested gender and probability, based on the proportion of references in the genderize.io 

database. Names that can be considered unisex are assigned a gender based on the gender with 

the highest probability score, with a threshold of > 0.5. Names that do not appear in the 

genderize.io database are listed as “unknown”. The genderize.io database includes names from 

over 79 countries and 89 languages. The error rate of genderize.io predictions has previously 

been estimated at 5.02% on a test dataset including names of European, African and Asian origin 

(Santamaría and Mihaljevic 2018). We created three variables using this method: first author 

gender, last author gender and proportion of female authors for each article. Our genderized 

dataset consists of 31% female-first-authored papers (61% male-first-authored, 7% unknown) 

and 21% female-last-authored papers (69% male-last-authored, 9% unknown). 

As the majority (139,035 out of 208,804 = 66.6%) of articles in our dataset, with1-year 

exposure times, had an AAS of 0 (introducing error that cannot be normalized through a ln(x + 

1) transform for Altmetric data as has been suggested elsewhere, see Thelwall 2020, we split our 

analysis into two simple questions: (1) does gender explain whether an article receives an AAS 

greater than 0; (2) does gender explain the magnitude of the score. We evaluated these two 

hypotheses using logistic and linear regression models, respectively. 

The first model (model 1) had a binary dependent variable indicating whether an article 

received a score greater than 0, and a series of independent variables: 

𝑦! = 𝐵𝑖𝑛(1, 𝒑𝒊) 

𝑝! = 𝑙𝑜𝑔𝑖𝑡#$(𝛽% + 𝛽$..'#$𝐺𝑒𝑛𝑑𝑒𝑟 ⋅ 𝐽𝑜𝑢𝑟𝑛𝑎𝑙 ⋅ 𝑌𝑒𝑎𝑟! + 𝛾$𝑀𝑜𝑛𝑡ℎ! + 𝛾(𝑁𝑜. 𝐴𝑢𝑡ℎ! 
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where pi is the fraction of articles that have a score, β0 is an intercept, Gender × Journal × Year 

are dummy variables representing m 3rd order interactions between gender of the first or last 

author, journal and year, Month is the publication month, No.Auth is the total number of authors 

of the article and Prop.Fem is the proportion of authors in the author list that are female. 

The second model (model 2) has the magnitude of an article’s 1-year AAS (log-

transformed) as a continuous response variable and included the same independent variables as 

the binomial model above: 

𝑙𝑜𝑔(𝑦!) = 𝑁(𝜇! , 𝜎𝒊𝟐) 

𝜇! = 𝛽$ + 𝛽%..'(%𝐺𝑒𝑛𝑑𝑒𝑟 ⋅ 𝐽𝑜𝑢𝑟𝑛𝑎𝑙 ⋅ 𝑌𝑒𝑎𝑟! + 𝛾%𝑀𝑜𝑛𝑡ℎ! + 𝛾)𝑁𝑜. 𝐴𝑢𝑡ℎ! 

where 𝜇!is E(log(𝑦!)).  

We used these models for inference on the a priori null hypothesis of no difference 

between male and female first (or last) authors in the probability of obtaining an AAS(model 1), 

and in the magnitude of the score received (model 2). We computed simultaneous confidence 

intervals on the differences to account for multiple testing across journals, years, and for first and 

last authors. 

BioRxiv was modeled separately because its available time series was shorter than the 

other journals in our sample (the repository was launched in late 2013). For all journals, we 

conducted standard model checking through visual diagnostics. The overall goodness of fit for 

the binomial model for journals excluding BioRxiv was a pseudo-R 2 of 0.29, and for the linear 

model the adjusted R 2 was 0.26; while BioRxiv had a pseudo-R 2 of 0.64 and an adjusted R 2 of 

0.06.  

We conducted a sensitivity analysis to check how the accuracy of the gender assignment 

impacted the model results. We found that the effect of misclassification error was likely 
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negligible on our results: assuming a genderizing error rate (proportion of males misclassified as 

females and females misclassified as males) of 5% and a gender bias error rate (difference 

between misclassification of males and females) of 2% (Santamaría and Mihaljevic 2018), our 

observed difference in scores would be 10% larger than the true difference in score, indicating 

our results are not false negative due to inaccuracy in the genderize algorithm. All scripts are 

available as supplemental files and on Github 

(https://github.com/bjarnebartlett/AltmetricAnalysis) 

 

4.4 Results 

The objective of this study was to examine if author gender explains (a) whether a study 

receives an AAS greater than zero, and (b) the magnitude of the score. No substantial trends in 

gender bias were found in any journal regarding whether an article received an AAS, the only 

exception being Science in 2012, which was associated with women first authors obtaining a 

score (log odds ratio = 0.63, 95% confidence interval [0.09,1.17]) (Figure SF6). We found these 

model results to be robust to the presence of outliers. We further found that there was no clear 

evidence of gender bias against women in the magnitude of AAS across six of the seven journals 

for 2011–2018 (Figure 11). While we identified potential emerging effects in favor of women 

appearing in 2018 for the first author in Nature (difference in log(AAS) = 0.28, 95% CI [− 0.1, 

0.65]) and PNAS (difference in log(AAS) = 0.34, 95% CI [0.01, 0.68]), these effects did not 

carry high confidence. We conclude, based on our analysis, that in general, there is little current 

evidence for gender bias in AAS across major academic journals. 
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The one exception to these findings was for Science magazine—which showed biases 

against women in 2017 and 2018. Specifically, women scored lower than men for first authors, 

with a difference in log(AAS) of − 0.71 (95% CI [− 0.97, − 0.45]) and − 1.88 (95% 

CI [− 2.19, − 1.56]), respectively. While we did not undertake a separate analysis of the 

individual contributing components of the AAS, these mean differences for Science equate to 

roughly 22 more tweets or 3 more news mentions per article for men than women in 2017, and 

88 more tweets or 11 more news mentions per article in 2018. We re-ran this analysis with our 

inference based on quantile estimates and found very similar results with respect to the mean 

differences, albeit with the median bias for first authors in Science in 2018 less prominent than 

the mean bias (equivalent to 5 more tweets for men than women in 2017, and to 20 more tweets 

or 2.5 more news articles in 2018) (Figure SF7). 

The results we found for last authors were generally consistent with those for first authors 

(Figure S5B and S5C). Beyond these effects of gender of the first and last author, we found no 

impact of publication month or proportion of female authors on AAS (Figure SF9). As would be 

expected, the year of publication carried an important effect, with recent publications receiving 

higher scores (the mean 1-year score across all journals in 2011 was 10.5; in 2018, it was 42.1), 

as did having many authors, with scores increasing as the number of authors increased (each 

additional author leads to a 0.018 increase in log score for BioRxiv and a 0.005 increase in log 

score for all other journals) (Figure SF9). 
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Figure 11: Gender bias in seven idiotypic journals for Altmetric Attention Scores (AAS) for first authors. The 
black line represents the mean difference in log(AAS) score between female and male first authors; where 
positive numbers represent a higher score for females and vice versa for males. The gray shading is the 95% 
confidence interval. With the exception of Science magazine which shows bias in favor of male authors in 
2017 and 2018, all other journals show no clear evidence of bias. 

 

4.5 Discussion 

Our results indicate a promising shift in new digital metrics relative to traditional metrics. 

Alternative metrics, like those consolidated by altmetric.com, leverage digital technology to 

attempt to quantify scientific reach, and aggregating mentions from vast user bases may serve to 

democratize the evaluation of scholarly outputs. However, there are arguments on either side that 

this digitization of evaluation could favor either gender. For instance, men are quoted more 
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frequently in the news (Morris, 2016) and are more likely to self-promote on platforms like 

Twitter (Duggan et al., 2015; Mancuso et al., 2017). Yet some communication patterns favor 

women: working on questions of interest to the public (Milkman and Berger, 2014), attracting 

more student readers (Thelwall, 2018), having higher crowdfunding success rates (Terry et al., 

2017). Our findings corroborate that the balance does not appear to be tipped in either direction; 

men and women authors of peer-reviewed articles get similar reach on digital platforms. 

Gender plays a contributory role in professional advancement; moving toward less biased 

metrics is essential to create equitable workplaces. Traditional citation metrics, such as the h-

index and i10-index, favor the male academic community (King et al. 2017). Other factors 

within the academy also favor the male population: differences in salary, space, awards, and 

resources have resulted in the marginalization of women faculty with women receiving less 

despite professional accomplishments equal to those of their male colleagues (MIT Committee 

on Women Faculty in the School of Science, 1999). Some communication patterns favor women, 

as discussed above, but many of these factors are most present inf digital spaces outside the 

academy and have little influence on tenure and promotion.  

Citation metrics are particularly relevant to tenure and promotion in fields within science, 

technology, engineering, and math (STEM). Obstacles within STEM fields synergize to form an 

achievement disparity between men and women working in STEM, where less-qualified men are 

retained over more qualified women (Cimpian et al., 2020). Our analysis highlights that, while 

gender bias is rampant in academia, new digital metrics, carrying the balancing effect of a large, 

diverse group, have the potential to be democratizing and might provide less biased ways of 

assessing the impact of an academic article (Harambam et al., 2018). However, bias is not totally 

absent, as the worrying trend in Science shows. It is unclear where this bias arises from for 
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Science, but one possibility is that the media team at Science themselves are biased in their 

promotion of men over women authors. This and other possible causes should be investigated 

further. 

There are some potential limitations to our study. First, our methods rely on being able to 

ascribe binary gender based on names, which is limited according to references in the 

genderize.io database. Second there may be additional heterogeneity that we did not capture. For 

instance, field, article topic or open access status may have an influence on AAS in a way that 

was not adequately encapsulated in our selection of idiotypic journals. Third, we recognize the 

importance of recognizing non-binary genders in STEM and that current methods for 

genderizing names do not reflect this. The third issue in particular warrants further attention and 

study as it implies that our approach does not answer the question of whether authors’ gender 

identity influences AAS, but rather whether the likely binary perception of authors’ gender by 

others influences AAS. 

 

4.6 Conclusion 

Our results suggest that while traditional metrics used by academic institutions 

exacerbate bias, new metrics, such as the AAS, may present a leveling of the playing field. 

Unlike the findings for most indices used to measure competency in academia, we found no clear 

gender bias in AAS in six of the seven journals. While the AAS is not a definitive measure of the 

quality of the research or the researcher, our results present the first quantitative assessment of 

whether bias exists in this new metric, highlight its value as a complementary index, and suggest 

that new technologies, such as those on which altmetrics is based, may indeed help to reduce the 

institutional biases reflected in traditional metrics used in academic evaluation.  
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CHAPTER 5: A DATA SCIENCE PRIMER TO ENGAGE UNDERGRADUATE STUDENTS IN 

RESEARCH 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
“Education is a social process; education is growth; education is not preparation for life but is 

life itself.” ~John Dewey 
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Prologue 

Curricula in higher education strive to impart skills to improve both the intellectual 

capacity and professional abilities of students. In the life sciences there are subdisciplines that 

draw from the same set of skills. However, frequently these subdisciplines use different names 

for the same skill or do not recognize the similarity in techniques. This can be due to narrow 

research silos or lack of rigorous examination of student learning objectives. To live up to the 

ideals of creating lifelong learning, as exemplified by the philosophy of John Dewey, it is 

essential that course development is ongoing, and that student learning is measured in 

meaningful ways for all the skills that instructors wish to impart.  

There are many technical tools that are needed to interrogate big data, the goal of this 

introductory course was to create easy to understand modules that would provide students the 

skills necessary to work with these big data. To assess how well the original course student 

learning objectives functioned a comprehensive survey was conducted to rigorously identify 

success and failure of specific lessons.  

Understanding what parts of the curriculum were successful coupled with the empirical 

data analysis of the previous chapters allowed for a rethinking of the most appropriate model for 

teaching introductory course on big data.  

 

*In review Biochemistry and Molecular Biology Education 
Bartlett, B, Kantar, MB, Stitt-Bergh, M, Bingham, JP. 2022. A Data Science Primer to Engage 
Undergraduate Students in Research. (In Review Biochemistry and Molecular Biology 
Education)  
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5.1 Abstract 

An explosion of data available in the life sciences has shifted the discipline towards 

genomics and quantitative data science research. Institutions of higher learning have been 

addressing this shift by modifying undergraduate curriculums resulting in an increasing number 

of bioinformatics courses and research opportunities for undergraduates. The goal of this study 

was to explore how a newly designed introductory bioinformatics seminar could leverage the 

combination of in-class instruction and independent research to build the practical skill sets of 

undergraduate students beginning their careers in the life sciences. Participants were surveyed to 

assess learning perceptions towards the dual curriculum. Most students had a neutral or positive 

interest in these topics before the seminar and reported increased interest after the seminar. 

Students had increases in confidence level in their bioinformatic proficiency and understanding 

of ethical principles for data/genomic science.  By combining undergraduate research with 

directed bioinformatics skills, classroom seminars facilitated a connection between student’s life 

sciences knowledge and emerging research tools in computational biology. 
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5.2 Introduction 

The data revolution in the life sciences has initiated a gradual paradigm shift from a 

descriptive science to a primarily quantitative discipline. To address this, academia has gradually 

developed programs in bioinformatics and quantitative methods for biology (Attwood et al., 

2019). These programs began at the graduate level and have percolated into undergraduate 

curriculums (Hack et al., 2005). Efforts to increase the number of informatics/data science 

courses in undergraduate curricula often fail to emphasize general principles of data science or 

consider skills required to perform analysis of multi-format data (McClatchy et al., 2020). To be 

sure, articulating clearly defined general principles is imperative for students to choose the 

correct tools for analysis, assess the necessary computing resources, manage and clean data, and 

apply ethically approved standards in data collection, analysis, and storage (Attwood et al., 

2019). Imparting fundamental disciplinary skills and integrating a solid theoretical background 

with more specialized knowledge creates a solid foundation for students in the life sciences. 

Learning through traditional introductory molecular biology courses has historically been 

passive (Shah et al., 2013); however, it has been shown that activity-based learning increases 

student interest in the natural sciences (Freeman et al., 2014; Neyhart JL., 2020). An active 

learning approach can infuse a theoretical background of the significant concepts in molecular 

biology while providing skills that mirror knowledge creation within a particular domain (Table 

5). Moreover, active learning of foundational biological concepts through inquiry-based labs 

with data-oriented exercises can facilitate peer-to-peer learning. Students learn from talking to 

their peers during group discussions of topical issues. Such conversations can increase student 

interest while achieving a broader understanding by amalgamating an instructor's explanation 

(Smith et al., 2011). 
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Table 5: Selected Modes of Instruction vs. Active Modes of Instruction. Examples from the seminar 
comparing classic (or traditional) modes of instruction with active modes of instruction with greater potential 

for student learning. Implementation of active learning techniques is also described. 

Seminar Topic Classic Mode of 
Instruction 

Active Mode of 
Instruction 

Seminar 
Implementation 

Use R to enter and edit 
expressions and scripts. 

Students listen to a 
lecture on R expressions 

to manipulate data 

Students learn by doing, 
crafting R expressions to 

manipulate different 
types of data 

For their assignments, 
students started with 
code in pre-made R 

markdown documents 

Make figures and tables 
from data 

Students read an article 
and study the theory 

describing how to use a 
particular figure 

Students compare 
software options to 
produce figures and 
practice using the 

software 

Students worked in 
groups to design and 
make figures for their 

projects 

Gain a basic 
understanding of 

bioinformatic data 

Students read a textbook 
describing types of 

bioinformatic data and 
databases 

Students compare types 
of bioinformatic data and 

databases and analyze 
the differences 

Students engaged in 
online discussions of the 
ethical implications for 
storing biological data 

Know the general 
principles of designing a 

bioinformatic study 

Students listen to a 
lecture describing 

methods of bioinformatic 
study design 

Students design a unique 
bioinformatic study 

Students worked in 
groups to design studies 

around bioinformatic 
datasets 

 

One active method is through dynamic programming exercises for students, where 

students can combine molecular biology concepts with basic computational skills (Buitrago 

Flórez et al., 2017). As the size of data increases, it is critical that students have functional skills 

related to technology and computing to interact with and explore these data (Patacsil and 

Tablatin, 2017). Understanding next-generation biological tools and the full extent of biological 

data has become a highly computational exercise (Ideker and Nussinov, 2017). Several different 

computing languages are common in biology; these include R (R Core Team, 2021), Python 

(Van Rossum and Drake, 2009), and MatLab (MATLAB, 2020). In bioinformatics, the currently 

ascendant language is R (Fourment and Gillings, 2008). Many students do not have computing 
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expertise; thus, programming concepts must be integrated into the active learning curriculum 

simultaneously to introduce biological concepts (National Research Council, 2010). 

Our study aimed to explore how a newly designed introductory bioinformatics seminar 

could leverage the combination of in-class instruction and independent research to build the 

practical research skill sets of undergraduate students beginning their research careers in the life 

sciences. The seminar design included inquiry-based labs for teaching data science together with 

foundational concepts in molecular biology. This new curriculum was introduced within the 

INBRE IV (Institutional Biomedical Research Excellence - NIH project 5P20GM103466-18) 

student undergraduate research program to understand core concepts while teaching independent 

research practices through an independent research project. The 10-week undergraduate 

seminar’s core concepts were gleaned from data science projects that traversed data with varying 

characteristics (Fortin J., 2021; Bartlett B., 2021). We assessed the impact of the active learning 

activities (inquiry-based labs, data-oriented exercises, peer discussion, group projects) format 

that integrated data science and R markdown with molecular biology content. We hypothesized 

that this method of instruction would improve student perspectives of core genomic concepts. 

Student perceptions about the domain knowledge they are learning impact their approach to the 

material and how they learn it (Hammer, D., 1994). We tested this by surveying the student 

participants at the end of the seminar to understand their knowledge, perceptions of their 

knowledge, and the relevance of this knowledge to their research. The goal is to enhance student 

research outcomes by offering multidisciplinary training in genomics to complement student 

independent research projects. 
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5.3 Materials and Methods 

Student Background 

Students in the program were part of the INBRE program 'housed’ at the University of 

Hawai'i. The student cohort spanned two University of Hawai'i campuses and 2-year (UH 

Community Colleges) and 4-year institutions (Chaminade and Hawaiʻi Pacific University), 

characterized by a collection of students possessing disparate biomedical research backgrounds 

(Table 6). 26 Students participated in the seminar, 12 responded to the anonymous survey. 

Students represented 12 different majors, reflecting the diverse academic interests of students 

enrolled in a biomedical research training program such as INBRE. Thus, the large cross-section 

of majors requires an all-encompassing general curriculum to globally address the skills needed 

for students in this unique INBRE research training and education program.  
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Table 6: Student Demographics. Overview of the demographics of 26 total student seminar participants. 

Type of Institution 

2-Year 3 

4-Year 22 

Unknown 1 

Major 

Applied Science - Health Professions 4 

Biochemistry & Molecular Biology 1 

Bioengineering 1 

Biology 9 

Chemistry 2 

Health/Exercise Science & Lifestyle Management 2 

Marine Biology & Biomedical Engineering 1 

Microbiology 1 

Molecular Biosciences & Biotechnology 1 

Molecular Cell Biology 1 

Natural Science 1 

Non-degree post-baccalaureate 1 

Unknown 1 

Class Standing 

Sophomore 1 

Junior 4 

Senior 14 

Post-baccalaureate 2 

Unknown 5 
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Seminar Description 

Bioinformatics seminars at The University of Hawaiʻi introduce core concepts early in 

the college curriculum, i.e., in the first and second years of college. Our INBRE (IDeA Networks 

of Biomedical Research Excellence) program consisted of cross-disciplinary seminars designed 

to give undergraduate students across the University of Hawaiʻi system and INBRE partner 

institutes (Chaminade and Hawaiʻi Pacific University) an introduction to bioinformatics concepts 

and resources during their college education. Students derive skills in data science from 

empirical research. Activities include introducing students to biological databases, R, and 

phylogenetic analysis. The mode of seminar instruction is entirely online. Students' 

comprehension and mastery of bioinformatics are assessed through online lessons, labs, quizzes, 

and inquiry-based group activities. The seminar's active learning components are designed 

around embedded interactions with bioinformatics databases during lecture time culminating in a 

final group project. Group size ranged from 1 - 13 students. Student Learning Objectives (SLOs) 

included the following: utilization of R to enter and edit expressions and scripts; read, subset, 

and reshape tabular data; find and install external R packages; make figures and tables from data; 

gain a fundamental understanding of bioinformatic data; and learn the general principles of 

designing a bioinformatic study (Syllabus, Supplementary Document SD1). 

The following criteria were considered in seminar design: operating system, 

programming languages, technology requirements, and student demographics. Seminar activities 

incorporated data retrieval, data cleaning, and data processing. Online labs were developed to 

provide practical experience in the data science process through bioinformatics. Students 

identified relevant topics and designed scripts to execute the appropriate strategies, including an 

inquiry-based final project. R may impose a learning curve that is too advanced for 
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demonstrations in an introductory bioinformatics seminar. To overcome this, our team developed 

R modules that were made available using R markdown so that students could complete them 

with minimal knowledge of R programming. Seminar labs focused on several core concepts: 

working with data, making inferences, and prediction modeling. A final project spanned the 

entire seminar. The project began with a biological rationale and subsequently utilized MEGA 

(Kumar et al., 2018), a multifaceted bioinformatics software for phylogenetics, to generate data 

about the chosen hypothesis. 

 

Survey Design  

At the end of the seminar, students completed a survey that included a set of questions 

assessing their interest level and knowledge before and post-seminar, and questions on 

knowledge gained, level of confidence in subject ability, the relevance of the seminar's 

topics/techniques to their (planned) research, and seminar elements (e.g., group project). The 

survey was covered under the University of Hawai’i IRB Protocol #2020-00940. A retrospective 

pre/post survey was selected because students entered the seminar with little knowledge about 

the topics and thus could not accurately answer questions on a pre-seminar study—the questions 

aimed to understand the amassing and mastery of bioinformatics skills in undergraduate students 

during the seminar. Specifically, the survey addressed bioinformatic tools and ethical concepts in 

data science, including phylogenetics, NCBI databases, and genomic privacy. Each closed-ended 

question utilized a 5-point Likert scale.  

Survey Analysis 

Survey results were analyzed using a scoring system as follows: very disinterested/not at 

all useful/not confident/strongly disagree, -2; disinterested/somewhat useful/somewhat 



Bartlett Dissertation (2022) 
 

66 
 

confident/disagree, -1; do not know/no opinion/neutral, 0; interested/moderately 

useful/confident/agree, +1; very interested/very useful/extremely confident/strongly agree, +2. A 

Standard error was calculated for the percent of students responding with a particular answer 

(Tables 7-12). A Pearson correlation was used to examine the relationships between self-reported 

student confidence, interest, and utility. Effect size was estimated using a one-sample Wilcoxin 

signed-rank test. The percent change was used to compare student responses for before the 

seminar to after the seminar (Figure 13).  

 

5.4 Results 

Student Interest and Confidence  

The seminar covered a variety of topics spanning genetic data analysis, programming, 

and data science. Aggregate student interest increased across all topics covered during 

instruction, except for NCBI tools (Table 7). The most significant gain in student interest was in 

sequence alignment (Wilcoxon effect size estimate, 0.890.01), with 4 students self-reporting 

increased interest in the topic during the seminar (Table 7). Learning to use NCBI tools also 

showed an overall increase, this topic also had the highest proportion of interested students 

before the seminar (Wilcoxon effect size estimate, 0.90.03). The pattern regarding student 

confidence was less clear; more common terms and concepts to biology such as sequence 

alignment and NCBI tools seemed to garner higher confidence among students as compared to 

more specialized downstream analytical processes like multiple sequence alignment and 

phylogenetic analysis, however there was no statistical difference between these 2 groups 

(Tables 8).  
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Table 7, Question 1: Please rate your level of interest in the following subjects in biological 

sequence data before you took this seminar and now, after the seminar. 

  Interest Rating 

Before/After 

Seminar 

Very 

Disinterested 

Disinterested No 

Opinion/Neutral 

Interested Very 

Interested 

Types of 

Biological 

Sequence Data 

Before 8 ± 8% 17 ± 8% 42 ± 8% 33 ± 8% 0 ± 8% 

After 0 ± 9% 25 ± 9% 33 ± 9% 42 ± 9% 0 ± 9% 

Database 

Structures 

Before 8 ± 7% 25 ± 7% 42 ± 7% 25 ± 7% 0 ± 7% 

After 0 ± 9% 33 ± 9% 25 ± 9% 42 ± 9% 0 ± 9% 

Sequence 

Alignment 

Before 8 ± 9% 8 ± 9% 50 ± 9% 33 ± 9% 0 ± 9% 

After 0 ± 12% 17 ± 12% 17 ± 12% 67 ± 12% 0 ± 12% 

Phylogenetics of 

Organisms 

Before 8 ± 9% 17 ± 9% 25 ± 9% 50 ± 9% 0 ± 9% 

After 0 ± 11% 17 ± 11% 25 ± 11% 58 ± 11% 0 ± 11% 

Sequence 

Homology 

Before 8 ± 8% 17 ± 8% 33 ± 8% 42 ± 8% 0 ± 8% 

After 0 ± 10% 17 ± 10% 33 ± 10% 50 ± 10% 0 ± 10% 

NCBI Tools Before 8 ± 10% 8 ± 10% 17 ± 10% 58 ± 10% 8 ± 10% 

After 0 ± 9% 8 ± 9% 25 ± 9% 50 ± 9% 17 ± 9% 
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Table 8, Question 2: As a result of this seminar, what is your confidence level in your knowledge of the following 

subjects in bioinformatics. 

  Not 

Confident 

Somewhat 

Confident 

Confident Extremely 

Confident 

Don't Know 

NCBI Databases (ex. Rentrez R 

package) 

17 ± 8% 42 ± 8% 33 ± 8% 0 ± 8% 8 ± 8% 

Biological Sequence Alignment 

(ex. BLAST, Biostrings) 

17 ± 8% 33 ± 8% 42 ± 8% 8 ± 8% 0 ± 8% 

Multiple Sequence Alignment 

(ex. MEGA, MUSCLE, 

CLUSTAL) 

25 ± 9% 50 ± 9% 25 ± 9% 0 ± 9% 0 ± 9% 

Phylogenetic Analysis (ex. 

MEGA, CLUSTAL, MAFFT) 

33 ± 7% 33 ± 7% 25 ± 7% 8 ± 7% 0 ± 7% 

 
Perceived Utility by Students for Research  
 

The seminar took place during the backdrop of the SARS-CoV-2 pandemic, with 

restrictions on in-person learning, coupled with an online format that was new to the INBRE 

program. There was a statistically significant correlation between students' interest and perceived 

usefulness (R2=0.57, P=0.05), suggesting the importance of practical applications for lab 

exercises. This relationship was not significant for student confidence (R2=0.80, P=0.16) (Table 

9, Figure 12).  
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Table 9, Question 3: How useful/not useful are the following regarding the INBRE research you are 

conducting/planning to conduct. 

  Not Useful Somewhat Useful Useful Extremely Useful Don't Know 

 [NCBI Databases 

(ex. Rentrez R 

package)] 

33 ± 4% 17 ± 4% 17 ± 4% 25 ± 4% 8 ± 4% 

 [Biological Sequence 

Alignment (ex. 

BLAST, Biostrings)] 

25 ± 7% 8 ± 7% 33 ± 7% 33 ± 7% 0 ± 7% 

 [Multiple Sequence 

Alignment (ex. 

MEGA, MUSCLE, 

CLUSTAL)] 

33 ± 6% 17 ± 6% 33 ± 6% 17 ± 6% 0 ± 6% 

 [Phylogenetic 

Analysis (ex. MEGA, 

CLUSTAL, 

MAFFT)] 

33 ± 6% 17 ± 6% 33 ± 6% 17 ± 6% 0 ± 6% 
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Figure 12: Heatmaps Comparing Student Interest vs. Confidence vs. Perceived Usefulness. Self-reported 
usefulness and confidence of different seminar topics for 12 student survey respondents compared to self-reported 
interest. Survey responses were scored as follows: very disinterested/not at all useful/not at all confident, -2, light 
orange; disinterested/somewhat useful/somewhat confident, -1, orange; do not know/no opinion, 0, brown; 
interested/moderately useful/confident, +1, medium green; very interested/very useful/very confident, +2, dark 
green. A statistically significant correlation was observed (R = 0.57, p=0.05). 

 
Figure 13: Average Percent Change in (A) Self-Reported Agreement by Students to Statements about Seminar 
Material and (B) Self-Reported Level of Interest in Computational Biology Topics. A. Self-reported agreement 
with statements related to seminar material. Some statements were explicitly addressed in the seminar, while 
some statements were topically related but not addressed. B. Self-reported interest in computational biology 
topics addressed in the seminar.  
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Self-reported Understanding of Core Concepts 

Students self-reported a greater understanding of bioinformatics, and the majority 

indicated they would like to learn more about the discipline after taking the seminar (Table 10). 

Students also indicated that the frequent practice of exacting computational techniques was 

helpful to them in improving their understanding. Finally, most students said that both exercises 

using R markdown documents and group projects were helpful in their learning of bioinformatics 

(Table 11). 

Table 10, Question 4: Please indicate your level of agreement with the following statements before you 

took this seminar and now, after the seminar. 

 Before/After the 

Seminar 

Strongly 

Disagree 

Disagree Agree Strongly 

Agree 

Don't Know 

I have a good 

understanding of 

bioinformatics and 

the associated R 

tools. 

Before 50 ± 11% 42 ± 11% 8 ± 11% 0 ± 11% 0 ± 11% 

After 8 ± 8% 17 ± 8% 50 ± 8% 8 ± 8% 17 ± 8% 

I would like to 

learn more about 

biological 

databases, R, and 

other statistical 

software. 

Before 0 ± 13% 67 ± 13% 33 ± 13% 0 ± 13% 0 ± 13% 

After 0 ± 12% 17 ± 12% 67 ± 12% 8 ± 12% 8 ± 12% 

 

 

Table 11, Question 5: In thinking about this seminar, indicate your level of agreement with the 

following statements. 
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  Strongly Disagree Disagree Agree Strongly Agree 

The R tools provided in 

the homework have 

enhanced my learning as 

an INBRE student. 

8 ± 15% 25 ± 15% 67 ± 15% 0 ± 15% 

The R homework 

assignments were easy 

to use. 

0 ± 15% 42 ± 15% 58 ± 15% 0 ± 15% 

The group projects were 

a useful addition to the 

course content 

17 ± 14% 17 ± 14% 67 ± 14% 0 ± 14% 

 

Student Understanding of General Data Science Concepts 

To measure the impact of student discussions, students were asked to rate their level of 

agreement with statements related the discussion topics – as a comparison, students were also 

asked to rate their level of agreement with statements not discussed, but in a similar discipline. 

After completing the seminar, most of the students agreed with factual statements about the 

science concepts explicitly addressed in the curriculum (marked with an asterisk in Table 12). 

For example, students reported a better understanding of privacy concerns in genomics after 

completing group discussions on this topic. Algorithmic bias, a subject not explicitly discussed, 

was not understood better (Table 12).  
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Table 12, Question 6: Please indicate your level of agreement with the following statements before you took 
this seminar and now, after the seminar. 

  Before/After the 
Seminar 

Strongly 
Disagree 

Disagree Agree Strongly 
Agree 

Don't Know 

Bioinformatic skills have 
immediate application to 

INBRE research projects.* 

Before 0 ± 14% 17 ± 14% 67 ± 14% 0 ± 14% 17 ± 14% 

After 0 ± 18% 0 ± 18% 92 ± 18% 8 ± 18% 0 ± 18% 

Modeling data is essential to 
performing bioinformatic 

analysis. 

Before 0 ± 18% 0 ± 18% 92 ± 18% 0 ± 18% 8 ± 18% 

After 0 ± 18% 0 ± 18% 92 ± 18% 8 ± 18% 0 ± 18% 

Data Science/Bioinformatics is 
crucial to genomics and 
modern-day biology.* 

Before 0 ± 13% 0 ± 13% 67 ± 13% 25 ± 13% 8 ± 13% 

After 0 ± 13% 0 ± 13% 67 ± 13% 33 ± 13% 0 ± 13% 

Genomics is central to 
research in modern day 

biology.* 

Before 0 ± 11% 0 ± 11% 58 ± 11% 33 ± 11% 8 ± 11% 

After 0 ± 13% 0 ± 13% 58 ± 13% 42 ± 13% 0 ± 13% 

Algorithms are inherently 
biased. 

Before 0 ± 12% 8 ± 12% 17 ± 12% 8 ± 12% 67 ± 12% 

After 0 ± 8% 17 ± 8% 33 ± 8% 8 ± 8% 42 ± 8% 

It is possible to know the goals 
of a proprietary algorithm. 

Before 0 ± 11% 17 ± 11% 25 ± 11% 0 ± 11% 58 ± 11% 

After 0 ± 13% 8 ± 13% 67 ± 13% 0 ± 13% 25 ± 13% 

Research on human genetics is 
impacted by privacy 

concerns.* 

Before 0 ± 10% 0 ± 10% 50 ± 10% 17 ± 10% 33 ± 10% 

After 0 ± 13% 0 ± 13% 58 ± 13% 42 ± 13% 0 ± 13% 

  
*These topics were explicitly addressed in the seminar. 
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5.5 Discussion 

The results from this small study are encouraging they suggest that in-class instruction, 

active learning, and connections to students (planned) research did build the intended skills and 

interest. While not every aspect of every lesson contained active learning, many SLOs were 

addressed with active learning components – an instructional style shown to increase student 

learning (Brown et al. 2014). In addition, the seminar structure allowed students to explore 

varied disciplinary techniques and identify where they thought they had understanding, 

deficiencies, or mastery. The seminar’s inclusion of critical cross-disciplinary skills such as 

computer science and data ethics helps students gain a more accurate perception of life sciences 

and their training as scientists.  

Well-designed courses incorporate a flexible, goal-oriented approach with a first step in 

course design focused on identifying desired results (Wiggins and McTighe, 2005). Once the end 

goals of teaching are clear, the designer can determine acceptable evidence and plan learning 

experiences and instruction. In practice, we measured our end goal of enhancing student research 

outcomes through multidisciplinary training in genomics by means of group projects and a final 

pre/post survey. When running a decentralized online seminar that is cross-disciplinary, the 

limitations concerning the completion of student activities can provide an opportunity to assess 

student performance through authentic activities such as these students’ group projects (Sambell 

et al. 2012). In a research-focused program, such as INBRE, it is possible that students became 

more interested in topics as they were perceived to be relevant to their laboratory work. This 

evolution in interest can be attributed to understanding new methods of how to ask/answer 

biological questions. 
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Most students self-reported an increased understanding across all topics in genomics 

covered in the post-course survey (Table 4). Students reported the greatest increase in agreement 

with statements covered in the seminar including the privacy concerns impacting human 

genetics, and whether bioinformatic skills could be applied to their INBRE research projects. 

Students were most engaged when the seminar combined theory and practice in biology, tying 

their research to the lessons in bioinformatics and the ethical implications of those 

technologies—underscoring a need to design computational biology courses around current 

biological concepts and the ethical implications of these concepts (National Academies of 

Sciences, 2020). The essential combination of theory and practice could explain why student 

interest was correlated with perceived usefulness, while not associated with increased student 

confidence (Figure 1). Engaging in peer discussions was a central component in improving 

student understanding of ethical concepts—students reported a better understanding of privacy 

concerns in genomics after completing group discussions on this topic. Incorporating ethics into 

college curricula has been demonstrated to be essential to student engagement and an ability to 

connect learning in the classroom to a broader context (Whitley et al. 2020). 

While this seminar’s format was largely successful, we did receive student feedback that 

could help future cohorts. First, because coding was new to many students, students noted that 

introducing R sacrificed valuable class time that could be used to explore a single tool, in-depth 

without requiring R skills. In bioinformatic analysis, selecting the correct tool is critical (Welch, 

L. 2014). In future iterations of the seminar, we hope to place additional emphasis on selecting 

between tools and programs that perform similar tasks. Previous studies have found self-taught R 

skills to be inadequate, therefore we plan to continue emphasizing introductory R skills (Eglen, 

2009). Second, students asked for group size to be limited for the final project. 
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Crossdisciplinarity group work contributes to success in computational biology (Aikens & 

Dolan, 2014). We hope to incorporate this feedback and continue group projects but experiment 

with smaller groups. Third, students came into the program with different expectations for 

conducting in silico research projects through INBRE. Some expected to augment their 

laboratory experience with such approaches, and others expected to work solely in a wet lab 

(Supplementary Document SD2).  

In addition to student feedback, we observed that additional effort is needed to reach the 

target student demographic. Though we sought to reach freshman and sophomore students, 20 of 

26 students were upperclassmen (junior and above). The seminar was advertised equally to all 

levels of students at participating institutions. It is possible that freshman/sophomore students are 

still exploring their career aspirations and less interested in skills-based preparation for 

biomedical research. These challenges can be managed by identifying the interests of first and 

second-year college students and through diligent communication about the expectations of the 

INBRE program.  

 

5.6 Conclusion 

Utilizing modern tools, data science requires that theory be interwoven tightly with 

concrete skill development. In this study, students improved understanding of biology and 

genomics through practical exercises and discussion questions. Students were instructed on using 

multiple tools during lectures for each biological concept to ascertain when a specific technical 

solution is needed. Future iterations of our seminar series will see some changes—firstly, the 

groups for our seminar were too large and varied in size (from 1 to 13 students). Groups were not 

assigned. Students with a similar interest formed a group, regardless of how many students were 



Bartlett Dissertation (2022) 
 

77 
 

in each group. This system did not give each student adequate exposure to computer skills and 

software, which groups of 3-4 would have done. Though they were engaged in the discussion, 

students expressed little disagreement. Solutions for future iterations of the seminar include 

having the student groups formed based on which discussion questions they choose and 

providing instruction on having productive debates. A secondary benefit would be grouping 

students with differing levels of computer skills. Given the size of the seminar and the number of 

survey respondents (n=12), additional iterations are needed to understand the complex interplay 

between the seminar’s concepts (e.g., the ethics of technology by genetics interaction). Further 

iterations are essential to understanding any links between demographic factors and levels of 

interest, the correlation between different sub-subjects, and the relationship between areas of 

interest with computer skills. Having a better understanding of these complex interactions will 

allow for the continued improvement of future seminars and tailored attention to students’ needs, 

resulting in better student retention and job preparedness. 
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CHAPTER 6: CONCLUSIONS AND FUTURE DIRECTION 

 
6.1 The Role of Data in Higher Education 

Including critical, cross-disciplinary skills (e.g., cancer biology, plant genomics, 

bibliometrics) and data ethics help students build a more accurate perception of life sciences and 

improve scientists’ training. The first step in the course design is identifying desired results 

(Wiggins and McTighe, 2005); in my dissertation, I identified critical components for biological 

data science by conducting three empirical big data studies. Teaching a course based on these 

components proved to be an excellent opportunity to apply a broad skill base in data science 

derived from the three empirical studies. While I was pleased with the outcome and responses 

from student-participants in the seminar course, I saw a significant need to revise the SLOs for 

future seminar iterations based on course assessments. This led to the development of a new data 

science model and new revised SLOs. When taken in a broader context, analysis of student 

feedback and course participation led me to identify broad data science skills that could be taught 

within customary course frameworks to improve student engagement and learning outcomes 

(Figure 14). These skills broadly can be classified as ‘Technical Knowledge,’ ‘Quantitative 

Interpretation,’ and ‘Ethical Knowledge.’ Good SLOs should have specific, measurable 

outcomes; however, the original iteration of the course used SLOs that were ambiguous and did 

not provide enough measures or benchmarks for a sufficient measure of learning. The newly 

developed SLOs could allow any future instructor to measure how successfully students gain 

competence in the distilled data science principles. In the following section, I define the core 

concepts and the specific SLOs derived for each.  
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Figure 14: A Proposed Instructional Model for Data Science. This model is adapted from the model for 
significant learning (Fink, 2013).  

 

Technical Knowledge 

Technical knowledge refers to the computer literacy and subject-specific knowledge 

necessary to derive robust answers to in silico research questions through experimentation and 

analysis. I used three empirical study systems to derive specific learning outcomes on technical 

skills. Research has found that relying on self-taught R skills when introducing students to 

computational biology is inadequate (Eglen, 2009). I sought to incorporate specific skills into the 

curriculum, leading to revised SLOs based on both computer literacy and subject-specific 

knowledge:  
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Computer Literacy 

SLO: Recognize computing principles of R to apply the appropriate methods for editing 
expressions and scripts; read, subset, and reshape tabular data.  
 
SLO: Demonstrate R knowledge through installing and using external R packages.  
 
Subject-Specific Knowledge 

SLO: Compare and contrast similar R packages to examine which packages apply to a 
particular dataset.  
 
SLO: Appraise a particular dataset's quality and collection methods and defend its 
inclusion in the study of a broader research question.  

 
 
Quantitative Interpretation Knowledge 

Quantitative interpretation refers to the discipline/problem-specific knowledge and 

mathematical skills required for developing algorithms, performing statistical analysis, and 

envisioning the vital link between a particular dataset and the problems to which that data can be 

applied. Quantitative interpretation skills are necessary to troubleshoot software across many 

research areas and ultimately choose appropriate software options for the dataset.  

Mathematical Knowledge  

SLO: State foundational knowledge of mathematics and statistics and recognize 
strategies to reshape and subset tabular data.  
 
SLO: Apply foundational mathematical knowledge to check the quality and integrity of a 
dataset and develop basic figures and tables to do this. 
 
Envisioning Problems  

SLO: Formulate a research question that addresses a particular disciplinary problem 
and develop an experiment to answer the question.  
 
SLO: Recognize problems in a particular area and select specific quantitative questions 
that can be investigated through research to address these problems. 
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Ethical Knowledge 

Appreciating the societal limitations of data science, including the legal, social, and 

statistical implications of individual datasets, helps students combine theory and practice in the 

classroom by engaging in reflection and discussions on ethical concepts around research. 

Appreciating Statistical Limitations  

SLO: Use quantitative methods to examine a particular dataset for biases to defend its 
use.  
 
SLO: Differentiate between datasets that inform with new knowledge and those that 
exacerbate structural biases.  
 
Appreciating Societal Limitations  

SLO: State the legal implications of a particular dataset and identify how these 
implications extend to society.  
 
SLO: Recognize any social impacts of a dataset and formulate a plan to address these 
impacts in an equitable way.  

 

6.2 Cancer Genomics  

In chapter 2 the process of cancer biomarker discovery required choosing appropriate 

packages for analyzing gene expression data and developing custom code for visualizing the 

gene expression data in the R environment. This analysis and accompanying visualization 

allowed for identifying promising biomarkers. Chapter 2 necessitated technical knowledge to 

address the poor performance of relatively new algorithms for immune cell deconvolution. While 

not a perfect solution, I attempted to address these algorithms' deficiencies by combining three 

different algorithms' predictions.  Chapter 2 utilized human genomic data; this engenders unique 

privacy concerns. This data used genomic information from a publicly available dataset (The 

Cancer Genome Atlas); despite being public, a request and approval are required to access the 

data. These privacy concerns were directly used in the course, where students were asked about 
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privacy concerns arising from public genomic databases–and specifically asked to discuss the 

impact of short tandem repeats (STRs) on the Y chromosome and the availability of this 

information in public genealogy databases as these data were previously used to derive surnames 

from deidentified public genomes and correctly identify the individual when combined with age 

and state of residency (Gymrek, 2013).  

 
CURRICULAR HYPOTHESIS 

The unique properties of patient tumor genomic data (e.g., privacy, large numbers of individuals, 
small amount of sample) will provide critical insights into the ethical, technical, and reasoning 
aspects of data science. 
 

IMPLICATIONS FOR DATA SCIENCE INSTRUCTION 

The key technical take-homes from this experiment were that RNA sequencing and immunology 
data could be synthesized and taken together. When multiple algorithms are available, the 
limitations of any single algorithm can be reduced by considering the results together. The 
critical quantitative reasoning take-homes were the limitations of the individual algorithms used 
for immune cell deconvolution and the overall potential of early detection in cancer as a viable 
way to manage the disease. This addressed both the technical and ethical curricular hypotheses 
including ethical considerations that a human-subjects dataset could have known privacy 
concerns depending on the source.  
 
6.3 Plant Genomics 

Chapter 3 was conducted in a non-model system. The standard tools that are used to 

quantitatively look at hybridization required modifications. For example, the tool SppIDer, a 

software package developed to detect hybrids was used, however, this tool was validated using 

species with small genomes (e.g., Saccharomyces), to have it function on large genomes the 

software had to be modified in a way that required both subject-specific knowledge of the 

macadamia genome and technical understanding of how SppIDer was processing the genomic 

information and how this was impacted by genome size. In chapter 3, large amounts of data had 

to be integrated between different libraries that combined code in two different languages, R and 
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Python. From a quantitative interpretation standpoint, selecting the appropriate tools was a 

central task in assessing the hybridization, however, even after selecting appropriate tools, 

conflicting results were in one case observed. This conflict was resolved by exploring the tool 

output and historical data on the samples collected. Further,  the often-controversial intellectual 

property status of plants was considered due to the high value of macadamia, specifically the 

delicate balance between the rights of the community and the rights of the inventor.  

 
CURRICULAR HYPOTHESIS 

The properties of non-model species (e.g., crop wild relative) genomic data will provide critical 
insights into the ethical, technical, and reasoning aspects of data science. 

 

IMPLICATIONS FOR DATA SCIENCE INSTRUCTION 

The critical technical curricular considerations from this experiment were the importance of the 
quality of genomic data to downstream analysis, the challenges of de novo transcriptome 
assembly, and the different architecture of tools used for smaller genomes compared to larger 
genomes. The critical quantitative interpretation take home was that two tools for hybridity can 
give different signals, addressing the curricular hypothesis with respect to the unique challenges 
of developing genomic resources in non-model species. There were no critical insights regarding 
ethical aspects of data science. 
 
6.4 Bibliometrics 

The implications of the data used in Chapter 4 applied most to ethics, as it used data 

science to directly assess diversity, equity, and inclusion. Chapter 4 used R to analyze altmetric 

data sourced from the company with the same name. The major technical issue associated with 

this study was partitioning the data to a useable size. Tools, such as GenderizeR, help filter 

information to a smaller dataset–that can be used to ask specific questions, which can be 

answered using complex statistical analysis. While the GenderizeR tool was useful, it required 

validation, which was done with spot-checking the results to independently validate the 

software’s database. The unique problem of searching names in an author list was compounded 
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by the proprietary algorithm that generated the response variable (AAS), this brought up more 

ethical issues that required careful interpretation.  

 
CURRICULAR HYPOTHESIS 

The structure of bibliometric data will provide critical insights into the ethical, technical, and 
reasoning aspects of data science. 
 
IMPLICATIONS FOR DATA SCIENCE INSTRUCTION 

The critical quantitative interpretation take home from this study system was using statistics to 
analyze a dataset for bias. The critical ethical curricular considerations from this study were 
that sources of bias are often unknown and unconscious, including that the goals of proprietary 
algorithms are unknown to the user—the presence of bias necessitates the need to both collect 
data and check results for both bias and errors. There were no critical insights into the technical 
aspects of data science.  
 
IMPLICATIONS FOR GENERATING ATTENTION AROUND SCIENTIFIC DISCOVERIES 

The results from this study underscore the need to look closely at the metrics that drive how 
science is conducted and how the public understands discoveries. This matters to scientists, 
funders, and those evaluating the products of science. There may not be a clear right or wrong 
answer, as different institutes value different outcomes from their researchers. Still, if these 
results hold over time, they do suggest that a broader, more holistic view of research and its 
impacts is worthwhile. The current citation metrics have been proven to have significant, 
measurable bias in multiple ways – new metrics relying on public attention might prove more 
complex to manipulate because they aggregate information from a larger number of sources and 
demographics. This being said, the new metrics can create artificial incentives to work on large 
consortium-based projects or on controversial scientific topics that will garner public attention. 
As with any algorithmic approach that proposes objectivity, there is the potential for both 
unconscious bias and deliberate manipulation of results by gaming the algorithm.  
6.5 Future Directions 

CURRICULAR HYPOTHESIS 

Student Learning objectives based on multidisciplinary synthesis will result in positive student 
outcomes. 
 

This dissertation explored a multidisciplinary approach to understanding data and how 

data science methods can be used to understand broad questions and help students gain a 

dynamic understanding of biology. From each of the empirical studies, there were clear 
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implications for how to create significant learning for students – the relationship between 

multidisciplinary synthesis and student outcomes lent support to the curricular hypothesis. This 

led to the development of cross-disciplinary principles that could be implemented in any data 

science curriculum that looked at the intersection of the broad areas of ‘Technical Knowledge’, 

‘Quantitative Interpretation’, and ‘Ethical Knowledge.’ These areas were further developed and 

expanded to encompass specific learning goals that became part of a distilled model that 

expanded on the six categories from the original Fink model, providing clear approaches and 

goals for an instructor creating an introductory course for biology students (Figure 14).  

College curriculums outside of education departments often do not include formal 

training in teaching. University instructors, who received their training in these programs, will 

gravitate toward the models they were taught under by emulating their own teachers: a so-called 

“learning by proxy” model. While a valuable tool, “learning by proxy” is not rooted in the latest 

ideas or literature. For advances in pedagogy to be translated to the classroom, it will be 

imperative that teachers be encouraged and helped to use newer models as curricula are 

developed and evolved. Achieving the learning outcomes that will help students intellectually 

and technically will require both continued innovation and the implementation of these new 

ideas by teachers.  
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APPENDIX A: SUPPLEMENTARY INFORMATION CHAPTER 2 

 

 

Feature   COAD READ COAD % 
Total READ % Total 

Stage 

i 67 28 16.50% 19.58% 
ii 158 42 38.92% 29.37% 
iii 113 43 27.83% 30.07% 
iv 58 21 14.29% 14.69% 

No Data 10 9 2.46% 6.29% 

MSI Status 
MSS/MSI-L 332 140 81.77% 97.90% 

MSI-H 74 2 18.23% 1.40% 
No Data 0 1 0.00% 0.70% 

Tissue Location 

Ascending Colon 77 0 18.97% 0.00% 
Cecum 95 0 23.40% 0.00% 

Descending Colon 17 0 4.19% 0.00% 
Hepatic Flexure 27 0 6.65% 0.00% 

Rectosigmoid Junction 1 40 0.25% 27.97% 
Sigmoid Colon 134 3 33.00% 2.10% 
Splenic Flexure 6 0 1.48% 0.00% 

Transverse Colon 33 0 8.13% 0.00% 
Recum 0 97 0.00% 67.83% 

No Data 16 3 3.94% 2.10% 
       

 

Supplementary Table ST1: Clinical features of the population of 406 COAD patients and 143 READ patients in 
the CRC cohort as reported in the TCGA clinical feature tables. Stage, MSI status, and tissue location were 
assessed.  
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Supplementary Figure SF1: Association of MSI Status with: M0 macrophage polarization (p = 0.30), M1 
macrophage polarization (p = 0.00), M2 macrophage polarization (p = 0.82), resting dendritic cells (DC) (p = 
0.01), activated DC (p = 0.82), activated natural killer (NK) cells (p = 0.19), resting NK cells (p = 0.64), CD8 t-
cells (p = 0.13), plasma cells (p = 0.00).  
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Supplementary Figure SF2: Association of PD-L1 expression with: M0 macrophage polarization (p = 0.22), M1 
macrophage polarization (p = 0), M2 macrophage polarization (p = 0.31), resting dendritic cells (DC) (p = 0.65), 
activated DC (p = 0.24), activated natural killer (NK) cells (p = 0.70), resting NK cells (p = 0.42), CD8 t-cells (p 
= 0.10), plasma cells (p = 0.03). 
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Supplementary Figure SF3: Association of mutation burden with: M0 macrophage polarization (p = 0.35), M1 
macrophage polarization (p = 0.00), M2 macrophage polarization (p = 0.79), resting dendritic cells (DC) (p = 
0.20), activated DC (p = 0.14), activated natural killer (NK) cells (p = 0.54), resting NK cells (p = 0.72), CD8 t-
cells (p = 0.08), plasma cells (p = 0.01). 
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APPENDIX B: SUPPLEMENTARY INFORMATION CHAPTER 3 

 
 

MT-1 -HI 879 MT-10-HI 862 MT-5-Oahu Tetraphylla MT-9-Oahu putative hybrid Control MacInt Control MacTet 

 
Unmapped MacTet MacInt Unmapped MacTet MacInt Unmapped MacTet MacInt Unmapped MacTet MacInt Unmapped MacTet MacInt Unmapped MacTet MacInt 

Number 
Reads 54262791 54241998 46657000 43205846 460617384 51773462 

Number 
Mapped 

Reads 53873335 54158604 45630572 42479302 459150448 42861472 

Percent 
Unmapped 

Reads 48.67% 50.39% 48.59% 49.25% 16.83% 58.02% 

Average MQ 18.80650706 17.59945944 18.44314973 17.78028851 NA 14.92664823 

Median MQ 6 0 6 3 49 0 

Total 
mapped 

reads 389456 17512904 36360431 83394 19408531 34750073 1026428 26324256 19306316 726544 24602802 17876500 1466936 78855673 380294775 8911990 27822186 15039286 

% of all reads 0.72% 32.27% 67.01% 0.15% 35.78% 64.06% 2.20% 56.42% 41.38% 0.0168 0.5694 0.4138 0.32% 17.12% 82.56% 17.21% 53.74% 29.05% 

% Nonzero 
mapped 

reads 0% 19.60% 80.40% 0% 24.82% 75.18% 0% 64.82% 35.18% 0 0.6528 0.3472 0% 13.49% 86.51% 0.00% 78.12% 21.88% 

All average 
MQ 0 9.48 23.5 0 10.31 21.71 0 20.71 16.33 0 19.84 15.67 0 26.07 0 0 21.22 12.12 

NonZero 
average MQ 0 30.41 38.16 0 29.95 37.3 0 35.07 37.37 0 34.11 36.79 0 39.79 0 0 34.78 38.34 

All Median 
MQ 0 0 11 0 0 10 0 10 0 0 9 0 0 27 57 0 10 0 

Nonzero 
Median MQ 0 27 40 0 27 40 0 33 40 0 27 40 0 40 60 0 34 40 

 

Supplemental Table ST2. Genomic hybridity statistics for tested samples. Yellow coloring indicates breeding lines, 
light blue coloring indicates Oʻahu collected putative M. tetraphylla and purple indicates controls.  
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Supplemental Figure SF4: Average depth of coverage across the entire genome for Hawaiʻi 
879 and Hawaiʻi 862.  Red indicates M. tetraphylla depth and teal indicates M. integrifolia 
depth. Vertical dotted lines represent chromosomes.   
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APPENDIX C: SUPPLEMENTARY INFORMATION CHAPTER 4 

 
Supplemental Figure SF5. A) Total number of articles by year, by journal. There are fewer total articles in 2018 
because we acquired the data from Altmetric.com partway through 2019, but only included articles from 2018 that 
were old enough to have computed 1-year scores. B) Number of articles that received an AAS of 0, by year, by 
journal. C) Number of articles that received an AAS greater than 0, by year, by journal. In later years, almost all 
articles get a score above 0. This could be because Twitter usership in academia has increased over time, and authors 
or journals ensure that their articles get tweeted at least once. 
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A. 

 
B. 
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C. 

 
Supplementary Figure SF6. A) Mean gender bias in seven idiotypic journals for if a journal receives an AAS for 
first authors; B) Mean gender bias in seven idiotypic journals for if a journal receives an AAS for last authors; C) 
Mean gender bias in seven idiotypic journals for magnitude of AAS for last authors. A) and B) have wide confidence 
intervals that go beyond the bounds of the figure for 2018 because, by 2018, very few articles have scores of 0 (see 
Figure S1). 
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A) 

 

B) 

 
Supplementary SF7. A) Median gender bias in seven idiotypic journals for the magnitude of AAS for first authors; 
B) Median gender bias in seven idiotypic journals for the magnitude of AAS for last authors. 
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Supplementary Figure SF8. A) Mean impact of publication month on log(AAS) for bioRxiv. B) Mean impact of 
publication month on log(AAS) for all journals except bioRxiv. C) Mean impact of number of authors on log(AAS) 
for bioRxiv. D) Mean impact of number of authors on log(AAS) for all journals except bioRxiv. E) Mean impact of 
proportion of female authors on log(AAS) for bioRxiv. F) Mean impact of proportion of female authors on log(AAS) 
for all journals except bioRxiv. 
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APPENDIX D: SUPPLEMENTARY INFORMATION CHAPTER 5 

Supplementary Document SD1: Seminar Syllabus 
 

INBRE Practicum: Phylogenetic Analysis  
  

This bioinformatics practicum from INBRE is designed for undergraduate students to gain technical 
training in bioinformatics. The course is focused on applying data science tools in R that are freely 
available online for genome analysis.  
  
Graduate Assistant: 
         Bjarne Bartlett, bjarne@hawaii.edu 
  
INBRE Bioinformatics Objectives: 

Gain knowledge of bioinformatic data. Gain knowledge of basic R programming and common 
tools for processing bioinformatic data. 

  
Course Objectives: 

1. Use R to enter and edit expressions and scripts. 
2. Read, subset, and reshape, tabular data. 
3. Find and install external R packages. 
4. Make figures and tables from data.  
5. Knowledge of bioinformatic data, including types of data, types of data science, and current 

challenges in large bioinformatic data sets. 
6. Know basic principles of designing a bioinformatic study. 

  
Textbook: 

This course follows the recent literature and does not utilize a textbook.  
 
Course Format: 
 

Week 1 Biology Primer 

 
June 3/2021 
 
Watch Film:  
 
Cracking the 
Code of Life 
 
 

Molecular Biology Introduction 
● Central Dogma of Molecular Biology 
● Human Genome 
● Introns/Exons 
● Mutations 

 
Biological Databases Introduction 

● Types of Databases 
● NCBI Introduction 

 
Assignments: Week 1 Homework 

Week 2 R Primer 
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June 10/2021 
  
Due: Week 1 
Homework:  
Biological 
Sequences 
(on Laulima)* 

R Programming 
● IDE's and R Studio 
● Vectors 
● Variables 
● How to submit homework and R Markdown Documents 

 
R Packages 

● Package Databases 
● Installing Packages 

 
Choose Project 

● Hemoglobin 
● Cytochrome C 
● Histone H1 
● Rheumatoid Factor 
● Beta-2 microglobulin 
● EGFR 

 
Assignments: Week 2 Homework: Rentrez 
 
Discussion: AMP vs. Myriad Genetics 
 

Week 3 Sequence Alignment in BLAST 

  
June 17/2021 
  
Due: Week 2 
Homework 
Rentrez R 
Exercise 
(on Laulima) 
 
 

Methods of Sequence Alignment 
● Algorithms 
● Local vs. Global 

 
R Tools for Sequence Alignment 

●  Biostrings 
 
Assignments: Week 3 Homework: Biostrings 
 
 
 
 
 
 
 
 
 

Week 4 Sequence Alignment and Multiple Sequence Alignment in R 
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June 24/2021 
  
Due: Week 3 
Homework 
 

Methods of Multiple Sequence Alignment 
● MUSCLE 
● TCOFFEE 

 
R Tools for Multiple Sequence Alignment 

● MSA Package 
● Biostrings Package 

 
Assignments: Week 4 Homework: Multiple Sequence Alignment 
 

Week 5 Phylogenetic Trees 

  
July 1/2021 
  
Due: Week 4 
Homework 
  

 
Phylogenetic Tree Construction 

● Clustal Omega 
 
Assignments: Week 5 Midterm: Present Background on Homologous Sequences 
 

Week 6 Introduction to Molecular Phylogeny 

 
July 8/2021 
  
Due: Week 5 
Midterm  
 

Midterm Presentations:  
Present a cohort of at least four proteins with homology to your chosen protein. 
 
Assignments: Week 6 CLUSTAL Phylogenetic Tree Construction  
 

Week 7  MEGA 

 July 15/2021 
  
Due: Week 6 
Homework 
  
 
 
  

Midterm Presentations:  
Present a cohort of at least four proteins with homology to your chosen protein. 
 
MEGA: Molecular Evolutionary Genetics Analysis 

● Understand features 
● Interpret outputs 

 
Constructing Phylogenetic Trees 
 
Assignments: Week 7 Homework: MEGA 
 
 

Week 8 Analysis of Phylogenetic Trees 



Bartlett Dissertation (2022) 
 

109 
 

July 22/2021 
  
Due: Week 7 
MEGA Tree 
Construction 
Homework 

MAFFT: Multiple Sequence Alignment with Phylogenetic Tools 
● Run MAFFT 
● Interpret Results 

 
Phylogenetic Tree Analysis 

● Bootstrapping 
 
Assignments: Week 8 Homework: Analysis and MAFFT 
 
Discussion: Identifying Personal Genomes by Surname Inference 

Week 9 Mr. Bayes Workshop 

  
July 29/2021 
  
Due: Week 8 
Homework 
MAFFT 
 

Mr. Bayes: Multiple Sequence Alignment with Phylogenetic Tools 
● Run Mr. Bayes 
● Interpret output 
● Compared to other methods 

 
Assignments: Group assignment final paper or poster (choose 1)  
Extra Credit: Mr. Bayes analysis for your sequences. 
 

Week 10 Final Project Due 

  
August 5/2021 
  
Due: Final 
Paper/Poster  

Final Paper  
● 1-2 page research paper or a poster on your phylogenetic analysis of a 

particular protein group. 
 

 
Course Evaluation Survey 

 Thank you! 

 * Laulima is the online course management system. 
 
Assignments: 
         Assignments are for students to measure progress learning the basics of bioinformatics. 
Assignments are required for a course certificate. 
   
Final Project: 
The final project will be chosen from a list of suggested projects and completed in groups. 
Individual/custom final projects are accepted/encouraged.  
  
University of Hawaiʻi Executive Policy 12.211 
Reporting suspected academic, scientific and research misconduct is a shared and serious responsibility of 
all academic community members. Allegations should not be made capriciously, but indications or 
evidence of fraud or misconduct must not be ignored. Allegations of unethical conduct are serious and 
can ruin professional careers. 
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A. 

 
Interest 

B. 

 
Interest 

 

Supplementary Figure SF9: The plot of scores of students' interest vs. usefulness in topics. The scores are 
slightly correlated (R2=0.2). The plot of scores of students' interest vs. confidence in topics. The scores are 
slightly correlated (R2=0.2). 
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Supplementary Table ST3: Correlation Matrix 
R Values Interest Score Confidence Score Usefulness 

Interest Score  0.44 0.57 

Confidence Score 0.44  0.80 

Usefulness 0.57 0.80  
 
P Values Interest Score Confidence Score Usefulness 

Interest Score  0.1561 0.0505 

Confidence Score 0.1561  0.0017 

Usefulness 0.0505 0.0017  
n= 12  
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Supplementary Document 3: Student Comments  
● Overall, I think the labs and activities were all valuable regarding the goals of this course. 

However, my one suggestion would be to just have a more routine date where 
assignments are posted and due, since some assignments weren't released until two days 
before the due date, which left me scrambling a bit. Other than that small detail, I enjoyed 
this program/course and will be able to take these skills into future experiences! 

● This course was very helpful, and I wish I had more time to be able to come in and ask 
questions because of how useful it would be to help out the mentor that I have this 
semester. 

● Personally I don’t have anything to say considering this is a very different course I have 
ever taken. 

● I personally did not like the group project. If you were to do a group project again I think 
limiting the number of people per group would be better. My group has 13 students yet I 
feel like lately I have been doing the majority of the work. I think because our group is so 
big, the other members just wait for someone else to the assignments instead of taking the 
initiative to contribute.  

● I don't believe the bioinformatics course was very helpful. For individuals whose INBRE 
research does not involve bioinformatics, it should not be required. Despite participating 
in all of the lectures and assignments, I don't feel like I have a good understanding of the 
programs we used throughout this course.  

● Having group projects was definitely not a good addition to this program. There were 
many participants who did not help with the assignments and were passively getting 
credit for the work that 2-3 people were doing. These assignments did not require more 
than 5 people per group, but we ended up with a fairly large number of individuals in our 
group.  

● I believe the summer INBRE semester should be conducted in the same fashion as the 
regular fall and spring semesters, and the bioinformatics course should be optional. After 
speaking with some of my group members and friends in INBRE, I came to realize that 
we shared a similar view of this course. 

● The lectures seemed to have very little connection with the assignments and lacked 
overall structure. 

● As this is an introductory course, which one would assume close to zero participants 
would have any background in either coding or command line applications, I think 
dropping R from the course and putting more time into the best application (instead of 
using various similar ones) would give the students a better foundation. I think focusing 
on one alignment tool and one phylogenetic tool would be more beneficial in build that 
foundation.  

● Because there was too much content, the lectures glossed over the material without any 
real depth and without any reference material.  

● The assignments were vague, with little to no instruction. 
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