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Urban Air Mobility (UAM) is an electric propelled, vertical takeoff and landing (eVTOL)
aircraft envisioned for transporting passengers and goods within metropolitan areas. Planning
UAM flights will not be easy as unexpected wind turbulence from high-altitude structures may
impact the vehicles operating at a low altitude. Furthermore, considering the short travel time
of the UAM, smart and safe decision-making will be challenging, particularly in off-nominal
situations that force the aircraft to divert to an alternate destination instead of landing at the
initially planned destination. To overcome these challenges, this research proposes automated
pre-flight and in-flight contingency planning systems to assist in both normal and irregular
UAM operations. A planner in the pre-flight planning system optimizes an aerial trajectory
between the scheduled origin and destination, avoiding restricted high-level structures and
estimating energy levels. In the contingency planning system, an in-flight replanner produces
several optimal trajectories from where the diversion is declared to each alternate destination
candidate. A diversion decision-making tool then scores a list of candidates and selects the
best site for diversion. Real-world operational scenarios in the city of Miami are presented to
demonstrate the capability of the proposed framework.

I. Nomenclature

Sets
T Set of discrete time steps, ¢ € {0,..., Ny}
g1 Set of discrete time steps except for last time interval, ¢t € {0, ..., Ny — 1}
M Set of m-sided polygons to approximate a circle, m € {1,..., Ny}
S Set of restricted airspace, s € {1,...,Ns}
D Set of alternate destinations, i € {1,...,Np}

Continuous Decision Variables

(xr, ¥7) Position of aircraft at time step ¢ in x- and y-axes, respectively
(Vx> Vy,) Velocity of aircraft at time step ¢ in x and y-axes, respectively
(ax,,ay,) Acceleration of aircraft at time step ¢ in x and y-axes, respectively

Binary Decision Variables

fi Binary indicators whether aircraft takes off at time step ¢
e Binary indicators whether aircraft is airborne at time step ¢
dy Binary indicators whether aircraft is arrived to destination at time step ¢
Ntsk Binary indicators whether aircraft intrudes into the sth restricted area in the kth direction of
+x, —x, +y, —y at time step ¢
O; Binary indicators whether ith reachable alternate destination is selected
Parameters
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Nr Number of discrete time

Ns Number of restricted areas

Ny Number of linear inequalities to approximate a circle
Np Number of reachable alternate destination candidates
At Discrete time interval

Ldep Departure time that aircraft plans to take off

(!, yh) Position of origin that aircraft is scheduled to take off in x— and y—axes, respectively
(xF,yF) Position of destination that aircraft is landed at in x— and y—axes, respectively
Vinax Maximum velocity

Amax Maximum acceleration

R Sufficiently large number

P Air density

w Weight of vehicle

A Total rotor disc areas

DL Disk loading, DL = W/A

Vi Induced velocity

Vi Hover velocity

ROC Rate of climb

L/D Lift-to-drag

Thovers Tclimbs Meruise Hover, climb, and cruise efficiency factors, respectively
Meotal Total efficiency factor

P Power required

E Energy required

I1. Introduction

TECHNOLOGICAL advancements in automation, distributed electric propulsion, and electricity storage have spurred
Tsigniﬁcant interest in and enabled the emergence of a new aerial transportation concept called Urban Air Mobility
(UAM). Compared to traditional helicopters, electric propelled, vertical takeoff and landing (€VTOL) UAM vehicles are
envisioned to offer faster, safer, and more sustainable transport of passengers and cargo over short distances and at low
altitudes. It is anticipated that early-term UAM may initiate services with a limited number of scheduled flights along
with pre-defined airspace structures (e.g., air corridor, sky-lane, etc.). Applications may be restricted to delivering goods
or operating airport shuttles until the technical feasibility and economic viability are demonstrated [1, 2]. As onboard
technologies (e.g., Detect-and-Avoid, navigation precision, etc.) and regulations mature, long-term air operations may
deliver on-demand air taxi services, allowing passengers to take a ride whenever and wherever they desire [1, 3-5].
Some studies [6, 7] also expect that future operations may leverage operator-preferred aerial trajectories, i.e., free-flight,
as long as their flight plans are generated, deconflicted from previously filled plans, and authorized by the provider of
services for UAM (PSU), which is an organization that provides urban air traffic management comparable to the current
air traffic controller (ATC).

With the anticipation of high-density UAM operations in the future, urban airspace will become increasingly crowded
and complex. To effectively manage air traffic, flight planning will be an essential component in UAM operations,
just as in commercial aviation [8, 9]. Flight planning is the process of producing trajectories with estimated times of
departure and arrival, energy requirements, and potential alternate airports. The flight trajectory represents an aerial
route between departure and arrival locations that considers velocity changes over time, avoids restricted airspace (i.e.,
no-fly zones), and safely separates airspace participants. Flight planning generally consists of pre-flight planning and
potentially in-flight replanning. Pre-flight planning is performed to generate an initial plan before departure, while
inflight replanning involves modification of the original plan in response to unexpected circumstances (e.g., disruption
at the original airport, medical emergency, adverse weather, etc.) Planning UAM flights will be more challenging due to
operations at low altitudes over congested cities. The UAM may encounter more restricted airspace than commercial
flights operating at high altitudes. For example, aircraft should detour high-altitude structures in metropolitan areas
(e.g., high-rise buildings, tower cranes, communication towers, etc.) because urban canyons or even a single structure
can make unpredictable wind turbulence, thereby causing instability and loss of control of the vehicles [10, 11] even
if they fly over the structures. Furthermore, eVTOL vehicles necessitate evaluating battery energy consumption and
energy state required to reach the destination instead of estimating fuel consumption that the traditional flight plan has



considered. Therefore, a new flight planning system suitable for UAM operations must be introduced to avoid restricted
high-level structures and estimate battery energy consumption and energy state.

Safe and efficient initial flight plans are generated through pre-flight planning using the most up-to-date information;
however, they are not always followed because of dynamic and unforeseen nature events, requiring modification of
the trajectory in the air. More importantly, an aircraft often confronts unfavorable circumstances that fail to land at its
initially planned destination. There are two types of responses to such circumstances. The first one is an emergency
landing, where the aircraft must land as quickly as possible, which may result from a critical system malfunction or
failure. The second is a contingency diversion, where the aircraft operates normally but must divert to an alternate
destination due to deteriorating weather conditions, an energy shortage, or a medical emergency. The latter is the focus
of this research. The diversion procedure requires that the flight crew considers many elements. The flight crew needs to
make a decision regarding where to divert and which trajectory to use while estimating heading, ground speed, arrival
time, and energy consumption to the diversion airport. In the context of UAM operations, the diversion decision-making
will be challenging because flight crews will have little time to consider all these aspects. For this reason, there is a need
for decision support, and an automated in-flight contingency planning system may need to be developed to assist flight
Crews.

There have been significant efforts to develop flight planning tools in recent years. For example, Tang et al. [8]
proposed a flight planning system that constructs a route network in low-altitude airspace using the visibility graph
and produces conflict-free trajectories in the network. Although the paper successfully demonstrated the proposed
system in managing high-density UAM flights in the constructed network, it assumes constant airspeed in all flights
instead of optimizing them and does not consider the battery energy consumed for each origin-destination trip. Zhu
and Wei [9] presented a pre-departure conflict-free trajectory planning with the dynamic geofence concept, which is a
moving volume surrounding an aircraft to reserve airspace. However, the trajectory planning suggested in the paper
lacks consideration for the avoidance of restricted airspace. Regarding the contingency planning to address irregular
aircraft operations, Ayhan et al. [12] proposed a preflight contingency planning system that guides fixed-wing unmanned
aerial vehicles to safely land at an emergency landing site during a complete loss of thrust situation. The shortcoming
of this planning is that the aircraft will not be flexible in responding to unexpected off-nominal situations that might
happen during the flight unless such situations are entirely predicted and prepared before the flight initiates.

To fill the gaps identified in previous literature, this research endeavors to develop an automated framework with two
main systems of pre-flight planning and contingency planning. The pre-flight planning system consists of a planner
leveraged for the UAM normal operations. The planner is constructed using a mixed-integer linear programming
(MILP) approach to optimize an initial trajectory that avoids restricted areas and tracks the battery energy state from the
origin to the planned destination. The contingency planning system composes an in-flight replanner and a diversion
decision-making tool and is utilized when a diversion is declared due to any off-nominal situations. The in-flight planner
uses MILP to generate optimal trajectories from where the diversion is declared to each reachable alternate destination
candidate. The decision support tool is developed using integer linear programming (ILP) to select the best diversion
destination from a list of candidates. The proposed framework is applied to real-world operational scenarios in the city
of Miami to demonstrate the capability of the framework.

The remainder of the paper is structured as follows. Section III provides an overview of the proposed framework.
Section IV explains how mathematical modeling has been done for the trajectory optimization using MILP and the
diversion decision-making using ILP. Section V presents the application of the framework to three operational scenarios
in the city of Miami with results and discussion.

III. Proposed Framework

This section proposes an automated framework that consists of two planning systems—pre-flight and contingency
planning. Pre-flight planning includes a planner to optimize an aerial trajectory from the origin to the scheduled
destination. Contingency planning comprises two subsystems, an in-flight replanner and a diversion decision-making
tool. The former determines several optimal trajectories from a contingency point where diversion is declared to each
reachable alternate landing site. The latter ranks the candidate landing sites based on a scoring function and then returns
the best site for the UAM to be able to divert successfully.

Figure 1 illustrates an overall flowchart of the proposed framework. The pre-flight planner is first executed to
produce an initial flight plan before departure. Once the PSU approves the plan by checking deconfliction and separation
against previously filled plans, UAM initiates the operation. If the vehicle is able to complete the original plan, it
finishes the flight by landing at the scheduled destination. If any off-nominal situation arises, the contingency planning



system is implemented. In such a system, the in-flight replanner generates multiple trajectories to each of the reachable
alternate destinations, then the diversion decision support tool prioritizes them and returns the best option for an in-flight
diversion. The updated flight plan is submitted to and re-approved by PSU if the new plan ensures safe operation without
violating other flight plans. Lastly, the UAM successfully lands at the best diversion landing site. Further details with
respect to each system are provided in Sections III.A and III.B.
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Fig. 1 Flowchart of the proposed framework

A. Pre-Flight Planning

1. Assumptions

The pre-flight planning system relies on the following assumptions: 1) only eVTOL aircraft are considered; 2)
two-dimensional flight is considered. Once the vehicle reaches a cruise altitude, it maintains the same level until descent
begins around the destination; 3) only the cruise segment is optimized along the trajectory, while the other segments,
such as taxi, takeoff, climb, descent, and landing, are predefined with the fixed time; 4) all destinations have the same
elevation.

2. Workflow of Planning System

Before the UAM initiates its operation, the pre-flight planner collects flight information, including flight schedules
(origin and destination, and departure time), weather reports (wind velocity and direction, and hazardous weather
conditions and locations), and no-fly zones (prohibited and restricted areas, and high-altitude structures). It also collects
what type of UAM vehicles (vectored thrust, lift and cruise, and multicopter) and performance specifications (maximum
take-off and weight, total battery energy, cruise speed, etc.) will be operated. Once all information regarding the flight
operation and the vehicle is obtained, the planner sets a rectangular bounding box, namely a region of interest, by
enclosing departure and arrival locations. Setting the region of interest can expedite computational time in optimization
by excluding unnecessary regions that aircraft might not explore in operation. Within the bounding box, restricted areas
and alternate landing site candidates are identified and retrieved from databases. Finally, the planner optimizes an initial
trajectory with the objective of minimum travel time between the scheduled origin and destination, avoiding no-fly
zones and tracking the consumed battery energy level.

3. Selection of eVTOL Vehicle

The Electric VTOL News website published by the Vertical Flight Society (VFS) provides a comprehensive directory
for diverse types of eVTOL vehicles. According to the VFS, as of April 22, 2022, more than 500 UAM eVTOL concepts
and designs have been proposed by major aircraft manufacturers, startups, innovators, and inventors [13]. The main



categories of eVTOL vehicles are vectored thrust, lift and cruise, and wingless multicopters. The vectored thrusts
use any of their thrusters for both lift and cruise by adjusting the thrust vector to the desired direction. The lift and
cruise aircraft have two sets of independent thrusters, one set for vertical lift and another set for the cruise, without
any thrust vectoring. Lastly, the wingless muticopter vehicles utilize their thrusters to generate lift for vertical and
horizontal flights. This work chooses vectored thrust eVTOLSs for simulation. Joby S4 is one of the representatives of
the vectored thrust vehicles (cruise speed of 322 km/h, range of 241 km, total battery energy of 180 kWh, etc.) and
selected for simulation in this study. The detailed vehicle specification of Joby S4 can be found in [14, 15].

4. Mission Profile for UAM Operations

The general UAM mission profile comprises the following flight segments: taxi, hover, vertical take-off, climb,
cruise, descent, vertical landing, hover, and taxi back. Specific to vectored thrust eVTOLS, the mission can be further
extended by including transition segments as this type of vehicle configuration is changed from vertical (take-off/landing)
to horizontal (cruise) flight and vice versa. The mission profile for vectored thrust eVTOL aircraft is illustrated in
Figure 2.

A-B: Taxi & Hover o E-F: Cruise
B-C: Vertical Take-off

F-G: Descent

G-H: Transition Reverse
H-I: Vertical Landing
1-J: Hover & Taxi

C-D: Transition Forward
D-E: Climb

Fig. 2 Mission profile for vectored thrust eVTOL vehicles

5. Battery Energy Consumption Modeling

Trajectory planning for eVTOL vehicles has proved difficult because of the diversity and complexity of vehicle
performance and operations. In particular, solving for the power available, the power required, and powertrain dynamics
is not trivial when inputs are required from aerodynamic, propulsion, and control tasks. Furthermore, to find a feasible
or even optimal solution, one must provide many assumptions about the vehicle design and flight profile. This is detailed
and demonstrated in [16] where a 6-DOF aircraft dynamics model is integrated with a nonlinear powertrain model
to evaluate the energy metrics along predefined and optimized trajectories. The computational time and number of
parameters constrain the trade studies and exploratory analysis that needs to be done to evaluate en-route diversion
decisions. Investigations into the modeling of the powertrain and integrated eVTOL vehicles can be seen in [17], and an
alternative data-driven method for energy risk assessment is seen in [18].

Current UAM companies and academic research have sought to examine a wide range of scenarios using simplified
models to gain insight into trends and trade studies in the complicated trade space for eVTOL system and system
of systems. For example, Bruhl et al. [19] formulated a strategy for calculating power, energy, and ultimately range
predictions for several types of eVTOL vehicles, such as vectored thrust, lift+cruise, and multicopter designs. A more



detailed breakdown of the equations for power usage is found in [20].

This paper defines a point-mass model aircraft and simplifies assumptions for flight segments of eVTOL vehicles.
Table 1 describes the equations for the power calculations with assumptions made for each flight segment, in which more
detail can be seen in [19]. The vehicle definition of the vectored thrust eVTOL is now constrained to the parameters
seen here. The weight of the vehicle, W, and the disk loading, DL = W/A, are key parameters in hover performance
with the remaining performance embedded in the efficiency factor, nnover. Vertical take-off and landing require the
additional power to fly vertically, which is calculated using momentum theory [21]. A ratio for the induced velocity, v;,
and hover velocity, vj, can be formed and simplified to the equation shown here. The only remaining parameters are the
desired rate-of-climb, ROC, during climb and takeoff and rate-of-descent, RO D, during descent and landing.

Table 1 Summary of equations for eVTOL power calculation for each flight segment

Flight Segment Assumption Equation
Vertical thrust equals weight

Hover e £ Phower = 22— [2L
Hover efficiency term accounts for profile drag and more Thover N £

Thrust equals drag, weight equals lift

Cruise Peruise = M
Free-body diagram of point mass model CIUISe ™ (L/D)enise teruise
. . 2
Vertical Take-off/Landing Momentum Theory [21] Pio = Phover (R(;vfw + % + 1)
. Small angle assumption so lift equals weight )
Climb/Descent s ; d .g . Plimb = 7o (ROCCI + TN )
Thrust equals drag and component of weight, constant rate-of-climb Telimb climb
Transition Assume level transition as in [20] and velocity at end of maneuver Prrans = Pinduced + Pprofile + Pdrag

The climb and descent phases have a few simplifying assumptions to organize the equation with key parameters. A
small angle assumption and constant rate-of-climb and rate-of-descent constraints are added, allowing the power to be
determined using weight, the rate-of-climb or rate-of-descent, velocity, and lift-to-drag, L/D. The use of the lift-to-drag
parameter is an example of the level of parameterization desired by this model, where this single term could evaluate a
range of vehicle aerodynamics. Generally, the lift-to-drag is inversely proportional to the energy required for a given
flight path. An additional efficiency factor, 7¢jimb is added for any additional losses not modeled.

The transition model is the most difficult to model and requires additional assumptions. A level transition with
a constant velocity equal to the velocity at the end of the transition maneuver is assumed. This allows for a simple
formulation relying on momentum theory and force balancing. The traditional rotorcraft power organization is used,
with total power for transition computed as a combination of the three power categories: induced power from the
induced velocity through the rotor, profile power from the rotor motion, and drag power from the body of the vehicle
moving through the air.

Cruise performance is of primary interest for the power calculation for different trajectories since each trajectory
generally requires the same takeoff and landing phases. The cruise segment is defined as a force balance between lift
and weight, and thrust and drag. Thus, the flight condition is abstracted to only three flight parameters: cruise velocity
Veruise, lift-to-drag, and efficiency such that

W - Veruise
(L/D)cruise * Ncruise ’

Over each of the flight segments, the energy used is simply the power multiplied by the amount of time. For n flight
segments, the total energy is formulated by a summation as

n
Erotal = ZPiti~
i=1

The battery depletion is modeled with the total efficiency and the depth of discharge. The total efficiency is a product of
several efficiency factors from the battery, electric motors, controllers, gearbox, etc. The depth of discharge is the limit
of the extractable energy within the battery. The power drawn from the battery is then defined as the ratio of the power
required divided by the total efficiency factor as

Peruise =

_ Pircraft
P battery — /«l—
total



Lastly, the state of charge (SOC) of the battery is a useful parameter for tracking the energy state of an electric propulsion
system. For this work, it is assumed to be a linear model of the known extractable energy within the system and is
normalized between 0 and 100%, defined as

E — Ey
SOCbattery,used = —tol — “used x 100%. (1)

total
Although this is a simplification, it is acceptable for the current experiments and could be improved in future work.
Figure 3 highlights altitude and battery SOC changes simulated using the SOC metric over the course of a mission
defined in Section III.A.4. The battery SOC limit, SO Ciinit, is generally set to 20-30% of the overall capacity of the
battery to prevent damage to the battery (aging) and preserve longevity [22]. This research sets the SOC limit to 20%
and utilizes the parameter values presented in [19] for the power and energy calculations of the vectored thrust eVTOLs.
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Fig.3 Demonstration of battery energy consumption model

B. Contingency Planning

1. Assumptions

Two assumptions are made about the contingency planning system: 1) all alternate destinations have landing
facilities, such as touchdown and liftoff area (TLOF), final-approach and take-off area (FATO), and safety area that
can accommodate any eVTOL vehicles; 2) alternate landing sites have sufficient capacity to accommodate unplanned
diversions.

2. Off-nominal Scenarios

This research defines two contingency situations that result in deviations from an initial flight plan and rerouting
to the diversion destination. The first scenario is the case where an aircraft would not be able to land at an intended
destination because of disruptions from arrival delays or accidents (e.g., fire, explosions, etc.). In this scenario, it is
worth mentioning that once the aircraft has landed at one of the possible alternate destinations, passengers would have to
return to the original aerodrome by taking ground transportation to reach their final destinations eventually. Hence, this
case necessitates considering not only UAM flight time to reach the diversion landing site but also the recovery time that
it takes for passengers to head back to the planned destination. The second scenario is the case of an in-flight medical
emergency where an onboard passenger may experience a severe health problem (e.g., fainting, heart attack, nausea,
etc.) during flight. In such a case, a pilot decides to either continue the planned flight or declare diversion based on the
condition of the patients. If the situation is urgent, the pilot looks for the closest hospital equipped with an adequate
emergency facility and changes the route to reach there. As the primary objective is immediate care, it is necessary to
transport the patient in critical condition to the hospital as quickly as possible; that is, this case requires the least UAM
travel time.

3. Workflow of Planning System
The contingency planning system is executed as soon as the continuation of the flight to the original destination is
deemed impracticable. In the system, the in-flight replanner first extracts the appropriate alternate destination candidates



along with the off-nominal event type, described in Section III.B.2. For instance, heliports and hospitals are selected as
candidates in cases of disruption at the original destination and medical emergency, respectively. Next, monitoring
changes in the weather conditions, the in-flight replanner produces multiple optimal trajectories from the contingency
location to each of the selected candidates to make a reasonable estimate of heading, ground speed, arrival time, and
battery energy consumption to the candidates. It is worth mentioning that the replanner eliminates some of the landing
sites from a list of candidates where reachability is not satisfied, given the remaining battery state. As the next step
in the system, the diversion decision support tool defines a scoring function, depending on the off-nominal event, to
evaluate the priority of candidates. In the case of a disruption at the original destination, the scoring function is created
by combining travel time from UAM flight and passenger recovery time from ground transportation. For the medical
emergency case, the function is formed only with the flight time. The decision tool then prioritizes candidates with the
smallest function value and returns the best site to divert. Figure 4 notionally illustrates how the diversion decision tool
selects the best alternate destination in the two contingency situations.
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4. Passenger Recovery Time Evaluation to Original Destination

This research leverages the Microsoft Bing Map application programming interface (API) to evaluate the recovery
time for passengers to return to their original destination by taking ground transportation. The Route API in the Bing
Map provides the estimated travel time and distance for any pair of origin and destination locations with predictive traffic
data [23]. The distance and duration are calculated based on the best route, which is determined by transport modes
(i.e., walking, driving, and using transit). Estimated duration also varies depending on travel start time as road traffic
conditions change with time. Listing 1 shows an example of the estimated travel duration result with traffic information
from the Route API. The output shows that traveling between start and end locations, highlighted by yellow, by driving
takes 792 and 1,186 seconds without and with consideration of traffic volume, highlighted by green. This research
assumes that every passenger that diverts to an alternate destination would travel back to the original destination using a
ground vehicle.

{’bbox’: [25.787739, -80.211017, 25.814061, -80.138769],

’distanceUnit’: ’Kilometer’,
"durationUnit’: ’Second’ ,
‘routelegs’:
‘ [{ ’actualEnd’: ’type’: ’Point’, ’coordinates’: [25.792893, -80.211017] , ‘
’actualStart’: ’type’: ’Point’, ’coordinates’: [25.814061, -80.141671]
"cost’: O,

"description’: ’FL-934, I-95 S’,
"endTime’: ’/Date(1647175153000-0800)/’,
"startTime’: ’/Date(1647172800000-0800)/’,
"routeRegion’: ’WWMX’}],

| ’trafficCongestion’: ’Medium’ , \
"trafficDataUsed’: ’'FlowAndClosure’,
’travelDistance’: 11.522,

‘ ’travelDuration’: 792 , ‘
‘ ’travelDurationTraffic’: 1186 , ‘
| ’travelMode’: ’Driving’ } ‘
L 1

Listing 1 Estimated travel time by driving with predictive traffic volume

IV. Mathematical Modeling

A. MILP-based Trajectory Optimization

The pre-flight planner and in-flight replanner attempt to find the optimal trajectory with the goal of minimizing
flight time, avoiding restricted areas, and evaluating the consumption of battery energy for the mission. This research
utilizes discrete optimization in the form of Mixed Integer Linear Programming (MILP). The MILP forces all objectives
and constraints to be linear and can be a combination of continuous and discrete variables. Due to the requirement
of linearity, the non-linear vehicle dynamics and the quadratic form of the maximum velocity and acceleration limits
are linearly approximated. In addition, constraints, such as obstacle avoidance and destination arrival, are linearly
formulated in the optimization. The mathematical modeling described below builds upon well-known literature [24, 25].

In the trajectory optimization, the mathematical formulations and their associated decision variables are defined over
the finite time horizon 7. The time horizon is discretized by a given number of time steps Ny such that T = Ny At,
where At is a fixed time step length. Let 7 = {0,...,Nr}and T -l = {0,..., Ny — 1} be the set of discrete time steps
and time steps except for the last, respectively. An aircraft is assumed to be a point mass operating in two-dimensional
airspace, meaning that the vehicle maintains the same altitude during the cruise segment. The position of aircraft at a
specific time step  is defined by (x;, y;), forming the position vector ; = (x;, y;)". The velocity and acceleration of
aircraft are specified in the vector form v, = (vy,, vy,)" and a; = (ay,,ay,)", respectively.

Constraint: Departure from Origin and Discrete Vehicle Dynamics




The departure location of aircraft is specified as
T =T, 2

where ?4ep is the time step where the aircraft plans to depart at the origin, and rl = [x!,y!]7 is the departure position
vector of the vehicle in the x— and y—axes. The discretized dynamics of the point mass are detailed such that

(Ar)?

Frel =F; + Atv; + —ar Vie g ! (3a)

Vil =V, + Ata,. Vie ! (3b)

Constraint: Maximum Velocity and Acceleration

The aerial vehicle is subject to magnitude limits of velocity and acceleration. The exact mathematical formulation
of the maximum velocity and acceleration is

2 2

er + Vy;

2 2
axt + Clyr

V2

max?

2

max?

IN

IA

a

where each represents a non-linear circle shape, and Vi and amax are the maximum velocity and acceleration that
the vehicle could have, respectively. These representations can be approximated by using a large number of linear
inequalities, i.e., producing m-sided polygons in sets of 7~ and M such that

2 2
Vy, sin mm + vy, cos crm < Vimax€:, VteT,VmeM (4a)
Ny Ny
. [2mm 2rm
ay, sin|——|+ay, cos|——| < amaxe;, VEET,VmeM (4b)
Ny Ny
where M = {0, ..., Nps} is a set of m-sided polygons with the number of linear inequalities Nj;. Note that when

the number of linear inequalities more than 56, i.e., Nps > 56, is used to approximate a circle, it is known that the
circumference of the polygon approximates that of the unit circle with little difference less than 0.01; thus, this research
utilizes Np; = 56 to approximate the quadratic form of magnitude limit constraint closely. The binary variable e;,
indicating that the aircraft is airborne, 1, or on the ground, O, at time step ¢, is introduced to set the velocity and
acceleration values to zero when the vehicles are on the ground after landing.

Constraint: Arrival at Destination

The aircraft must arrive at the destination at a specific time step ¢ before the time horizon T is ended. A binary
variable d;, which has either a value of 1 if the vehicle reaches the destination or 0 otherwise at time step ¢, is defined.
The constraint of the destination arrival can be written as

v, —xF| <R(1-dy), VteT,
lye =y I<R(-d;), VieT,

in which absolute values can be expressed such that

x, —xF <R(1-d)), VteT
xF—x, <R(1-d,), VteT
ye -y <R(1-4d,), VieT

yE -y, <R(1-d)), VieT (5a)
Nr
d; =1, (5b)
=0
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where R is a sufficiently large number that should be larger than any other distance used in simulation, and x* and y*
are an arrival location in x— and y—axes, respectively. Eq. 5a describes that the aircraft position is aligned with the
destination when the binary variable d, is set to one, and Eq. 5b represents that the aircraft landing occurs only once.

Constraint: Aircraft on the Ground After Landing

The mathematical formulations of Eqs. 5a and 5b do not restrain the aircraft movement after landing, i.e., they allow
the vehicle to be in motion even after the destination is reached at a specific time step ¢. To handle the issue, a binary
variable f;, implying at what time step the aircraft takes off, is defined and is coupled with the binary variables e, and d,
such that

-ftdep = ]’ (6a)
Nr
D fi=1. (6b)
t=0
e,:Z(ﬁ—dl). Vie T (6¢)
=0

Eq. 6a represents that the binary variable f; becomes one only at the scheduled departure time step #4cp and otherwise,
zero, as described in Eq. 6b. The binary variable e, is allowed to be one during flight segments between departure and
arrival in Eq. 6c¢.

Constraint: Obstacle Avoidance

In the context of the UAM operations, restricted airspace (i.e., no-fly zones), such as convective weather areas and
high-altitude structures, can be deemed as obstacles and must be avoided for flight safety. For simplicity, the obstacles
are assumed to be a rectangle where (Z£ , Z[ ) is the lower-left vertex and (ZY , ZY ) is the upper-right vertex of the
sth obstacle. A binary variable n,j is introduced, which indicates whether aircraft intrudes into the sth restricted area
in the kth direction of +x, —x, +y, —y at a specific time step ¢. The avoidance constraint can then be written in sets of 7~
and S such that

Xt — Zﬁ’,s > —Rny1, VieT,VseS
Z)%,s —X; =2 —Rnygo, VieT,VseS
Y — Zﬂs = —Rnygs, VteT,VseS
ZL = yi = —Rn, VieT,VseS (7a)
4
D <3, VieT,VseS (7b)
k=1
where S = {1, ..., Ng} is a set of obstacles and Ng is the number of obstacles. Eq. 7a represents that when the aircraft

intrudes into the sth restricted area at a time step ¢, the four binary variables, n;s1, 1;52, 1t 53, and 144, are set to ones
making a sum of 4, which should be prohibited by Eq. 7b.

Constraint: Battery Energy Consumption

The battery energy state must be taken into account for eVTOL vehicles. Recalling the definition of SOC in Eq. 1,
the SOC is utilized to evaluate how much battery level remains at a specific time after flight segments. The necessary
constraints can be defined in sets of 7! and 7~ as

Jtaey = SOCru, (8a)
fusrty = fi = SOCtyseas  Vt €T (8b)
ft > SO Climit, Yte T (8¢c)

where SOCyy is a full battery capacity, that is, 100%, SOC; yseq is the energy state consumed until a time step ¢, and
SO Ciimir indicates the battery limit that the vehicle should not extract below to ensure battery health and flight safety.
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Eq. 8a describes that the vehicle starts operation with a full battery capacity, and Eq. 8b indicates how much battery is
used at each time step, which significantly varies depending on the flight segment. Finally, Eq. 8c does not allow the
aircraft to operate below the SOC limit, which is set to 20% in this work.

Objective: Minimum Flight Time

The primary objective of trajectory optimization is often to have the shortest flight time. This is found by minimizing
the time that the aircraft stays in the air and the time that it takes to reach the destination. The objective function is
provided as

Nr
min J = t(e; +dy). 9)
min ZO (e +dy)

B. ILP-based Diversion Decision-Making

The diversion decision support tool ranks alternate destinations depending on the scoring function along with
contingency scenario type and then provides the best alternate destination. To this end, this research formulates the
Integer Linear Programming (ILP), in which all objectives and constraints are linear with only discrete variables.

Constraint: Only One Selection of Alternate Destination

Among several candidates of reachable destinations, only one destination should be selected as

Np
disi=1, (10)
i=1

where Np is the number of reachable alternate destinations and ¢; is a binary variable that has either a value of 1 if ith
reachable alternate destination is selected or O otherwise.

Objective: Minimum Flight and Recovery Time

Depending on off-nominal situations, the objective (i.e., scoring) function can be changed. For the case of original
aerodrome disruptions, the aggregation time of UAM flight time and passenger recovery time by driving is minimized
such that

Np
Hgn J = Z(tﬂt,i +trec,i)6i, (11)
i=1

where fq;; and #r.c; are time required to reach ith alternate destination from where the diversion is declared and time
that it takes from ith alternate destination to original one by driving, respectively.
In the case of a medical emergency, the flight time is just minimized as

méin J = ; tﬂt,iéi- (12)

V. Application to Real-World Operational Scenarios

This section aims to demonstrate the capability of the proposed framework by applying the framework to real-world
operational scenarios. The city of Miami is selected as the place of demonstration because the city may significantly
benefit from an aerial mobility service to overcome the geographical challenges of some water-locked areas which
currently rely on only bridges to access the North, Mid, and South beaches [26-28]. The following three operational
scenarios are presented to prove various functionalities of the framework. Case study 1 features UAM normal operations
where the vehicle operates at different cruise altitudes of 1,000 ft and 2,000 ft from the scheduled departure and arrival
locations. Case study 2 features the UAM contingency planning to handle the first off-nominal scenario of a disruption at
the original aerodrome, resulting in diversion to one of the reachable heliports. Case study 3 focuses on the contingency
planning to address the second off-nominal scenario of in-flight medical emergency by rerouting to the nearby hospitals.
The rest of this section describes how the simulation environment has been modeled to conduct the three case studies
and the details of each case study.
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A. Environment Modeling

Existing airports and heliports are utilized for the UAM take-off and landing in the various scenarios investigated.
Each location is defined as a geographical position, i.e., latitude and longitude, and collected as a vector point format
in a shapefile through the ArcGis Hub [29]. The shapefile contains names, positions, elevations, and type codes
(airports, heliports, seaports, etc.) of aerodromes located across the United States. The high-altitude structures and
their boundaries are gathered in vector polygons via the Miami-Dade County’s Open Data Hub [30], which provides
a variety of datasets and resources for research and policy development. The structure data includes a collection of
large commercial, industrial, or other non-residential buildings with associated heights and areas. Lastly, hospitals are
leveraged as diversion landing sites in case of an in-flight medical emergency. The hospital information, including
positions, addresses, number of beds, and whether they have emergency rooms, are collected in a shapefile through the
Miami-Dade County’s Open Data Hub [31].

As the proposed framework sets a distinct bounding box in each scenario, the airports and heliports, structures, and
hospitals within the region of interest are filtered. Additionally, the coordinate reference system of all data expressed in
the World Geodetic System 1984 (i.e., WGS84) is converted to the North American Datum (NAD) 83 (i.e., East Florida
Projection) to express the associated locations in meters. The data pre-processing for tall structures is required because
a rectangular obstacle aligned in x— and y—axes is mathematically formulated in Section IV.A. The boxes enclosing
non-rectangular building polygons are generated, and a user-defined buffer distance is applied around the box to provide
the vehicle with a safety margin, as shown in Figure 5.

159400 A

= 159300 4

§/ _
;) .

159200 A

159100 A -j

159000

281000 281100 281200 281300 281400 281500 281600 281700
x (m)

Fig. 5 Box enclosing non-rectangular structure polygons with safety buffer

B. Case Study 1: Normal Operation

The first case study demonstrates the capability of the proposed pre-flight planning system in the UAM normal
operations. The following scenario is assumed. An UAM operator generates a flight plan between the origin at the
Wharf Miami and the destination at South Pointe Park in the morning and another plan between the same locations in
the afternoon, according to the flight schedule. Despite the same itinerary, different cruise altitudes are assigned to
coordinate with other airspace participants. Figure 6 illustrates the trajectory differences for the two flight plans, which
have the same departure and arrival locations yet different cruise altitudes, 1,000 ft and 2,000 ft. The 1,000 ft cruise
flight detours the high-level structures with heights of more than 500 ft to avoid unexpected wind gusts. In contrast, the
2,000 ft cruise flight travels directly to the destination without encountering any turbulence because it flies at an altitude
much higher than the tallest building. Table 2 describes time and battery energy which the eVTOL spent over each
flight segment for the 1,000 ft and 2,000 ft flight plans. It is assumed that all segments except for climb, cruise, and
descent have the same mission time, resulting in the identical energy consumption in both plans. With the additional
assumption such that rate of climb and descent are ROC_jimp = 4 m/s and RO D gescent = —4 m/s, mission times over
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Fig. 6 Flight trajectory changes with different cruise levels (green square: origin, red X: destination)
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climb and descent segments are calculated as 61 s for 1,000 ft and 138 s for 2,000 ft cruise operations. It is noted that
the cruising time of the vehicle operating at 1,000 ft is about 18 s longer than that operating at 2,000 ft due to taking a
detour around the restricted tall buildings. Overall, an additional 136 is spent in the 2,000 ft operation leading to more
energy consumption 115.12 kWh and battery SOC 63.96% in comparison with the 1,000 ft operation which consumed
slightly less at 109.15 kWh and 60.64%.

Table 2 Differences in mission time, energy consumption, and battery state for the UAM operating at two
cruise altitudes 1,000 ft and 2,000 ft

Flight Segment ’ Cruise Altitude 1,000 ft ' Cruise Altitude 2,000 ft

Time (s) Energy (kWh) Energy (%) Time (s) Energy (kWh) Energy (%)
Taxi & Hover 30 9.14 5.08 30 9.14 5.08
Vertical Take-off 60 18.68 10.38 60 18.68 10.38
Transition Forward 45 17.83 9.91 45 17.83 9.91
Climb 61 439 244 138 9.93 552
Cruise 204 13.02 723 186 11.87 6.6
Descent 61 1.25 0.69 138 2.83 1.57
Transition Reverse 45 17.83 9.91 45 17.83 9.91
Vertical Landing 60 17.87 9.93 60 17.87 9.93
Hover & Taxi 30 9.14 5.08 30 9.14 5.08
Total/Available 596 180.00 100.00 732 180.00 100.00
Expended 109.15 60.64 115.12 63.96
Remaining 70.85 39.36 64.88 36.04

C. Case Study 2: Off-nominal Scenario of Aerodrome Disruption

The second case study is presented to demonstrate how the first off-nominal situation, mentioned in Section III.B.2,
could be handled by the proposed contingency planning system. The following scenario is assumed. The pre-flight
planning creates an initial flight plan which takes off at the Miami International Airport and arrives at the Miami Beach
Convention Center. After a few minutes elapse after take-off, an onboard pilot is contacted by the PSU such that the
planned aerodrome is closed due to an emergency. The pilot decides to divert and find which is the best diversion
aerodrome.

Figure 7 shows an alternate destination selection process by the contingency planning system. A total of nine
heliports within the region of interest are retrieved from an alternate destination database to accommodate the diversion
presented in Figure 7(a). Then, multiple optimized trajectories from the position where the situation arises to reachable
heliports are generated by the in-flight replanner, as shown in Figure 7(b). Note that the second heliport is excluded from
the list of candidates as it is unreachable by the vehicle based on the remaining battery level. Table 3 summarizes the
reachable and unreachable heliports that are ranked at the moment in which the contingency situation occurs. Among
the eight candidates, the diversion decision tool selects the fourth heliport as the best diversion site, depicted as the blue
trajectory in Figure 7(c), as it has the lowest scoring function value 15.95 min by summing up the two different times,
flight time 4.7 min and recovery time 11.25 min evaluated using traffic information at 10:00 April 24th, 2022.

An additional study is conducted to identify whether the best selected alternate destination varies dependent on
traffic information at different times. Table 4 shows a slight variation in recovery time evaluated at two different time
periods, 10:00 and 18:00 April 24th, 2022, which is named as time A and time B, respectively. For example, the
recovery time from the fourth heliport to the original destination by driving is increased from 11.25 min at time A to
11.42 min at time B as it may confront high traffic volumes in the road, while recovering from the fifth site is decreased
from 11.15 min at time A to 11.02 min at time B with reduced traffic. This change results in the selection of the best
alternate landing site to shift from the fourth to the fifth heliport, as shown by the green trajectory in Figure 7(c).
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Fig. 7 Alternate destination selection procedure by the contingency planning system in case of a disruption
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at the original aerodrome (green square: origin, red X: scheduled destination, black line with dots: initial
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Table 3 Ranked alternate heliports calculated at the moment that contingency situation

arises
Site Remaining Flight Time Recovery Time* Scoring Function
Number SOC (%) tge (min) trec (Min) ti + trec (Min)
4 22.69 4.7 11.25 15.95
5 21.84 5.0 11.15 16.15
9 25.24 3.4 17.05 20.45
Reachable 8 26.09 3.0 17.55 20.55
Sites 7 26.09 3.0 17.77 20.77
3 23.11 4.4 23.97 28.37
6 23.11 4.4 25.7 30.10
1 22.69 4.6 31.05 35.65
Unreachable 5 pejow 20.00
Site

* Recovery time is evaluated using traffic information at 10:00 April 24th, 2022

Table 4 Variation of recovery time and scoring values depending on traffic information at different time

) Flight 10:00 April 24th, 2022 18:00 April 24th, 2022

Site . : : : . - -
Number Time Recovery Time Scoring Function Recovery Time Scoring Function
(min) (min) (min) (min) (min)
1 4.6 31.05 35.65 31.83 36.43
3 4.4 23.97 28.37 23.67 28.07
4 4.7 11.25 15.95 11.42 16.12
5 5.0 1115 16.15 11.02 16.02
6 4.4 25.7 30.10 25.47 29.87
7 3.0 17.77 20.77 17.82 20.82
8 3.0 17.55 20.55 17.32 20.32
9 34 17.05 20.45 16.72 20.12

17



D. Case Study 3: Off-nominal Scenario of In-flight Medical Emergency

The last case study is introduced to show how the proposed contingency planning system copes with the off-nominal
situation of an in-flight medical emergency. While the UAM follows an initial optimal trajectory heading to the
destination of the Bayfront Park from the origin of the Normandy Shores Golf Course, a passenger suddenly suffers a
medical emergency in the air and must be escorted to a nearby hospital for urgent treatment. Figure 8 illustrates the
best hospital selection process in case of a medical emergency. Figure 8(a) presents locations of hospitals equipped
with emergency facilities, and Figure 8(b) shows several optimal trajectories connecting the contingency point to the
reachable hospitals. It is noted that the third hospital is unreachable as the eVTOL no longer satisfies the SOC limit
constraint to reach there. Table 5 summarizes the reachable and unreachable hospitals with remaining SOC and flight
time. Out of ten reachable candidates, two hospitals, the eighth and ninth, are selected as the best diversion places
as they all have the minimum flight time 4.05 min, as can be seen in Figure 8(c). It is important to mention that the
diversion decision-making tool in this case, considers only the least flight time due to the nature of the urgent treatment.

Table 5 Ranked alternate hospitals estimated at the moment of medical emergency occurs

Site Number Remaining SOC (%) Flight Time #g; (min)

9 23.86 4.05
8 23.86 4.05
1 23.86 4.15
4 23.54 4.20
Reachable 10 23.54 4.20
Sites 11 22.58 4.65
5 21.62 5.10
2 21.31 5.25
7 20.67 5.55
6 20.35 5.70
gi‘;;ea‘:hable 3 Below 20.00

VI. Conclusion and Future Work

An automated framework composed of pre-flight and contingency planning systems was proposed. The pre-flight
planning system uses a MILP-based planner to optimize a trajectory with the objective of minimum travel time between
the scheduled origin and destination, avoiding restricted airspace, and tracking the consumed battery energy state. The
contingency planning is made of two subsystems, the MILP-based in-flight replanner and the ILP-based diversion
decision-making tool. The former generates the list of optimal trajectories from the contingency position to reachable
alternate destinations that provide arrival time and battery energy estimates. The latter ranks candidates with the
lowest scoring function values and returns the best site for diversion. The capability of the proposed framework was
demonstrated by presenting three real-world operational scenarios. The first scenario was representative of flight
planning in UAM normal operations, while the second and third scenarios featured cases of irregular operations. The
results showed that the framework was not only capable of producing the optimal trajectory in the normal operation
using pre-flight planning, but also successfully handled off-nominal situations using contingency planning. Despite the
successful demonstration of the proposed framework, additional improvements will be investigated in future work. For
instance, the framework applied for a single eVTOL UAM operation can be extended to multi-vehicle operations that
ensure flight separation. Furthermore, non-rectangular obstacles could be mathematically formulated to increase the
accuracy of flight time and energy estimates in the low-level urban airspace.
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