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## SUMMARY

Significant success of deep learning has brought unprecedented challenges to conventional wisdom in statistics, optimization, and applied mathematics. In many highdimensional applications, e.g., image data of hundreds of thousands of pixels, deep learning is remarkably scalable and mysteriously generalizes well. Although such appealing behavior stimulates wide applications, a fundamental theoretical challenge - curse of data dimensionality - naturally arises. Roughly put, the sample complexity in practical applications is significantly smaller than that predicted by theory. It is a common belief that deep neural networks are good at learning various geometric structures hidden in data sets. However, little theory has been established to explain such a power. This thesis aims to bridge the gap between theory and practice by studying function approximation and statistical theories of deep neural networks in exploitation of geometric structures in data.

## * Function Approximation Theories on Low-dimensional Manifolds using Deep

 Neural Networks. Function approximation by neural networks in Euclidean spaces has been extensively studied in literature; the obtained rate of approximation, however, is extremely slow in high dimensions.In Chapter 3, we first develop an efficient universal approximation theory for $\alpha$-Hölder functions on a $d$-dimensional Riemannian manifold isometrically embedded in $\mathbb{R}^{D}$ ( $d \ll$ $D)$. A feedforward network architecture is constructed for function approximation, where the size of the network grows like $\epsilon^{-d / \alpha}$ with $\epsilon$ being the approximation error.

Furthermore, we prove efficient approximation theory for convolutional residual networks in approximating Besov functions. We highlight two important contributions: 1) Besov functions generalize Hölder functions by allowing inhomogeneous spatially varying regularity; 2) Convolutional residual networks share the universal approximation ability, while are free of cardinality constraints on weight parameters. As a consequence, convolutional residual networks are shown to enjoy adaptability to both data intrinsic structures
and function non-uniform regularity.
The aforementioned theories focus on function approximation in terms of function value (function $L^{\infty}$-norm). Nonetheless, the constructed neural network approximator can be highly nonsmooth. In this regard, we demonstrate the benefit of overparameterized neural networks in function approximation. Specifically, we show that large neural networks are capable of accurately approximating a target function, and the network itself enjoys benign Lipschitz continuity. This theory partially justifies the appealing performance and robustness of deep and wide networks in practice.

* Statistical Theories on Low-dimensional Data Structures using Deep Neural Networks. Efficient approximation theories of neural networks provide valuable guidelines to properly choose network architectures, when data exhibit geometric structures. In combination with statistical tools, we prove that neural networks can circumvent the curse of data dimensionality and enjoy fast statistical convergence in various learning problems.

In Chapter 4, we consider nonparametric regression/classification problems. Suppose for example, the ground truth regression function is $\alpha$-Hölder continuous and the response is contaminated by sub-Gaussian noise. By minimizing the empirical squared loss over a proper neural network class, the obtained empirical risk minimizer converges to the ground truth at a rate $\widetilde{O}\left(n^{-\frac{\alpha}{2 \alpha+d}}\right)$, where $n$ is the sample size. Similar results are extended to binary classification problems.

In Chapter 5, we study distribution estimation using Generative Adversarial Networks (GANs). The target data distribution has either a nonparametric density function or intrinsic low-dimensional structures. In both cases, we show that the data distribution can be represented as a pushforward distribution by the generator network. We in addition establish sample complexity bounds of GANs in estimating these distributions under the strong Wasserstein distance. In particular, we show that GANs are adaptive to intrinsic structures in data.

In Chapter 6, we consider doubly-robust policy learning using neural networks, when
the covariate has low-dimensional structures. We show nonasymptotic regret bounds of the learned policy competing with optimal oracle policies in both discrete action and continuous action scenarios. This result amplifies the adaptability and flexibility of neural networks.

## CHAPTER 1

## INTRODUCTION

Deep learning has made astonishing breakthroughs in various real-world applications, such as computer vision $[1,2,3]$, natural language processing $[4,5,6]$, healthcare $[7,8]$, robotics [9], etc. For example, in image classification, the winner of the 2017 ImageNet challenge retained a top- 5 error rate of $2.25 \%$ [10], while the data set consists of about 1.2 million labeled high resolution images in 1000 categories. In speech recognition, [11] reported that deep neural networks outperformed humans with a $5.15 \%$ word error rate on the LibriSpeech corpus constructed from audio books [12]. Such a data set consists of approximately 1000 hours of 16 kHz read English speech from 8000 audio books.

The empirical success of deep learning brings new challenges to the conventional wisdom of machine learning. Data sets in these applications are in high-dimensional spaces. In existing literature, a minimax lower bound has been established for the optimal algorithm of learning $C^{s}$ functions in $\mathbb{R}^{D}[13,14]$. Denote the underlying function by $f_{0}$. The minimax lower bound suggests a pessimistic sample complexity: To obtain an estimator $\widehat{f}$ for each $C^{s}$ function $f_{0}$ with an $\epsilon$-error, uniformly for all $C^{s}$ functions (i.e., $\sup _{f_{0} \in C^{s}}\left\|\widehat{f}-f_{0}\right\|_{L_{2}} \leq \epsilon$ with $\|\cdot\|_{L_{2}}$ denoting the function $L_{2}$ norm), the optimal algorithm requires the sample size $n \gtrsim \epsilon^{-\frac{2 s+D}{s}}$ in the worst scenario (i.e., when $f_{0}$ is the most difficult for the algorithm to estimate). We instantiate such a sample complexity bound to the ImageNet data set, which consists of RGB images with a resolution of $224 \times 224$. The theory above suggests that, to achieve an $\epsilon$-error, the number of samples has to scale as $\epsilon^{-224 \times 224 \times 3 / s}$, where the smoothness parameter $s$ is significantly smaller than $224 \times 224 \times 3$. Setting $\epsilon=0.1$ already gives rise to a huge number of samples far beyond practical applications, which well exceeds 1.2 million labeled images in ImageNet. This is known as the curse of data dimensionality.

To bridge the aforementioned huge gap between theory and practice, we take the low
dimensional geometric structures in data sets into consideration. This is motivated by the fact that real-world data sets often exhibit low dimensional structures. Many images consist of projections of a three-dimensional object followed by some transformations, such as rotation, translation, and skeleton. This generating mechanism induces a small number of intrinsic parameters [15, 16]. Speech data are composed of words and sentences following the grammar, and therefore have small degrees of freedom [17]. More broadly, visual, acoustic, textual, and many other types of data often have low dimensional geometric structures due to rich local regularities, global symmetries, repetitive patterns, or redundant sampling $[18,19,20,21]$. It is therefore reasonable to assume that data lie on a manifold $\mathcal{M}$ of dimension $d \ll D$.

This thesis shows that deep neural networks are adaptive to data intrinsic structures in function approximation and statistical learning problems, and partially explains why deep learning is free of the curse of data ambient dimensionality. We summarize the main contributions as follows.

Function Approximation Theories on Low-dimensional Manifolds using Deep Neural Networks. In Chapter 3, we first develop an efficient universal approximation theory for $\alpha$ Hölder functions on a $d$-dimensional Riemannian manifold isometrically embedded in $\mathbb{R}^{D}$ ( $d \ll D$ ). A feedforward network architecture is constructed for function approximation, where the size of the network grows like $\epsilon^{-d / \alpha}$ with $\epsilon$ being the approximation error.

Furthermore, we prove efficient approximation theory for convolutional residual networks in approximating Besov functions. We highlight two important contributions: 1) Besov functions generalize Hölder functions by allowing inhomogeneous spatially varying regularity; 2) Convolutional residual networks share the universal approximation ability, while are free of cardinality constraints on weight parameters. As a consequence, convolutional residual networks are shown to enjoy adaptability to both data intrinsic structures and function non-uniform regularity.

The last result goes beyond function value approximation, and ensures the obtained ap-
proximator having good continuity. Specifically, we demonstrate the benefit of overparameterized neural networks in function approximation. We show that large neural networks are capable of accurately approximating a target function in $L_{\infty}$ norm, and the network itself enjoys desired Lipschitz continuity. This theory partially justifies the appealing performance and robustness of deep and wide networks in practice.

Statistical Theories on Low-dimensional Data Structures using Deep Neural Networks. In Chapter 4, we consider nonparametric regression/classification problems. Suppose for example, the ground truth regression function is $\alpha$-Hölder continuous and the response is contaminated by sub-Gaussian noise. By minimizing the empirical squared loss over a proper neural network class, the obtained empirical risk minimizer converges to the ground truth at a rate $\widetilde{O}\left(n^{-\frac{\alpha}{2 \alpha+d}}\right)$, where $n$ is the sample size. Similar results are extended to binary classification problems.

In Chapter 5, we study distribution estimation using Generative Adversarial Networks (GANs). The target data distribution has either a nonparametric density function or intrinsic low dimensional structures. In both cases, we show that the data distribution can be represented as a pushforward distribution by the generator network. We in addition establish sample complexity bounds of GANs in estimating these distributions under the strong Wasserstein distance. In particular, we show GANs are adaptive to intrinsic structures in data.

In Chapter 6, we consider doubly-robust policy learning using neural networks, when the covariate has low-dimensional structures. We show nonasymptotic regret bounds of the learned policy competing with optimal oracle policies in both discrete action and continuous action scenarios. This result amplifies the adaptability and flexibility of neural networks.

### 1.1 List of Notations

Frequently used notations are listed in the following table.

Table 1.1: List of notations.
$\mathbb{R}^{D}$
M
$\mathbf{x}, \mathrm{y}, \mathrm{z}$
s
$\|\cdot\|_{L^{2}}$
$\|\cdot\|_{2}$
$\|\cdot\|_{\infty}$
$\lfloor a\rfloor$
$\lceil a\rceil$
$C^{k}$
$L^{p}(\mathcal{X})$
$\mathcal{H}^{\alpha}(\mathcal{X})$
$W^{\alpha, p}(\mathcal{X})$
$B_{p, q}^{\alpha}(\mathcal{X})$
$a \vee b$
$a \wedge b$
$W_{1}(\mu, \nu)$
$d_{\mathcal{H}^{\beta}}(\mu, \nu)$
$T_{\sharp} \rho$

D-dimensional Euclidean space
Low-dimensional Riemannian manifold
Multi-dimensional vectors
Multi-index of positive integers
Function $L^{2}$ norm
Vector Euclidean norm or matrix operator norm
Function $L^{\infty}$ norm or vector/matrix/tensor $\ell_{\infty}$ norm
The largest integer smaller than $a$
The smallest integer no smaller than $a$
$k$-th order continuously differentiable functions
$p$-th order integrable functions on domain $\mathcal{X}$
Hölder functions on domain $\mathcal{X}$
Sobolev functions on domain $\mathcal{X}$
Besov functions on domain $\mathcal{X}$
The smaller one of $a$ and $b$
The larger one of $a$ and $b$
Wasserstein- 1 distance between $\mu$ and $\nu$
$\beta$-Hölder IPM between $\mu$ and $\nu$
Pushforward distribution of $\rho$ under $T$

## CHAPTER 2

## PRELIMINARY

This chapter divides into three parts: 1) an introduction to manifolds; 2) definitions of function spaces in Euclidean spaces and manifolds; 3) neural network architectures. These preliminaries appear constantly in later chapters.

### 2.1 Riemannian Manifold

We briefly review manifolds and partition of unity defined on smooth manifolds. Details can be found in [22] and [23]. Let $\mathcal{M}$ be a $d$-dimensional Riemannian manifold isometrically embedded in $\mathbb{R}^{D}$.

Definition 2.1 (Chart). A chart for $\mathcal{M}$ is a pair $(U, \phi)$ such that $U \subset \mathcal{M}$ is open and $\phi: U \mapsto \mathbb{R}^{d}$, where $\phi$ is a homeomorphism (i.e., bijective, $\phi$ and $\phi^{-1}$ are both continuous).

The open set $U$ is called a coordinate neighborhood, and $\phi$ is called a coordinate system on $U$. A chart essentially defines a local coordinate system on $\mathcal{M}$. Given a suitable coordinate neighborhood $U$ around a point $\mathbf{c}$ on the manifold $\mathcal{M}$, we denote $\mathrm{P}_{\mathrm{c}}$ as the orthogonal projection onto the tangent space at $\mathbf{c}$, which gives a particular coordinate system on $U$.

Example 2.1 (Projection to Tangent Space). Let $T_{\mathbf{c}}(\mathcal{M})$ be the tangent space of $\mathcal{M}$ at the point $\mathbf{c} \in \mathcal{M}$ (see a formal definition in [22, Section 8.1]). We denote $\mathbf{v}_{1}, \ldots, \mathbf{v}_{d}$ as an orthonormal basis of $T_{\mathbf{c}}(\mathcal{M})$. Then the orthogonal projection onto the tangent space $T_{\mathbf{c}}(\mathcal{M})$ is defined as $\mathrm{P}_{\mathbf{c}}(\mathbf{x})=V^{\top}(\mathbf{x}-\mathbf{c})$ for $\mathbf{x} \in U$ with $V=\left[\mathbf{v}_{1}, \ldots, \mathbf{v}_{d}\right] \in \mathbb{R}^{D \times d}$.

We say two charts $(U, \phi)$ and $(V, \psi)$ on $\mathcal{M}$ are $C^{k}$ compatible if and only if the transition functions,

$$
\phi \circ \psi^{-1}: \psi(U \cap V) \mapsto \phi(U \cap V) \quad \text { and } \quad \psi \circ \phi^{-1}: \phi(U \cap V) \mapsto \psi(U \cap V)
$$

are both $C^{k}$.

Definition $2.2\left(C^{k}\right.$ Atlas). $A C^{k}$ atlas for $\mathcal{M}$ is a collection of pairwise $C^{k}$ compatible charts $\left\{\left(U_{i}, \phi_{i}\right)\right\}_{i \in \mathcal{A}}$ such that $\bigcup_{i \in \mathcal{A}} U_{i}=\mathcal{M}$.

Definition 2.3 (Smooth Manifold). A smooth manifold is a manifold together with a $C^{\infty}$ atlas.

Classical examples of smooth manifolds are the Euclidean space $\mathbb{R}^{D}$, the torus, and the unit sphere. We further define a Riemannian manifold as a pair $(\mathcal{M}, g)$, where $\mathcal{M}$ is a smooth manifold and $g$ is a Riemannian metric [24, Chapter 2]. To better interpret Definition 2.2 and 2.3, we give an example of a $C^{\infty}$ atlas on the unit sphere in $\mathbb{R}^{3}$.

Example 2.2. We denote $\mathbb{S}^{2}$ as the unit sphere in $\mathbb{R}^{3}$, i.e., $x^{2}+y^{2}+z^{2}=1$. The following atlas of $\mathbb{S}^{2}$ consists of 6 overlapping charts $\left(U_{1}, \mathrm{P}_{1}\right), \ldots,\left(U_{6}, \mathrm{P}_{6}\right)$ corresponding to hemispheres:

$$
\begin{aligned}
& U_{1}=\{(x, y, z) \mid x>0\}, \mathrm{P}_{1}(x, y, z)=(y, z), \\
& U_{2}=\{(x, y, z) \mid x<0\}, \mathrm{P}_{2}(x, y, z)=(y, z), \\
& U_{3}=\{(x, y, z) \mid y>0\}, \mathrm{P}_{3}(x, y, z)=(x, z), \\
& U_{4}=\{(x, y, z) \mid y<0\}, \mathrm{P}_{4}(x, y, z)=(x, z), \\
& U_{5}=\{(x, y, z) \mid z>0\}, \mathrm{P}_{5}(x, y, z)=(x, y), \\
& U_{6}=\{(x, y, z) \mid z<0\}, \mathrm{P}_{6}(x, y, z)=(x, y),
\end{aligned}
$$

Here $\mathrm{P}_{i}$ is the orthogonal projection onto the tangent space at the pole of each hemisphere. Moreover, all the six charts are $C^{\infty}$ compatible, and therefore, $\left(U_{1}, \mathrm{P}_{1}\right), \ldots,\left(U_{6}, \mathrm{P}_{6}\right)$ form an atlas of $\mathbb{S}^{2}$.

For a general compact smooth manifold $\mathcal{M}$, we can construct an atlas using orthogonal projections to tangent spaces as local coordinate systems. Let $\mathrm{P}_{\mathrm{c}}$ be the orthogonal
projection to the tangent space $T_{\mathbf{c}}(\mathcal{M})$ for $\mathbf{c} \in \mathcal{M}$. Let $U_{\mathbf{c}}$ be an open coordinate neighborhood containing $\mathbf{c}$ such that $\mathrm{P}_{\mathrm{c}}$ is a homeomorphism. Since $\mathcal{M}$ is compact, there exist a finite number of points $\left\{\mathbf{c}_{i}\right\}$ such that the charts $\left\{\left(U_{\mathbf{c}_{i}}, \mathrm{P}_{\mathbf{c}_{i}}\right)\right\}$ form an atlas of $\mathcal{M}$.

We next introduce the partition of unity, which plays a crucial role in our construction of neural network function approximators.

Definition 2.4 (Partition of Unity, Definition 13.4 in [22]). A $C^{\infty}$ partition of unity on a manifold $\mathcal{M}$ is a collection of nonnegative $C^{\infty}$ functions $\rho_{i}: \mathcal{M} \mapsto \mathbb{R}_{+}$for $i \in \mathcal{A}$ such that

1. the collection of supports, $\left\{\operatorname{supp}\left(\rho_{i}\right)\right\}_{i \in \mathcal{A}}$ is locally finite, i.e., every point on $\mathcal{M}$ has a neighborhood that meets only finitely many of $\operatorname{supp}\left(\rho_{i}\right)$ 's;
2. $\sum \rho_{i}=1$.

For a smooth manifold, a $C^{\infty}$ partition of unity always exists.
Proposition 2.1 (Existence of a $C^{\infty}$ partition of unity, Theorem 13.7 in [22]). Let $\left\{U_{i}\right\}_{i \in \mathcal{A}}$ be an open cover of a compact smooth manifold $\mathcal{M}$. Then there is a $C^{\infty}$ partition of unity $\left\{\rho_{i}\right\}_{i \in \mathcal{A}}$ where every $\rho_{i}$ has a compact support such that $\operatorname{supp}\left(\rho_{i}\right) \subset U_{i}$.

Proposition 2.1 gives rise to the decomposition $f=\sum_{i=1}^{\infty} f_{i}$ with $f_{i}=f \rho_{i}$. Note that the $f_{i}$ 's have the same regularity as $f$, since

$$
f_{i} \circ \phi_{i}^{-1}=\left(f \circ \phi_{i}^{-1}\right) \times\left(\rho_{i} \circ \phi_{i}^{-1}\right)
$$

for a chart $\left(U_{i}, \phi_{i}\right)$. This decomposition implies that we can express $f$ as a sum of the $f_{i}$ 's, where every $f_{i}$ is only supported in a single chart.

To characterize the curvature of a manifold, we adopt the following geometric concept.
Definition 2.5 (Reach [25], Definition 2.1 in [26]). Denote

$$
\mathcal{C}(\mathcal{M})=\left\{\mathbf{x} \in \mathbb{R}^{D}: \exists \mathbf{p} \neq \mathbf{q} \in \mathcal{M},\|\mathbf{p}-\mathbf{x}\|_{2}=\|\mathbf{q}-\mathbf{x}\|_{2}=\inf _{\mathbf{y} \in \mathcal{M}}\|\mathbf{y}-\mathbf{x}\|_{2}\right\}
$$

as the set of points that have at least two nearest neighbors on $\mathcal{M}$. The reach $\tau>0$ is defined as

$$
\tau=\inf _{\mathbf{x} \in \mathcal{M}, \mathbf{y} \in \mathcal{C}(\mathcal{M})}\|\mathbf{x}-\mathbf{y}\|_{2}
$$



Figure 2.1: Manifolds with large and small reaches.
Reach has a straightforward geometrical interpretation: At each point $\mathrm{x} \in \mathcal{M}$, the radius of the osculating circle is greater or equal to $\tau$. Intuitively, a large reach for $\mathcal{M}$ requires the manifold $\mathcal{M}$ not to change "rapidly" as shown in Figure 2.1.

In our proof for the universal approximation theory, reach determines a proper choice of an atlas for $\mathcal{M}$. Specifically, we choose each chart $U_{i}$ to be contained in a ball of radius no larger than $\tau / 4$. For smooth manifolds with a small $\tau$, we need a large number of charts. Therefore, reach of a smooth manifold reflects the complexity of the neural network for function approximation on $\mathcal{M}$.

### 2.2 Function Space

We provide definitions of Hölder, Sobolev, and Besov functions in both Euclidean spaces and low dimensional Riemannian manifolds.

### 2.2.1 Regularity in Euclidean Space

We begin with Hölder functions.

Definition 2.6 (Hölder Function). Given a Hölder index $\alpha>0$, a function $f: \mathcal{X} \mapsto \mathbb{R}$ belongs to the Hölder class $\mathcal{H}^{\alpha}(\mathcal{X})$, if and only if, for any multi-index $\mathbf{s} \in \mathbb{N}^{d}$ with $|\mathbf{s}|=$ $\sum_{i=1}^{d} s_{i} \leq\lfloor\alpha\rfloor$, the derivative $\partial^{\mathbf{s}} f=\frac{\partial^{|s|} \mid f}{\partial x_{1}^{s_{1} \ldots \partial x_{d}^{s d}}}$ exists, and for any $\mathbf{s}$ satisfying $|\mathbf{s}|=\lfloor\alpha\rfloor$,
we have

$$
\sup _{x \neq y} \frac{\left|\partial^{\mathbf{s}} f(\mathbf{x})-\partial^{\mathbf{s}} f(\mathbf{y})\right|}{\|\mathbf{x}-\mathbf{y}\|_{2}^{\alpha-\lfloor\alpha\rfloor}}<\infty \quad \text { for any } \mathbf{x}, \mathbf{y} \text { in the interior of } \mathcal{X} .
$$

When $f \in \mathcal{H}^{\alpha}(\mathcal{X})$, we define its Hölder norm as

$$
\|f\|_{\mathcal{H}^{\alpha}(\mathcal{X})}=\sum_{0 \leq s \leq\lfloor\alpha\rfloor}\left\|\partial^{s} f\right\|_{\infty}+\sum_{|s|=\lfloor\alpha\rfloor} \sup _{x \neq y} \frac{\left|\partial^{\mathbf{s}} f(x)-\partial^{\mathbf{s}} f(y)\right|}{\|x-y\|_{2}^{\alpha-\lfloor\alpha\rfloor}} .
$$

The Hölder continuity above can be generalized to multi-dimensional mappings. Specifically, for $g=\left[g_{1}, \ldots, g_{d}\right]^{\top}: \mathcal{X} \mapsto \mathbb{R}^{d}$, we say it is $\alpha$-Hölder if and only if each coordinate mapping $g_{i}$ is $\alpha$-Hölder. In addition, the Hölder norm of $g$ is defined as $\|g\|_{\mathcal{H}^{\alpha}(\mathcal{X})}=$ $\sum_{i=1}^{d}\left\|g_{i}\right\|_{\mathcal{H}^{\alpha}(\mathcal{X})}$.

Next, we turn to Sobolev functions.

Definition 2.7 (Sobolev Function). Let $\alpha \geq 0,1 \leq p \leq \infty$ be integers, and domain $\mathcal{X} \subset \mathbb{R}^{D}$. We define Sobolev space $W^{\alpha, p}(\mathcal{X})$ as

$$
W^{\alpha, p}(\mathcal{X})=\left\{f \in L^{p}(\mathcal{X}): D^{\mathbf{s}} f \in L^{p}(\mathcal{X}) \text { for all }|\mathbf{s}| \leq \alpha\right\}
$$

where $\mathbf{s}$ is a multi-index.

For $f \in W^{\alpha, p}(\mathcal{X})$, we define its Sobolev norm as

$$
\|f\|_{W^{\alpha, p}(\mathcal{X})}=\left(\sum_{|\mathbf{s}| \leq \alpha}\left\|D^{\mathbf{s}} f\right\|_{L^{p}(\mathcal{X})}^{p}\right)^{1 / p}
$$

In the special case of $p=\infty$, the Sobolev norm can be rewritten as $\|f\|_{W^{\alpha, \infty}(\mathcal{X})}=$ $\max _{|\mathbf{s}| \leq \alpha}\left\|D^{\mathbf{s}} f\right\|_{L^{\infty}(\mathcal{X})}$. In this case, $\|f\|_{W^{0, \infty}}<\infty$ implies that the function value is bounded, and $\|f\|_{W^{1, \infty}}<\infty$ implies both the function value and its derivatives are bounded.

Our later approximation theories will provide error estimate in terms of Sobolev norms. To allow more flexibility, we define fractional Sobolev norms, which can be viewed as a
generalization of Sobolev norms to non-integer $\alpha$. The fractional Sobolev functions are defined as follows.

Definition 2.8 (Sobolev-Slobodeckij space [27]). For $0<\alpha<1$ and $1 \leq p \leq \infty$, we define $W^{\alpha, p}(\mathcal{X})$ as

$$
W^{\alpha, p}(\mathcal{X})=\left\{f \in L^{p}(\mathcal{X}):\|f\|_{W^{\alpha, p}(\mathcal{X})}<\infty\right\}
$$

with

$$
\|f\|_{W^{\alpha, p}(\mathcal{X})}=\left(\|f\|_{L^{p}(\mathcal{X})}^{p}+\int_{\mathcal{X}} \int_{\mathcal{X}}\left(\frac{|f(\mathbf{x})-f(\mathbf{y})|}{\|\mathbf{x}-\mathbf{y}\|_{2}^{\alpha+D / p}}\right)^{p} d \mathbf{x} d \mathbf{y}\right)^{1 / p}
$$

for $1 \leq p<\infty$ and

$$
\|f\|_{W^{\alpha, \infty}(\mathcal{X})}=\max \left\{\|f\|_{L^{\infty}(\mathcal{X})}, \text { ess }^{\sup }{ }_{\mathbf{x}, \mathbf{y} \in \mathcal{X}} \frac{|f(\mathbf{x})-f(\mathbf{y})|}{\|\mathbf{x}-\mathbf{y}\|_{2}^{\alpha}}\right\} .
$$

We restrict our attention to $\alpha<1$ for simplicity, as we later focus on approximation guarantees up to first-order continuity.

Lastly, we define Besov functions. The Besov space $B_{p, q}^{\alpha}$ is a complete quasi-normed space which is a Banach space when $1 \leq p, q \leq \infty$. It generalizes more elementary function spaces such as the Sobolev and Hölder spaces. To define Besov space, we introduce modulus of smoothness.

Definition 2.9 (Modulus of Smoothness [28]). Let $\mathcal{X} \subset \mathbb{R}^{D}$. Let a function $f: \mathcal{X} \rightarrow \mathbb{R}$ be in $L^{p}(\mathcal{X})$ for $p>0$, the $r$-th modulus of smoothness of $f$ is defined by

$$
w_{r, p}(f, t)=\sup _{\|\mathbf{h}\|_{2} \leq t}\left\|\Delta_{\mathbf{h}}^{r}(f)\right\|_{L^{p}}
$$

where

$$
\Delta_{\mathbf{h}}^{r}(f)(\mathbf{x})= \begin{cases}\sum_{j=0}^{r}\binom{r}{j}(-1)^{r-j} f(\mathbf{x}+j \mathbf{h}) & \text { if } \mathbf{x} \in \mathcal{X}, \mathbf{x}+r \mathbf{h} \in \mathcal{X} \\ 0 & \text { otherwise }\end{cases}
$$

Definition 2.10 (Besov Space $B_{p, q}^{\alpha}(\mathcal{X})$ ). For $0<p, q \leq \infty, \alpha>0, r=\lfloor\alpha\rfloor+1$, define the seminorm $|\cdot|_{B_{p, q}^{\alpha}}$ as

$$
|f|_{B_{p, q}^{\alpha}}= \begin{cases}\left(\int_{0}^{\infty}\left(t^{-\alpha} w_{r, p}(f, t)\right)^{q} \frac{d t}{t}\right)^{\frac{1}{q}} & \text { if } q<\infty \\ \sup _{t>0} t^{-\alpha} w_{r, p}(f, t) & \text { if } q=\infty\end{cases}
$$

The norm of the Besov space $B_{p, q}^{\alpha}(\mathcal{X})$ is defined as $\|f\|_{B_{p, q}^{\alpha}}:=\|f\|_{L^{p}}+|f|_{B_{p, q}^{\alpha}}$. The Besov space is $B_{p, q}^{\alpha}(\mathcal{X})=\left\{f \in L^{p}(\mathcal{X}):\|f\|_{B_{p, q}^{\alpha}}<\infty\right\}$.

### 2.2.2 Regularity on Riemannian Manifold

The existence of an atlas on a manifold allows us to generalize function regularity in Euclidean spaces to manifolds. Roughly speaking, regularity on manifold is characterized by local regularity on each neighborhood of the manifold. We first define differentiability of a function supported on a Riemannian manifold.

Definition 2.11 ( $C^{s}$ Function on Manifold). Let $\mathcal{M}$ be a d-dimensional Riemannian manifold isometrically embedded in $\mathbb{R}^{D}$. A function $f: \mathcal{M} \mapsto \mathbb{R}$ is $C^{s}$ iffor any chart $(U, \phi)$, the composition $f \circ \phi^{-1}: \phi(U) \mapsto \mathbb{R}$ is continuously differentiable up to order $s$.

Remark 2.1. The definition of $C^{s}$ functions is independent of the choice of the chart $(U, \phi)$. Suppose $(V, \psi)$ is another chart and $V \bigcap U \neq \emptyset$. Then we have

$$
f \circ \psi^{-1}=\left(f \circ \phi^{-1}\right) \circ\left(\phi \circ \psi^{-1}\right) .
$$

Since $\mathcal{M}$ is a smooth manifold, $(U, \phi)$ and $(V, \psi)$ are $C^{\infty}$ compatible. Thus, $f \circ \phi^{-1}$ is $C^{s}$
and $\phi \circ \psi^{-1}$ is $C^{\infty}$, and their composition is $C^{s}$.

We next define Hölder functions on a smooth manifold $\mathcal{M}$.

Definition 2.12 (Hölder Function on $\mathcal{M}$ ). Let $\mathcal{M}$ be a d-dimensional compact Riemannian manifold isometrically embedded in $\mathbb{R}^{D}$. Let $\left\{\left(U_{i}, P_{i}\right)\right\}_{i \in \mathcal{A}}$ be an atlas of $\mathcal{M}$ where the $P_{i}$ 's are orthogonal projections onto tangent spaces. For a positive index $\alpha>0$, a function $f: \mathcal{M} \mapsto \mathbb{R}$ is $\alpha$-Hölder continuous iffor each chart $\left(U_{i}, \mathrm{P}_{i}\right)$ in the atlas, we have

1. $f \circ \mathrm{P}_{i}^{-1} \in C^{s}$ with $\left|D^{\mathbf{s}}\left(f \circ \mathrm{P}_{i}^{-1}\right)\right| \leq 1$ for any $|\mathbf{s}| \leq\lfloor\alpha\rfloor, \mathbf{x} \in U_{i}$;
2. for any $|\mathbf{s}|=\lfloor\alpha\rfloor$ and $\mathbf{x}_{1}, \mathbf{x}_{2} \in U_{i}$,

$$
\begin{equation*}
\left|D^{\mathbf{s}}\left(f \circ \mathrm{P}_{i}^{-1}\right)\right|_{\mathrm{P}_{i}\left(\mathbf{x}_{1}\right)}-\left.D^{\mathbf{s}}\left(f \circ \mathrm{P}_{i}^{-1}\right)\right|_{\mathrm{P}_{i}\left(\mathbf{x}_{2}\right)} \mid \leq\left\|\mathrm{P}_{i}\left(\mathbf{x}_{1}\right)-\mathrm{P}_{i}\left(\mathbf{x}_{2}\right)\right\|_{2}^{\alpha-\lfloor\alpha\rfloor} . \tag{2.1}
\end{equation*}
$$

Moreover, we denote the collection of $\alpha$-Hölder functions on $\mathcal{M}$ as $\mathcal{H}^{\alpha}(\mathcal{M})$.

Definition 2.12 requires that all $s$-th order derivatives of $f \circ \mathrm{P}_{i}^{-1}$ are Hölder continuous. We recover the standard Hölder class on a Euclidean space if $P_{i}$ is the identity mapping. Following the same spirit, we define Sobolev functions on a manifold.

Definition 2.13 (Sobolev Function on Manifold). Let $\mathcal{M}$ be a compact Riemannian manifold of dimension d. Let $\left\{\left(U_{i}, \phi_{i}\right)\right\}_{i=1}^{C \mathcal{M}}$ be a finite atlas on $\mathcal{M}$ and $\left\{\rho_{i}\right\}_{i=1}^{C \mathcal{M}}$ be a partition of unity on $\mathcal{M}$ such that $\operatorname{supp}\left(\rho_{i}\right) \subset U_{i}$. For integers $\alpha \geq 0$ and $1 \leq p \leq \infty$, a function $f: \mathcal{M} \rightarrow \mathbb{R}$ is in the Sobolev space $W^{\alpha, p}(\mathcal{M})$ if

$$
\|f\|_{W^{\alpha, p}(\mathcal{M})}=\sum_{i=1}^{C_{\mathcal{M}}}\left\|\left(f \rho_{i}\right) \circ \phi_{i}^{-1}\right\|_{W^{\alpha, p}\left(\phi_{i}\left(U_{i}\right)\right)}<\infty
$$

Here we no longer restrict our attention to projections used in Definition 2.12. In fact, we can replace $\mathrm{P}_{i}$ 's in Definition 2.12 by any given diffeomorphism on a chart, since they are compatible as discussed in Remark 2.1.

Lastly, we define Besov functions on a manifold.

Definition 2.14 (Besov Function on Manifold). Let $\mathcal{M}$ be a compact Riemannian manifold of dimension d. Let $\left\{\left(U_{i}, \phi_{i}\right)\right\}_{i=1}^{C \mathcal{M}}$ be a finite atlas on $\mathcal{M}$ and $\left\{\rho_{i}\right\}_{i=1}^{C \mathcal{M}}$ be a partition of unity on $\mathcal{M}$ such that $\operatorname{supp}\left(\rho_{i}\right) \subset U_{i}$. A function $f: \mathcal{M} \mapsto \mathbb{R}$ is in $B_{p, q}^{\alpha}(\mathcal{M})$ if

$$
\|f\|_{B_{p, q}^{\alpha}(\mathcal{M})}=\sum_{i=1}^{C_{\mathcal{M}}}\left\|\left(f \rho_{i}\right) \circ \phi_{i}^{-1}\right\|_{B_{p, q}^{\alpha}\left(\mathbb{R}^{d}\right)}<\infty .
$$

Since $\rho_{i}$ is supported on $U_{i}$, the function $\left(f \rho_{i}\right) \circ \phi_{i}^{-1}$ is supported on $\phi\left(U_{i}\right)$. We can extend $\left(f \rho_{i}\right) \circ \phi_{i}^{-1}$ from $\phi\left(U_{i}\right)$ to $\mathbb{R}^{d}$ by setting the function to be 0 in $\mathbb{R}^{d} \backslash \phi\left(U_{i}\right)$. The extended function lies in the Besov space $B_{p, q}^{\alpha}\left(\mathbb{R}^{d}\right)$ [29, Chapter 7].

### 2.3 Neural Network Architecture

### 2.3.1 Feedforward Neural Network

Feedforward neural networks has attracted many attentions due to its simple compositional form:

$$
\begin{equation*}
f(\mathbf{x})=W_{L} \cdot \operatorname{ReLU}\left(W_{L-1} \cdots \operatorname{ReLU}\left(W_{1} \mathbf{x}+\mathbf{b}_{1}\right) \cdots+\mathbf{b}_{L-1}\right)+\mathbf{b}_{L}, \tag{2.2}
\end{equation*}
$$

with $W_{i}$ 's and $\mathbf{b}_{i}$ 's being weight matrices and intercepts, respectively. The ReLU activation function computes $\operatorname{ReLU}(a)=\max \{a, 0\}$ and is applied entrywise. We define the following feedforward network architecture:
$\operatorname{FNN}(R, \kappa, L, p, K)=\{g \mid g$ in the form of (Eq. 2.2), with $L$ layers and max width $p$,

$$
\begin{align*}
& \left\|g_{i}\right\|_{\infty} \leq R,\left\|W_{i}\right\|_{\infty} \leq \kappa,\left\|\mathbf{b}_{i}\right\|_{\infty} \leq \kappa  \tag{2.3}\\
& \left.\sum_{j=1}^{L}\left\|W_{i}\right\|_{0}+\left\|\mathbf{b}_{i}\right\|_{0} \leq K, \text { for } i=1, \ldots, L\right\}
\end{align*}
$$

where $\|\cdot\|_{0}$ denotes the number of nonzero entries in a vector or a matrix.

### 2.3.2 Convolutional Residual Network

Convolutional Residual Networks (ConvResNets) are widely used in computer vision and natural language processing. We consider one-sided stride-one convolution in our network. Let $\mathcal{W}=\left\{\mathcal{W}_{j, k, l}\right\} \in \mathbb{R}^{C^{\prime} \times K \times C}$ be a filter, where $C^{\prime}$ is the output channel size, $K$ is the filter size and $C$ is the input channel size. For $Z \in \mathbb{R}^{D \times C}$, the convolution of $\mathcal{W}$ with $Z$ gives $Y=\mathcal{W} * Z \in \mathbb{R}^{D \times C^{\prime}}$ with

$$
Y_{i, j}=\sum_{k=1}^{K} \sum_{l=1}^{C} \mathcal{W}_{j, k, l} Z_{i+k-1, l},
$$

where we set $Z_{i+k-1, l}=0$ for $i+k-1>D$. See a graphical demonstration in Figure 2.2(a).

(a) Convolution.

(b) A residual block.

Figure 2.2: (a) Convolution of $\mathcal{W} * Z$, where the input is $Z \in \mathbb{R}^{D \times C}$, and the output is $\mathcal{W} * Z \in \mathbb{R}^{D \times C^{\prime}}$. Here $\mathcal{W}=\left\{\mathcal{W}_{j, k, l}\right\} \in \mathbb{R}^{C^{\prime} \times K \times C}$ is a filter where $C^{\prime}$ is the output channel size, $K$ is the filter size and $C$ is the input channel size. $\mathcal{W}_{j,, \text {,: }}$ is a $D \times C$ matrix for the $j$-th output channel. (b) A convolutional residual block.

In this thesis, we study ConvResNets equipped with the ReLU activation function. The ConvResNet we consider consists consecutively of a padding layer, several residual blocks, and finally a fully connected output layer.

Given an input vector $\mathrm{x} \in \mathbb{R}^{D}$, the network first applies a padding operator $P: \mathbb{R}^{D} \rightarrow$ $\mathbb{R}^{D \times C}$ for some integer $C \geq 1$ such that

$$
Z=P(\mathbf{x})=\left[\begin{array}{llll}
\mathbf{x} & \mathbf{0} & \cdots & \mathbf{0}
\end{array}\right] \in \mathbb{R}^{D \times C} .
$$

Then the matrix $Z$ is passed through $M$ residual blocks. To ease the notation, we denote the input matrix to the $m$-th block as $Z_{m}$ and its output as $Z_{m+1}$ (Consequently, $Z_{1}=Z$ ).

In the $m$-th block, let $\mathcal{W}_{m}=\left\{\mathcal{W}_{m}^{(1)}, \ldots, \mathcal{W}_{m}^{\left(L_{m}\right)}\right\}$ and $\mathcal{B}_{m}=\left\{B_{m}^{(1)}, \ldots, B_{m}^{\left(L_{m}\right)}\right\}$ be a collection of filters and biases of proper sizes. The $m$-th residual block maps its input matrix $Z_{m}$ from $\mathbb{R}^{D \times C}$ to $\mathbb{R}^{D \times C}$ by the operator

$$
\operatorname{Conv}_{\mathcal{W}_{m}, \mathcal{B}_{m}}+\mathrm{id},
$$

where id is the identity mapping (also known as the shortcut connection) and

$$
\operatorname{Conv}_{\mathcal{W}_{m}, \mathcal{B}_{m}}\left(Z_{m}\right)=\operatorname{ReLU}\left(\mathcal{W}_{m}^{\left(L_{m}\right)} * \cdots * \operatorname{ReLU}\left(\mathcal{W}_{m}^{(1)} * Z_{m}+B_{m}^{(1)}\right) \cdots+B_{m}^{\left(L_{m}\right)}\right)
$$

with ReLU applied entrywise. We denote the mapping from input $\mathbf{x}$ to the output of the $M$-th residual block as

$$
\begin{equation*}
Q(\mathbf{x})=\left(\operatorname{Conv}_{\mathcal{W}_{M}, \mathcal{B}_{M}}+\mathrm{id}\right) \circ \cdots \circ\left(\operatorname{Conv}_{\mathcal{W}_{1}, \mathcal{B}_{1}}+\mathrm{id}\right) \circ P(\mathbf{x}) . \tag{2.4}
\end{equation*}
$$

Given (Eq. 2.4), a ConvResNet applies an additional fully connected layer to $Q$ and outputs

$$
f(\mathbf{x})=W \otimes Q(\mathbf{x})+b,
$$

where $W \in \mathbb{R}^{D \times C}$ and $b \in \mathbb{R}$ are a weight matrix and a bias, respectively, and $\otimes$ denotes sum of entrywise product, i.e., $W \otimes Q(\mathbf{x})=\sum_{i, j} W_{i, j}[Q(\mathbf{x})]_{i, j}$. To this end, we define ConvResNet architecture as

$$
\operatorname{CRN}\left(M, L, J, K, \kappa_{1}, \kappa_{2}, R\right)=\left\{f \mid f(\mathbf{x})=W \otimes Q(\mathbf{x})+b \text { with }\|W\|_{\infty} \vee|b| \leq \kappa_{2},\right.
$$

$$
Q(\mathbf{x}) \text { in the form of (Eq. 2.4) with } M \text { residual blocks. }
$$

The number of filters per block is bounded by $L$;
filter size is bounded by $K$;
the number of channels is bounded by $J$;

$$
\begin{equation*}
\left.\max _{m, l}\left\|\mathcal{W}_{m}^{(l)}\right\|_{\infty} \vee\left\|B_{m}^{(l)}\right\|_{\infty} \leq \kappa_{1},\|f\|_{\infty} \leq R\right\} \tag{2.5}
\end{equation*}
$$

## CHAPTER 3

## REPRESENTATION THEORY OF NEURAL NETWORKS

A line of research attempts to explain the empirical success of neural networks through the lens of expressivity - neural networks can effectively approximate various classes of functions. Among existing works, the most well-known results are the universal approximation theorems, see $[30,31,32,33,34,35]$. Specifically, [32] showed that neural networks with one single hidden layer and continuous sigmoidal activations $(\sigma(x)$ is sigmoidal, if $\sigma(x) \rightarrow 0$ as $x \rightarrow-\infty$, and $\sigma(x) \rightarrow 1$ as $x \rightarrow \infty)$ can approximate continuous functions in a unit cube with arbitrary accuracy. Later, [33] extended the universal approximation theorem to general feed-forward networks with a single hidden layer, while the width of the network has to be exponentially large. Specific approximation rates of shallow networks (with one hidden layer) with smooth activation functions were given in [36] and [37]. Recently, [38] proved the universal approximation theorem for width-bounded deep neural networks, and [39] improved the result with ReLU (Rectified Linear Units) activations, i.e. $\operatorname{ReLU}(x)=\max \{0, x\}$. [40] further showed that deep $\operatorname{ReLU}$ networks can uniformly approximate functions in Sobolev spaces, while the network size scales exponentially in the approximation error with an exponent depending on the data dimension. Moreover, the network size in [40] matches its lower bound.

The network size considered in applications, however, is significantly smaller than what is predicted by the theory above. Recall from Chapter 1 that the ImageNet consists of RGB images with a resolution of $224 \times 224$. The theory above suggests that, to achieve a $\epsilon$ uniform approximation error, the number of neurons has to scale as $\epsilon^{-224 \times 224 \times 3 / 2}$ [36]. Setting $\epsilon=0.1$ already gives rise to $10^{224 \times 224 \times 3 / 2}$ neurons. However, the AlexNet [1] only consists of 650000 neurons and 60 million parameters to beat the state-of-the-art. To boost the performance on the ImageNet, several more sophisticated network structures
were proposed later, such as VGG16 [41] which consists of about 138 million parameters. The size of both networks remains extremely small compared to $10^{224 \times 224 \times 3 / 2}$.

To bridge the gap between theory and practice, we exploit data manifold structures and aim to answer a natural question:

Can deep neural networks efficiently approximate functions supported on low dimensional manifolds?

In literature, function approximation on manifolds has been well studied using local polynomials [42] and wavelets [43]. However, studies using neural networks are very limited. Two noticeable works are [44] and [45]. In [44], high order differentiable functions on manifolds are approximated by neural networks with smooth activations, e.g., sigmoid activations and rectified quadratic unit functions $\left(\sigma(x)=(\max \{0, x\})^{2}\right)$. These smooth activations, however, are rarely used in the mainstream applications such as computer vision [1, 3, 10]. In [45], a 4-layer network with ReLU activations was proposed to approximate $C^{2}$ functions on low dimensional manifolds that have absolutely summable wavelet coefficients. However, this theory does not cover arbitrarily smooth functions, and the analysis is built upon a restrictive assumption - there exists a linear transformation that maps the input data to sparse coordinates, but such transformation is not explicitly given.

In this chapter, we propose a framework to construct deep neural networks with nonsmooth activations to approximate functions supported on a $d$-dimensional Riemannian manifold isometrically embedded in $\mathbb{R}^{D}$. We prove that, in order to achieve a fixed approximation error, the network size scales exponentially with respect to the intrinsic dimension $d$, instead of the ambient dimension $D$. Our framework is flexible: 1). It applies to popular network architectures with nonsmooth activations, e.g., ReLU and leaky ReLU activations; 2). It applies to a wide class of functions, such as Hölder, Sobolev, and Besov classes which are typical examples in nonparametric statistics [13]; 3). It exploits high order smoothness of functions for making the approximation as efficient as possible.

The rest of the chapter is organized as follows: Section 3.1 presents an efficient ap-
proximation theory using feedforward neural networks for approximating Hölder functions supported on a low dimensional Riemannian manifold; Section 3.2 extends to Convolutional Residual Networks (ConvResNets) for approximating Besov functions supported on a low dimensional Riemannian manifold; Section 3.3 demonstrates additional continuity of wide and deep neural networks in approximating Sobolev functions; Section 3.4 provides a conclusion and discusses related topics.

### 3.1 Efficient Approximation of Feedforward Neural Networks

We begin with some assumptions.

Assumption 3.1. $\mathcal{M}$ is a d-dimensional compact Riemannian manifold isometrically embedded in $\mathbb{R}^{D}$. There exists a constant $B$ such that for any point $\mathbf{x} \in \mathcal{M}$, we have $\left|x_{i}\right| \leq B$ for all $i=1, \ldots, D$.

Assumption 3.2. The reach of $\mathcal{M}$ is $\tau>0$.

Assumption 3.3. $f: \mathcal{M} \mapsto \mathbb{R}$ belongs to the Hölder space $\mathcal{H}^{\alpha}(\mathcal{M})$ with a positive index $\alpha>1$.

We now state our function approximation result.

Theorem 3.1. Suppose Assumption 3.1 and 3.2 hold. Given any $\epsilon \in(0,1)$, there exists a ReLU network structure such that, for any $f: \mathcal{M} \rightarrow \mathbb{R}$ satisfying Assumption 3.3, if the weight parameters are properly chosen, the network yields a function $\widehat{f}$ satisfying $\|\widehat{f}-f\|_{\infty} \leq \epsilon$. Such a network has no more than $c_{1}\left(\log \frac{1}{\epsilon}+\log D\right)$ layers, and at most $c_{2}\left(\epsilon^{-\frac{d}{\alpha}} \log \frac{1}{\epsilon}+D \log \frac{1}{\epsilon}+D \log D\right)$ neurons and weight parameters, where $c_{1}, c_{2}$ depend on $d, \alpha, f, \tau$, and the surface area of $\mathcal{M}$.

The network structure identified by Theorem 3.1 consists of three sub-networks as shown in Figure 3.1:

- Chart determination sub-network, which assigns the input to its corresponding neighborhoods;
- Taylor approximation sub-network, which approximates $f$ by polynomials in each neighborhood;
- Pairing sub-network, which yields multiplications of the proper pairs of outputs from the chart determination and the Taylor approximation sub-networks.


Figure 3.1: The ReLU network identified by Theorem 3.1.

Specifically, we partition the manifold as $\mathcal{M}=\bigcup_{i=1}^{C \mathcal{M}} U_{i}$, where the $U_{i}$ 's are open sets contained in a Euclidean ball of radius no larger than $\tau / 4 . C_{\mathcal{M}}$ depends on the reach $\tau$, the surface area of $\mathcal{M}$, and the dimension $d$ (see Section 3.1.1 for an explicit characterization). For each chart, the chart determination sub-network computes an approximation of the indicator function on $U_{i}$. The Taylor approximation sub-network provides a local polynomial approximation of $f$ on $U_{i}$. Then the pairing sub-network approximates the product for the proper pairs of outputs in the previous two sub-networks. Finally, $\widehat{f}$ is obtained by taking a sum over $C_{\mathcal{M}}$ outputs from the pairing sub-network.

The size of our ReLU network matches its lower bound up to a logarithmic factor for the approximation of functions in Hölder spaces. Denote $F^{\alpha, d}$ as functions defined on $[0,1]^{d}$ in the Hölder space $\mathcal{H}^{\alpha}\left([0,1]^{d}\right)$. We state a lower bound due to [46].

Theorem 3.2. Fix $d$ and $\alpha$. Let $W$ be a positive integer and $\kappa: \mathbb{R}^{W} \mapsto C\left([0,1]^{d}\right)$ be any mapping. Suppose there is a continuous map $\Theta: F^{\alpha, d} \mapsto \mathbb{R}^{W}$ such that $\|f-\kappa(\Theta(f))\|_{\infty} \leq$
$\epsilon$ for any $f \in F^{\alpha, d}$. Then $W \geq c \epsilon^{-\frac{d}{\alpha}}$ with $c$ depending on $\alpha$ only.
We take $\mathbb{R}^{W}$ as the parameter space of a ReLU network, and $\kappa$ as the network structure. Then to approximate any $f \in F^{\alpha, d}$, the ReLU network has at least $c \epsilon^{-\frac{d}{\alpha}}$ weight parameters. Although Theorem 3.2 holds for functions on $[0,1]^{d}$, our network size remains in the same order up to a logarithmic factor even when the function is supported on a manifold of dimension $d$.

### 3.1.1 Proof - Construction of Network Approximator

This section contains a constructive proof of Theorem 3.1. Before we proceed, we show how to approximate the multiplication operation using ReLU networks. This operation is heavily used in the Taylor approximation sub-network, since Taylor polynomials involve a sum of products. We first show ReLU networks can approximate quadratic functions.

Lemma 3.1 (Proposition 2 in [40]). The function $f(x)=x^{2}$ with $x \in[0,1]$ can be approximated by a ReLU network with any error $\epsilon>0$. The network has depth and the number of neurons and weight parameters no more than $c \log (1 / \epsilon)$ with an absolute constant $c$, and the width of the network is an absolute constant.

This lemma is proved in Appendix A.1.1. The idea is to approximate quadratic functions using a weighted sum of a series of sawtooth functions. Those sawtooth functions are obtained by compositing the triangular function

$$
g(x)=2 \operatorname{ReLU}(x)-4 \operatorname{ReLU}(x-1 / 2)+2 \operatorname{ReLU}(x-1)
$$

which can be implemented by a single layer ReLU network.
We then approximate the multiplication operation by invoking the identity $a b=\frac{1}{4}((a+$ $\left.b)^{2}-(a-b)^{2}\right)$ where the two squares can be approximated by ReLU networks in Lemma 3.1.

Corollary 3.1 (Proposition 3 in [40]). Given a constant $C>0$ and $\epsilon \in\left(0, C^{2}\right)$, there is a ReLU network which implements a function $\widehat{\times}: \mathbb{R}^{2} \mapsto \mathbb{R}$ such that: 1). For all inputs $x$
and $y$ satisfying $|x| \leq C$ and $|y| \leq C$, we have $|\widehat{\times}(x, y)-x y| \leq \epsilon ; 2)$. The depth and the weight parameters of the network is no more than $c \log \frac{C^{2}}{\epsilon}$ with an absolute constant $c$.

The ReLU network in Theorem 3.1 is constructed in the following 5 steps.
Step 1. Construction of an atlas. Denote the open Euclidean ball with center cand radius $r$ in $\mathbb{R}^{D}$ by $\mathcal{B}(\mathbf{c}, r)$. For any $r$, the collection $\{\mathcal{B}(\mathbf{x}, r)\}_{\mathbf{x} \in \mathcal{M}}$ is an open cover of $\mathcal{M}$. Since $\mathcal{M}$ is compact, there exists a finite collection of points $\mathbf{c}_{i}$ for $i=1, \ldots, C_{\mathcal{M}}$ such that $\mathcal{M} \subset \bigcup_{i} \mathcal{B}\left(\mathbf{c}_{i}, r\right)$.

The following lemma says that when the radius $r$ is properly chosen, $U_{i}=\mathcal{B}\left(\mathbf{c}_{i}, r\right) \cap \mathcal{M}$ is diffeomorphic to $\mathbb{R}^{d}$.

Lemma 3.2. Suppose Assumption 3.1 and 3.2 hold and let $r \leq \tau / 4$. Then the local neighborhood $U_{i}=\mathcal{B}\left(\mathbf{c}_{i}, r\right) \cap \mathcal{M}$ is diffeomorphic to $\mathbb{R}^{d}$. In particular, the orthogonal projection $\mathrm{P}_{i}$ onto the tangent space $T_{\mathbf{c}_{i}}(\mathcal{M})$ at $\mathbf{c}_{i}$ is a diffeomorphism.

The proof is provided in Appendix A.2.1, which utilizes the results in [47]. Therefore, we pick radius $r \leq \tau / 4$, and let $\left\{\left(U_{i}, \phi_{i}\right)\right\}_{i=1}^{C_{\mathcal{M}}}$ be an atlas on $\mathcal{M}$ as illustrated in Figure 3.2, where $\phi_{i}$ is to be defined in Step 2. The number of charts $C_{\mathcal{M}}$ is upper bounded by

$$
C_{\mathcal{M}} \leq\left\lceil\frac{S A(\mathcal{M})}{r^{d}} T_{d}\right\rceil
$$

where $S A(M)$ is the surface area of $\mathcal{M}$, and $T_{d}$ is the thickness of the $U_{i}$ 's, which is defined as the average number of $U_{i}$ 's that contain a point on $\mathcal{M}$ (See Eq. (1) in Chapter 2 of [48]).

Remark 3.1. The thickness $T_{d}$ scales approximately linear in d. As shown in Eq. (19) in Chapter 2 of [48], there exist coverings with $\frac{d}{e \sqrt{e}} \lesssim T_{d} \leq d \log d+d \log \log d+5 d$.

Step 2. Projection with rescaling and translation. We denote the tangent space at $\mathbf{c}_{i}$ as

$$
T_{\mathbf{c}_{i}}(\mathcal{M})=\operatorname{span}\left(\mathbf{v}_{i 1}, \ldots, \mathbf{v}_{i d}\right),
$$



Figure 3.2: Curvature decides the number of charts: smaller reach requires more chart.
where $\left\{\mathbf{v}_{i 1}, \ldots, \mathbf{v}_{i d}\right\}$ form an orthonormal basis. We obtain the matrix $V_{i}=\left[\mathbf{v}_{i 1}, \ldots, \mathbf{v}_{i d}\right] \in$ $\mathbb{R}^{D \times d}$ by concatenating the $\mathbf{v}_{i j}$ 's as column vectors.

Define

$$
\phi_{i}(\mathbf{x})=b_{i}\left(V_{i}^{\top}\left(\mathbf{x}-\mathbf{c}_{i}\right)+\mathbf{u}_{i}\right) \in[0,1]^{d}
$$

for any $\mathbf{x} \in U_{i}$, where $b_{i} \in(0,1]$ is a scaling factor and $\mathbf{u}_{i}$ is a translation vector. Since $U_{i}$ is bounded, we can choose proper $b_{i}$ and $\mathbf{u}_{i}$ to guarantee $\phi_{i}(\mathbf{x}) \in[0,1]^{d}$. We rescale and translate the projection to ease the notation for the development of local Taylor approximations in Step 4. We also remark that each $\phi_{i}$ is a linear function, and can be realized by a single layer linear network.

Step 3. Chart determination. This step is to assign a given input $x$ to the proper charts to which $\mathbf{x}$ belongs. This avoids projecting x using unmatched charts (i.e., $\mathbf{x} \notin U_{j}$ for some $j$ ) as illustrated in Figure 3.3.


Figure 3.3: Projecting $\mathbf{x}_{j}$ using a matched chart (blue) $\left(U_{j}, \phi_{j}\right)$, and an unmatched chart (green) $\left(U_{i}, \phi_{i}\right)$.

An input x can belong to multiple charts, and the chart determination sub-network
determines all these charts. This can be realized by compositing an indicator function and the squared Euclidean distance

$$
d_{i}^{2}(\mathbf{x})=\left\|\mathbf{x}-\mathbf{c}_{i}\right\|_{2}^{2}=\sum_{j=1}^{D}\left(x_{j}-c_{i, j}\right)^{2}
$$

for $i=1, \ldots, C_{\mathcal{M}}$. The squared distance $d_{i}^{2}(\mathbf{x})$ is a sum of univariate quadratic functions, thus, we can apply Lemma 3.1 to approximate $d_{i}^{2}(\mathbf{x})$ by ReLU networks. Denote $\widehat{h}_{\text {sq }}$ as an approximation of the quadratic function $x^{2}$ on $[0,1]$ with an approximation error $\nu$. Then we define

$$
\widehat{d}_{i}^{2}(\mathbf{x})=4 B^{2} \sum_{j=1}^{D} \widehat{h}_{\mathrm{sq}}\left(\left|\frac{x_{j}-c_{i, j}}{2 B}\right|\right) .
$$

as an approximation of $d_{i}^{2}(\mathbf{x})$. The approximation error is $\left\|\widehat{d_{i}^{2}}-d_{i}^{2}\right\|_{\infty} \leq 4 B^{2} D \nu$, by the triangle inequality. We consider an approximation of the indicator function $\mathbb{1}\left(x \in\left[0, r^{2}\right]\right)$ as in Figure 3.4:

$$
\widehat{\mathbb{1}}_{\Delta}(a)= \begin{cases}1 & a \leq r^{2}-\Delta+4 B^{2} D \nu  \tag{3.1}\\ -\frac{1}{\Delta-8 B^{2} D \nu} a+\frac{r^{2}-4 B^{2} D \nu}{\Delta-8 B^{2} D \nu} & a \in\left[r^{2}-\Delta+4 B^{2} D \nu, r^{2}-4 B^{2} D \nu\right] \\ 0 & a>r^{2}-4 B^{2} D \nu\end{cases}
$$

where $\Delta\left(\Delta \geq 8 B^{2} D \nu\right)$ will be chosen later according to the accuracy $\epsilon$.


Figure 3.4: Chart determination utilizes the composition of approximated distance function $\widehat{d}_{i}^{2}$ and the indicator function $\widehat{\mathbb{1}}_{\Delta}$.

To implement $\widehat{\mathbb{1}}_{\Delta}(a)$, we consider a basic step function $g=2 \operatorname{ReLU}\left(x-0.5\left(r^{2}-\right.\right.$
$\left.\left.4 B^{2} D \nu\right)\right)-2 \operatorname{ReLU}\left(x-r^{2}+4 B^{2} D \nu\right)$. It is straightforward to check

$$
\begin{aligned}
& g_{k}(a)=\underbrace{g \circ \cdots \circ g}_{k}(a) \\
& = \begin{cases}0 & a<\left(1-2^{-k}\right)\left(r^{2}-4 B^{2} D \nu\right) \\
2^{k}\left(a-r^{2}+4 B^{2} D \nu\right)+r^{2}-4 B^{2} D \nu & a \in\left[\left(1-\frac{1}{2^{k}}\right)\left(r^{2}-4 B^{2} D \nu\right), r^{2}-4 B^{2} D \nu\right] . \\
r^{2}-4 B^{2} D \nu & a>r^{2}-4 B^{2} D \nu\end{cases}
\end{aligned}
$$

Let $\widehat{\mathbb{1}}_{\Delta}=1-\frac{1}{r^{2}-4 B^{2} D \nu} g_{k}$. It suffices to choose $k$ satisfying $\left(1-\frac{1}{2^{k}}\right)\left(r^{2}-4 B^{2} D \nu\right) \geq$ $r^{2}-\Delta+4 B^{2} D \nu$, which yields $k=\left\lceil\log \frac{r^{2}}{\Delta}\right\rceil$. We use $\widehat{\mathbb{1}}_{\Delta} \circ \widehat{d}_{i}^{2}$ to approximate the indicator function on $U_{i}$ :

- if $\mathbf{x} \notin U_{i}$, i.e., $d_{i}^{2}(\mathbf{x}) \geq r^{2}$, we have $\widehat{\mathbb{1}}_{\Delta} \circ \widehat{d}_{i}^{2}(\mathbf{x})=0$;
- if $\mathbf{x} \in U_{i}$ and $d_{i}^{2}(\mathbf{x}) \leq r^{2}-\Delta$, we have $\widehat{\mathbb{1}}_{\Delta} \circ \widehat{d}_{i}^{2}(\mathbf{x})=1$.

We remark that although the approximate indicator function $\widehat{\mathbb{1}}_{\Delta}$ is a piecewise linear function with two breakpoints, we implement it using a deep neural network to control the range of weight parameters in the network. Otherwise, the parameter upper bound can be as large as $1 / \Delta$ due to the steep slope in $\widehat{\mathbb{1}}_{\Delta}$.

Step 4. Taylor approximation. In each chart $\left(U_{i}, \phi_{i}\right)$, we locally approximate $f$ using Taylor polynomials of order $n$ as shown in Figure 3.5. Specifically, we decompose $f$ as

$$
f=\sum_{i=1}^{C_{\mathcal{M}}} f_{i} \quad \text { with } \quad f_{i}=f \rho_{i}
$$

where $\rho_{i}$ is an element in a $C^{\infty}$ partition of unity on $\mathcal{M}$ which is supported inside $U_{i}$. The existence of such a partition of unity is guaranteed by Proposition 2.1. Since $\mathcal{M}$ is a compact smooth manifold and $\rho_{i}$ is $C^{\infty}, f_{i}$ preserves the regularity (smoothness) of $f$ such that $f_{i} \in \mathcal{H}^{\alpha}(\mathcal{M})$ for $i=1, \ldots, C_{\mathcal{M}}$.


Figure 3.5: Locally approximate $f$ in each chart $\left(U_{i}, \phi_{i}\right)$ using Taylor polynomials.

Lemma 3.3. Suppose Assumption 3.3 holds. For $i=1, \ldots, C_{\mathcal{M}}$, the function $f_{i}$ is Hölder continuous on $\mathcal{M}$, in the sense that there exists a Hölder coefficient $L_{i}$ depending on $d$, the upper bounds of derivatives of the partition of unity $\rho_{i}$ and coordinate system $\phi_{i}$, up to order s, such that for any $|\mathbf{s}|=\lfloor\alpha\rfloor$, we have

$$
\left|D^{\mathbf{s}}\left(f_{i} \circ \phi_{i}^{-1}\right)\right|_{\phi_{i}\left(\mathbf{x}_{1}\right)}-\left.D^{\mathbf{s}}\left(f_{i} \circ \phi_{i}^{-1}\right)\right|_{\phi_{i}\left(\mathbf{x}_{2}\right)} \mid \leq L_{i}\left\|\phi_{i}\left(\mathbf{x}_{1}\right)-\phi_{i}\left(\mathbf{x}_{2}\right)\right\|_{2}^{\alpha-\lfloor\alpha\rfloor}, \quad \forall \mathbf{x}_{1}, \mathbf{x}_{2} \in U_{i} .
$$

Proof Sketch. We provide a sketch here. More details are deferred to Appendix A.2.2. Without loss of generality, suppose Assumption 3.3 holds with the atlas chosen in Step 1. Denote $g_{1}=f \circ \phi_{i}^{-1}$ and $g_{2}=\rho_{i} \circ \phi_{i}^{-1}$. By the Leibniz rule, we have

$$
D^{\mathbf{s}}\left(f_{i} \circ \phi_{i}^{-1}\right)=D^{\mathbf{s}}\left(g_{1} \times g_{2}\right)=\sum_{|\mathbf{p}|+|\mathbf{q}|=\lfloor\alpha\rfloor}\binom{\lfloor\alpha\rfloor}{|\mathbf{p}|} D^{\mathbf{p}} g_{1} D^{\mathbf{q}} g_{2} .
$$

Consider each term in the sum: for any $\mathbf{x}_{1}, \mathbf{x}_{2} \in U_{i}$,

$$
\begin{aligned}
& \left|D^{\mathbf{p}} g_{1} D^{\mathbf{q}} g_{2}\right|_{\phi_{i}\left(\mathbf{x}_{1}\right)}-\left.D^{\mathbf{p}} g_{1} D^{\mathbf{q}} g_{2}\right|_{\phi_{i}\left(\mathbf{x}_{2}\right)} \mid \\
\leq & \left|D^{\mathbf{p}} g_{1}\left(\phi_{i}\left(\mathbf{x}_{1}\right)\right)\right|\left|D^{\mathbf{q}} g_{2}\right|_{\phi_{i}\left(\mathbf{x}_{1}\right)}-\left.\left.D^{\mathbf{q}} g_{2}\right|_{\phi_{i}\left(\mathbf{x}_{\mathbf{x}}\right)}\left|+\left|D^{\mathbf{q}} g_{2}\left(\phi_{i}\left(\mathbf{x}_{2}\right)\right)\right|\right| D^{\mathbf{p}} g_{1}\right|_{\phi_{i}\left(\mathbf{x}_{1}\right)}-\left.D^{\mathbf{p}} g_{1}\right|_{\phi_{i}\left(\mathbf{x}_{2}\right)} \mid \\
\leq & \lambda_{i} \theta_{i, \alpha}\left\|\phi_{i}\left(\mathbf{x}_{1}\right)-\phi_{i}\left(\mathbf{x}_{2}\right)\right\|_{2}^{\alpha-\lfloor\alpha\rfloor}+\mu_{i} \beta_{i, \alpha}\left\|\phi_{i}\left(\mathbf{x}_{1}\right)-\phi_{i}\left(\mathbf{x}_{2}\right)\right\|_{2}^{\alpha-\lfloor\alpha\rfloor} .
\end{aligned}
$$

Here $\lambda_{i}$ and $\mu_{i}$ are uniform upper bounds on the derivatives of $g_{1}$ and $g_{2}$ with order up to $s$, respectively. The quantities $\theta_{i, \alpha}$ and $\beta_{i, \alpha}$ in the last inequality above is chosen as follows:
by the mean value theorem, we have

$$
\begin{aligned}
\left|D^{\mathbf{q}} g_{2}\right|_{\phi_{i}\left(\mathbf{x}_{1}\right)}-\left.D^{\mathbf{q}} g_{2}\right|_{\phi_{i}\left(\mathbf{x}_{2}\right)} \mid & \leq \sqrt{d} \mu_{i}\left\|\phi_{i}\left(\mathbf{x}_{1}\right)-\phi_{i}\left(\mathbf{x}_{2}\right)\right\|_{2} \\
& =\sqrt{d} \mu_{i}\left\|\phi_{i}\left(\mathbf{x}_{1}\right)-\phi_{i}\left(\mathbf{x}_{2}\right)\right\|_{2}^{1-\alpha+\lfloor\alpha\rfloor}\left\|\phi_{i}\left(\mathbf{x}_{1}\right)-\phi_{i}\left(\mathbf{x}_{2}\right)\right\|_{2}^{\alpha-\lfloor\alpha\rfloor} \\
& \leq \sqrt{d} \mu_{i}(2 r)^{1-\alpha+\lfloor\alpha\rfloor}\left\|\phi_{i}\left(\mathbf{x}_{1}\right)-\phi_{i}\left(\mathbf{x}_{2}\right)\right\|_{2}^{\alpha-\lfloor\alpha\rfloor}
\end{aligned}
$$

where the last inequality is due to the fact that $\left\|\phi_{i}\left(\mathbf{x}_{1}\right)-\phi_{i}\left(\mathbf{x}_{2}\right)\right\|_{2} \leq b_{i}\left\|V_{i}\right\|\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\|_{2} \leq$ $2 r$. Then we set $\theta_{i, \alpha}=\sqrt{d} \mu_{i}(2 r)^{1-\alpha+\lfloor\alpha\rfloor}$ and by a similar argument, we set $\beta_{i, \alpha}=$ $\sqrt{d} \lambda_{i}(2 r)^{1-\alpha+\lfloor\alpha\rfloor}$. We complete the proof by taking $L_{i}=2^{\lfloor\alpha\rfloor+1} \sqrt{d} \lambda_{i} \mu_{i}(2 r)^{1-\alpha+\lfloor\alpha\rfloor}$.

Lemma 3.3 is crucial for the error estimation in the local approximation of $f_{i} \circ \phi_{i}^{-1}$ by Taylor polynomials. This error estimate is given in the following theorem, where some of the proof techniques are from Theorem 1 in [40].

Theorem 3.3. Let $f_{i}=f \rho_{i}$ as in Step 4. For any $\delta \in(0,1)$, there exists a ReLU network structure that, if the weight parameters are properly chosen, the network yields an approximation of $f_{i} \circ \phi_{i}^{-1}$ uniformly with an $L_{\infty}$ error $\delta$. Such a network has

1. no more than $c_{1}\left(\log \frac{1}{\delta}+1\right)$ layers, with width bounded by $c_{2} \delta^{-d / \alpha}$,
2. at most $c_{3} \delta^{-\frac{d}{\alpha}}\left(\log \frac{1}{\delta}+1\right)$ neurons and weight parameters, with the range of weight parameters bounded by $\kappa=c_{4} \max \{1, \sqrt{d}\}$,
where $c_{1}, c_{2}, c_{3}$ depend on $\alpha, d, \tau$, and the upper bound of derivatives of $f_{i} \circ \phi_{i}^{-1}$ up to order $\lfloor\alpha\rfloor$, and $c_{4}$ depends on the upper bound of the derivatives of $\rho_{i}$ 's up to order $\lfloor\alpha\rfloor$.

Proof Sketch. The detailed proof is provided in Appendix A.2.3. The proof consists of two steps:

1. Approximate $f_{i} \circ \phi_{i}^{-1}$ using a weighted sum of Taylor polynomials;
2. Implement the weighted sum of Taylor polynomials using ReLU networks.

Specifically, we set up a uniform grid and divide $[0,1]^{d}$ into small cubes, and then approximate $f_{i} \circ \phi_{i}^{-1}$ by its $\lfloor\alpha\rfloor$-th order Taylor polynomial in each cube. To implement such polynomials by ReLU networks, we recursively apply the multiplication $\widehat{\times}$ operator in Corollary 3.1, since these polynomials are sums of the products of different variables.

Step 5. Estimating the total error. We have collected all the ingredients to implement the entire ReLU network to approximate $f$ on $\mathcal{M}$. Recall that the network structure consists of 3 main sub-networks as demonstrated in Figure 3.1. Let $\widehat{x}$ be an approximation to the multiplication operator in the pairing sub-network with error $\eta$. Accordingly, the function given by the whole network is

$$
\widetilde{f}=\sum_{i=1}^{C_{\mathcal{M}}} \widehat{\times}\left(\widehat{f_{i}}, \widehat{\mathbb{1}}_{\Delta} \circ \widehat{d}_{i}^{2}\right) \quad \text { with } \widehat{f}_{i}=\tilde{f}_{i} \circ \phi_{i}
$$

where $\widetilde{f}_{i}$ is the approximation of $f_{i} \circ \phi_{i}^{-1}$ using Taylor polynomials in Theorem 3.3. The total error can be decomposed into three components according to Lemma 3.4 below. We denote $\mathbb{1}\left(\mathbf{x} \in U_{i}\right)$ as the indicator function of $U_{i}$. Let the approximation errors of the multiplication operation $\widehat{x}$ and the local Taylor polynomial in Theorem 3.3 be $\eta$ and $\delta$, respectively.

Lemma 3.4. For any $i=1, \ldots, C_{\mathcal{M}}$, we have $\|\tilde{f}-f\|_{\infty} \leq \sum_{i=1}^{C \mathcal{M}}\left(A_{i, 1}+A_{i, 2}+A_{i, 3}\right)$, where

$$
\begin{aligned}
& A_{i, 1}=\left\|\widehat{\times}\left(\widehat{f}_{i}, \widehat{\mathbb{1}}_{\Delta} \circ \widehat{d}_{i}^{2}\right)-\widehat{f}_{i} \times\left(\widehat{\mathbb{1}}_{\Delta} \circ \widehat{d}_{i}^{2}\right)\right\|_{\infty} \leq \eta \\
& A_{i, 2}=\left\|\widehat{f}_{i} \times\left(\widehat{\mathbb{1}}_{\Delta} \circ \widehat{d}_{i}^{2}\right)-f_{i} \times\left(\widehat{\mathbb{1}}_{\Delta} \circ \widehat{d}_{i}^{2}\right)\right\|_{\infty} \leq \delta \\
& A_{i, 3}=\left\|f_{i} \times\left(\widehat{\mathbb{1}}_{\Delta} \circ \widehat{d}_{i}^{2}\right)-f_{i} \times \mathbb{1}\left(\mathbf{x} \in U_{i}\right)\right\|_{\infty} \leq \frac{c(\pi+1)}{r(1-r / \tau)} \Delta \quad \text { for some constant } c .
\end{aligned}
$$

Lemma 3.4 is proved in Appendix A.2.4. In order to achieve an $\epsilon$ total approximation error, i.e., $\|f-\widetilde{f}\|_{\infty} \leq \epsilon$, we need to control the errors in the three sub-networks. In other words, we need to decide $\nu$ for $\widehat{d}_{i}^{2}, \Delta$ for $\widehat{\mathbb{1}}_{\Delta}, \delta$ for $\widetilde{f}_{i}$, and $\eta$ for $\widehat{\times}$. Note that $A_{i, 1}$ is the error
from the pairing sub-network, $A_{i, 2}$ is the approximation error in the Taylor approximation sub-network, and $A_{i, 3}$ is the error from the chart determination sub-network. The error bounds on $A_{i, 1}, A_{i, 2}$ are straightforward from the constructions of $\widehat{\times}$ and $\widehat{f_{i}}$. The estimate of $A_{i, 3}$ involves some technical analysis since $\left\|\widehat{\mathbb{1}}_{\Delta} \circ \widehat{d}_{i}^{2}-\mathbb{1}\left(\mathbf{x} \in U_{i}\right)\right\|_{\infty}=1$. Note that we have

$$
\widehat{\mathbb{1}}_{\Delta} \circ \widehat{d}_{i}^{2}(\mathbf{x})-\mathbb{1}\left(\mathbf{x} \in U_{i}\right)=0
$$

whenever $\left\|\mathbf{x}-\mathbf{c}_{i}\right\|_{2}^{2}<r^{2}-\Delta$ or $\left\|\mathbf{x}-\mathbf{c}_{i}\right\|_{2}^{2}>r^{2}$. Therefore, we only need to prove that $\left|f_{i}(\mathbf{x})\right|$ is sufficiently small in the shell region

$$
\mathcal{K}_{i}=\left\{\mathbf{x} \in \mathcal{M}: r^{2}-\Delta \leq\left\|\mathbf{x}-\mathbf{c}_{i}\right\|_{2}^{2} \leq r^{2}\right\} .
$$

We bound the maximum of $f_{i}$ on $\mathcal{K}_{i}$ using a first-order Taylor expansion. Since $f_{i}$ vanishes at the boundary of $U_{i}$ due to the partition of unity $\rho_{i}$, we can show that $\sup _{\mathbf{x} \in \mathcal{K}_{i}}\left|f_{i}(\mathbf{x})\right|$ is proportional to the width $\Delta$ of $\mathcal{K}_{i}$. In particular, there exists a constant $c$ depending on $f_{i}$ 's and $\phi_{i}$ 's such that

$$
\begin{equation*}
\max _{\mathbf{x} \in \mathcal{K}_{i}}\left|f_{i}(\mathbf{x})\right| \leq \frac{c(\pi+1)}{r(1-r / \tau)} \Delta \quad \text { for any } \quad i=1, \ldots, C_{\mathcal{M}} \tag{3.2}
\end{equation*}
$$

Then (Eq. 3.2) immediately implies the upper bound on $A_{i, 3}$. The formal statement of (Eq. 3.2) and its proof are deferred to Lemma A. 1 and Appendix A.2.5.

Given Lemma 3.4, we choose

$$
\begin{equation*}
\eta=\delta=\frac{\epsilon}{3 C_{\mathcal{M}}} \quad \text { and } \quad \Delta=\frac{r(1-r / \tau) \epsilon}{3 c(\pi+1) C_{\mathcal{M}}} \tag{3.3}
\end{equation*}
$$

so that the approximation error is bounded by $\epsilon$. Moreover, we choose

$$
\begin{equation*}
\nu=\frac{\Delta}{16 B^{2} D} \tag{3.4}
\end{equation*}
$$

to guarantee $\Delta>8 B^{2} D \nu$ so that the definition of $\widehat{\mathbb{1}}_{\Delta}$ is valid.
Finally we quantify the size of the ReLU network. Recall that the chart determination sub-network has $c_{1} \log \frac{1}{\nu}$ layers, the Taylor approximation sub-network has $c_{2} \log \frac{1}{\delta}$ layers, and the pairing sub-network has $c_{3} \log \frac{1}{\eta}$ layers. Here $c_{2}$ depends on $d, \alpha, f$, and $c_{1}, c_{3}$ are absolute constants. Combining these with (Eq. 3.3) and (Eq. 3.4) yields the depth in Theorem 3.1. By a similar argument, we can obtain the number of neurons and weight parameters. A detailed analysis is given in Appendix A.2.6.

### 3.2 Efficient Approximation of ConvResNets

Feedforward neural networks have attracted many theoretical studies due to its simplicity. In practice, Convolutional Residual Networks (ConvResNets) give rise to the state-of-theart performance in wide applications. In this section, we build upon the framework developed in Section 3.1 and study the universal approximation properties of ConvResNets.

We shift our focus to Besov functions as a generalization of Hölder functions.

Assumption 3.4. Let $0<p, q \leq \infty, d / p+1 \leq \alpha<\infty$. Assume $f \in B_{p, q}^{\alpha}(\mathcal{M})$ and $\|f\|_{B_{p, q}^{\alpha}(\mathcal{M})} \leq c_{0}$ from a constant $c_{0}>0$. Additionally, we assume $\|f\|_{L^{\infty}} \leq C$ for a constant $C>0$.

Our universal approximation guarantee of ConvResNets for Besov functions on $\mathcal{M}$ is summarized in the following (Proof can be found in [49]). We recall the ConvResNet architecture $\mathrm{CRN}(\ldots)$ from (Eq. 2.5).

Theorem 3.4. Assume Assumption 3.1 and 3.2 hold. For any function $f$ satisfying Assumption 3.4, any $\epsilon \in(0,1)$, and positive integer $K \in[2, D]$, there is a ConvResNet architecture $\operatorname{CRN}\left(M, L, J, K, \kappa_{1}, \kappa_{2}, \infty\right)$ such that if the weight parameters of this ConvResNet are properly chosen, the network yields a function $\widehat{f} \in \operatorname{CRN}\left(M, L, J, K, \kappa_{1}, \kappa_{2}, \infty\right)$ satisfying

$$
\begin{equation*}
\|\widehat{f}-f\|_{L^{\infty}} \leq \epsilon \tag{3.5}
\end{equation*}
$$



Figure 3.6: The ConvResNet in Theorem 3.4 contains a padding layer, $M$ residual blocks, and a fully connected (FC) layer.

Such a network architecture has

$$
M=O\left(\epsilon^{-d / \alpha}\right), L=O(\log (1 / \epsilon)), J=O(1), \kappa_{1}=O(1), \log \kappa_{2}=O\left(\log ^{2}(1 / \epsilon)\right)
$$

The constant hidden in $O(\cdot)$ depend on $d, D \log D, \alpha, \frac{2 d}{\alpha p-d}, p, q, c_{0}, \tau$ and the surface area of $\mathcal{M}$. In particular, the constant depends on $D \log D$ linearly.

The architecture of the ConvResNet in Theorem 3.4 is illustrated in Figure 3.6. It has the following properties:

- The network has a fixed filter size and a fixed number of channels.
- There is no cardinality constraint (number of nonzero weight parameters).
- The network size depends on the intrinsic dimension $d$, and only weakly depends on D.

Theorem 3.4 can be compared with [50] on the approximation theory for Besov functions in $\mathbb{R}^{D}$ by FNNs as follows: (1) To universally approximate Besov functions in $\mathbb{R}^{D}$ with $\epsilon$ error, the FNN constructed in [50] requires $O(\log (1 / \epsilon))$ depth, $O\left(\epsilon^{-D / \alpha}\right)$ width and $O\left(\epsilon^{-D / \alpha} \log (1 / \epsilon)\right)$ nonzero parameters. By exploiting the manifold model, our network size depends on the intrinsic dimension $d$ and weakly depends on $D$. (2) The ConvResNet in Theorem 3.4 does not require any cardinality constraint, while such a constraint is
needed in [50].

### 3.3 Approximation with Smoothness Constraints

### 3.3.1 Benefits of Overparameterized Neural Networks

Deep neural networks of enormous sizes have achieved remarkable success in various applications. Some well-known examples include ViT-Huge of 632 million parameters [51], BERT-Large of 336 million parameters [52], and the gigantic GPT-3 of 175 billion parameters [53]. In addition to outstanding testing accuracy, there has been evidence that large neural networks favor smoothness and yield good robustness [54, 55].

Among vast literature on explaining the success of neural networks, universal approximation theories analyze how well neural networks can represent complex data models (see literature in related work section). These works focus on approximating a target function in terms of its function value (i.e., in function $L_{\infty}$ norm). However, other important properties, espcifically the smoothness of the neural networks, are less investigated. A few early results provide asymptotic results on two-layer networks with smooth activation for approximating both function value and derivatives [56, 57]. Recently, [58, 59] established nonasymptotic approximation theory of feedforward networks in terms of Sobolev norms.

In real-world applications, on the other hand, practitioners empirically demonstrated a close tie between the smoothness of a trained neural network to its adversarial robustness [60, 61, 62, 63]. The intuition behind is relatively clear. Consider, for instance, adding some adversarial perturbation to an input. A network of small (local) Lipschitz constant produces less deviation to the original output, and therefore, is often resilient to adversarial attackes. On the contrary, a network that is vulnerable to adversarial attacks usually has a large Lipschitz constant. Over the years, many computational methods are proposed and extensively tested in experiments for promoting network smoothness [64, 54, 63, 65]. Apart from these explicit training methodologies, the size of a network is also recognized as a critical factor to its generalization and robustness [66, 54, 67]. Yet, theoretical under-
standing is largely missing.
In this section, we investigate universal approximation ability of neural networks with smoothness guarantees. We consider ConvResNet with ReLU activation as an example. We measure the approximation error of ConvResNet in terms of not only the function value, but also higher order smoothness. Specifically, suppose given a target function $f$ belonging to a Sobolev space in a $D$-dimensional hypercube. We provide an approximation error estimate in terms of Sobolev norm as a function of the size of ConvResNet. We also extend our theory to functions supported on a $d$-dimensional Riemannian manifold $(d \ll D)$. All of the proofs can be found in [68].

### 3.3.2 $W^{s, p}$-approximation in Euclidean Space

Consider a Sobolev function class defined on a unit hypercube $(0,1)^{D}$. We aim to use convolutional residual networks for approximating functions in the target class in terms of the $W^{s, p}$ norm. Here $p$ is a positive integer and $s$ can vary in $[0,1]$; in particular, $s=0$ corresponds to function value approximation, and $s=1$ resembles the result in previous sections. We formally define our target function class as a Sobolev norm ball.

Assumption 3.5. Let $\alpha \geq 2,1 \leq p \leq+\infty$ be integers. Assume the target function $f$ satisfies

$$
f \in W^{\alpha, p}\left((0,1)^{D}\right) \quad \text { and } \quad\|f\|_{W^{\alpha, p}\left((0,1)^{D}\right)} \leq 1
$$

We set the norm ball of radius 1 for the sake of simplicity, while the results in the sequel hold for any constant radius. We also let $\alpha \geq 2$ for techincal convenience. In the following theorem, we show that ConvResNets can approximate any functions in a Sobolev norm ball in terms of $W^{s, p}$ norm $(s \leq 1)$. The approximation error is obtained as a function of the network configuration.

Theorem 3.5. For any positive integers $K \in[2, D], \widetilde{M}$, and $\widetilde{J}>0$, we choose

$$
L=O(\log (\widetilde{M} \widetilde{J})), J=O(\widetilde{J}), \kappa_{1}=O\left((\widetilde{M} \widetilde{J})^{1 / D}\right), \kappa_{2}=O\left((\widetilde{M} \widetilde{J})^{1 / D}\right), M=O(\widetilde{M})
$$

Then given $s \in[0,1]$, the ConvResNet architecture $\operatorname{CRN}\left(M, L, J, K, \kappa_{1}, \kappa_{2}\right)$ can approximate any function $f$ satisfying Assumption 3.5, i.e., there exists $\widehat{f} \in \operatorname{CRN}\left(M, L, J, K, \kappa_{1}, \kappa_{2}, \infty\right)$ with

$$
\|\widehat{f}-f\|_{W^{s, p}\left((0,1)^{D}\right)} \leq C_{1}(\widetilde{M} \widetilde{J})^{-\frac{\alpha-s}{D}}
$$

for some constant $C_{1}$ depending on $D, \alpha, p$.

Theorem 3.5 says that the approximation power of ConvResNet amplifies as its width and depth increase. To better interpret the result, we choose $s=1$ and $p=\infty$, which corresponds to simultaneously approximating function value and first-order derivatives.

Corollary 3.2. In the setup of Theorem 3.5, taking $s=1$ and $p=\infty$, the ConvResNet architecture $\operatorname{CRN}\left(M, L, J, K, \kappa_{1}, \kappa_{2}, \infty\right)$ can approximate any $f$ satisfying Assumption 3.5 up to first-order, i.e., there exists $\widehat{f} \in \operatorname{CRN}\left(M, L, J, K, \kappa_{1}, \kappa_{2}, \infty\right)$ with

$$
\|\widehat{f}-f\|_{\infty} \leq C_{2}(\widetilde{M} \widetilde{J})^{-\frac{\alpha-1}{D}} \quad \text { and } \quad \sup _{i}\left\|\frac{\partial \widehat{f}}{\partial x_{i}}-\frac{\partial f}{\partial x_{i}}\right\|_{\infty} \leq C_{2}(\widetilde{M} \widetilde{J})^{-\frac{\alpha-1}{D}},
$$

where the constant $C_{2}$ depends on $D$ and $\alpha$. In particular, we have Lipschitz continuity bound

$$
\|\widehat{f}\|_{\text {Lip }} \leq 1+C_{2} \sqrt{D}(\widetilde{M} \widetilde{J})^{-\frac{\alpha-1}{D}}
$$

Theorem 3.5 and Corollary 3.2 have rich implications.
Large network for smooth approximation. Taking $s=0$ in Theorem 3.5 recovers function approximation in terms of $L^{\infty}$ norm. The corresponding approximation error scales as
$O\left((\widetilde{M} \widetilde{J})^{-\frac{\alpha}{D}}\right)$. A quick comparison to Corollary 3.2 indicates that in order to additionally capture the first-order information of a target function, large network is needed to achieve the same function value error bound.

Arbitrary width and depth. [58,59] provide approximation guarantees of feedforward networks in terms of $W^{s, p}$ norm. Despite different network architectures, we remark that our theory covers general networks with arbitrary width and depth. More specifically, for a given approximation error $\epsilon$, [58] set the network depth and width as $O(\log 1 / \epsilon)$ and $O\left(\epsilon^{-D /(\alpha-s)}\right)$, respectively. Yet in our result, we only need to ensure $\widetilde{M} \widetilde{J}=O\left(\epsilon^{-D /(\alpha-s)}\right)$, which does not require any scaling relation between $\widetilde{M}$ and $\widetilde{J}$.

### 3.3.3 $W^{s, p}$-approximation on Manifold

Theorem 3.5 indicates a curse of data dimensionality: When data dimension $D$ is large, such as image data, Theorem 3.5 converges extremely slowly and becomes less attractive. Motivated by applications, we model data as a low-dimensional Riemannian manifold $\mathcal{M}$. We will show that ConvResNet is still adaptable to manifold structures, even we impose smoothness constraints on approximation. Analogous to the Euclidean case, we consider a Sobolev norm ball on a manifold.

Assumption 3.6. Let $\alpha \geq 2$ be an integer. Assume the target function $f$ satisfies

$$
f \in W^{\alpha, \infty}(\mathcal{M}) \quad \text { and } \quad\|f\|_{W^{\alpha, \infty}(\mathcal{M})} \leq 1
$$

We now present a counterpart of Theorem 3.5, showing an efficient approximation of functions in a Sobolev norm ball on $\mathcal{M}$.

Theorem 3.6. For any positive integers $K \in[2, D], \widetilde{M}$, and $\widetilde{J}>0$, we choose

$$
\begin{gathered}
L=O(\log (\widetilde{M} \widetilde{J}))+D, J=O(D \widetilde{J}), \kappa_{1}=O\left((\widetilde{M} \widetilde{J})^{1 / d}\right), \\
\kappa_{2}=O\left((\widetilde{M} \widetilde{J})^{1 / d}\right), M=O(\widetilde{M}) .
\end{gathered}
$$

Then given $k \in\{0,1\}$, the ConvResNet architecture $\operatorname{CRN}\left(M, L, J, K, \kappa_{1}, \kappa_{2}, \infty\right)$ can approximate any function $f$ satisfying Assumption 3.6, i.e., there exists $\widehat{f} \in \mathcal{C}\left(M, L, J, K, \kappa_{1}, \kappa_{2}, \infty\right)$ with

$$
\|\widehat{f}-f\|_{W^{k, \infty}(\mathcal{M})} \leq C_{3}(\widetilde{M} \widetilde{J})^{-\frac{\alpha-k}{d}}
$$

where constant $C_{3}$ depends on $d, \alpha, B, \tau$, and the surface area of $\mathcal{M}$.
As can be seen, the approximation error decays at a rate only depending on intrinsic data dimension $d$, which is a significant improvement over Theorem 3.5 given $d \ll D$. We also note that the size of ConvResNet has a weak dependence on $D$, yet it is inevitable due to the residual connection preserves input dimensionality.

### 3.4 Conclusion and Discussion

In this chapter, we develop efficient function approximation theories of feedforward neural networks and convolutional residual networks using the ReLU activation. We show that these network architectures enjoy fast rate in approximating Hölder, Sobolev, and Besov functions. We also prove wide and deep networks can not only approximate function value, but first-order derivatives. We discuss related topics and future directions.

ReLU activations We consider neural networks with ReLU activations for a practical concern - ReLU activations are widely used in deep networks. Moreover, ReLU networks are easier to train compared with sigmoid or hyperbolic tangent activations, which are known for their notorious vanishing gradient problem $[69,70]$.

Low-dimensional Manifolds The low dimensional manifold model plays a vital role to reduce the network size. As shown in Theorem 3.2, to approximate functions in $F^{n, D}$ with accuracy $\epsilon$, the minimal number of weight parameters is $O\left(\epsilon^{-\frac{D}{n}}\right)$. This lower bound is huge, and can not be improved without low dimensional structures of data.

Existence vs. Learnability and Generalization Our Theorem 3.1 shows the existence of a ReLU network structure that gives efficient approximations of functions on low dimensional manifolds, if the weight parameters are properly chosen. In practice, it is observed that larger neural networks are easier to train and yield better generalization performances [71, 72, 73]. This is referred to as overparameterization. Establishing the connection between learnability and generalization is an important future direction.

Convolutional Filters Convolutional neural networks (CNNs, [1]) are widely used in computer vision, language modeling, etc. Empirical results reveal that different convolutional filters can capture various patterns in images, e.g., edge detection filters. An interesting question is whether convolutional filters serve as charts in our framework.

Equivalent Networks The ReLU network identified in Theorem 3.1 and ConvResNet in Theorem 3.4 are capable of approximating same functions. Several other network structures can also yield the same function. It is interesting to investigate whether these network structures also possess the universal approximation property and whether different architectures exhibit advantages in different scenarios.

## CHAPTER 4

## NONPARAMETRIC REGRESSION/CLASSIFICATION USING NEURAL NETWORKS

In approximation theories, we constructively show the existence of a network for approximating target functions supported on manifolds. Such results provide valuable guidelines for choosing proper network architectures depending on problem regularity. A followup question naturally arises as "Can we establish sample complexity bounds of these networks in various learning problems?". In Chapter 4, Chapter 5, and Chapter 6, we devote to studying statistical applications using neural networks. In this chapter, we consider nonparametric regression and classification problems [74, 13, 14] using neural networks in exploitation of low-dimensional geometric structures of data; the corresponding results are presented in Section 4.1 and Section 4.2, respectively. Section 4.3 concludes the chapter.

### 4.1 Nonparametric Regression

In nonparametric regression, the goal is to recover the regression function $f_{0}$ supported on a manifold $\mathcal{M}$ using samples $S_{n}=\left\{\left(\mathbf{x}_{i}, y_{i}\right)\right\}_{i=1}^{n}$ with $\mathbf{x} \in \mathcal{M}$ and $y \in \mathbb{R}$. The $\mathbf{x}_{i}$ 's are i.i.d. sampled from a distribution $\mathcal{D}_{x}$ on $\mathcal{M}$, and the response $y_{i}$ satisfies

$$
y_{i}=f_{0}\left(\mathbf{x}_{i}\right)+\xi_{i},
$$

where $\xi_{i}$ 's are i.i.d. sub-Gaussian noise independent of $\mathbf{x}_{i}$ 's.
We use multi-layer ReLU (Rectified Linear Unit) neural networks to recover $f_{0}$. We denote $\mathcal{F}$ as a class of neural networks with bounded weight parameters and bounded out-
put:

$$
\begin{equation*}
\mathcal{F}(R, \kappa, L, p, K)=\operatorname{FNN}(R, \kappa, L, p, K) \quad(\text { defined in (Eq. 2.3)). } \tag{4.1}
\end{equation*}
$$

To obtain an estimator $\widehat{f} \in \mathcal{F}(R, \kappa, L, p, K)$ of $f_{0}$, we minimize the empirical quadratic risk

$$
\begin{equation*}
\widehat{f}_{n}=\underset{f \in \mathcal{F}(R, \kappa, L, p, K)}{\operatorname{argmin}} \widehat{\mathcal{R}}_{n}(f)=\underset{f \in \mathcal{F}(R, \kappa, L, p, K)}{\operatorname{argmin}} \frac{1}{n} \sum_{i=1}^{n}\left(f\left(\mathbf{x}_{i}\right)-y_{i}\right)^{2} . \tag{4.2}
\end{equation*}
$$

The subscript $n$ emphasizes that the estimator is obtained using $n$ pairs of samples.

Related work Nonparametric regression has been widely studied in statistics. A variety of methods has been proposed to estimate the regression function, including kernel methods, wavelets, splines, and local polynomials [75, 76, 77, 14, 13]. Nonetheless, there is limited study on regression using deep ReLU networks until recently. The earliest works focused on neural networks with a single hidden layer and smooth activations (e.g., sigmoidal and sinusoidal functions, $[78,79]$ ). Later results achieved the minimax lower bound for the mean squared error in the order of $O\left(n^{-\frac{2 s}{2 s+D}}\right)$ up to a logarithmic factor for $C^{s}$ functions in $\mathbb{R}^{D}$ [80, 81, 82, 83]. Theories for deep ReLU networks were developed in [84], where the estimate matches the minimax lower bound up to a logarithmic factor for Hölder functions. Extensions to more general function spaces, such as Besov spaces, can be found in [50] and results for classification problems can be found in [85, 86].

The rate of convergence in the results above cannot fully explain the success of deep learning due to the curse of the data dimension with a large $D$. Fortunately, many real-world data sets exhibit low-dimensional geometric structures. It has been demonstrated that, some classical methods are adaptive to the low-dimensional structures of data sets, and perform as well as if the low-dimensional structures were known. Results in this direction include local linear regression [87, 88], multiscale polynomial regression [89], $k$-nearest neighbor
[90], kernel regression [91], and Bayesian Gaussian process regression [92], where optimal rates depending on the intrinsic dimension were proved for functions having the second order of continuity [87], globally Lipschitz functions [90], and Hölder functions with Hölder index no more than 1 [91].

Recently, several independent works [93, 94, 95] justified the adaptability of deep neural networks to the low-dimensional data structures. [93] considered function approximation and regression of Hölder functions on a low-dimensional manifold, which is similar to the setup in this paper. The proofs in [93] and this paper both utilize a collection of charts to map each point on $\mathcal{M}$ into a local coordinate in $\mathbb{R}^{d}$, and then approximate functions in $\mathbb{R}^{d}$. There are two differences in the detailed proof: (1) In exploitation of a positive reach property of $\mathcal{M}$, we construct local coordinates on the manifold given by orthogonal projections onto the tangent spaces, while [93] assumed the existence of smooth local coordinates; (2) A main novelty of our work is to explicitly construct a chart determination sub-network which assigns each data point to its proper chart. In [93], the chart determination is realized by the partition of unity. In order to approximate functions in $\mathcal{H}^{\alpha}(\mathcal{M})$, [93] required a uniform upper bound on the derivatives of each coordinate map and each function in the partition of unity, up to order $\alpha D / d$. Our proof does not rely on such regularity conditions depending on the ambient dimension $D$. To describe the intrinsic dimensionality of data, [94] applied the notion of Minkowski dimension, which can be defined for a broader class of sets without smoothness restrictions. The intrinsic dimension of manifolds and the Minkowski dimension are different notions for low-dimensional sets, and one does not naturally imply the other. [93] and [94] established a $O\left(n^{-\frac{2 \alpha}{2 \alpha+d}}\right)$ convergence rate of the mean squared error for learning functions in $\mathcal{H}^{\alpha}(\mathcal{M})$, where $d$ is the manifold dimension in [93] and Minkowski dimension in [94], respectively. Recently [95] studied the approximation and regression error of ReLU neural networks for a class of functions in the form of $f(\mathbf{x})=g\left(\pi_{\mathcal{M}}(\mathbf{x})\right)$, where $\mathbf{x}$ is near the low-dimensional manifold $\mathcal{M}, \pi_{\mathcal{M}}$ is a projection onto $\mathcal{M}$, and $g$ is a Hölder function on $\mathcal{M}$.

### 4.1.1 Statistical Estimation Guarantee

We characterize the convergence rate for the estimation of $f_{0}$.

Theorem 4.1. Suppose Assumption 3.1 and 3.2 hold. Let $\widehat{f}_{n}$ be the minimizer of empirical risk (Eq. 4.2) with the network class $\mathcal{F}(R, \kappa, L, p, K)$ properly designed such that

$$
\begin{gathered}
L=\widetilde{O}\left(\frac{\alpha}{2 \alpha+d} \log n\right), \quad p=\widetilde{O}\left(n^{\frac{d}{2 \alpha+d}}\right), \quad K=\widetilde{O}\left(\frac{\alpha}{2 \alpha+d} n^{\frac{d}{2 \alpha+d}} \log n\right), \\
R=\left\|f_{0}\right\|_{\infty}, \quad \text { and } \quad \kappa=O\left(\max \left\{1, B, \sqrt{d}, \tau^{2}\right\}\right) .
\end{gathered}
$$

Then we have

$$
\mathbb{E}\left[\int_{\mathcal{M}}\left(\widehat{f}_{n}(\mathbf{x})-f_{0}(\mathbf{x})\right)^{2} d \mathcal{D}_{x}(\mathbf{x})\right] \leq c\left(R^{2}+\sigma^{2}\right)\left(n^{-\frac{2 \alpha}{2 \alpha+d}}+\frac{D}{n}\right) \log ^{3} n
$$

where the expectation is taken over the training samples $S_{n}$, and $c$ is a constant depending on $\log D, d, \alpha, \tau, B$, the surface area of $\mathcal{M}$, and the upper bounds of derivatives of the coordinate systems $\phi_{i}$ 's and partition of unity $\rho_{i}$ 's, up to order $\lfloor\alpha\rfloor$.

Our theory implies that, in order to estimate an $\alpha$-Hölder function up to an $\epsilon$-error, the sample complexity is $n \gtrsim \epsilon^{-\frac{2 \alpha+d}{\alpha}}$ up to a log factor. This sample complexity depends on the intrinsic dimension $d$, and thus largely improves on existing theories of nonparametric regression using neural networks, where the sample complexity scales as $\widetilde{O}\left(\epsilon^{-\frac{2 \alpha+D}{\alpha}}\right)$ [80, 81, 82, 83, 84]. Our result partially explains the success of deep ReLU neural networks in tackling high-dimensional data with low-dimensional geometric structures.

Theorem 4.1 is established by a bias-variance trade-off. We decompose the mean squared error to a squared bias term and a variance term. The bias is quantified by Theorem 3.1, and the variance term is proportional to the network size. A detailed proof of Theorem 4.1 is provided in Subsection 4.1.2. Here are some remarks:

1. The network class in Theorem 4.1 is sparsely connected, i.e. $K=O(L p)$, while
densely connected networks satisfy $K=O\left(L p^{2}\right)$.
2. The network class $\mathcal{F}(R, \kappa, L, p, K)$ has outputs uniformly bounded by $R$. Such a requirement can be achieved by appending an additional clipping layer to the end of the network structure, i.e.,

$$
g(a)=\max \{-R, \min \{a, R\}\}=\operatorname{ReLU}(a-R)-\operatorname{ReLU}(a+R)-R .
$$

3. Each weight parameter in our network class is bounded by a constant $\kappa$ only depending on the curvature $\tau$, the range $B$ of the manifold $\mathcal{M}$, and the manifold dimension d. Such a boundedness condition is crucial to our theory and can be computationally realized by normalization after each step of the stochastic gradient descent.

### 4.1.2 Proof - Bias-variance Tradeoff

To prove Theorem 4.1, we decompose the mean squared error of the estimator $\widehat{f}_{n}$ into a squared bias term and a variance term. We bound the bias and variance separately, where the bias is tackled using the approximation theory (Theorem 3.1), and the variance is bounded using the metric entropy arguments [96,13]. We begin with an oracle-type decomposition of the $L^{2}$ risk, in which we introduce the empirical $L^{2}$ risk as the intermediate term:

$$
\begin{aligned}
& \mathbb{E}\left[\int_{\mathcal{M}}\left(\widehat{f}_{n}(\mathbf{x})-f_{0}(\mathbf{x})\right)^{2} d \mathcal{D}_{x}(\mathbf{x})\right] \\
= & \underbrace{2 \mathbb{E}\left[\frac{1}{n} \sum_{i=1}^{n}\left(\widehat{f}_{n}\left(\mathbf{x}_{i}\right)-f_{0}\left(\mathbf{x}_{i}\right)\right)^{2}\right]}_{T_{1}} \\
& +\underbrace{\mathbb{E}\left[\int_{\mathcal{M}}\left(\widehat{f}_{n}(\mathbf{x})-f_{0}(\mathbf{x})\right)^{2} d \mathcal{D}_{x}(\mathbf{x})\right]-2 \mathbb{E}\left[\frac{1}{n} \sum_{i=1}^{n}\left(\widehat{f}_{n}\left(\mathbf{x}_{i}\right)-f_{0}\left(\mathbf{x}_{i}\right)\right)^{2}\right]}_{T_{2}},
\end{aligned}
$$

where $T_{1}$ reflects the squared bias of using neural networks for estimating $f_{0}$ and $T_{2}$ is the variance term.

## Bias Characterization - Bounding $T_{1}$

Since $T_{1}$ is the empirical $L_{2}$ risk of $\widehat{f}_{n}$ evaluated on the samples $S_{n}$, we relate $T_{1}$ to the empirical risk (Eq. 4.2) by rewriting $f_{0}\left(\mathbf{x}_{i}\right)=y_{i}-\xi_{i}$. Substituting into $T_{1}$, we derive the following decomposition,

$$
\begin{align*}
T_{1} & =2 \mathbb{E}\left[\frac{1}{n} \sum_{i=1}^{n}\left(\widehat{f}_{n}\left(\mathbf{x}_{i}\right)-y_{i}+\xi_{i}\right)^{2}\right] \\
& \stackrel{(i)}{=} 2 \mathbb{E}\left[\frac{1}{n} \sum_{i=1}^{n}\left[\left(\widehat{f}_{n}\left(\mathbf{x}_{i}\right)-y_{i}\right)^{2}+2 \xi_{i} \widehat{f}_{n}\left(\mathbf{x}_{i}\right)-\xi_{i}^{2}\right]\right] \\
& =2 \mathbb{E}\left[\inf _{f \in \mathcal{F}(R, \kappa, L, p, K)} \frac{1}{n} \sum_{i=1}^{n}\left[\left(f\left(\mathbf{x}_{i}\right)-y_{i}\right)^{2}-\xi_{i}^{2}+2 \xi_{i} \widehat{f}_{n}\left(\mathbf{x}_{i}\right)\right]\right] \\
& \stackrel{(i i)}{\leq} \underbrace{\inf _{f \in \mathcal{F}(R, \kappa, L, p, K)} \int_{\mathcal{M}}\left(f(\mathbf{x})-f_{0}(\mathbf{x})\right)^{2} d \mathcal{D}_{x}(\mathbf{x})}_{(A)}+\underbrace{4 \mathbb{E}\left[\frac{1}{n} \sum_{i=1}^{n} \xi_{i} \widehat{f}_{n}\left(\mathbf{x}_{i}\right)\right]}_{(B)} \tag{4.3}
\end{align*}
$$

Equality $(i)$ is obtained by expanding the square, where the cross term $\mathbb{E}\left[\xi_{i} y_{i}\right]=\mathbb{E}\left[\xi_{i}\left(f_{0}\left(\mathbf{x}_{i}\right)+\right.\right.$ $\left.\left.\xi_{i}\right)\right]=\mathbb{E}\left[\xi_{i}^{2}\right]$ due to the independence between $\mathbf{x}_{i}$ and $\xi_{i}$. Inequality (ii) invokes the Jensen's inequalty to pass the expectation. To obtain term $(A)$, we expand $\left(f\left(\mathbf{x}_{i}\right)-y_{i}\right)^{2}=$ $\left(f\left(\mathbf{x}_{i}\right)-f_{0}\left(\mathbf{x}_{i}\right)-\xi_{i}\right)^{2}$, and observe the cancellation of $-\xi_{i}^{2}$. Note that term $(A)$ is the squared approximation error of neural networks, and we will tackle it later using Theorem 3.1. We bound term $(B)$ by quantifying the complexity of the network class $\mathcal{F}(R, \kappa, L, p, K)$. A precise upper bound of $T_{1}$ is given in the following lemma, whose proof follows a similar argument in [84, Lemma 4].

Lemma 4.1. Fix the neural network class $\mathcal{F}(R, \kappa, L, p, K)$. For any constant $\delta \in(0,2 R)$,
we have

$$
\begin{aligned}
T_{1} \leq & 4 \inf _{f \in \mathcal{F}(R, \kappa, L, p, K)} \int_{\mathcal{M}}\left(f(\mathbf{x})-f_{0}(\mathbf{x})\right)^{2} d \mathcal{D}_{x}(\mathbf{x}) \\
& +48 \sigma^{2} \frac{\log \mathcal{N}\left(\delta, \mathcal{F}(R, \kappa, L, p, K),\|\cdot\|_{\infty}\right)+2}{n} \\
& +\left(8 \sqrt{6} \sqrt{\frac{\log \mathcal{N}\left(\delta, \mathcal{F}(R, \kappa, L, p, K),\|\cdot\|_{\infty}\right)+2}{n}}+8\right) \sigma \delta,
\end{aligned}
$$

where $\mathcal{N}\left(\delta, \mathcal{F}(R, \kappa, L, p, K),\|\cdot\|_{\infty}\right)$ denotes the $\delta$-covering number of $\mathcal{F}(R, \kappa, L, p, K)$ with respect to the $\ell_{\infty}$ norm, i.e., there exists a discretization of $\mathcal{F}(R, \kappa, L, p, K)$ into $\mathcal{N}\left(\delta, \mathcal{F}(R, \kappa, L, p, K),\|\cdot\|_{\infty}\right)$ distinct elements, such that for any $f \in \mathcal{F}$, there is $\bar{f}$ in the discretization satisfying $\|\bar{f}-f\|_{\infty} \leq \epsilon$.

Proof Sketch. Given the derivation in (Eq. 4.3), we need to bound term ( $B$ ). We discretize the neural network class $\mathcal{F}(R, \kappa, L, p, K)$ as $\left\{f_{i}^{*}\right\}_{i=1}^{\mathcal{N}\left(\delta, \mathcal{F}(R, \kappa, L, p, K),\|\cdot\|_{\infty}\right)}$. By the definition of covering, there exists $f^{*}$ such that $\left\|\widehat{f}_{n}-f^{*}\right\|_{\infty} \leq \delta$. Denoting $\left\|f-f_{0}\right\|_{n}=\frac{1}{n} \sum_{i=1}^{n}\left(f\left(\mathbf{x}_{i}\right)-\right.$ $\left.f_{0}\left(\mathbf{x}_{i}\right)\right)^{2}$, we cast $(B)$ into

$$
\begin{aligned}
(B) & =\mathbb{E}\left[\frac{1}{n} \sum_{i=1}^{n} \xi_{i}\left(\widehat{f}_{n}\left(\mathbf{x}_{i}\right)-f^{*}\left(\mathbf{x}_{i}\right)+f^{*}\left(\mathbf{x}_{i}\right)-f_{0}\left(\mathbf{x}_{i}\right)\right)\right] \\
& \quad \stackrel{(i)}{\leq} \mathbb{E}\left[\frac{1}{n} \sum_{i=1}^{n} \xi_{i}\left(f^{*}\left(\mathbf{x}_{i}\right)-f_{0}\left(\mathbf{x}_{i}\right)\right)\right]+\delta \sigma \\
& =\mathbb{E}\left[\frac{\left\|f^{*}-f_{0}\right\|_{n}}{\sqrt{n}} \frac{\sum_{i=1}^{n} \xi_{i}\left(f^{*}\left(\mathbf{x}_{i}\right)-f_{0}\left(\mathbf{x}_{i}\right)\right)}{\sqrt{n}\left\|f^{*}-f_{0}\right\|_{n}}\right]+\delta \sigma \\
& \stackrel{(i i)}{\leq} \sqrt{2} \mathbb{E}\left[\frac{\left\|\widehat{f_{n}}-f_{0}\right\|_{n}+\delta}{\sqrt{n}}\left|\frac{\sum_{i=1}^{n} \xi_{i}\left(f^{*}\left(\mathbf{x}_{i}\right)-f_{0}\left(\mathbf{x}_{i}\right)\right)}{\sqrt{n}\left\|f^{*}-f_{0}\right\|_{n}}\right|\right]+\delta \sigma,
\end{aligned}
$$

where $(i)$ follows from Hölder's inequality and $(i i)$ is obtained by some algebraic manipulation. To break the dependence between $f^{*}$ and the samples, we replace $f^{*}$ by any $f_{j}^{*}$ in the $\delta$-covering and observe that $\left|\frac{\sum_{i=1}^{n} \xi_{i}\left(f^{*}\left(\mathbf{x}_{i}\right)-f_{0}\left(\mathbf{x}_{i}\right)\right)}{\sqrt{n}\left\|f^{*}-f_{0}\right\|_{n}}\right| \leq \max _{j}\left|\frac{\sum_{i=1}^{n} \xi_{i}\left(f_{j}^{*}\left(\mathbf{x}_{i}\right)-f_{0}\left(\mathbf{x}_{i}\right)\right)}{\sqrt{n}\left\|f_{j}^{*}-f_{0}\right\|_{n}}\right|$. Applying
the Cauchy-Schwarz inequality, we can show

$$
(B) \leq \sqrt{2}\left(\sqrt{\frac{1}{n} \mathbb{E}\left[\left\|\widehat{f}_{n}-f_{0}\right\|_{n}^{2}\right]}+\frac{\delta}{\sqrt{n}}\right) \sqrt{\mathbb{E}\left[\max _{j} z_{j}^{2}\right]}+\delta \sigma
$$

where $z_{j}=\left|\frac{\sum_{i=1}^{n} \xi_{i}\left(f^{*}\left(\mathbf{x}_{i}\right)-f_{0}\left(\mathbf{x}_{i}\right)\right)}{\sqrt{n}\left\|f^{*}-f_{0}\right\|_{n}}\right|$. Given $\mathbf{x}_{1}, \ldots, \mathbf{x}_{n}$, we note that $z_{j}$ is a sub-Gaussian random variable with parameter $\sigma$ (i.e., its variance is bounded by $\sigma^{2}$ ). It is well established in the existing literature on empirical processes [96] that the maximum of a collection of squared sub-Gaussian random variables satisfies

$$
\mathbb{E}\left[\max _{j} z_{j}^{2} \mid \mathbf{x}_{1}, \ldots, \mathbf{x}_{n}\right] \leq 3 \sigma^{2} \log \mathcal{N}\left(\delta, \mathcal{F}(R, \kappa, L, p, K),\|\cdot\|_{\infty}\right)+6 \sigma^{2}
$$

Substituting the above inequality into $(B)$ and combining $(A)$ and $(B)$, we have

$$
\begin{aligned}
& T_{1}=2 \mathbb{E}\left[\left\|\widehat{f}_{n}-f_{0}\right\|_{n}^{2}\right] \\
& \leq \\
& \inf _{f \in \mathcal{F}(R, \kappa, L, p, K)} \mathbb{E}\left[\left(f(\mathbf{x})-f_{0}(\mathbf{x})\right)^{2}\right]+4 \delta \sigma \\
& \\
& \quad+4 \sqrt{6} \sigma\left(\sqrt{\mathbb{E}\left[\left\|\widehat{f}_{n}-f_{0}\right\|_{n}^{2}\right]}+\delta\right) \sqrt{\frac{\log \mathcal{N}\left(\delta, \mathcal{F}(R, \kappa, L, p, K),\|\cdot\|_{\infty}\right)+2}{n}} .
\end{aligned}
$$

Some manipulation gives rise to the desired result

$$
\begin{aligned}
T_{1} \leq & 4 \inf _{f \in \mathcal{F}(R, \kappa, L, p, K)} \int_{\mathcal{M}}\left(f(\mathbf{x})-f_{0}(\mathbf{x})\right)^{2} d \mathcal{D}_{x}(\mathbf{x}) \\
& +48 \sigma^{2} \frac{\log \mathcal{N}\left(\delta, \mathcal{F}(R, \kappa, L, p, K),\|\cdot\|_{\infty}\right)+2}{n} \\
& +\left(8 \sqrt{6} \sqrt{\frac{\log \mathcal{N}\left(\delta, \mathcal{F}(R, \kappa, L, p, K),\|\cdot\|_{\infty}\right)+2}{n}}+8\right) \sigma \delta .
\end{aligned}
$$

See proof details in Appendix B.1.1.

## Variance Characterization - Bounding $T_{2}$

We observe that $T_{2}$ is the difference between the population $L_{2}$ risk of $\widehat{f}_{n}$ and its empirical counterpart. However, bounding such a difference is distinct from conventional concentration results due to the scaling factor 2 before the empirical risk. In particular, we split the empirical risk evenly into two parts, and bound one part using its higher-order moment (fourth moment). Using Bernstein-type inequality allows us to establish a $1 / n$ convergence rate of $T_{2}$; the corresponding upper bound is presented in the following lemma.

Lemma 4.2. For any constant $\delta \in(0,2 R)$, $T_{2}$ satisfies

$$
T_{2} \leq \frac{104 R^{2}}{3 n} \log \mathcal{N}\left(\delta / 4 R, \mathcal{F}(R, \kappa, L, p, K),\|\cdot\|_{\infty}\right)+\left(4+\frac{1}{2 R}\right) \delta .
$$

Proof Sketch. The detailed proof is deferred to Appendix B.1.2. For notational simplicity, we denote $\widehat{g}(\mathbf{x})=\left(\widehat{f}_{n}(\mathbf{x})-f_{0}(\mathbf{x})\right)^{2}$ and $\|\widehat{g}\|_{\infty} \leq 4 R^{2}$. Applying the inequality $\int_{\mathcal{M}} \widehat{g}^{2} d \mathcal{D}_{x}(\mathbf{x}) \leq 4 R^{2} \int_{\mathcal{M}} \widehat{g} d \mathcal{D}_{x}(\mathbf{x})$ [78], we rewrite $T_{2}$ as

$$
\begin{aligned}
T_{2} & =\mathbb{E}\left[\int_{\mathcal{M}} \widehat{g}(\mathbf{x}) d \mathcal{D}_{x}(\mathbf{x})-\frac{2}{n} \sum_{i=1}^{n} \widehat{g}\left(\mathbf{x}_{i}\right)\right] \\
& =2 \mathbb{E}\left[\int_{\mathcal{M}} \widehat{g}(\mathbf{x}) d \mathcal{D}_{x}(\mathbf{x})-\frac{1}{n} \sum_{i=1}^{n} \widehat{g}\left(\mathbf{x}_{i}\right)-\frac{1}{2} \int_{\mathcal{M}} \widehat{g}(\mathbf{x}) d \mathcal{D}_{x}(\mathbf{x})\right] \\
& \leq 2 \mathbb{E}\left[\int_{\mathcal{M}} \widehat{g}(\mathbf{x}) d \mathcal{D}_{x}(\mathbf{x})-\frac{1}{n} \sum_{i=1}^{n} \widehat{g}\left(\mathbf{x}_{i}\right)-\frac{1}{8 R^{2}} \int_{\mathcal{M}} \widehat{g}^{2}(\mathbf{x}) d \mathcal{D}_{x}(\mathbf{x})\right] .
\end{aligned}
$$

We now utilize ghost samples of $\mathbf{x}$ to bound $T_{2}$, which is a common technique in existing literature on nonparametric statistics [96, 13]. Specifically, let $\overline{\mathbf{x}}_{i}$ 's be independent replications of $\mathbf{x}_{i}$ 's. We bound $T_{2}$ as

$$
\begin{aligned}
T_{2} & \leq 2 \mathbb{E}\left[\sup _{g \in \mathcal{G}} \int_{\mathcal{M}} g(\mathbf{x}) d \mathcal{D}_{x}(\mathbf{x})-\frac{1}{n} \sum_{i=1}^{n} g\left(\mathbf{x}_{i}\right)-\frac{1}{8 R^{2}} \int_{\mathcal{M}} g^{2}(\mathbf{x}) d \mathcal{D}_{x}(\mathbf{x})\right] \\
& \leq 2 \mathbb{E}_{\mathbf{x}, \overline{\mathbf{x}}}\left[\sup _{g \in \mathcal{G}} \frac{1}{n} \sum_{i=1}^{n}\left(g\left(\overline{\mathbf{x}}_{i}\right)-g\left(\mathbf{x}_{i}\right)\right)-\frac{1}{16 R^{2}} \mathbb{E}_{\mathbf{x}, \overline{\mathbf{x}}}\left[g^{2}(\mathbf{x})+g^{2}(\overline{\mathbf{x}})\right]\right]
\end{aligned}
$$

where $\mathcal{G}=\left\{g=\left(f-f_{0}\right)^{2} \mid f \in \mathcal{F}(R, \kappa, L, p, K)\right\}$. We use the shorthand $\mathbb{E}_{\mathbf{x}, \overline{\mathbf{x}}}[\cdot]$ to denote the double integral $\int_{\mathcal{M}} \int_{\mathcal{M}} \cdot d \mathcal{D}_{x}(\mathbf{x}) d \mathcal{D}_{x}(\overline{\mathbf{x}})$ with respect to the joint distribution of $(\mathbf{x}, \overline{\mathbf{x}})$. The last inequality holds due to Jensen's inequality. Note here $g^{2}(\mathbf{x})+g^{2}(\overline{\mathbf{x}})$ contributes as the variance term of $g\left(\overline{\mathbf{x}}_{i}\right)-g\left(\mathbf{x}_{i}\right)$, which yields a fast convergence of $T_{2}$ as $n$ grows.

Similar to bounding $T_{1}$, we discretize the function space $\mathcal{G}$ using a $\delta$-covering denoted by $\mathcal{G}^{*}$. This allows us to replace the supremum by the maximum over a finite set:

$$
\begin{aligned}
T_{2} \leq & 2 \mathbb{E}_{\overline{\mathbf{x}}, \mathbf{x}}\left[\sup _{g^{*} \in \mathcal{G}^{*}} \frac{1}{n} \sum_{i=1}^{n}\left(g^{*}\left(\overline{\mathbf{x}}_{i}\right)-g^{*}\left(\mathbf{x}_{i}\right)\right)-\frac{1}{16 R^{2}} \mathbb{E}_{\mathbf{x}, \overline{\mathbf{x}}}\left[\left(g^{*}\right)^{2}(\mathbf{x})+\left(g^{*}\right)^{2}(\overline{\mathbf{x}})\right]\right] \\
& +\left(4+\frac{1}{2 R}\right) \delta .
\end{aligned}
$$

We can bound the above maximum by the Bernstein's inequality, which yields

$$
T_{2} \leq \frac{104 R^{2}}{3 n} \log \mathcal{N}\left(\delta, \mathcal{G},\|\cdot\|_{\infty}\right)+\left(4+\frac{1}{2 R}\right) \delta .
$$

The last step is to relate the covering number of $\mathcal{G}$ to that of $\mathcal{F}(R, \kappa, L, p, K)$. Specifically, consider any $g_{1}, g_{2} \in \mathcal{G}$ with $g_{1}=\left(f_{1}-f_{0}\right)^{2}$ and $g_{2}=\left(f_{2}-f_{0}\right)^{2}$, respectively. We can derive

$$
\left\|g_{1}-g_{2}\right\|_{\infty}=\sup _{\mathbf{x} \in \mathcal{M}}\left|f_{1}(\mathbf{x})-f_{2}(\mathbf{x})\right|\left|f_{1}(\mathbf{x})+f_{2}(\mathbf{x})-2 f_{0}(\mathbf{x})\right| \leq 4 R\left\|f_{1}-f_{2}\right\|_{\infty}
$$

Therefore, the inequality $\mathcal{N}\left(\delta, \mathcal{G},\|\cdot\|_{\infty}\right) \leq \mathcal{N}\left(\delta / 4 R, \mathcal{F}(R, \kappa, L, p, K),\|\cdot\|_{\infty}\right)$ holds, which implies

$$
T_{2} \leq \frac{104 R^{2}}{3 n} \log \mathcal{N}\left(\delta / 4 R, \mathcal{F}(R, \kappa, L, p, K),\|\cdot\|_{\infty}\right)+\left(4+\frac{1}{2 R}\right) \delta .
$$

The proof is complete.

## Covering Number of Neural Networks

The upper bounds of $T_{1}$ and $T_{2}$ in Lemma 4.1 and 4.2 both depend on the covering number of the network class $\mathcal{F}(R, \kappa, L, p, K)$. In this section, we provide an upper bound on the covering number $\mathcal{N}\left(\delta, \mathcal{F}(R, \kappa, L, p, K),\|\cdot\|_{\infty}\right)$ for a given a resolution $\delta>0$. Since each weight parameter in the network is bounded by a constant $\kappa$, we construct a covering by partitioning the range of each weight parameter into a uniform grid. By choosing a proper grid size, we show the following lemma.

Lemma 4.3. Given $\delta>0$, the covering number of neural network class $\mathcal{F}(R, \kappa, L, p, K)$ satisfies

$$
\begin{equation*}
\mathcal{N}\left(\delta, \mathcal{F}(R, \kappa, L, p, K),\|\cdot\|_{\infty}\right) \leq\left(\frac{2 L^{2}(p B+2) \kappa^{L} p^{L+1}}{\delta}\right)^{K} \tag{4.4}
\end{equation*}
$$

Proof Sketch. Consider $f, f^{\prime} \in \mathcal{F}(R, \kappa, L, p, K)$ with each weight parameter differing at most $h$. By an induction on the number of layers in the network, we show that the $\ell_{\infty}$ norm of the difference $f-f^{\prime}$ scales as

$$
\left\|f-f^{\prime}\right\|_{\infty} \leq h L(p B+2)(\kappa p)^{L-1}
$$

As a result, to achieve a $\delta$-covering, it suffices to choose $h$ such that $h L(p B+2)(\kappa p)^{L-1}=$ $\delta$. Moreover, there are $\binom{L p^{2}}{K} \leq\left(L p^{2}\right)^{K}$ different choices of $K$ non-zero entries out of $L p^{2}$ weight parameters. Therefore, the covering number is bounded by

$$
\mathcal{N}\left(\delta, \mathcal{F}(R, \kappa, L, p, K),\|\cdot\|_{\infty}\right) \leq\left(L p^{2}\right)^{K}\left(\frac{2 \kappa}{h}\right)^{K} \leq\left(\frac{2 L^{2}(p B+2) \kappa^{L} p^{L+1}}{\delta}\right)^{K}
$$

The detailed proof is provided in Appendix B.1.3.

## Putting Together and Tradeoff

We are ready to finish the proof of Theorem 4.1. Combining the upper bounds of $T_{1}$ in Lemma 4.1 and $T_{2}$ in Lemma 4.2 together and substituting the covering number (Eq. 4.4), we obtain

$$
\begin{aligned}
\mathbb{E}\left[\int_{\mathcal{M}}\left(\widehat{f}_{n}(\mathbf{x})-f_{0}(\mathbf{x})\right)^{2} d \mathcal{D}_{x}(\mathbf{x})\right] \leq & 4 \inf _{f \in \mathcal{F}(R, \kappa, L, p, K)} \int_{\mathcal{M}}\left(f(\mathbf{x})-f_{0}(\mathbf{x})\right)^{2} d \mathcal{D}_{x}(\mathbf{x}) \\
& +48 \sigma^{2} \frac{\log \mathcal{N}\left(\delta, \mathcal{F}(R, \kappa, L, p, K),\|\cdot\|_{\infty}\right)+2}{n} \\
& +8 \sqrt{6} \sqrt{\frac{\log \mathcal{N}\left(\delta, \mathcal{F}(R, \kappa, L, p, K),\|\cdot\|_{\infty}\right)+2}{n}} \sigma \delta \\
& +\frac{104 R^{2}}{3 n} \log \mathcal{N}\left(\delta / 4 R, \mathcal{F}(R, \kappa, L, p, K),\|\cdot\|_{\infty}\right) \\
& +\left(4+\frac{1}{2 R}+8 \sigma\right) \delta .
\end{aligned}
$$

It suffices to choose $\delta=1 / n$, which gives rise to

$$
\begin{align*}
\mathbb{E}\left[\int_{\mathcal{M}}\left(\widehat{f}_{n}(\mathbf{x})-f_{0}(\mathbf{x})\right)^{2} d \mathcal{D}_{x}(\mathbf{x})\right] & \leq 4 \inf _{f \in \mathcal{F}(R, \kappa, L, p, K)} \int_{\mathcal{M}}\left(f(\mathbf{x})-f_{0}(\mathbf{x})\right)^{2} d \mathcal{D}_{x}(\mathbf{x}) \\
& +\widetilde{O}\left(\frac{R^{2}+\sigma^{2}}{n} K L \log (R \kappa L p n)+\frac{\sigma^{2}}{n}\right) \tag{4.5}
\end{align*}
$$

where we also plug in the covering number upper bound in Lemma Eq. 4.4. We further set the approximation error as $\epsilon$, i.e., $\inf _{f \in \mathcal{F}(R, \kappa, L, p, K)}\left\|f(\mathbf{x})-f_{0}(\mathbf{x})\right\|_{\infty} \leq \epsilon$. Theorem 3.1 suggests that we choose $L=\widetilde{O}\left(\log \frac{1}{\epsilon}\right), p=\widetilde{O}\left(\epsilon^{-\frac{d}{\alpha}}\right)$, and $K=\widetilde{O}\left(\epsilon^{-\frac{d}{\alpha}} \log \frac{1}{\epsilon}+D \log \frac{1}{\epsilon}\right)$. Substituting $L, p$, and $K$ into (Eq. 4.5), we have

$$
\mathbb{E}\left[\int_{\mathcal{M}}\left(\widehat{f}_{n}(\mathbf{x})-f_{0}(\mathbf{x})\right)^{2} d \mathcal{D}_{x}(\mathbf{x})\right]=\widetilde{O}\left(\epsilon^{2}+\frac{R^{2}+\sigma^{2}}{n}\left(\epsilon^{-\frac{d}{\alpha}}+D\right) \log ^{3} \frac{1}{\epsilon}+\frac{1}{n}\right)
$$

To balance the error terms, we pick $\epsilon$ satisfying $\epsilon^{2}=\frac{1}{n} \epsilon^{-\frac{d}{\alpha}}$, which gives $\epsilon=n^{-\frac{\alpha}{d+2 \alpha}}$. The proof of Theorem 4.1 is complete by plugging in $\epsilon=n^{-\frac{\alpha}{d+2 \alpha}}$ and rearranging the terms.

### 4.2 Nonparametric Classification

This section studies binary classification on a smooth manifold. Different from regression problems, in classification, we use neural networks for approximating likelihood functions. Moreover, to measure the performance of a classifier, we focus on the excess risk by competing with the optimal Bayes classifier. We impose the following data assumption.

Assumption 4.1. Assume the given data set $\left\{\mathbf{x}_{i}, y_{i}\right\}_{i=1}^{n}$, where $\mathbf{x}_{i} \in \mathcal{M}$ and $y_{i} \in\{-1,1\}$ is the label, are i.i.d samples from a probability measure $(\mathrm{x}, y) \sim \mu$.

Denote $\eta(\mathbf{x})=\mathbb{E}(\mathbb{1}\{y=1\} \mid \mathbf{x})$ as the probability that the label of $\mathbf{x}$ is 1 where $\mathbb{1}\{\cdot\}=1$ if $\{\cdot\}$ is true and is 0 otherwise.

Let $\mathcal{Q}$ be the class of all functions mapping $\mathcal{M}$ to $\{-1,1\}$. The Bayes classifier, which minimizes the misclassification error, is defined as

$$
f^{*}=\underset{Q \in \mathcal{Q}}{\operatorname{argmin}} \mathbb{E}(\mathbb{1}\{Q(\mathbf{x}) \neq y\}) .
$$

It can be shown that $f^{*}=\operatorname{sign}(\eta-1 / 2)$. Given a classifier $f$, the excess risk is defined as

$$
\begin{equation*}
\mathcal{E}\left(f, f^{*}\right)=\mathcal{E}(f)-\mathcal{E}\left(f^{*}\right) \tag{4.6}
\end{equation*}
$$

with $\mathcal{E}(f)=\mathbb{E}\left[\frac{1}{2}(1-y f(\mathbf{x}))\right]$ being the misclassification risk of $f$.
While it is natural to define optimal classifier as the minimizer of $\mathcal{E}(f), \mathcal{E}(f)$ is not differentiable and is NP hard to minimize. Instead, surrogate loss is considered whose minimizer has the same sign as $f^{*}$ for all $\mathbf{x}$. One popular choice is the logistic loss defined as $\phi(z)=\log (1+\exp (-z))$. The logistic risk $\mathcal{E}_{\phi}(f)$ of a classifier $f$ and its empirical risk $\mathcal{E}_{\phi, n}(f)$ are defined as

$$
\begin{equation*}
\mathcal{E}_{\phi}(f)=\mathbb{E}(\phi(y f)), \quad \mathcal{E}_{\phi, n}(f)=\frac{1}{n} \sum_{i=1}^{n} \phi\left(y_{i} f\left(\mathbf{x}_{i}\right)\right) . \tag{4.7}
\end{equation*}
$$

Denote the minimizer of $\mathcal{E}_{\phi}(f)$ and $\mathcal{E}_{\phi, n}(f)$ by

$$
f_{\phi}^{*}=\underset{f}{\operatorname{argmin}} \mathcal{E}_{\phi}(f), \quad \widehat{f}_{\phi, n}=\underset{f}{\operatorname{argmin}} \mathcal{E}_{\phi, n}(f) .
$$

One has $f_{\phi}^{*}=\log \frac{\eta(\mathbf{x})}{1-\eta(\mathbf{x})}$ and $\operatorname{sign}\left(f_{\phi}^{*}\right)=f^{*}$. The logistic excess risk of a classifier $f$ is defined as

$$
\begin{equation*}
\mathcal{E}_{\phi}\left(f, f_{\phi}^{*}\right)=\mathcal{E}_{\phi}(f)-\mathcal{E}_{\phi}\left(f_{\phi}^{*}\right) . \tag{4.8}
\end{equation*}
$$

Related Work Statistical theories for binary classification by FNNs are established with the hinge loss [86,97] and the logistic loss [85]. Among these works, [97] uses a parametric model given by a teacher-student network. The nonparametric results in [86, 85] are cursed by the data dimension, and therefore require a large number of samples for high-dimensional data.

Binary classification by CNNs has been studied in [98, 99, 100, 101]. Image binary classification is studied in $[98,99]$ in which the probability function is assumed to be in a hierarchical max-pooling model class. ResNet-type classifiers are considered in [100, 101] while the generalization error is not given explicitly.

### 4.2.1 Excess Risk Bound

We use ConvResNets to learn a classifier on a smooth manifold by minimizing the logistic loss. In the following theorem, we establish an upper bound on the excess risk of the learned classifier (A proof can be found in [49]).

Theorem 4.2. Suppose Assumption 3.1, 3.2 and 4.1 hold. Assume $0<p, q \leq \infty, 0<$ $\alpha<\infty, \alpha>d / p+1$ and $\eta \in U\left(B_{p, q}^{\alpha}(\mathcal{M})\right)$. For any $2 \leq K \leq D$ and a ConvResNet architecture $\mathcal{C}^{(n)}$ defined as

$$
\mathcal{C}^{(n)}=\left\{\bar{f} \mid \bar{f}=\bar{g}_{2} \circ \bar{h} \circ \bar{g}_{1} \circ \bar{\eta} \text { where } \bar{\eta} \in \operatorname{CRN}\left(M_{1}, L, p, K, \kappa_{1}, \infty, \infty\right),\right.
$$

$$
\begin{aligned}
& \bar{g}_{1} \in \mathrm{CRN}\left(1,4,8,1, \kappa_{2}, \infty, \infty\right), \bar{h} \in \mathrm{CRN}\left(M_{2}, L, p, 1, \kappa_{1}, \infty, \infty\right), \\
& \bar{g}_{2} \in \mathcal{C}\left(1,3,8,1, \kappa_{3}, 1, R\right) \text { with } \\
& M_{1}=O\left(n^{\frac{2 d}{\alpha+2(\alpha v d)}}\right), M_{2}=O\left(n^{\frac{2 \alpha}{\alpha+2(\alpha \vee d)}}\right), L=O(\log (n)), p=O(1), \\
& \left.\kappa_{1}=O(1), \log \kappa_{2}=O\left(\log ^{2} n\right), \kappa_{3}=O(\log n), R=O(\log n) \cdot\right\}
\end{aligned}
$$

Let $\bar{f}_{\phi, n}$ be the minimizer of the empirical risk in (Eq. 4.7) among functions in $\mathcal{C}^{(n)}$. We have

$$
\mathbb{E}\left(\mathcal{E}_{\phi}\left(\bar{f}, f_{\phi}^{*}\right)\right) \leq C n^{-\frac{\alpha}{2 \alpha+2(\alpha \vee d)}} \log ^{4} n
$$

for some constant $C$. The constants hidden in $O(\cdot)$ depend on $d, \log D, \alpha, \frac{2 d}{\alpha p-d}, \tau$ and the surface area of $\mathcal{M}$.

The ConvResNet $\mathcal{C}^{n}$ in Theorem 4.2 consists of four sub-ConvResNets: $\bar{\eta}, \bar{g}_{1}, \bar{h}$ and $\bar{g}_{2} . \bar{\eta}$ is a network estimating the probability function $\eta$ and $\bar{g}_{1}$ is a function which truncates $\bar{\eta}$ to some range. $\bar{h}$ approximates the function $\frac{\log z}{\log (1-z)}$ and $\bar{g}_{2}$ truncates the output of $\bar{h}$ to some range. Recall that

$$
\begin{equation*}
f_{\phi}^{*}=\frac{\log \eta}{\log (1-\eta)} \tag{4.9}
\end{equation*}
$$

$\bar{h}$ approximates the operation on the right-hand side of (Eq. 4.9).
Theorem 4.2 shows that if the architecture of the ConvResNet is properly chosen, the minimizer of the empirical logistic risk in (Eq. 4.7) has the excess risk in the order of $n^{-\frac{\alpha}{2 \alpha+2(\alpha \vee d)}} \log ^{3} n$. The exponent in the rate only depends on the smoothness of the probability function $\eta$ and the intrinsic dimension $d$, not the ambient dimension $D$. In the case that $s>d$, we get rate $O\left(n^{-\frac{1}{4}} \log ^{3} n\right)$. Compared with [85, Theorem 4] in which the authors made assumptions on the smoothness of the decision boundary of the Bayes classifier, the margin ([85, Assumption (M)]) and the behavior of $f_{\phi}^{*}([85$, Assumption (E)]), in

Theorem 4.2, only assumption on the smoothness of $\eta$ is made.

### 4.3 Conclusion

In this chapter, we establish sample complexity bounds using neural networks for nonparametric regression/classification, when data are sampled from a low-dimensional Riemannian manifold. We demonstrate that properly chosen neural networks can circumvent the curse of data ambient dimensionality.

## CHAPTER 5

DISTRIBUTION ESTIMATION OF GENERATIVE ADVERSARIAL NETWORKS

Generative Adversarial Networks (GANs, [2]) utilize two neural networks competing with each other to generate new samples with the same distribution as the training data. They have been successful in many applications including producing photorealistic images, improving astronomical images, and modding video games [102, 103, 104, 105, 106, 107, 108].


Figure 5.1: The architecture of GANs.

From the perspective of statistics, GANs have stood out as an important unsupervised method for learning target data distributions. Different from explicit distribution estimators, such as the kernel density estimator, GANs implicitly learn the data distribution and act as samplers to generate new fake samples mimicking the data distribution (see Figure 5.1).

To estimate a data distribution $\mu$, GANs solve the following minimax optimization problem

$$
\begin{equation*}
\left(g^{*}, f^{*}\right) \in \underset{g \in \mathcal{G}}{\operatorname{argmin}} \max _{f \in \mathcal{F}} \mathbb{E}_{\mathbf{z} \sim \rho}[f(g(\mathbf{z}))]-\mathbb{E}_{\mathbf{x} \sim \mu}[f(\mathbf{x})] \tag{5.1}
\end{equation*}
$$

where $\mathcal{G}$ denotes a class of generators, $\mathcal{F}$ denotes a symmetric class (if $f \in \mathcal{F}$, then $-f \in$ $\mathcal{F}$ ) of discriminators, and $\mathbf{z}$ follows some easy-to-sample distribution $\rho$, e.g., a uniform distribution. The estimator of $\mu$ is given by a pushforward distribution of $\rho$ under $g^{*}$.

The inner maximization problem of (Eq. 5.1) is an Integral Probability Metric (IPM, [109]), which quantifies the discrepancy between two distributions $\mu$ and $\nu$ w.r.t. the sym-
metric function class $\mathcal{F}$ :

$$
d_{\mathcal{F}}(\mu, \nu)=\sup _{f \in \mathcal{F}} \mathbb{E}_{\mathbf{x} \sim \mu}[f(\mathbf{x})]-\mathbb{E}_{\mathbf{y} \sim \nu}[f(\mathbf{y})] .
$$

Accordingly, GANs essentially minimize an IPM between the generated distribution and the data distribution. IPM unifies many standard discrepancy metrics. For example, when $\mathcal{F}$ is taken to be all 1-Lipschitz functions, $d_{\mathcal{F}}(\cdot, \cdot)$ is the Wasserstein-1 distance $W_{1}(\cdot, \cdot)$; when $\mathcal{F}$ is the class of all indicator functions, $d_{\mathcal{F}}(\cdot, \cdot)$ is the total variation distance; when $\mathcal{F}$ is taken as neural networks, $d_{\mathcal{F}}(\cdot, \cdot)$ is the so-called "neural net distance" [110].

In practical GANs, the generator and discriminator classes $\mathcal{G}$ and $\mathcal{F}$ are parametrized by neural networks. We denote $\mathcal{G}=\mathcal{G}_{\mathrm{NN}}$ and $\mathcal{F}=\mathcal{F}_{\mathrm{NN}}$ to emphasize such a parameterization. In this chapter, we focus on using feedforward ReLU networks, since it has wide applications [111, 70, 112] and can ease the notorious vanishing gradient issue during training, which commonly arises with sigmoid or hyperbolic tangent activations [70, 69]

When $n$ samples of the data distribution $\mu$ are given, denoted as $\left\{x_{i}\right\}_{i=1}^{n}$, one can replace $\mu$ in (Eq. 5.1) by its empirical counterpart $\widehat{\mu}_{n}$, and (Eq. 5.1) becomes

$$
\begin{equation*}
\left(g_{\theta}^{*}, f_{\omega}^{*}\right) \in \underset{g_{\theta} \in \mathcal{G}_{\mathrm{NN}}}{\operatorname{argmin}} \max _{f_{\omega} \in \mathcal{F}_{\mathrm{NN}}} \mathbb{E}_{\mathbf{z} \sim \rho}\left[f_{\omega}\left(g_{\theta}(\mathbf{z})\right)\right]-\frac{1}{n} \sum_{i=1}^{n} f_{\omega}\left(\mathbf{x}_{i}\right), \tag{5.2}
\end{equation*}
$$

where $\theta$ and $\omega$ are parameters in the generator and discriminator networks, respectively. The empirical estimator of $\mu$ given by GANs is the pushforward distribution of $\rho$ under $g_{\theta}^{*}$, denoted by $\left(g_{\theta}^{*}\right)_{\sharp} \rho$.

In contrast to the prevalence of GANs in applications, there are very limited works on the theoretical properties of GANs $[110,113,114,115,116]$. This chapter focuses on the following fundamental questions from a theoretical point of view:

- (Q1). What types of distributions can be approximated by a deep neural network generator?
- (Q2). If the distribution can be approximated, what is the statistical rate of estimation using GANs?
- (Q3). If further there are unknown low-dimensional structures in the data distribution, can GANs capture the low-dimensional data structure and enjoy a fast rate of estimation?


### 5.1 Results in A Nutshell

Results in Euclidean space To address (Q1) and (Q2), we show that, if the generator and discriminator network architectures are properly chosen, GANs can learn distributions with Hölder densities supported on a convex domain. Specifically, we consider a data distribution $\mu$ supported on a compact convex subset $\mathcal{X} \subset \mathbb{R}^{D}$, where $D$ is the data dimension. We assume $\mu$ has an $\alpha$-Hölder density with respect to Lebesgue measure in $\mathbb{R}^{D}$ and the density is lower bounded away from 0 on $\mathcal{X}$.

Our generator and discriminator network architectures are explicitly chosen - we specify the width and depth of the network, total number of neurons, and total number of weight parameters (details are provided in Section 5.3). Roughly speaking, the generator needs to be flexible enough to approximately transform an easy-to-sample distribution to the data distribution, and the discriminator is powerful enough to distinguish the generated distribution from the data distribution.

Let $g_{\theta}^{*}$ be the optimal solution of (Eq. 5.2), and then $\left(g_{\theta}^{*}\right)_{\sharp} \rho$ is the generated data distribution as an estimation of $\mu$. Our main result can be summarized as, for any $\beta \geq 1$, if the generator and discriminator network architectures are properly chosen, then

$$
\begin{equation*}
\mathbb{E}\left[d_{\mathcal{H}^{\beta}}\left(\left(g_{\theta}^{*}\right)_{\sharp \rho} \rho, \mu\right)\right]=\widetilde{O}\left(n^{-\frac{\beta}{2 \beta+D}} \log ^{2} n\right), \tag{5.3}
\end{equation*}
$$

where the expectation is taken over the randomness of samples and $\widetilde{O}$ hides polynomial factors in $\beta, D$. It shows that the $\beta$-Hölder IPM between the generated distribution and
the data distribution converges at a rate depending on the Hölder index $\beta$ and dimension $D$. When $\beta=1$, our theory implies that GANs can estimate any distribution with a Hölder density under the Wasserstein-1 distance. A comparison to closely related works is provided in Section 5.5.

In our analysis, we decompose the distribution estimation error into a statistical error and an approximation error by an oracle inequality. A key step is to properly choose the generator network architecture to control the approximation error. Specifically, the generator architecture allows an accurate approximation to a data transformation $T$ such that $T_{\sharp} \rho=\mu$. The existence of such a transformation $T$ is guaranteed by optimal transport theory [117], and holds universally for all the data distributions with Hölder densities.

Results in low-dimensional linear subspace Moreover, we provide a positive answer to (Q3) by considering data distributions with low-dimensional linear structures. Specifically, we assume the data support $\mathcal{X} \subset \mathbb{R}^{D}$ is a compact subset of a $q$-dimensional linear subspace. Let columns of $A \in \mathbb{R}^{D \times q}$ denote a set of orthonormal basis of the $q$-dimensional linear subspace. We assume the pushforward $A_{\sharp}^{\top} \mu$ of data distribution has a density function $p_{\mu}$ defined in $\mathbb{R}^{q}$, and $p_{\mu}$ is $\alpha$-Hölder continuous and lower bounded away from 0 on its support. We leverage the data geometric structures and generate samples by transforming an easy-to-sample distribution $\rho$ in $\mathbb{R}^{q}$. With a proper choice of the generator and discriminator network architectures, the statistical error of GANs converges at a fast rate

$$
\begin{equation*}
\mathbb{E}\left[W_{1}\left(\left(g_{\theta}^{*}\right)_{\sharp \rho}, \mu\right)\right]=\widetilde{O}\left(n^{-\frac{1}{2+q}} \log ^{2} n\right) . \tag{5.4}
\end{equation*}
$$

By taking $\beta=1$ in (Eq. 5.3), we note that (Eq. 5.4) enjoys a faster statistical convergence in the Wasserstein-1 distance, since the exponent only depends on the intrinsic dimension $q$. Meanwhile, (Eq. 5.4) indicates that GANs can circumvent the curse of ambient dimensionality when data are supported on a low-dimensional subspace. A detailed comparison with existing works is given in Section 5.5.

From a technical point of view, a key challenge in obtaining the fast rate in (Eq. 5.4) is to prove that the generator can capture the unknown linear structure in data. We achieve this by introducing a learnable linear projection layer in the generator, and pairing it with an "anti-projection" layer in the discriminator. We show (see Lemma 5.9) that by optimizing (Eq. 5.2), the linear projection layer in generator accurately recovers the linear subspace of data.

The rest of the chapter is organized as follows: Section 5.2 briefly introduces IPM and optimal transport theory. Section 5.3 presents the statistical guarantees of GANs for learning data distributions with a Hölder density. Section 5.4 extends the statistical theory to low-dimensional data, and shows that GANs can adapt to the intrinsic structures in data. Section 5.5 comapres with existing works. Section 5.6 proves main results. Section 5.7 concludes the chapter and discusses related topics.

### 5.2 IPM and Optimal Transport

In order to measure the performance of GANs in estimating target distribution $\mu$, we adopt the Integral Probability Metric (IPM) with respect to Hölder discriminative functions. In particular, suppose GAN generates a fake distribution $\nu$. For any $\beta \geq 1$, we denote

$$
d_{\mathcal{H}^{\beta}}(\mu, \nu)=\sup _{f \in \mathcal{H}^{\beta}} \mathbb{E}_{\mathbf{x} \sim \mu}[f(\mathbf{x})]-\mathbb{E}_{\mathbf{y} \sim \nu}[f(\mathbf{y})] .
$$

Remark 5.1. It is convenient to restrict $\mathcal{H}^{\beta}$ in IPM $d_{\mathcal{H}^{\beta}}$ to have a bounded radius. Specifically, for any $f \in \mathcal{H}^{\beta}$, we assume $\|f\|_{\mathcal{H}^{\beta}} \leq C$ for some constant $C$. Otherwise, we can simply rescale $f$ while maintaining the discriminative power of the IPM. In addition, since IPMs are translation invariant, meaning that discriminative functions $f$ and $f+c f o r$ some constant c are equivalent. Therefore, we also assume $f(\mathbf{0})=0$ for simplicity.

In the special case of $\beta=1, d_{\mathcal{H}^{\beta}}(\cdot, \cdot)$ shares the same discriminative power as Wasserstein-

1 distance, which can be defined using the dual formulation,

$$
W_{1}(\mu, \nu)=\sup _{\|f\|_{\text {Lip }} \leq 1} \mathbb{E}_{\mathbf{x} \sim \mu}[f(\mathbf{x})]-\mathbb{E}_{\mathbf{y} \sim \nu}[f(\mathbf{y})] .
$$

In the right-hand side above, $\|f\|_{\text {Lip }}$ denotes the Lipschitz coefficient of $f$. It can be checked that Lipschitz functions are Hölder continuous with Hölder index equal to 1 . Therefore, $W_{1}(\cdot, \cdot)$ is equivalent to $d_{\mathcal{H}^{1}}(\cdot, \cdot)$.

GANs are closely related to Optimal Transport (OT, [118, 119, 120, 121]), as the generator essentially learns a pushforward mapping of an easy-to-sample distribution. A typical problem in OT is the following: Let $\mathcal{X}, \mathcal{Z}$ be subsets of $\mathbb{R}^{D}$. Given two probability spaces $(\mathcal{X}, \mu)$ and $(\mathcal{Z}, \rho)$, OT aims to find a transformation $T: \mathcal{Z} \mapsto \mathcal{X}$, such that $T(\mathbf{z}) \sim \mu$ for $\mathbf{z} \sim \rho$. In general, the transformation $T$ may neither exist nor be unique. Fortunately, in the case that $\mu$ and $\rho$ have Hölder densities $p_{\mu}$ and $p_{\rho}$, respectively, the Monge map ensures the existence of a Hölder transformation $T^{*}$, when $\mathcal{X}$ is convex. In particular, the Monge $\operatorname{map} T^{*}$ is the solution to the following optimization problem:

$$
\begin{equation*}
T^{*} \in \underset{T}{\operatorname{argmin}} \quad \mathbb{E}_{\mathbf{z} \sim \rho}[\ell(\mathbf{z}, T(\mathbf{z}))], \quad \text { subject to } \quad T_{\sharp} \rho=\mu, \tag{5.5}
\end{equation*}
$$

where $\ell$ is a cost function. (Eq. 5.5) is known as the Monge problem. When $\mathcal{X}$ is convex and the cost function is quadratic, the solution to (Eq. 5.5) satisfies the Monge-Ampère equation [122]. The regularity of $T^{*}$ was proved in [123, 124, 125] and [126, 127] independently. Their main result is summarized in the following lemma.

Lemma 5.1 ([123]). Suppose $\mu$ and $\rho$ both have $\alpha$-Hölder densities, and the support $\mathcal{X}$ is convex. Then there exists a transformation $T^{*}: \mathcal{Z} \mapsto \mathcal{X}$ such that $T_{\sharp}^{*} \rho=\mu$. Moreover, this transformation $T^{*}$ belongs to the Hölder class $\mathcal{H}^{\alpha+1}(\mathcal{Z})$.

We will see later that Lemma 5.1 provides important guidelines for choosing proper generator networks in distribution estimation.

### 5.3 Distribution Estimation in Euclidean Space

We consider a data distribution $\mu$ supported on a convex subset $\mathcal{X} \subset \mathbb{R}^{D}$ and assume that $\mu$ has a density function $p_{\mu}$ with respect to the Lebesgue measure in $\mathbb{R}^{D}$. GANs seek to estimate the data distribution $\mu$ by transforming some easy-to-sample distribution $\rho$ supported on domain $\mathcal{Z} \subset \mathbb{R}^{D}$, such as a uniform distribution. Our main results provide statistical guarantees of GANs for the estimation of $\mu$, based on the following assumptions.

Assumption 5.1. The domains $\mathcal{X}$ and $\mathcal{Z}$ are compact, and $\mathcal{X}$ is convex. There exists $a$ constant $B>0$ such that for any $\mathbf{x} \in \mathcal{X}$ or $\mathbf{x} \in \mathcal{Z},\|\mathbf{x}\|_{\infty} \leq B$.

Assumption 5.2. Given a Hölder index $\alpha>0$, the density function $p_{\mu}$ of $\mu$ (w.r.t. Lebesgue measure in $\mathbb{R}^{D}$ ) belongs to the Hölder class $\mathcal{H}^{\alpha}(\mathcal{X})$ with $\left\|p_{\mu}\right\|_{\mathcal{H}^{\alpha}(\mathcal{X})} \leq C$ for some constant $C>0$. Meanwhile, $p_{\mu}$ is lower bounded, i.e.,

$$
\inf _{\mathbf{x} \in \mathcal{X}} p_{\mu}(\mathbf{x}) \geq \tau
$$

for some constant $\tau>0$.

Assumption 5.3. The easy-to-sample distribution $\rho$ has a $C^{\infty}$ (smooth) density function $p_{\rho}$.

Hölder regularity is commonly used in literature on smooth density estimation [74, 14]. In the remaining of the paper, we occasionally omit the domain in Hölder spaces when it is clear from the context. The condition of $p_{\mu}$ being lower bounded is a common technical assumption in the optimal transport theory $[128,125]$. This condition and the convexity of $\mathcal{X}$ guarantee that, there exists a Hölder transformation $T$ such that $T_{\sharp} \rho=\mu$ (see Lemma 5.1). Besides, Assumption 5.3 is always satisfied, since $\rho$ is often taken as a uniform distribution.

Given Assumption 5.1-5.3, we set the generator network architecture as

$$
\mathcal{G}_{\mathrm{NN}}(R, \kappa, L, p, J)=\mathrm{FNN}(R, \kappa, L, p, J) \quad \text { with input output dimension } d_{\mathrm{in}}=d_{\text {out }}=d
$$

and the discriminator network architecture as
$\mathcal{F}_{\mathrm{NN}}(\bar{R}, \bar{\kappa}, \bar{L}, \bar{p}, \bar{J})=\operatorname{FNN}(\bar{R}, \bar{\kappa}, \bar{L}, \bar{p}, \bar{J}) \quad$ with input output dimension $d_{\text {in }}=d, d_{\text {out }}=1$.

We first show a properly chosen generator network can universally approximate data distributions with a Hölder density.

Theorem 5.1 (Distribution approximation theory). For any data distribution $(\mathcal{X}, \mu)$ and easy-to-sample distribution $(\mathcal{Z}, \rho)$ satisfying Assumption 5.1-5.3, there exists an $(\alpha+1)$ Hölder continuous transformation $T: \mathbb{R}^{D} \rightarrow \mathbb{R}^{D}$ such that $T_{\sharp} \rho=\mu$. Moreover, given any $\epsilon \in(0,1)$, there exists a generator network with configuration

$$
\begin{gather*}
L=O(\log (1 / \epsilon)), \quad p=O\left(D \epsilon^{-\frac{D}{\alpha+1}}\right), \quad J=O\left(D \epsilon^{-\frac{D}{\alpha+1}} \log (1 / \epsilon)\right),  \tag{5.6}\\
R=B, \quad \kappa=\max \{C, B\},
\end{gather*}
$$

such that, if the weight parameters of this network are properly chosen, then it yields a transformation $g_{\theta}$ satisfying

$$
\max _{\mathbf{z} \in \mathcal{Z}}\left\|g_{\theta}(\mathbf{z})-T(\mathbf{z})\right\|_{\infty} \leq \epsilon \quad \text { and } \quad W_{1}\left(\left(g_{\theta}\right)_{\sharp} \rho, \mu\right) \leq \sqrt{D} \epsilon \text {. }
$$

In Theorem 5.1, the existence of a transformation $T$ is guaranteed by optimal transport theory (Lemma 5.1). Furthermore, we explicitly choose a generator network architecture to approximately realize $T$, such that the easy-to-sample distribution is approximately transformed to the data distribution.

Our statistical result is the following finite-sample estimation error bound in terms of the Hölder IPM between $\left(g_{\theta}^{*}\right)_{\sharp} \rho$ and $\mu$, where $g_{\theta}^{*}$ is the optimal solution of GANs in (Eq. 5.2).

We use $O(\cdot)$ to hide constant factors depending on $B, C, \alpha$, and $\beta ; \widetilde{O}(\cdot)$ further hides polynomial factors of $D$ and logarithmic factors of $n$.

Theorem 5.2 (Statistical estimation theory). Suppose Assumption 5.1 - 5.3 hold. For any $\beta \geq 1$, choose $\epsilon=n^{-\frac{\beta}{2 \beta+D}}$ in Theorem 5.1 for the generator network and

$$
\begin{gathered}
\bar{L}=O\left(\frac{\beta}{2 \beta+D} \log n\right), \quad \bar{p}=O\left(n^{\frac{D}{2 \beta+D}}\right), \quad \bar{J}=O\left(\frac{\beta}{2 \beta+D} n^{\frac{D}{2 \beta+D}} \log n\right), \\
\bar{R}=C, \quad \bar{\kappa}=C,
\end{gathered}
$$

for the discriminator network. Then it holds

$$
\begin{equation*}
\mathbb{E}\left[d_{\mathcal{H}^{\beta}}\left(\left(g_{\theta}^{*}\right)_{\sharp} \rho, \mu\right)\right]=\widetilde{O}\left(n^{-\frac{\beta}{2 \beta+D}} \log ^{2} n\right) . \tag{5.7}
\end{equation*}
$$

Theorem 5.2 demonstrates that GANs can effectively learn data distributions, with a convergence rate depending on the smoothness of the function class in IPM and the dimension $D$.

In the case that only $m$ samples from the easy-to-sample distribution $\rho$ are collected, GANs solve the following empirical minimax problem

$$
\begin{equation*}
\min _{g_{\theta} \in \mathcal{G}_{\mathrm{NN}}} \max _{f_{\omega} \in \mathcal{F}_{\mathrm{NN}}} \frac{1}{m} \sum_{i=1}^{m} f_{\omega}\left(g_{\theta}\left(\mathbf{z}_{i}\right)\right)-\frac{1}{n} \sum_{j=1}^{n} f_{\omega}\left(\mathbf{x}_{j}\right) \tag{5.8}
\end{equation*}
$$

We denote $\left(g_{\theta}^{*, m}, f_{\omega}^{*, m}\right)$ as the optimal solution of (Eq. 5.8). We show in the following corollary that GANs retain similar statistical guarantees for distribution estimation with finite generated samples.

Corollary 5.1. Suppose Assumption $5.1-5.3$ hold and $m \geq n$. We choose

$$
\begin{gathered}
L=O\left(\frac{\alpha+1}{2(\alpha+1)+D} \log m\right), \quad p=O\left(D m^{\frac{D}{2(\alpha+1)+D}}\right) \\
J=O\left(\frac{D(\alpha+1)}{2(\alpha+1)+D} m^{\frac{D}{2(\alpha+1)+D}} \log m\right), \quad R=B, \quad \kappa=\max \{C, B\},
\end{gathered}
$$

for the generator network and the same architecture as in Theorem 5.2 for the discriminator network. Then it holds

$$
\mathbb{E}\left[d_{\mathcal{H}^{\beta}}\left(\left(g_{\theta}^{*, m}\right)_{\sharp} \rho, \mu\right)\right]=\widetilde{O}\left(n^{-\frac{\beta}{2 \beta+D}}+m^{-\frac{\alpha+1}{2(\alpha+1)+D}}\right) .
$$

Here $\widetilde{O}$ also hides a logarithmic factors $m$. As it is often cheap to obtain a large amount of samples from $\rho$, the convergence rate in Corollary 5.1 is dominated by $n^{-\frac{\beta}{2 \beta+D}}$ whenever $m \geq n^{\frac{\beta}{\alpha+1} \frac{2(\alpha+1)+D}{2 \beta+D} \mathrm{~V} 1}$.

Theorem 5.2 and Corollary 5.1 suggest that GANs suffer from the curse of data dimensionality. However, such an exponential dependence on the dimension $d$ is inevitable without further assumptions on the data, as indicated by the minimax optimal rate of distribution estimation: To estimate a distribution $\mu$ with a $\mathcal{H}^{\alpha}(\mathcal{X})$ density, the minimax optimal rate under the $\mathcal{H}^{\beta}$ IPM loss satisfies

$$
\inf _{\widetilde{\mu}_{n}} \sup _{\mu \in \mathcal{H}^{\alpha}} \mathbb{E}\left[d_{\mathcal{H}^{\beta}}\left(\widetilde{\mu}_{n}, \mu\right)\right] \gtrsim n^{-\frac{\alpha+\beta}{2 \alpha+D}}+n^{-\frac{1}{2}},
$$

where $\widetilde{\mu}_{n}$ is any estimator of $\mu$ based on $n$ data points [114, 129].

### 5.4 Distribution Estimation in Low-dimensional Linear Subspace

In this section, we prove that GANs are adaptive to unknown low-dimensional linear structures in data. We consider the data domain $\mathcal{X} \subset \mathbb{R}^{D}$ being a compact subset of a $q$ dimensional linear subspace with $q \ll D$. Our analysis holds for general $q \leq D$, while $q \approx D$ is less of interest as practical data sets are often low-dimensional with intrinsic dimension much smaller than ambient dimension $[18,19,130]$.

Assumption 5.4. The data domain $\mathcal{X}$ is compact, i.e., there exists a constant $B>0$ such that for any $\mathbf{x} \in \mathcal{X},\|\mathbf{x}\|_{\infty} \leq B$. Moreover, $\mathcal{X}$ is a convex subset of a $q$-dimensional linear subspace in $\mathbb{R}^{d}$, and the span of $\mathcal{X}$ is the $q$-dimensional subspace.


Figure 5.2: Low-dimensional linear structures in $\mathcal{X}$.

Under Assumption 5.4, a data point $\mathbf{x} \in \mathcal{X}$ can be represented as $A \mathbf{y}$, where $\mathbf{y} \in \mathbb{R}^{q}$ and $A \in \mathbb{R}^{D \times q}$ is a linear transformation (See graphical illustration in Figure 5.2). The following lemma formally justifies the existence of the linear transformation $A$.

Lemma 5.2. Suppose Assumption 5.4 holds. Consider a matrix $A \in \mathbb{R}^{D \times q}$ with columns being an orthonormal basis of the $q$-dimensional linear subspace. Then it holds that $\mathcal{Y}=$ $A^{\top} \mathcal{X}=\left\{A^{\top} \mathbf{x}: \mathbf{x} \in \mathcal{X}\right\}$ is a compact and convex subset of $\mathbb{R}^{q}$, and $A \mathcal{Y}=\mathcal{X}$.

The proof is deferred to Appendix C.4. The projected domain $\mathcal{Y}$ captures the intrinsic geometric structures in $\mathcal{X}$. More importantly, using transformation $A$ allows us to define smoothness of the target data distribution. Specifically, we consider a data distribution $\mu$ supported on $\mathcal{X}$. Since $\mathcal{X}$ is a low-dimensional space, $\mu$ does not have a well defined density function with respect to the Lebesgue measure in $\mathbb{R}^{D}$. Thanks to Lemma 5.2, the pushforward distribution $A_{\sharp}^{\top} \mu$ has a well-defined density function. Accordingly, we make the following data distribution assumption.

Assumption 5.5. Without loss of generality, we assume $\mathcal{Y} \subset[0,1]^{q}$. Given a Hölder index $\alpha>0$, the density function $p_{\mu}$ of $A_{\sharp}^{\top} \mu$ belongs to $\mathcal{H}^{\alpha}(\mathcal{Y})$ with a bounded Hölder norm $\left\|p_{\mu}\right\|_{\mathcal{H}^{\alpha}(\mathcal{Y})} \leq C$ for some constant $C>0$, and $p_{\mu} \geq \tau>0$ on $\mathcal{Y}$ for some constant $\tau$.

We assume $\mathcal{Y} \subset[0,1]^{q}$ for convenience. Otherwise, we can rescale input space $\mathcal{X}$ by a constant $c$, so that the projected space $\mathcal{Y} \subset[0,1]^{q}$. Since $\mathcal{X}$ is compact, the constant $c$ is bounded and will not undermine the statistical rate of convergence.

To generate samples mimicking data distribution $\mu$, we consider transforming a $q$ dimensional easy-to-sample distribution $\rho$ supported on $[0,1]^{q}$ to leverage the structural
assumption in domain $\mathcal{X}$. We define the generator network architecture $\mathcal{G}_{\mathrm{NN}}^{\text {ld }}(R, \kappa, L, p, J)$ as

$$
\begin{align*}
& \mathcal{G}_{\mathrm{NN}}^{\text {ld }}(R, \kappa, L, p, J)=\left\{U \circ g: U \in \mathbb{R}^{d \times q}\right. \text { with orthonormal columns and }  \tag{5.9}\\
& \left.\left.\qquad g \in \operatorname{FNN}(R, \kappa, L, p, J) \text { with } d_{\text {in }}=q, d_{\text {out }}=d\right)\right\} .
\end{align*}
$$

Note that $U \in \mathbb{R}^{D \times q}$ lifts the transformed easy-to-sample distribution $\left(g_{\theta}\right)_{\sharp \rho}$ to $\mathbb{R}^{D}$. We expect $U$ to extract the linear structures in data, while $g_{\theta}$ approximates an optimal transport plan for transforming $\rho$ to $A_{\sharp}^{\top} \mu$.

In correspondence with the generator, we define the discriminator network architecture $\mathcal{F}_{\mathrm{NN}}^{\mathrm{ld}}(\bar{R}, \bar{\kappa}, \bar{L}, \bar{p}, \bar{J}, \bar{\gamma})$ as

$$
\begin{align*}
\mathcal{F}_{\mathrm{NN}}^{\mathrm{ld}}(\bar{R}, \bar{\kappa}, \bar{L}, \bar{p}, \bar{J}, \bar{\gamma})=\{ & f \circ V^{\top}: V \in \mathbb{R}^{d \times q} \text { with }\|V\|_{2} \leq 1, \\
& f \in \operatorname{FNN}(\bar{R}, \bar{\kappa}, \bar{L}, \bar{p}, \bar{J}) \text { with } d_{\text {in }}=q, d_{\text {out }}=1, \text { and }  \tag{5.10}\\
& \left.|f(\mathbf{x})-f(\mathbf{y})| \leq \bar{\gamma}\|\mathbf{x}-\mathbf{y}\|_{\infty} \text { for } \mathbf{x}, \mathbf{y} \in[0,1]^{q}\right\} .
\end{align*}
$$



Figure 5.3: Learning data distribution $\mu$ with unknown linear structures using generator in (Eq. 5.9) and discriminator in (Eq. 5.10).

Matrix $V$ is chosen to "couple" with the linear structures learned by the generator ("antiprojection") and $f_{\omega}$ will approximate Lipschitz functions in $\mathbb{R}^{q}$ for approximating Wasser-
stein distance. We remark that an appropriate choice of Lipschitz coefficient $\bar{\gamma}$ on $f_{\omega}$ will not undermine the approximation power of $\mathcal{F}_{\text {NN }}^{\text {ld }}$ as confirmed in Lemma 5.8. Meanwhile, the Lipschitz constraint of discriminator ensures that the generator can accurately capture the linear structures in data. In practice, such a Lipschitz regularity is often enforced by computational heuristics [131, 132, 133].

With proper configurations of network classes (Eq. 5.9) and (Eq. 5.10), we train GANs using (Eq. 5.2) (see Figure 5.3 for illustration) and denote the optimizer as $\left(U^{*}, g_{\theta}^{*}, V^{*}, f_{\omega}^{*}\right)$, i.e.,

$$
\begin{aligned}
\left(U^{*}, g_{\theta}^{*}, V^{*}, f_{\omega}^{*}\right) \in \underset{f_{\omega} \circ V^{\top} \in \mathcal{F}_{\mathrm{NN}}^{\mathrm{ld}}}{\operatorname{argmog} g_{\theta} \in \mathcal{G}_{\mathrm{NN}}^{\mathrm{ld}}} \mathbb{E}_{\mathbf{z} \sim \rho} & {\left[\left(f_{\omega} \circ V^{\top}\right) \circ\left(U \circ g_{\theta}\right)(\mathbf{z})\right] } \\
& -\frac{1}{n} \sum_{i=1}^{n}\left(f_{\omega} \circ V^{\top}\right)\left(\mathbf{x}_{i}\right) .
\end{aligned}
$$

The following theorem establishes a fast statistical rate of convergence of $\left(U^{*} \circ g_{\theta}^{*}\right)_{\sharp} \rho$ to data distribution $\mu$.

Theorem 5.3. Suppose Assumption 5.4 and 5.5 hold. We choose

$$
\begin{gathered}
R=B, \quad \kappa=\max \{B, C\}, \quad L=O\left(\frac{\alpha}{2 \alpha+q} \log n\right), \\
p=O\left(q n^{\frac{q \alpha}{(\alpha+1)(2 \alpha+q)}} \vee D\right), \quad J=O\left(D q+\frac{\alpha}{2 \alpha+q} n^{\frac{q \alpha}{(\alpha+1)(2 \alpha+q)}} \log n\right) .
\end{gathered}
$$

for the generator $\mathcal{G}_{\mathrm{NN}}^{\mathrm{ld}}(R, \kappa, L, p, J)$ in (Eq. 5.9) and

$$
\begin{gathered}
\bar{R}=C, \quad \bar{\kappa}=C, \quad \bar{\gamma}=10 q, \quad \bar{L}=O\left(\frac{1}{2+q} \log n\right), \\
\bar{p}=O\left(n^{q /(2+q)} \vee D\right), \quad \bar{J}=O\left(D q+\frac{1}{2+q} n^{q /(2+q)} \log n\right) .
\end{gathered}
$$

for the discriminator $\mathcal{F}_{\mathrm{NN}}^{\mathrm{ld}}(\bar{R}, \bar{\kappa}, \bar{L}, \bar{p}, \bar{J}, \bar{\gamma})$ in (Eq. 5.10). Then it holds

$$
\mathbb{E}\left[W_{1}\left(\left(U^{*} \circ g_{\theta}^{*}\right)_{\sharp} \rho, \mu\right)\right]=\widetilde{O}\left(n^{-\frac{1}{2+q}} \log ^{2} n\right) .
$$

Compared to Theorem 5.2, we observe that the sizes of generator and discriminator in Theorem 5.3 only weakly depend on $D$. Meanwhile, the rate of convergence is fast as the exponent only depends on $q$. This result provides important understandings of why GANs can circumvent the curse of dimensionality in real-world applications, since lowdimensional intrinsic structures are often seen in real-world data sets. Nonetheless, linear structures in Assumption 5.4 is largely simplified, as it is rare the case that real-world data lie in a subset of a low-dimensional linear subspace. At the same time, real data are often contaminated with observational noise and concentrate only near a low-dimensional manifold.

Theorem 5.3 demonstrates that GANs with properly chosen generator and discriminator are adaptive to the unknown linear structures in data. Since data are concentrated on a linear subspace, one may advocate PCA-like methods for estimating the linear structure first and then learn the data distribution on a projected subspace. However, such a method requires two-step learning and is rarely used in practical GANs. In fact, GANs simultaneously capture the linear structure and learning the target data distribution via optimizing the empirical risk (Eq. 5.2).

A major difficulty in establishing Theorem 5.3 is proving GANs can capture unknown linear structures in data. We exploit the optimality of $\left(U^{*}, g_{\theta}^{*}\right)$ to prove that $\left\|U^{*}-A\right\|_{\mathrm{F}}$ is small, i.e., the column spaces of $U^{*}$ and the ground truth matrix $A$ match closely. In particular, the mismatch $\left\|U^{*}-A\right\|_{\mathrm{F}}$ depends on the approximation power of the generator and discriminator (see Lemma 5.9). Built upon this crucial ingredient, the remaining analysis focuses on tackling the projected Wasserstein distance with respect to the data transformation $A$ (see $[134,135]$ for applications of projected Wasserstein distance in two-sample test). In this way, we circumvent the curse of ambient dimensionality.

### 5.5 Comparison with Existing Literature

- Distribution approximation using deep generative models. Using generator to accurately approximate the data distribution is of essential importance in understanding the statistical properties of GANs. [113] considered data distribution being exactly realized by an invertible generator, i.e., all the weight matrices and activation functions are invertible. Such an invertibility requires the width of the generator to be the same as input data dimension $D$. Existing literature has shown that such narrow networks lack approximation ability [38, 136]. In fact, to ensure universal approximation for Lebesgue-integrable functions and $L^{p}$ functions in $\mathbb{R}^{D}$, the weakest width requirement needs to be $D+4$ and $D+1$, respectively. Our work, in contrast, allows the generator to be wide and expressive for any data distribution with Hölder densities.
$\star$ Approximating empirical distribution using neural networks. After the release of an early version of the manuscript, the authors were aware of a concurrent work studying distribution approximation using generative networks. Specifically, [137] established universal approximation abilities of neural network generators for approximating sub-Gaussian data distributions. They proved the existence of a properly chosen generator architecture for achieving an $\epsilon$ approximation error of data distribution in Wasserstein-1 distance. Our Theorem 5.1 shares a similar conclusion to [137] for data distributions with Hölder densities. However, the analysis in [137] is very different and relies on memorizing discretized data distribution using neural networks. More recently, [138] showed that GANs can approximate any data distribution (in any dimension) by transforming an absolutely continuous distribution. The idea is to memorize the empirical data distribution using ReLU networks. Nonetheless, the designed generator may not be able to generate new samples (different from the training data), which cannot explain the success of GANs in practice.
- Statistical properties of GANs. Statistical guarantees of generative models for distribution estimation has been studied in several works. We compare with existing works in

Table 5.1 and provide more details in following context.
Table 5.1: A comparison to closely related works in problem setups and statistical results. NN stands for neural networks and '-' indicates no specific choice is given. Weak metric refers to "neural net distance" in [110] and strong metric refers to IPMs with nonparametric discriminative function classes, e.g., using 1-Lipschitz discriminative functions corresponds to the Wasserstein- 1 distance.

|  | Generator | Discriminator | Distribution | Metric |
| :--- | :--- | :--- | :--- | :--- | :--- |
| Generalization error bound |  |  |  |  |
| $[110,139,140]$ | NN | NN | General <br> (Euclidean) | Weak |
| $[113,141,114]$ | Invertible NN | NN | Realizable by invert- <br> ible NN generators <br> (Eulidean and low-d) | Strong |
| $[142]$ | $C^{s}$ | - | $C^{s}$ pushforward of sub- <br> Gaussian distributions <br> (Eulidean and low-d) | Sinkhorn |
| $[116]$ | - | Hölder | General and low- <br> (Euclidean and <br> d) | Strong |
| $[115]$ | NN | Statistical estimationbound |  |  |
| Ours | Lipschitz | $C^{s}$ pushforward of <br> uniform distributions <br> (low-d) | Strong |  |

$\star$ Generalization bound of GANs. [110] studied the generalization error of GANs. Lemma 1 in [110] shows that GANs cannot generalize under the Wasserstein distance and the Jensen-Shannon divergence unless the sample size is $\widetilde{O}\left(\epsilon^{-\operatorname{poly}(D)}\right)$, where $\epsilon$ is the generalization gap. Alternatively, they defined a surrogate metric called "neural net distance" $d_{\mathcal{F}_{\mathrm{NN}}}(\cdot, \cdot)$, where $\mathcal{F}_{\mathrm{NN}}$ is the class of discriminator networks. They proved that GANs generalize under the neural net distance, with sample complexity of $\widetilde{O}\left(\epsilon^{-2}\right)$. This result has two limitations: 1). The sample complexity depends on some unknown parameters of the discriminator network class (e.g., the Lipschitz constant of discriminators with respect to parameters); 2). A small neural net distance does not necessarily imply that two distributions are close [110, Corollary 3.2], which in turn can not answer (Q1) firmly. Our results
are explicit in the network architectures, and provide a statistical convergence of GANs under the Wasserstein distance.

Some follow-up works attempted to address the first limitation in [110]. [139] explicitly quantified the Lipschitz constant and the covering number of the discriminator network. They improved the generalization bound in [110] with the technique in [143]. Whereas the bound has an exponential dependence on the depth of the discriminator. [140] proved a tighter generalization bound under spectral normalization applied to the discriminator, where the bound has a polynomial dependence on the size of the discriminator. These generalization theories rely on the assumption that the generator can approximate the data distribution well with respect to the neural net distance, nonetheless, the existence of such a generator is unknown.
[113] tackled the second limitation in [110], and studied the estimation error of GANs under the Wasserstein distance for a special class of distributions implemented by a generator, while the discriminator is designed to guarantee zero bias (or approximation error). Specifically, [113] showed that for certain generator classes, there exist corresponding discriminator classes with a strong discriminative power against the generator. Particular examples include two-layer ReLU network discriminators (half spaces) for distinguishing Gaussian distributions/mixture of Gaussians, and ( $L+2$ )-layer discriminators for $(L+1)$ layer invertible generators. In these examples, if the data distribution can be exactly implemented by some generator, then the neural net distance can provably approximate the Wasserstein distance. Consequently, GANs can generalize under the Wasserstein distance. As mentioned earlier, these results require an invertibility assumption on the generator.

Concurrent with [113], [114] studied the estimation error of GANs under the Sobolev IPMs. [114] considered both nonparametric and parametric settings. In the nonparametric setting, the generator and discriminator network architectures are not explicitly chosen, so the bias of the distribution estimation remains unknown. As a result, the bound cannot provide an explicit sample complexity for distribution estimation. Their parametric results
are very similar to [113], which requires the same invertibility assumptions and the data distribution needs to be exactly implementable by the generator.
$\star$ Generative distribution estimation under IPMs. Recently, several works studied distribution estimation under certain discrepancy measures using generative models, when data exhibit low-dimensional structures [142, 115, 116]. The distribution estimation framework is

$$
g^{*} \in \underset{g \in \mathcal{G}}{\operatorname{argmin}} \text { discrepancy }\left(g_{\sharp} \rho, \mu\right)
$$

and the corresponding statistical rate of estimation is free of the curse of data ambient dimensionality. Specifically, in [142], the generative models are assumed to be continuously differentiable up to order $s$. By simultaneously optimize the choice of latent distribution $\rho$ and generative model $g$, they proved that the Sinkhorn divergence between the generated distribution and data distribution converges only depending on data intrinsic dimension. [115] consider data being generated by a ground truth pushfowrad mapping applied to latent samples from a low-dimensional unit cube. Using Lipschitz generator, they proved that the generalization bound in terms of Wassesrstein-1 distance converges only depending on the dimension of the latent space. More recently, [116] established a generalization bound in terms of Hölder IPMs for generative models and the bound converges depending on data intrinsic dimension. Nonetheless, how well the generator can represent the data distribution remains unclear. All of the aforementioned results rely on training the generative model by minimizing certain discrepancy metric, e.g., Wasserstein- 1 distance and Sinkhorn divergence. There is no explicit discriminator network involved, nor there exists any straightforward method to parameterize the discrepancy metric by a discriminator network with performance guarantees. It is worth mentioning that [144] considered estimating low-dimensional singular distributions using deep generative models. They adopted a likelihood approach, which is different from GANs. In this regard, these existing works does
not directly apply to GANs and cannot precisely evaluate the distribution estimation power of GANs.
$\star$ Density estimation under IPMs. There is also a line of works considering nonparametric density estimation under IPMs [145, 146]. [145] studied the minimax error under Sobolev IPMs. Later, [146] generalized the minimax result to Besov IPMs for estimating distributions with Besov densities. Yet our work is different from these works. Specifically, the distribution estimation framework in $[145,146]$ is

$$
\begin{equation*}
\min _{\nu \in \mathcal{P}} \max _{f_{\omega} \in \mathcal{F}_{\mathrm{NN}}} \int f_{\omega}(\mathbf{y}) \nu(\mathbf{y}) d y-\frac{1}{n} \sum_{i=1}^{n} f_{\omega}\left(\mathbf{x}_{i}\right), \tag{5.11}
\end{equation*}
$$

where $\nu: \mathcal{X} \mapsto \mathbb{R}$ is a density function and $\mathcal{P}$ denotes a class of density estimators, such as the wavelet-thresholding estimator in [146]. Compared to our framework in (Eq. 5.2), we consider the push-forward structure in GANs, where the generator $g_{\theta}$ is a multidimensional mapping. In contrast, (Eq. 5.11) considers density estimators, where $\nu: \mathcal{X} \mapsto \mathbb{R}$ is some density function parameterized by a neural network - involving NO generator architecture which transforms the easy-to-sample distribution to the data distribution. Moreover, to evaluate the integral in (Eq. 5.11), one needs to exactly know the feature space $\mathcal{X}$, and efficiently sample from $\mathcal{X}$. Consequently, $[145,146]$ only apply to $\mathcal{X}=[0,1]^{d}$. Besides, only estimating the density function requires extensive extra efforts to sample from it, e.g., using Monte Carlo simulation, due to the lack of the push-forward structure. However, our theories are applicable to push-forward GANs, and allow an efficient sampling of generated (fake) data.

### 5.6 Proof Outline

We provide proofs of Theorem 5.1 and Theorem 5.2. The developed analytical framework will also be adopted for proving Theorem 5.3 with additional treatments on lowdimensional structures in Section 5.6.3.

### 5.6.1 Proof of Distribution Approximation Theory

Theorem 5.1 is obtained by combining Lemma 5.1 and Theorem 3.1 (take Euclidean space itself as a manifold). Under Assumption 5.1 - 5.3, Lemma 5.1 ensures the existence of a $\mathcal{H}^{\alpha+1}(\mathcal{Z})$ data transformation $T$ such that $T_{\sharp} \rho=\mu$. The remaining step is to choose a proper generator network for approximating $T$.

If the latent space $\mathcal{Z} \subset[0,1]^{D}$, we can directly apply Theorem 3.1 for constructing the generator. Otherwise, if $\mathcal{Z} \subset[-B, B]^{D}$, we define a linear scaling function $\phi(\mathbf{z})=$ $(\mathbf{z}+B \mathbf{1}) /(2 B) \in[0,1]^{D}$ for any $\mathbf{z} \in \mathcal{Z}$, where $\mathbf{1}$ denotes a vector of 1 's. For the data transformation $T$, we rewrite it as $T \circ \phi^{-1}(\phi(\cdot))$ so that it suffices to approximate $T \circ \phi^{-1}$ supported on $[0,1]^{D} . T \circ \phi^{-1}$ retains the same Hölder smoothness as $T$, since $\phi$ is invertible and linear. To this end, without loss of generality, we focus on $\mathcal{Z} \subset[0,1]^{D}$.

Our generator network architecture is constructed in the following way. By denoting $T=\left[T_{1}, \ldots, T_{D}\right]^{\top}$ with $T_{i}: \mathcal{Z} \rightarrow \mathbb{R}$ for $i=1, \ldots, D$, we approximate each coordinate mapping $T_{i}$ using Theorem 3.1. For a given error $\epsilon \in(0,1), T_{i}$ can be approximated by a ReLU network with $O\left(\log \frac{1}{\epsilon}\right)$ layers and $O\left(\delta^{-\frac{D}{\alpha+1}} \log \frac{1}{\epsilon}\right)$ neurons and weight parameters. Thus, mapping $T$ can be approximated by $D$ such networks and we denote as $g_{\theta}$. Further, the distribution approximation error is

$$
\begin{aligned}
W_{1}\left(\left(g_{\theta}\right)_{\sharp \rho}, \mu\right) & =\sup _{\|f\|_{\text {Lip }} \leq 1} \mathbb{E}_{\mathbf{z} \sim \rho}\left[f\left(g_{\theta}(\mathbf{z})\right)\right]-\mathbb{E}_{\mathbf{x} \sim \mu}[f(\mathbf{x})] \\
& \leq \mathbb{E}_{\mathbf{z} \sim \rho}\left\|g_{\theta}(\mathbf{z})-T(\mathbf{z})\right\|_{2} \\
& \leq \sqrt{D} \epsilon .
\end{aligned}
$$

### 5.6.2 Proof of Statistical Estimation Theory

We prove an oracle inequality for establishing Theorem 5.2, which decomposes the distribution estimation error into the generator approximation error $\mathcal{E}_{1}$, the discriminator approximation error $\mathcal{E}_{2}$, and the statistical error $\mathcal{E}_{3}$.

Lemma 5.3. Let $\mathcal{H}^{\beta}(\mathcal{X})$ be the Hölder function class defined on $\mathcal{X}$ with Hölder index $\beta \geq 1$. Define $\mathcal{H}_{\infty}^{\beta}(\mathcal{X})=\left\{f \in \mathcal{H}^{\beta}(\mathcal{X}):|f(\mathbf{x})-f(\mathbf{y})| \leq\|\mathbf{x}-\mathbf{y}\|_{\infty}\right\}$. Then it holds

$$
d_{\mathcal{H}^{\beta}}\left(\left(g_{\theta}^{*}\right)_{\sharp \rho}, \mu\right) \leq \mathcal{E}_{1}+4 \mathcal{E}_{2}+\mathcal{E}_{3},
$$

where $\mathcal{E}_{1}=\inf _{g_{\theta} \in \mathcal{G}_{\mathrm{NN}}} d_{\mathcal{H}_{\infty}^{\beta}}\left(\left(g_{\theta}\right)_{\sharp} \rho, \mu\right), \mathcal{E}_{2}=\sup _{f \in \mathcal{H}^{\beta}} \inf _{f_{\omega} \in \mathcal{F}_{\mathrm{NN}}}\left\|f-f_{\omega}\right\|_{\infty}$, and $\mathcal{E}_{3}=$ $d_{\mathcal{H}^{\beta}}\left(\mu, \widehat{\mu}_{n}\right)+d_{\mathcal{F}_{\mathrm{NN}}}\left(\mu, \widehat{\mu}_{n}\right)$.

The proof is provided in Appendix C.1.1. We next bound each error term separately. $\mathcal{E}_{1}$ and $\mathcal{E}_{2}$ can be controlled by proper choices of the generator and discriminator architectures. $\mathcal{E}_{3}$ can be controlled based on empirical process [96, 13].

- Bounding Generator Approximation Error $\mathcal{E}_{1}$. We answer this question: Given $\epsilon_{1} \in$ $(0,1)$, how can we properly choose $\mathcal{G}_{\mathrm{NN}}$ to guarantee $\mathcal{E}_{1} \leq \epsilon_{1}$ ? Later, we will pick $\epsilon_{1}$ based on the sample size $n$, and Hölder indexes $\beta$ and $\alpha$.

Lemma 5.4. Given $\epsilon_{1} \in(0,1)$, there exists a ReLU network architecture $\mathcal{G}_{N N}(R, \kappa, L, p, K)$ with parameters given by (Eq. 5.6) with $\epsilon=\epsilon_{1}$ such that, for any data distribution $(\mathcal{X}, \mu)$ and easy-to-sample distribution $(\mathcal{Z}, \rho)$ satisfying Assumptions 5.1-5.3, if the weight parameters of this network are properly chosen, then it yields a transformation $g_{\theta}$ satisfying $d_{\mathcal{H}_{\infty}^{\beta}}\left(\left(g_{\theta}\right)_{\sharp} \rho, \mu\right) \leq \epsilon_{1}$.

The proof is provided in Appendix C.1.2.

- Bounding Discriminator Approximation Error $\mathcal{E}_{2}$. Analogous to the generator, we pre-define an error $\epsilon_{2} \in(0,1)$, and determine the discriminator architecture.

The discriminator is expected to approximate any function $f \in \mathcal{H}^{\beta}(\mathcal{X})$. We have the following result.

Lemma 5.5. Given any $\epsilon_{2} \in(0,1)$, there exists a ReLU network architecture $\mathcal{F}_{N N}(\bar{R}, \bar{\kappa}, \bar{L}, \bar{p}, \bar{J})$ with

$$
\bar{L}=O\left(\log \left(1 / \epsilon_{2}\right)\right), \quad \bar{p}=O\left(\epsilon_{2}^{-D / \beta}\right), \quad \bar{J}=O\left(\epsilon_{2}^{-D / \beta} \log \left(1 / \epsilon_{2}\right)\right)
$$

$$
\bar{R}=C, \quad \bar{\kappa}=C,
$$

such that, for any discriminative function $f \in \mathcal{H}^{\beta}(\mathcal{X})$, if the weight parameters are properly chosen, this network architecture yields a function $f_{\omega}$ satisfying $\left\|f_{\omega}-f\right\|_{\infty} \leq \epsilon_{2}$.

The proof is provided in Appendix C.1.3.

- Bounding Statistical Error $\mathcal{E}_{3}$. The statistical error term is essentially the concentration of empirical data distribution $\widehat{\mu}_{n}$ to its population counterpart. Given a symmetric function class $\mathcal{F}$, we show $\mathbb{E}\left[d_{\mathcal{F}}\left(\widehat{\mu}_{n}, \mu\right)\right]$ scales with the complexity of the function class $\mathcal{F}$.

Lemma 5.6. For a symmetric function class $\mathcal{F}$ with $\sup _{f \in \mathcal{F}}\|f\|_{\infty} \leq M$ for a constant $M$, we have

$$
\mathbb{E}\left[d_{\mathcal{F}}\left(\widehat{\mu}_{n}, \mu\right)\right] \leq 2 \inf _{0<\delta<M}\left(2 \delta+\frac{12}{\sqrt{n}} \int_{\delta}^{M} \sqrt{\log \mathcal{N}\left(\epsilon, \mathcal{F},\|\cdot\|_{\infty}\right)} d \epsilon\right)
$$

where $\mathcal{N}\left(\epsilon, \mathcal{F},\|\cdot\|_{\infty}\right)$ denotes the $\epsilon$-covering number of $\mathcal{F}$ with respect to the $L_{\infty}$ norm.

The proof is provided in Appendix C.1.4. Now we need to find the covering number of Hölder class and that of the discriminator network. Classical result shows that the $\delta$ covering number of $\mathcal{H}^{\beta}$ satisfies $\log \mathcal{N}\left(\delta, \mathcal{H}^{\beta},\|\cdot\|_{\infty}\right) \leq C(1 / \delta)^{\frac{D}{\beta} \vee 2}$ [147].

On the other hand, Lemma 4.3 quantifies the covering number of $\mathcal{F}_{\mathrm{NN}}$ :

$$
\mathcal{N}\left(\delta, \mathcal{F}_{\mathrm{NN}}(\bar{R}, \bar{\kappa}, \bar{L}, \bar{p}, \bar{K}),\|\cdot\|_{\infty}\right) \leq\left(\frac{2 \bar{L}^{2}(\bar{p} B+2)(\bar{\kappa} \bar{\beta})^{\bar{L}+1}}{\delta}\right)^{\bar{J}}
$$

Combining Lemma 5.6 and the covering numbers, the statistical error can be bounded by

$$
\begin{aligned}
& \mathbb{E}\left[d_{\mathcal{H}^{\beta}}\left(\widehat{\mu}_{n}, \mu\right)+d_{\mathcal{F}_{\mathrm{NN}}}\left(\mu, \widehat{\mu}_{n}\right)\right] \\
\leq & 4 \inf _{\delta_{1} \in(0, C)}\left(\delta_{1}+\frac{6}{\sqrt{n}} \int_{\delta_{1}}^{C} \sqrt{\log \mathcal{N}\left(\epsilon, \mathcal{H}^{\beta},\|\cdot\|_{\infty}\right)} d \epsilon\right)
\end{aligned}
$$

$$
\begin{aligned}
& \quad+4 \inf _{\delta_{2} \in(0, C)}\left(\delta_{2}+\frac{6}{\sqrt{n}} \int_{\delta_{2}}^{C} \sqrt{\log \mathcal{N}\left(\epsilon, \mathcal{F}_{\mathrm{NN}},\|\cdot\|_{\infty}\right)} d \epsilon\right) \\
& \stackrel{(i)}{\leq} 4 \inf _{\delta_{1} \in(0, C)}\left(\delta_{1}+\frac{6}{\sqrt{n}} \int_{\delta_{1}}^{C} \sqrt{c\left(\frac{1}{\epsilon}\right)^{\left(\frac{D}{\beta} \vee 2\right)}} d \epsilon\right) \\
& \quad+4 \inf _{\delta_{2} \in(0, C)}\left(\delta_{2}+\frac{6}{\sqrt{n}} \int_{\delta_{2}}^{C} \sqrt{\bar{J} \log \frac{\bar{L}(\bar{p} B+2)(\bar{\kappa} \bar{p})^{\bar{L}}}{\epsilon}} d \epsilon\right) .
\end{aligned}
$$

We find that the first infimum in step $(i)$ is attained at $\delta_{1}=n^{-\frac{\beta}{D}}$. It suffices to take $\delta_{2}=\frac{1}{n}$ in the second infimum. By omitting constants and polynomial dependence on $\beta$, we derive

$$
\mathbb{E}\left[d_{\mathcal{H}^{\beta}}\left(\widehat{\mu}_{n}, \mu\right)+d_{\mathcal{F}_{\mathrm{NN}}}\left(\mu, \widehat{\mu}_{n}\right)\right]=\widetilde{O}\left(\frac{1}{n}+n^{-\frac{\beta}{D}}+\frac{1}{\sqrt{n}} \sqrt{\bar{J} \bar{L} \log (n \bar{L} \bar{p})}\right) .
$$

- Balancing the Approximation Error and Statistical Error. Combining the previous three ingredients, by invoking the oracle inequality (Lemma 5.3), we can establish

$$
\begin{aligned}
\mathbb{E}\left[d_{\mathcal{H} \beta}\left(\left(g_{\theta}^{*}\right)_{\sharp} \rho, \mu\right)\right] & =\widetilde{O}\left(\epsilon_{1}+\epsilon_{2}+\frac{1}{n}+n^{-\frac{\beta}{D}}+\sqrt{\frac{\bar{J} \bar{L} \log (n \bar{L} \bar{p})}{n}}\right) \\
& =\widetilde{O}\left(\epsilon_{1}+\epsilon_{2}+\frac{1}{n}+n^{-\frac{\beta}{D}}+\sqrt{\frac{\epsilon_{2}^{-\frac{D}{\beta}} \log \frac{1}{\epsilon_{2}} \log \left(n \epsilon_{2}^{-\frac{D}{\beta}}\right)}{n}}\right) .
\end{aligned}
$$

We choose $\epsilon_{1}=n^{-\frac{\beta}{2 \beta+D}}$, and $\epsilon_{2}$ satisfying $\epsilon_{2}=n^{-\frac{1}{2}} \epsilon_{2}^{-\frac{D}{2 \beta}}$, i.e., $\epsilon_{2}=n^{-\frac{\beta}{2 \beta+D}}$. This yields (Eq. 5.7).

When given finite generated fake samples, we need an extra concentration argument. This is tackled by an alternative oracle inequality (Eq. 5.12) shown in below. The rest of the proof utilizes the same argument in Theorem 5.2.

Proof of Corollary 5.1. We show an alternative oracle inequality for finite generated sam-
ples as follows. Inequality (Eq. C.1) in the proof of Lemma 5.3 yields

$$
\begin{aligned}
d_{\mathcal{H}^{\beta}}\left(\left(g_{\theta}^{*, m}\right)_{\sharp} \rho, \mu\right) \leq & d_{\mathcal{F}_{\mathrm{NN}}}\left(\left(g_{\theta}^{*, m}\right)_{\sharp} \rho, \widehat{\mu}_{n}\right)+2 \sup _{f \in \mathcal{H}^{\beta}} \inf _{f_{\omega} \in \mathcal{F}_{\mathrm{NN}}}\left\|f-f_{\omega}\right\|_{\infty} \\
& +d_{\mathcal{H}^{\beta}}\left(\widehat{\mu}_{n}, \mu\right) .
\end{aligned}
$$

We further expand the first term on the right-hand side above as

$$
\left.\left.d_{\mathcal{F}_{\mathrm{NN}}}\left(\left(g_{\theta}^{*, m}\right)_{\sharp} \rho, \widehat{\mu}_{n}\right) \leq d_{\mathcal{F}_{\mathrm{NN}}}\left(g_{\theta}^{*, m}\right)_{\sharp} \rho,\left(g_{\theta}^{*, m}\right)_{\sharp} \widehat{\rho}_{m}\right)+d_{\mathcal{F}_{\mathrm{NN}}}\left(g_{\theta}^{*, m}\right)_{\sharp} \widehat{\rho}_{m}, \widehat{\mu}_{n}\right) .
$$

By the optimality of $g_{\theta}^{*, m}$, for any $g_{\theta} \in \mathcal{G}_{\mathrm{NN}}$, we have

$$
\begin{aligned}
& d_{\mathcal{F}_{\mathrm{NN}}}\left(\left(g_{\theta}^{*, m}\right)_{\sharp} \widehat{\rho}_{m}, \widehat{\mu}_{n}\right) \\
\leq & d_{\mathcal{F}_{\mathrm{NN}}}\left(\left(g_{\theta}\right)_{\sharp} \widehat{\rho}_{m}, \widehat{\mu}_{n}\right) \\
\leq & d_{\mathcal{F}_{\mathrm{NN}}}\left(\left(g_{\theta}\right)_{\sharp} \widehat{\rho}_{m},\left(g_{\theta}\right)_{\sharp} \rho\right)+d_{\mathcal{F}_{\mathrm{NN}}}\left(\left(g_{\theta}\right)_{\sharp \rho}, \mu\right)+d_{\mathcal{F}_{\mathrm{NN}}}\left(\mu, \widehat{\mu}_{n}\right) \\
\leq & d_{\mathcal{F}_{\mathrm{NN}}}\left(\left(g_{\theta}\right)_{\sharp \rho}, \mu\right)+\sup _{g_{\theta} \in \mathcal{G}_{\mathrm{NN}}} d_{\mathcal{F}_{\mathrm{NN}}}\left(\left(g_{\theta}\right)_{\sharp} \widehat{\rho}_{m},\left(g_{\theta}\right)_{\sharp}\right)+d_{\mathcal{F}_{\mathrm{NN}}}\left(\mu, \widehat{\mu}_{n}\right) \\
\leq & d_{\mathcal{H}_{\infty}^{\beta}}\left(\left(g_{\theta}\right)_{\sharp \rho}, \mu\right)+2 \sup _{f \in \mathcal{H}^{\beta}} \inf _{f_{\omega} \in \mathcal{F}_{\mathrm{NN}}}\left\|f-f_{\omega}\right\|_{\infty}+2 d_{\mathcal{F}_{\mathrm{NN}}}\left(\mu, \widehat{\mu}_{n}\right) \\
& +\sup _{g_{\theta} \in \mathcal{G}_{\mathrm{NN}}} d_{\mathcal{F}_{\mathrm{NN}}}\left(\left(g_{\theta}\right)_{\sharp \widehat{\rho}_{m}},\left(g_{\theta}\right)_{\sharp \rho}\right),
\end{aligned}
$$

where the last inequality follows the same argument in the proof of Lemma 5.6. Combining all the inequalities together, we have

$$
\begin{align*}
& d_{\mathcal{H}^{\beta}}\left(\left(g_{\theta}^{*, m}\right)_{\sharp} \rho, \mu\right) \\
\leq & \inf _{g_{\theta} \in \mathcal{G}_{\mathrm{NN}}} d_{\mathcal{H}_{\infty}^{\beta}}\left(\left(g_{\theta}\right)_{\sharp} \rho, \mu\right)+4 \sup _{f \in \mathcal{H}^{\beta}} \inf _{f_{\omega} \in \mathcal{F}_{\mathrm{NN}}}\left\|f-f_{\omega}\right\|_{\infty}+2 d_{\mathcal{F}_{\mathrm{NN}}}\left(\mu, \widehat{\mu}_{n}\right)  \tag{5.12}\\
& +d_{\mathcal{H}^{\beta}}\left(\widehat{\mu}_{n}, \mu\right)+\sup _{g_{\theta} \in \mathcal{G}_{\mathrm{NN}}} d_{\mathcal{F}_{\mathrm{NN}}}\left(\left(g_{\theta}\right)_{\sharp} \widehat{\rho}_{m},\left(g_{\theta}\right)_{\sharp} \rho\right)+d_{\mathcal{F}_{\mathrm{NN}}}\left(\left(g_{\theta}^{*, m}\right)_{\sharp} \rho,\left(g_{\theta}^{*, m}\right)_{\sharp} \widehat{\rho}_{m}\right) .
\end{align*}
$$

Given the proof of Theorem 5.2, we only need to bound the extra statistical error terms

$$
\sup _{g_{\theta} \in \mathcal{G}_{\mathrm{NN}}} d_{\mathcal{F}_{\mathrm{NN}}}\left(\left(g_{\theta}\right)_{\sharp} \widehat{\rho}_{m},\left(g_{\theta}\right)_{\sharp} \rho\right) \quad \text { and } \quad d_{\mathcal{F}_{\mathrm{NN}}}\left(\left(g_{\theta}^{*, m}\right)_{\sharp} \rho,\left(g_{\theta}^{*, m}\right)_{\sharp} \widehat{\rho}_{m}\right) \text {. }
$$

In fact, 5.6 and Lemma 4.3 together imply

$$
\begin{aligned}
\sup _{g_{\theta} \in \mathcal{G}_{\mathrm{NN}}} d_{\mathcal{J}_{\mathrm{NN}}}\left(\left(g_{\theta}\right)_{\sharp} \widehat{\rho}_{m},\left(g_{\theta}\right)_{\sharp \rho}\right) & =\widetilde{O}\left(\frac{1}{\sqrt{m}} \sqrt{\bar{J} \bar{L} \log (m \bar{L} \bar{p})+J L \log (m L p)}\right), \\
d_{\mathcal{F}_{\mathrm{NN}}}\left(\left(g_{\theta}^{*, m}\right)_{\sharp} \rho,\left(g_{\theta}^{*, m}\right)_{\sharp \widehat{\rho}_{m}}\right) & =\widetilde{O}\left(\frac{1}{\sqrt{m}} \sqrt{\bar{J} \bar{L} \log (m \bar{L} \bar{p})}\right),
\end{aligned}
$$

where the first inequality is obtained by taking $\mathcal{F}=\mathcal{F}_{\mathrm{NN}} \circ \mathcal{G}_{\mathrm{NN}}$ in Lemma 5.6, and its covering number is upper bounded by the product of the covering numbers of $\mathcal{F}_{\mathrm{NN}}$ and $\mathcal{G}_{\mathrm{NN}}$. Putting together, the estimation error $d_{\mathcal{H}^{\beta}}\left(\left(g_{\theta}^{*, m}\right)_{\sharp} \rho, \mu\right)$ can be bounded analogously to Theorem 5.2 as

$$
\begin{aligned}
& \mathbb{E}\left[d_{\mathcal{H} \beta}\left(\left(g_{\theta}^{*, m}\right)_{\sharp} \rho, \mu\right)\right] \\
= & \widetilde{O}\left(\epsilon_{1}+\epsilon_{2}+\frac{1}{n}+\frac{1}{m}+n^{-\frac{\beta}{D}}+\sqrt{\frac{\epsilon_{2}^{-\frac{D}{\beta}}}{n}}+\sqrt{\frac{\epsilon_{1}^{-\frac{D}{\alpha+1}}+\epsilon_{2}^{-\frac{D}{\beta}}}{m}}\right) .
\end{aligned}
$$

It suffices to choose $\epsilon_{2}=n^{-\frac{\beta}{2 \beta+D}}$ and $\epsilon_{1}=m^{-\frac{\alpha+1}{2(\alpha+1)+D}}$, which yields

$$
\mathbb{E}\left[d_{\mathcal{H}^{\beta}}\left(\left(g_{\theta}^{*, m}\right)_{\sharp} \rho, \mu\right)\right]=\widetilde{O}\left(n^{-\frac{\beta}{2 \beta+D}}+m^{-\frac{\alpha+1}{2(\alpha+1)+D}}+\sqrt{\frac{n^{\frac{D}{2 \beta+D}}}{m}}\right) .
$$

In the case of $m \geq n$, we have $\sqrt{\frac{n^{\frac{D}{2 \beta+D}}}{m}} \leq n^{-\frac{\beta}{2 \beta+D}}$. The proof is complete.

### 5.6.3 Proof of Statistical Theory in Low-dimensional Space

The proof idea follows that of Theorem 5.2, with extra attentions to the exploitation of lowdimensional structures in data. We first slightly modify the oracle inequality in Lemma 5.3
to decompose the distribution estimation error.

Lemma 5.7. Let $\left(U^{*}, g_{\theta}^{*}, V^{*}, f_{\omega}^{*}\right)$ be the global optimizer of (Eq. 5.2). The following error decomposition holds,

$$
\begin{align*}
& W_{1}\left(\left(U^{*} \circ g_{\theta}^{*}\right)_{\sharp} \notin, \mu\right) \\
\leq & \underbrace{\inf _{g_{\theta}: A \circ g_{\theta} \in \mathcal{G}_{\mathrm{NN}}^{\text {ld }}}\left\|A \circ g_{\theta}-A \circ T^{\text {ld }}\right\|_{\infty}}_{\text {generator approximation error }}+\underbrace{W_{1}\left(\widehat{\mu}_{n}, \mu\right)+d_{\mathcal{F}_{\mathrm{NN}}^{\text {ld }}}\left(\widehat{\mu}_{n}, \mu\right)}_{\text {statistical error }} \\
& +\underbrace{\operatorname{liscriminator~approximation~error~(HARD)~}^{f} \circ f \circ U^{*}-f_{\omega} \circ V^{\top} U^{*}\left\|_{\infty}+\right\| f \circ A-f_{\omega} \circ V^{\top} A \|_{\infty}}_{\sup _{f \in \operatorname{Lip}_{1}\left(\mathbb{R}^{D}\right)} \inf _{\omega} \circ V^{\top} \in \mathcal{F}_{\mathrm{NN}}^{\text {lid }}}  \tag{5.13}\\
& +\underbrace{}_{\operatorname{discriminator~approximation~error~(EASY)~}_{\sup _{f \in \operatorname{Lip}_{1}\left(\mathbb{R}^{D}\right)} f_{\omega} \circ V^{\top} \in \mathcal{F}_{\mathrm{NN}}^{\text {ld }}}\left\|f \circ A-f_{\omega} \circ V^{\top} A\right\|_{\infty}} .
\end{align*}
$$

The proof is provided in Appendix C.2.1. In the sequel, we bound error terms in (Eq. 5.13) respectively. The generator approximation error can be reduced to approximating $T^{\text {ld }}$. By some manipulation on the intrinsic structures of data distribution, we expect that the statistical error scales with the subspace dimension $q$. The main difficulty stems from bounding the discriminator approximation error. A quick comparison to Lemma 5.3 indicates that the (EASY) error term may be bounded similarly as in Theorem 5.2. In contrast, the (HARD) error term involves simultaneously approximating the discriminative function projected into the column space of $U^{*}$ and $A$. In general, such an approximation error is hardly small unless $U^{*}, A$ share approximately the same column space. Fortunately, this is indeed the case as shown in Lemma 5.9 so that the (HARD) error term can be controlled.

- Bounding Generator Approximation Error. Suppose that we require the generator approximation error to be bounded by $\epsilon_{1}>0$, i.e.,

$$
\inf _{g: U \circ g_{\omega} \in \mathcal{G}_{\mathrm{NN}}^{\text {ld }}}\left\|U \circ g_{\omega}-A \circ T^{\mathrm{ld}}\right\|_{\infty} \leq \epsilon_{1} .
$$

It suffices to choose a proper generator architecture $\mathcal{G}_{\mathrm{NN}}^{\text {ld }}$ such that there exists $\widetilde{g}_{\omega}$ satisfying $\left\|\widetilde{g}_{\omega}-T^{\text {ld }}\right\|_{\infty} \leq \epsilon_{1} / q$. To see this, we take $U=A$ and substitute $\widetilde{g}_{\omega}$ into the generator approximation error,

$$
\begin{aligned}
\left\|A \circ \widetilde{g}_{\omega}-A \circ T^{\mathrm{ld}}\right\|_{\infty} & =\left\|\sum_{j=1}^{q} A_{:, j}\left[\widetilde{g}_{\omega}-T^{\mathrm{ld}}\right]_{j}\right\|_{\infty} \\
& \leq \sum_{j=1}^{q}\left\|A_{:, j}\right\|_{\infty}\left\|\widetilde{g}_{\omega}-T^{\mathrm{ld}}\right\|_{\infty} \\
& \leq \epsilon_{1}
\end{aligned}
$$

where the last inequality holds since $A$ has orthonormal columns. We can apply Theorem 3.1 and Lemma 5.4 for choosing proper network configuration of $\mathcal{G}_{\mathrm{NN}}^{\mathrm{d}}$ to ensure the existence of $\widetilde{g}_{\omega}$. We recall that $T^{\text {ld }}$ is a $\mathcal{H}^{\alpha+1}$ continuous mapping in $\mathbb{R}^{q}$ by Lemma 5.1. Therefore, the resulting network architecture has the following configuration

$$
\begin{gather*}
R=B, \quad \kappa=O(1), \quad L=O\left(\log \frac{1}{\epsilon_{1}}\right)  \tag{5.14}\\
p=O\left(q \epsilon_{1}^{-\frac{q}{\alpha+1}}\right), \quad K=O\left(D q+\epsilon_{1}^{-\frac{q}{\alpha+1}} \log \frac{1}{\epsilon_{1}}\right) .
\end{gather*}
$$

We will choose $\epsilon_{1}$ later in the last step of the proof to balance all the error terms.

- Bounding Discriminator Approximation Error. We first consider the (EASY) error term. Suppose that we require the (EASY) discriminator approximation error to be bounded by $\epsilon_{2}>0$. We check that once $f: \mathbb{R}^{D} \mapsto \mathbb{R}$ is 1-Lipschitz and $A$ has orthonormal columns, then $f \circ A: \mathbb{R}^{q} \mapsto \mathbb{R}$ is also 1-Lipschitz. To see this, for any $\mathbf{x}, \mathbf{y} \in \mathbb{R}^{D}$, we have

$$
|f(A \mathbf{x})-f(A \mathbf{y})| \leq\|A \mathbf{x}-A \mathbf{y}\|_{2} \leq\|A\|_{2}\|\mathbf{x}-\mathbf{y}\|_{2}=\|\mathbf{x}-\mathbf{y}\|_{2} .
$$

By taking $V=A$ in the (EASY) term, it suffices to ensure that $f_{\omega}$ can approximate any 1 -Lipschitz function in a compact subset of $[0,1]^{q}$. Due to the additional $\bar{\gamma}$-Lipschitz continuity constraint in (Eq. 5.10), we need a stronger universal approximation theory of the
discriminator. The following lemma shows that ReLU neural networks can accurately approximating 1-Lipschitz functions in $L^{\infty}$-norm, while the Lipschitz continuity of the network remains independent of the approximation error.

Lemma 5.8. For any $\epsilon_{2} \in(0,1)$, there exists a ReLU network architecture $\mathcal{F}(\bar{R}, \bar{\kappa}, \bar{L}, \bar{p}, \bar{J})$, such that for any target 1 -Lipschitz function $f$ defined on $[0,1]^{q}$ with $f(0)=0$, the architecture yields an approximation $\widehat{f}$ satisfying $\|f-\widehat{f}\|_{\infty} \leq \epsilon_{2}$. Moreover, the Lipschitz continuity of $\widehat{f}$ is bounded by

$$
|\widehat{f}(\mathbf{x})-\widehat{f}(\mathbf{y})| \leq 10 q\|\mathbf{x}-\mathbf{y}\|_{\infty} \quad \text { for any } \quad \mathbf{x}, \mathbf{y} \in[0,1]^{q}
$$

The configuration of $\mathcal{F}$ is

$$
\begin{gathered}
\bar{R}=\sqrt{q}, \quad \bar{\kappa}=O(1), \quad \bar{L}=O\left(\log 1 / \epsilon_{2}+q\right) \\
\bar{p}=O\left(\epsilon_{2}^{-q}\right), \quad \bar{J}=O\left(\epsilon_{2}^{-q}\left(\log 1 / \epsilon_{2}+q\right)\right) .
\end{gathered}
$$

The proof is defered to Appendix C.2.2. Lemma 5.8 improves the approximation guarantee in Theorem 3.1 with the additional Lipschitz continuity characterization, while the newtork size shares the same order of magnitude when specializing Theorem 3.1 to $d=q$ and $\beta=1$. We take $\mathcal{F}_{\mathrm{NN}}^{\mathrm{ld}}(\bar{R}, \bar{\kappa}, \bar{L}, \bar{p}, \bar{J}, \bar{\gamma})$ with $\bar{\gamma}=10 q$ and all the other parameters the same as in Lemma 5.8. Since the (EASY) error term is invariant with respect to translations on $f$, we can always assume $f(\mathbf{0})=0$ without loss of generality. It then holds

$$
\text { (EASY) Error Term } \leq 2 \epsilon_{2} .
$$

We next bound the (HARD) term. Recall that we need the column spaces of $U^{*}$ and $A$ to be approximately identical for controlling this error. Thanks to the choice of both the generator and discriminator class, we can show that the column spans of $U^{*}$ and $A$ match up to some error.

Lemma 5.9. Given $\epsilon_{1}, \epsilon_{2} \in(0,1)$. Suppose Assumption 5.5 and 5.4 hold. Let the generator $\mathcal{G}_{\mathrm{NN}}^{\mathrm{ld}}$ be chosen as (Eq. 5.14) and discriminator $\mathcal{F}_{\mathrm{NN}}^{\mathrm{ld}}$ be chosen as in Lemma 5.8 with $\bar{\gamma}=$ $10 q$. For the global optimizer $\left(U^{*}, g_{\theta}^{*}\right)$, it holds

$$
\begin{aligned}
\| U^{*}-A & \|_{\mathrm{F}}^{2} \\
\leq & 4 q\left(1+4 \sqrt{q}\left(\min _{i} \mathbb{E}_{\mathbf{z} \sim \rho}\left[T_{i}^{\mathrm{ld}}(\mathbf{z})\right]\right)^{-1} \mathbb{E}_{\mathbf{z} \sim \rho}\left[\left\|g_{\theta}^{*}(\mathbf{z})\right\|_{2}\right]\right)^{2} \\
& \cdot\left(\min _{i} \mathbb{E}_{\mathbf{z} \sim \rho}\left[T_{i}^{\mathrm{ld}}(\mathbf{z})\right]\right)^{-2} \epsilon^{2},
\end{aligned}
$$

where $\epsilon=10 q \epsilon_{1}+3 \epsilon_{2}$.

The full proof is deferred to Appendix C.2.3. We remark that $\mathbb{E}_{\mathbf{z} \sim \rho}\left[T_{i}^{\text {ld }}(\mathbf{z})\right]$ is always lower bounded by a positive constant $\tau$ for any $i=1, \ldots, q$, since its density is positive on the support by Assumption 5.5. To establish Lemma 5.9, we leverage the optimality of $U^{*}, g_{\theta}^{*}$ and the corresponding discriminator network. We show by contraction that if the column spaces of $U^{*}$ and $A$ do not match closely, there exists a discriminator network capable of distinguishing the generated distribution and data distribution.

Given Lemma 5.9, we are ready to derive an upper bound for the (HARD) discriminator approximation error term.

$$
\begin{align*}
& \sup _{f \in \operatorname{Lip}_{1}\left(\mathbb{R}^{D}\right)} \inf _{f_{\omega} \circ V^{\top} \in \mathcal{F}_{\mathrm{NN}}^{\mathrm{ld}}}\left\|f \circ U^{*}-f_{\omega} \circ V^{\top} U^{*}\right\|_{\infty}+\left\|f \circ A-f_{\omega} \circ V^{\top} A\right\|_{\infty} \\
& \sup _{f \in \operatorname{Lip}_{1}\left(\mathbb{R}^{D}\right)} \inf _{f_{\omega} \circ A^{\top} \in \mathcal{F}_{\mathrm{NN}}^{\mathrm{ld}}}\left\|f \circ U^{*}-f_{\omega} \circ A^{\top} U^{*}\right\|_{\infty}+\left\|f \circ A-f_{\omega}\right\|_{\infty} \\
& \begin{array}{l}
(i i) \\
\leq \\
\sup _{f \in \operatorname{Lip}_{1}\left(\mathbb{R}^{D}\right)} \inf _{f \omega} \circ A^{\top} \in \mathcal{F}_{\mathrm{NN}}^{\mathrm{ld}} \\
\\
\\
\left.+2\left\|f \circ U^{*}-f \circ A\right\|_{\infty}+\| f_{\omega}-f_{\omega} \circ A^{\top} U^{*}\right) \|_{\infty} \\
\\
\end{array}+\left\{f \circ A-f_{\omega} \|_{\infty}\right.
\end{align*}
$$

where $(i)$ is obtained by taking $V=A$, and inequality $(i i)$ is obtained by the triangle
inequality

$$
\begin{aligned}
\left\|f \circ U^{*}-f_{\omega} \circ A^{\top} U^{*}\right\|_{\infty} \leq & \left\|f \circ U^{*}-f \circ A\right\|_{\infty}+\left\|f \circ A-f_{\omega}\right\|_{\infty} \\
& +\left\|f_{\omega}-f_{\omega} \circ A^{\top} U^{*}\right\|_{\infty}
\end{aligned}
$$

The first term on the right-hand side of (Eq. 5.15) can be bounded using the Lipschitz continuity of $f$, i.e.,

$$
\begin{aligned}
& \left\|f \circ U^{*}-f \circ A\right\|_{\infty} \\
\leq & \sup _{\mathbf{x} \in[0,1]^{q}}\left\|U^{*}-A^{*}\right\|_{2}\|\mathbf{x}\|_{2} \\
\leq & 2 q\left(1+4 \sqrt{q}\left(\min _{i} \mathbb{E}_{\mathbf{z} \sim \rho}\left[T_{i}^{\mathrm{ld}}(\mathbf{z})\right]\right)^{-1} \mathbb{E}_{\mathbf{z} \sim \rho}\left[\left\|g_{\theta}^{*}(\mathbf{z})\right\|_{2}\right]\right) \max _{i} \mathbb{E}_{\mathbf{z} \sim \rho}^{-1}\left[T_{i}^{\mathrm{ld}}(\mathbf{z})\right] \epsilon .
\end{aligned}
$$

A similar argument applies to

$$
\begin{aligned}
& \left\|f_{\omega}-f_{\omega} \circ A^{\top} U^{*}\right\|_{\infty} \\
\leq & \sup _{\mathbf{x} \in[0,1]^{q}} 10 q\left\|I-A^{\top} U^{*}\right\|_{2}\|\mathbf{x}\|_{2} \\
\leq & \sup _{\mathbf{x} \in[0,1]^{q}} 10 q^{3 / 2}\left\|A-U^{*}\right\|_{2} \\
\leq & 20 q^{2}\left(1+4 \sqrt{q}\left(\min _{i} \mathbb{E}_{\mathbf{z} \sim \rho}\left[T_{i}^{\mathrm{ld}}(\mathbf{z})\right]\right)^{-1} \mathbb{E}_{\mathbf{z} \sim \rho}\left[\left\|g_{\theta}^{*}(\mathbf{z})\right\|_{2}\right]\right) \max _{i} \mathbb{E}_{\mathbf{z} \sim \rho}^{-1}\left[T_{i}^{\mathrm{ld}}(\mathbf{z})\right] \epsilon .
\end{aligned}
$$

The last term in the right-hand side of (Eq. 5.15) is the discriminator approximation error, which is bounded by $\epsilon_{2}$. As a result, the (HARD) error term is upper bounded by
(HARD) Error Term

$$
\begin{aligned}
& \leq 2 q\left(1+4 \sqrt{q}\left(\min _{i} \mathbb{E}_{\mathbf{z} \sim \rho}\left[T_{i}^{\mathrm{ld}}(\mathbf{z})\right]\right)^{-1} \mathbb{E}_{\mathbf{z} \sim \rho}\left[\left\|g_{\theta}^{*}(\mathbf{z})\right\|_{2}\right]\right) \max _{i} \mathbb{E}_{\mathbf{z} \sim \rho}^{-1}\left[T_{i}^{\mathrm{ld}}(\mathbf{z})\right] \epsilon \\
& +20 q^{2}\left(1+4 \sqrt{q}\left(\min _{i} \mathbb{E}_{\mathbf{z} \sim \rho}\left[T_{i}^{\mathrm{ld}}(\mathbf{z})\right]\right)^{-1} \mathbb{E}_{\mathbf{z} \sim \rho}\left[\left\|g_{\theta}^{*}(\mathbf{z})\right\|_{2}\right]\right) \max _{i} \mathbb{E}_{\mathbf{z} \sim \rho}^{-1}\left[T_{i}^{\mathrm{ld}}(\mathbf{z})\right] \epsilon \\
& +2 \epsilon_{2}
\end{aligned}
$$

$$
=O\left(\epsilon_{2}+q^{3} \epsilon\right)
$$

where the last step is obtained by $\left\|g_{\theta}^{*}(\mathbf{z})\right\|_{2} \leq \sqrt{q}$ due to $g_{\theta}^{*}(\mathbf{z}) \in[0,1]^{q}$.

- Bounding Statistical Error. Similar to the statistical error in Lemma 5.3, we can bound it via finite-sample concentration. Yet we can pursue a faster convergence rate here by rewriting the data distribution as a pushforward of a low-dimensional distribution.

Lemma 5.10. Suppose Assumption 5.4 and 5.5 hold. Statistical error terms in Lemma 5.7 are bounded by

$$
\begin{aligned}
W_{1}\left(\widehat{\mu}_{n}, \mu\right) & =O\left(n^{-1 / q} \log n\right) \\
d_{\mathcal{F}_{\mathrm{NN}}^{\text {ld }}}\left(\widehat{\mu}_{n}, \mu\right) & =O\left(\frac{1}{n}+\frac{1}{\sqrt{n}} \sqrt{\bar{J} \bar{L} \log (\bar{L} \bar{p} \bar{\kappa} n)}\right) .
\end{aligned}
$$

From Lemma 5.10, we observe that the statistical error $W_{1}\left(\widehat{\mu}_{n}, \mu\right)$ only depends on dimension $q$. To make sense the result, we rewrite the data distribution $\mu=A_{\sharp}\left(A_{\sharp}^{\top} \mu\right)$. In this way, we can translate the concentration of $\widehat{\mu}_{n}$ to $\mu$ in $\mathbb{R}^{D}$ into a counterpart in $\mathbb{R}^{q}$. Recall that $A_{\sharp}^{\top} \mu$ is a distribution with a $\mathcal{H}^{\alpha}\left(\mathbb{R}^{q}\right)$ density by Assumption 5.5. Threfore, we can apply Lemma 5.6 to complete the proof. See detailed arguments in Appendix C.2.4.

- Balancing the Approximation Error and Statistical Error. We collect all the error terms in the oracle inequality of Lemma 5.7 and choose optimal scalings on $\epsilon_{1}$ and $\epsilon_{2}$. We list all the error upper bounds in the following for a quick reference.

1. Generator approximation error $O\left(\epsilon_{1}\right)$.
2. Statistical error $O\left(n^{-1 / q} \log n+\frac{1}{\sqrt{n}} \sqrt{\bar{J} \bar{L} \log (\bar{L} \bar{p} \bar{\kappa} n)}\right)$.
3. (EASY) discriminator approximation error $O\left(\epsilon_{2}\right)$.
4. (HARD) discriminator approximation error $O\left(\epsilon_{2}+q^{3} \epsilon\right)$.

Summing up four error bounds above yields

$$
W_{1}\left(\left(U^{*} \circ g_{\theta}^{*}\right)_{\sharp} \rho, \mu\right)=O\left(\epsilon_{1}+\epsilon_{2}+n^{-1 / q} \log n+q^{3} \epsilon+\frac{1}{\sqrt{n}} \sqrt{\bar{J} \bar{L} \log (\bar{L} \bar{p} \bar{\kappa} n)}\right) .
$$

Substituting the configuration of $\mathcal{F}_{\mathrm{NN}}^{\mathrm{ld}}$ in Lemma 5.8 into the last display, we set $\epsilon_{1}=\epsilon_{2}=$ $n^{-\frac{1}{2+q}}$. By collecting terms, we derive

$$
W_{1}\left(\left(U^{*} \circ g_{\theta}^{*}\right)_{\sharp} \rho, \mu\right)=\widetilde{O}\left(n^{-\frac{1}{2+q}} \log ^{2} n\right) .
$$

The corresponding configurations of generator $\mathcal{G}_{\mathrm{NN}}^{\mathrm{ld}}$ and discriminator $\mathcal{F}_{\mathrm{NN}}^{\mathrm{ld}}$ is obtained by substituting $\epsilon_{1}$ and $\epsilon_{2}$ in (Eq. 5.14) and Lemma 5.8, respectively.

### 5.7 Conclusion and Discussion

We establish statistical convergence of distribution estimation using GANs. Specifically, with proper generator and discriminator network architecture, we show GANs are consistent estimator of data distribution in terms of the Wasserstein distance. Moreover, when data have intrinsic low-dimensional linear structures, we show GANs can capture the unknown linear structure and enjoy a faster statistical rate of estimation, which is free of the curse of dimensionality. Compared to existing works, our theory exploits the pushforward structure of GANs and network architectures are explicitly given without invertibility constraints. In the sequel, we discuss several related topics and future directions.

Convolutional filters and residual connections Convolutional filters [1] are widely used in GANs for image generating and processing. Empirical results show that convolutional filters can learn hidden representations aligned with various patterns in images [148, 149], e.g., textures and skeletons. An interesting question is to understand how convolutional filters capture the aforementioned low-dimensional structures in data sets.

Smoothness of data distributions and regularized distribution Estimation Theorem 5.2 indicates a convergence rate independent of the smoothness of the data distribution. The reason behind is that the empirical data distribution $\widehat{\mu}_{n}$ cannot inherit the same smoothness as the underlying data distribution. This limitation exists in all previous works [141, 145, 146]. It is interesting to investigate whether GANs can achieve a faster convergence rate (e.g., attain the minimax optimal rate).

From a theoretical perspective, [114] suggested first obtaining a smooth kernel estimator from $\widetilde{\mu}_{n}$, and then replacing $\widehat{\mu}_{n}$ by $\widetilde{\mu}_{n}$ to train GANs. In practice, kernel smoothing is hardly used in GANs. Instead, regularization (e.g., entropy regularization) and normalization (e.g., spectral normalization and batch-normalization) are widely applied as implicit regularizers to promote the smoothness of the learned distribution. Several empirical studies of GANs suggest that divergence-based and mutual information-based regularization can stabilize the training and improve the performance [150, 151] of GANs. We leave the studies on statistical properties of regularized GANs for future investigation.

Computational concerns Our statistical results hold for global optimizer of (Eq. 5.2), whereas solving (Eq. 5.2) is often difficult. In practice, it is observed that larger neural networks are easier to train and yield better statistical performance $[72,152,153,154,155$, 156, 157, 158, 159]. This is referred to as overparameterization. Establishing a connection between computation and statistical properties of GANs is an important direction.

## CHAPTER 6 <br> OFFLINE DOUBLY-ROBUST POLICY LEARNING USING NEURAL NETWORKS

### 6.1 Personalized Offline Policy Learning

Causal inference studies the causal connection between actions and rewards, which has wide applications in healthcare [160, 161], digital advertising [162], product recommendation [163], and policy formulation [164]. For example in healthcare, each patient can be characterized by a set of covariates (also called features), and the actions are a set of treatments. Each patient has the corresponding reactions, or rewards, to different treatments. Causal inference enables one to personalize the treatment to each patient to maximize the total rewards. Such a personalized decision-making rule is referred to as a policy, which is a map from the covariate set to the action set. In off-policy learning, a batch of observational data is given, which typically consists of a covariate, the action taken (e.g. medical treatments and recommendations), and the observed reward. In this chapter, we are interested in learning an optimal policy that targets personalized treatments or services to different individuals based on the logged data. This is also known as the optimal treatment assignment in literature [165, 166].

Conventional causal inference methods often rely on parametric models [161, 167, 168, 169], which can introduce a large bias when the real model is not in the assumed parametric form. Many nonparametric methods are proposed $[170,169,171,172,173,174,175,176$, 177, 178, 179], while the statistical theories often suffer from the curse of dimensionality. Recently neural networks became a popular modeling tool for causal inference. Many results have shown that neural networks outperform conventional nonparametric approaches, especially when the learning task involves high-dimensional complex data. For example,
[180] proposed to discover causal and anticausal features in images from ImageNet using a 20-layer residual network. [181] used recurrent neural networks to study the causality between group forming loans and the funding time on an online non-profit financial platform. Other examples can be found in diverse areas, including climate analysis, medical diagnosis, cognitive science, and online recommendations [182, 183, 184, 185, 186].

Despite the great progress of causal inference, there is still a huge gap between theory and practice. In casual inference, many existing theories on nonparametric or neural networks approaches are asymptotic, and suffer from the curse of dimensionality. Specifically, to achieve an $\epsilon$ accuracy, the sample complexity needs to grow in the order of $\epsilon^{-D}$, where $D$ is the covariate dimension. Such theories can not explain the empirical success when $D$ is large. For example, in [180], the RGB images in ImageNet are of resolution $3 \times 224 \times 224$. To obtain a 0.1 error, the sample complexity needs to scale like $10^{-3 \times 224 \times 224}$, which well exceeds the training size of 99,309 . Besides, the curse of dimensionality is inevitable unless additional data structures are considered. [187] proved that, for binary policy learning problems, the sample complexity obtained by the optimal algorithm still grows exponentially in the covariate dimension $D$ in the order of $\epsilon^{-D}$.

This chapter establishes statistical guarantees of policy learning in causal inference using neural networks. We consider the doubly robust method (see Section 6.2 for details), and use deep ReLU neural networks to parameterize the policy class, the propensity score, and the conditional expected reward. We summarize our contributions as follows.

1. We establish nonasymptotic regret bounds for doubly robust policy learning in the finite-action scenario (Theorem 6.1 and Theorem 6.2). Our nonasymptotic theory optimally balances bias and variance under general regularity conditions (see a detailed discussion after Theorem 6.1). We highlight that we develop novel policy approximation theory using neural networks, which can efficiently approximate deterministic policies that are not continuous with respect to its input covariate (Theorem 6.2).
2. We leverage low-dimensional intrinsic structures in covariates. The obtained nonasymp-
totic regret bound of learned policy converges at a fast rate dependent on covariate intrinsic dimension, instead of the covariate ambient dimension $D$ (Theorem 6.1 Theorem 6.3). This partially explains the success of deep learning-based causal inference in high-dimensional applications.
3. We consider a discretization method and propose new analysis for policy learning in the continuous-action setting. A nonasymptotic regret bound is established (Theorem 6.3), where we carefully balance the discretization error in addition to the bias and variance in the finite-action scenario.

### 6.1.1 Related Work

In off-policy learning, one line of research learns the optimal policy by evaluating the expected reward of candidate policies and then finding the policy with the largest expected reward. The procedure of evaluating a target policy from the given data is called off-policy evaluation, which has been intensively studied in literature. The simplest way to evaluate a policy is the direct method which estimates the empirical reward of the target policy from collected data [188]. The direct method is unbiased if one specifies the reward model correctly. However, model specification is a difficult task in practice. Another method is the inverse propensity weighting [189, 168], which uses the importance weighting to correct the mismatch between the propensity scores of the target policy and the data collection policy. This method is unbiased if the data collection policy can be exactly estimated, yet it has a large variance especially when some actions are rarely observed. A more robust method is the doubly robust method [190, 167, 191], which integrates the direct method and the inverse propensity weighting. This method is unbiased if the reward model is correctly specified or the data collection policy is known.

The aforementioned methods have been used in [169, 171, 192, 193] for off-policy learning. [169] used the inverse propensity weighting, and [192] and [171] used the doubly robust method to learn the optimal policy with binary actions. In [193], an algorithm based
on decision trees was proposed to learn the optimal policy with multiple actions using the doubly robust method. [194] proposed a balanced method which minimizes the worstcase conditional mean squared error to evaluate and learn the optimal policy with multiple actions.

Another line of research learns the optimal policy without evaluating policies. In [195, 196], the authors transformed the policy learning task with binary actions into a classification problem. Other works on off-policy learning include [197, 198], and [199].

Most of the aforementioned works provide asymptotic regret bounds with finite actions, which are valid when the number of samples goes to infinity. A nonasymptotic bound was derived in [169], but this work requires that the propensity score is known and the algorithm only works for policy learning with binary actions. Meanwhile, off-policy learning with continuous actions has not been addressed until recently [200, 201, 202, 203]. [201] developed a semi-parametric off-policy learning algorithm, which relies on the special form of the reward function. Then a regret bound was derived, while explicit dependency of the bound on the number of samples is not given. Although their algorithm can be applied when the reward model is misspecified, in this case the regret between the learned policy and the optimal one (not restricted to the semi-parametric model) is unclear. [200] applied a kernel method to extend the inverse propensity weighting and the doubly robust method to the continuous-action setting. Incorporated with the kernel method, the framework proposed in [204] can be used to learn policies with continuous actions. However, such an extension is only discussed in [204], without explicit statistical guarantees provided. [203] proposed a kernel based nonparametric double debiased machine learning estimator for causal effects with continuous actions. These works on continuous actions did not provide a nonasymptotic regret bound with an explicit dependency on the number of samples.

The rest of the chapter is organized as follows: Section 6.2 presents the doubly robust estimation framework; Section 6.3 states our regret bounds of the learned policy; Section 6.4 concludes the chapter and discusses related topics.

### 6.2 Doubly-robust Learning Framework

We introduce a two-stage policy learning scheme using neural networks. Suppose we receive $n$ i.i.d. triples $\left\{\left(\mathbf{x}_{i}, \mathbf{a}_{i}, y_{i}\right)\right\}_{i=1}^{n}$, where $\mathbf{x}_{i} \in \mathcal{M}$ denotes a covariate independently sampled from an unknown distribution on $\mathcal{M}, \mathbf{a}_{i} \in \mathcal{A}$ denotes the action taken, and $y_{i} \in \mathbb{R}$ is the observed reward. To incorporate the low-dimensional geometric structures of the covariates, we assume $\mathcal{M}$ is a $d$-dimensional Riemannian manifold isometrically embedded in $\mathbb{R}^{D}$. The action space $\mathcal{A}$ can be either finite or continuous. For each covariate and action pair $(\mathbf{x}, \mathbf{a})$, there is an associated random reward. We adopt the unconfoundedness assumption to simplify the model, which is commonly used in existing literature on causal inference [205, 193].

Assumption 6.1 (Unconfoundedness). The reward is independent of a conditioned on $\mathbf{x}$.

To interpret Assumption 6.1, we first consider a finite action space $\mathcal{A}=\left\{A_{1}, \ldots, A_{|\mathcal{A}|}\right\}$, where $A_{j}$ is a one-hot vector, i.e. $A_{j}=[0, \ldots, 0,1,0, \ldots, 0]^{\top}$ with 1 appearing at the $j$ th position. Given the covariate $\mathbf{x}$, there is a reward $\left\{Y\left(\mathbf{x}, A_{1}\right), \ldots, Y\left(\mathbf{x}, A_{|\mathcal{A}|}\right)\right\}$ for each action, where the randomness of $Y\left(\mathbf{x}, A_{j}\right)$ depends on $\mathbf{x}$ and the noise in the reward. The observed reward $y_{i}$ is a realization of $Y\left(\mathbf{x}_{i}, A_{j}\right)$ with $\mathbf{a}_{i}=A_{j}$.

### 6.2.1 Policy Learning with Discrete Action

When the action space is finite, a policy $\pi: \mathcal{M} \rightarrow \Delta^{|\mathcal{A}|}$ maps a covariate on $\mathcal{M}$ to a vector on the $|\mathcal{A}|$-dimensional simplex

$$
\Delta^{|\mathcal{A}|}=\left\{\mathbf{z} \in \mathbb{R}^{|\mathcal{A}|}: z_{i} \geq 0 \text { and } \sum_{i} z_{i}=1\right\}
$$

The $j$-th entry of $\pi(\mathbf{x})$ denotes the probability of choosing the action $A_{j}$ given $\mathbf{x}$. A policy in the interior of the simplex is called a randomized policy. If $\pi(\mathbf{x})$ is a one-hot vector, it is
called a deterministic policy. The expected reward of deploying a policy $\pi$ is

$$
\begin{equation*}
Q(\pi)=\mathbb{E}[Y(\pi(\mathbf{x}))]=\mathbb{E}\left[\left\langle\left[Y\left(\mathbf{x}, A_{1}\right), \ldots, Y\left(\mathbf{x}, A_{|\mathcal{A}|}\right)\right]^{\top}, \pi(\mathbf{x})\right\rangle\right] . \tag{6.1}
\end{equation*}
$$

We investigate the doubly robust approach [190, 168, 191] for policy learning, which consists of two stages. After receiving the training data, we split them into two groups

$$
\begin{equation*}
\mathcal{S}_{1}=\left\{\left(\mathbf{x}_{i}, \mathbf{a}_{i}, y_{i}\right)\right\}_{i=1}^{n_{1}} \quad \text { and } \quad \mathcal{S}_{2}=\left\{\left(\mathbf{x}_{i}, \mathbf{a}_{i}, y_{i}\right)\right\}_{i=n_{1}+1}^{n} . \tag{6.2}
\end{equation*}
$$

We denote $n_{2}=n-n_{1}$ and choose $n_{1}, n_{2}$ to be proportional to $n$ such that $n_{1} / n$ is a constant. In the first stage, we solve nonparametric regression problems using $\mathcal{S}_{1}$ to estimate two important functions - the propensity score and the conditional expected reward. For any action $A_{j}$, the propensity score

$$
e_{A_{j}}(\mathbf{x})=\mathbb{P}\left(\mathbf{a}=A_{j} \mid \mathbf{x}\right)
$$

quantifies the probability of choosing $A_{j}$ given the covariate $\mathbf{x}$, and the expected reward of choosing $A_{j}$ is

$$
\mu_{A_{j}}(\mathbf{x})=\mathbb{E}\left[Y\left(\mathbf{x}, A_{j}\right) \mid \mathbf{x}\right] .
$$

Substituting the definition above into (Eq. 6.1), we can write

$$
\begin{equation*}
Q(\pi)=\mathbb{E}\left\langle\left[\mu_{A_{1}}(\mathbf{x}), \ldots, \mu_{A_{|\mathcal{A}|}}(\mathbf{x})\right]^{\top}, \pi(\mathbf{x})\right\rangle=\int_{\mathcal{M}}\left\langle\left[\mu_{A_{1}}(\mathbf{x}), \ldots, \mu_{A_{|\mathcal{A}|}}(\mathbf{x})\right]^{\top}, \pi(\mathbf{x})\right\rangle d \mathbf{x} \tag{6.3}
\end{equation*}
$$

In the second stage, we learn a policy using $\mathcal{S}_{2}$ based on our estimated $e_{A_{j}}$ 's and $\mu_{A_{j}}$ 's, which only requires that either the $e_{A_{j}}$ 's or the $\mu_{A_{j}}$ 's are accurately estimated.

- Stage 1: Estimating $\mu_{A_{j}}$ and $e_{A_{j}}$. For each action $A_{j}$, we use a neural network to

```
Algorithm 1 A two-stage algorithm for doubly-robust off-policy learning with discrete
actions.
    Input: Collected data \(\left\{\left(\mathbf{x}_{i}, \mathbf{a}_{i}, y_{i}\right)\right\}_{i=1}^{n}\). Network architectures \(\mathcal{F}_{\mathrm{NN}}, \mathcal{G}_{\mathrm{NN}}\) and \(\Pi_{\mathrm{NN}}\).
    Stage 1: Estimating \(\mu_{A_{j}}\) and \(e_{A_{j}}\).
```

    For each action \(A_{j}\),
    - For each action \(A_{j}\), estimate the reward function \(\mu_{A_{j}}\) by minimizing (Eq. 6.4),
    - Estimate \(e_{A_{j}}\) 's by solving (Eq. 6.5) - (Eq. 6.6).
    
## Stage 2: Policy Learning.

- Learn the optimal policy by solving (Eq. 6.7) - (Eq. 6.8).

Output: Learned policy $\widehat{\pi}_{\text {DR }}$.
estimate the reward function $\mu_{A_{j}}$ by minimizing the following empirical quadratic loss

$$
\begin{equation*}
\widehat{\mu}_{A_{j}}(\mathbf{x})=\underset{f \in \mathcal{F}_{\mathrm{NN}}}{\operatorname{argmin}} \frac{1}{n_{A_{j}}} \sum_{i=1}^{n_{1}}\left(y_{i}-f\left(\mathbf{x}_{i}\right)\right)^{2} \mathbb{1}\left\{\mathbf{a}_{i}=A_{j}\right\} \quad \text { with } \quad n_{A_{j}}=\sum_{i=1}^{n_{1}} \mathbb{1}\left\{\mathbf{a}_{i}=A_{j}\right\}, \tag{6.4}
\end{equation*}
$$

where $\mathcal{F}_{\mathrm{NN}}: \mathcal{M} \rightarrow \mathbb{R}$ is a properly chosen network class defined in Lemma 6.1.
An estimator of the propensity score $e_{A_{j}}$ is obtained by minimizing the multinomial logistic loss. Let $\mathcal{G}_{\mathrm{NN}}: \mathcal{M} \mapsto \mathbb{R}^{|\mathcal{A}|-1}$ be a properly chosen network class defined in Lemma 6.1. We obtain $\widehat{e}_{A_{j}}(\mathbf{x})$ via

$$
\begin{align*}
\widehat{g}(\mathbf{x}) & =\underset{g \in \mathcal{G}_{\mathrm{NN}}}{\operatorname{argmin}} \frac{1}{n_{1}} \sum_{i=1}^{n_{1}}-\left[g\left(\mathbf{x}_{i}\right)^{\top}, 1\right] \mathbf{a}_{i}+\log \left(1+\sum_{j=1}^{|\mathcal{A}|-1} \exp \left(\left[g\left(\mathbf{x}_{i}\right)\right]_{j}\right)\right)  \tag{6.5}\\
\widehat{e}_{A_{j}}(\mathbf{x}) & =\frac{\exp \left([\widehat{g}(\mathbf{x})]_{j}\right)}{1+\sum_{j=1}^{|\mathcal{A}|-1} \exp \left([\widehat{g}(\mathbf{x})]_{j}\right)} \text { for } j \leq|\mathcal{A}|-1, \text { and } \widehat{e}_{A_{|\mathcal{A}|}}(\mathbf{x})=\frac{1}{1+\sum_{j=1}^{|\mathcal{A}|-1} \exp \left([\widehat{g}(\mathbf{x})]_{j}\right)} . \tag{6.6}
\end{align*}
$$

Here $[g]_{j}$ denotes the $j$-th entry, and $\left[g^{\top}, 1\right] \in \mathbb{R}^{|\mathcal{A}|}$ is obtained by augmenting $g$ by 1 .

- Stage 2: Policy Learning. Given $\widehat{\mu}_{A_{j}}$ and $\widehat{e}_{A_{j}}$, we learn an optimal policy by maximizing
a doubly robust empirical reward:

$$
\begin{align*}
& \widehat{Q}(\pi):=\frac{1}{n_{2}} \sum_{i=n_{1}+1}^{n} \pi\left(\mathbf{x}_{i}\right)^{\top} \widehat{\Gamma}_{i} \\
& \text { with } \widehat{\Gamma}_{i}=\frac{y_{i}-\widehat{\mu}_{\mathbf{a}_{i}}\left(\mathbf{x}_{i}\right)}{\widehat{e}_{\mathbf{a}_{i}}\left(\mathbf{x}_{i}\right)} \cdot \mathbf{a}_{i}+\left[\widehat{\mu}_{A_{1}}\left(\mathbf{x}_{i}\right), \ldots, \widehat{\mu}_{A_{|\mathcal{A}|}}\left(\mathbf{x}_{i}\right)\right]^{\top} \in \mathbb{R}^{|\mathcal{A}|} . \tag{6.7}
\end{align*}
$$

A doubly robust optimal policy is learned by

$$
\begin{equation*}
\widehat{\pi}_{\mathrm{DR}}=\underset{\pi \in \Pi_{\mathrm{NN}}}{\operatorname{argmax}} \widehat{Q}(\pi), \tag{6.8}
\end{equation*}
$$

where $\Pi_{\mathrm{NN}}$ is a properly chosen network class (see Section 6.3 for the configurations of $\Pi_{\text {NN }}$, e.g., (Eq. 6.19) and (Eq. 6.20)). The doubly robust reward $\widehat{Q}$ can tolerate a relatively large estimation error in either $\widehat{\mu}_{A_{j}}$ or $\widehat{e}_{A_{j}}$ (see the discussion after Theorem 6.1). Our algorithm is summarized in Algorithm 1.

In the proposed two-stage method, one only needs to estimate the reward functions and propensity scores, and then learn the optimal policy. Although the covariates are defined on a low-dimensional manifold, we do not need to explicitly learn the manifold. Instead, neural networks are adaptive to the low-dimensional structure and the manifold is learned implicitly during the estimation process.

### 6.2.2 Policy Learning with Continuous Action

Continuous actions, e.g. doses of drugs, often arise in applications, but there are limited studies on policy learning with continuous actions. In this chapter, we consider the continuous action space $\mathcal{A}=[0,1]$ and use $a \in \mathcal{A}$ to denote an action. When the random action $a$ takes the value $A \in[0,1]$, we denote $Y(\mathbf{x}, A)$ as its random reward. The propensity score and conditional expected reward are defined analogously to the finite action case:

$$
e(\mathbf{x}, A)=\frac{d}{d A} \mathbb{P}(a \leq A, A \in \mathcal{A} \mid \mathbf{x}) \quad \text { and } \quad \mu(\mathbf{x}, A)=\mathbb{E}[Y(\mathbf{x}, A) \mid \mathbf{x}]
$$

Note that $e(\mathbf{x}, A)$ is a probability density function.
In this scenario, we can learn an optimal policy by replicating the two-stage scheme with a discretization technique on the continuous action space. Specifically, we uniformly partition the action space $\mathcal{A}$ into $V$ sub-intervals and denote $I_{j}=[(j-1) / V, j / V]$ for $j=1, \ldots V$. Accordingly, we define the discretized propensity score and conditional expected reward for the sub-interval $I_{j}$ as

$$
\begin{equation*}
e_{I_{j}}(\mathbf{x})=\mathbb{P}\left(a \in I_{j} \mid \mathbf{x}\right) \quad \text { and } \quad \mu_{I_{j}}(\mathbf{x})=\mathbb{E}\left[Y(\mathbf{x}, a) \mathbb{1}\left\{a \in I_{j}\right\} \mid \mathbf{x}\right] / e_{I_{j}} \tag{6.9}
\end{equation*}
$$

After the discretization on the action space, we identify all the actions $a$ belonging to a single sub-interval $I_{j}$ as the midpoint $A_{j}=(2 j-1) / 2 V$ of $I_{j}$ and equips $A_{j}$ with the average expected reward $\mu_{I_{j}}$. After discretization, we resemble the setup in the finiteaction scenario, and then apply the aforementioned two-stage doubly robust approach to learn a discretized policy concentrated on the $A_{j}$ 's. In the first stage, we obtain $\widehat{\mu}_{I_{j}}$ and $\widehat{e}_{I_{j}}$ as estimators of $\mu_{I_{j}}$ and $e_{I_{j}}$, respectively. In the second stage, we use neural networks for policy learning by maximizing the discretized doubly robust empirical reward. Specifically, we define $I\left(a_{i}\right)=I_{j}$ for $a_{i} \in I_{j}$ which maps the continuous action to the corresponding discretized sub-interval. For $a_{i} \in I_{j}$, we denote $\mathbf{a}_{i} \in\{0,1\}^{V}$ as the one-hot vector with the $j$-th element being 1 , which encodes the action $a_{i}$. The discretized doubly robust empirical reward is defined as

$$
\begin{align*}
& \widehat{Q}^{(\mathrm{D})}(\pi)=\frac{1}{n_{2}} \sum_{i=n_{1}+1}^{n}\left\langle\widehat{\Gamma}_{i}^{(\mathrm{D})}, \pi\left(\mathbf{x}_{i}\right)\right\rangle \\
& \text { with } \widehat{\Gamma}_{i}^{(\mathrm{D})}=\frac{y_{i}-\widehat{\mu}_{I\left(a_{i}\right)}\left(\mathbf{x}_{i}\right)}{\widehat{e}_{I\left(a_{i}\right)}\left(\mathbf{x}_{i}\right)} \cdot \mathbf{a}_{i}+\left[\widehat{\mu}_{I_{1}}\left(\mathbf{x}_{i}\right), \ldots, \widehat{\mu}_{I_{V}}\left(\mathbf{x}_{i}\right)\right]^{\top}, \tag{6.10}
\end{align*}
$$

where the superscript $(\mathrm{D})$ denotes the discretized quantities. We learn an optimal policy by
solving the following maximization problem:

$$
\begin{equation*}
\widehat{\pi}_{\mathrm{C}-\mathrm{DR}}=\underset{\pi \in \Pi_{\mathrm{NN}}}{\operatorname{argmax}} \widehat{Q}^{(\mathrm{D})}(\pi) \tag{6.11}
\end{equation*}
$$

where $\Pi_{\mathrm{NN}}$ is a properly chosen neural network. See Section Subsection 6.3 .2 for more details of the learning procedure, a proper choice of $V$, and the statistical guarantees of the learned policy.

### 6.3 Policy Regret Bound

Our main results are nonasymptotic regret bounds (see Definition 6.1) on the policy learned by the two-stage scheme in Section 6.2, when the covariates are concentrated on a lowdimensional manifold.

The regret of a policy $\pi$ against a reference policy $\bar{\pi}$ is defined as the difference between their respective expected rewards. The formal definition is given as follows.

Definition 6.1. Let $\bar{\pi}$ be a fixed reference policy. For any policy $\pi$, the regret of $\pi$ against $\bar{\pi}$ is

$$
R(\bar{\pi}, \pi)=Q(\bar{\pi})-Q(\pi) .
$$

Here $Q(\pi)$ is the expected reward either in the finite-action scenario defined in (Eq. 6.1) or the continuous-action scenario which is defined later in (Eq. 6.26). We consider two reference policies: 1) the optimal Hölder policy that maximizes the expected reward; 2) the unconstrained optimal policy that maximizes the expected reward. We establish high probability bounds on the regret of the learned policy for both discrete actions (Section 6.3.1) and continuous actions (Section 6.3.2).

### 6.3.1 Regret with Discrete Action

Our theory is based on the following assumptions, including some standard assumptions on the smoothness of the propensity score and the reward.

Assumption 6.A.2. The propensity score and random reward satisfy:
(i) Overlap: $e_{A_{j}}(\mathbf{x}) \geq \eta$ for $j=1, \ldots,|\mathcal{A}|$, where $\eta>0$ is a constant;
(ii) Bounded Reward: $Y\left(\mathbf{x}, A_{j}\right)$ is bounded and has a bounded variance, i.e., we have $\sup _{\mathbf{x} \in \mathcal{M}}\left|Y\left(\mathbf{x}, A_{j}\right)\right| \leq M_{1}$ and $\operatorname{Var}\left[Y\left(\mathbf{x}, A_{j}\right) \mid \mathbf{x}\right] \leq \sigma^{2}$ for any $j=1, \ldots,|\mathcal{A}|$, where $M_{1}>0$ and $\sigma>0$ are constants.

Assumption 6.A. 2 is a standard assumption for statistical guarantees of all learning approaches using the inverse propensity score [205, 206, 193]. Assumption 6.A. 2 implies that expected reward $\mu_{A_{j}}$ is bounded since $\left|\mu_{A_{j}}(\mathbf{x})\right| \leq \mathbb{E}\left[\left|Y\left(\mathbf{x}, A_{j}\right)\right| \mid \mathbf{x}\right] \leq M_{1}$ for every $\mathrm{x} \in \mathcal{M}$.

Assumption 6.A.3. Assume covariate x lies on $\mathcal{M}$. Given a Hölder index $\alpha \geq 1$, we further assume $\mu_{A_{j}}(\mathbf{x}) \in \mathcal{H}^{\alpha}(\mathcal{M})$ and $e_{A_{j}}(\mathbf{x}) \in \mathcal{H}^{\alpha}(\mathcal{M})$ for $j=1, \ldots,|\mathcal{A}|$. Moreover, for a fixed $C^{\infty}$ atlas of $\mathcal{M}$, there exists $M_{2}>0$ such that

$$
\max _{j}\left\|\mu_{A_{j}}\right\|_{\mathcal{H}^{\alpha}} \leq M_{2} \quad \text { and } \quad \max _{j}\left\|\log e_{A_{j}}\right\|_{\mathcal{H}^{\alpha}} \leq M_{2}
$$

Thanks to Assumption 6.A. $2(i), e_{A_{j}} \in \mathcal{H}^{\alpha}$ implies $\log e_{A_{j}} \in \mathcal{H}^{\alpha}$ (see Lemma D. 10 in Appendix D.4). In the first part of Assumption 6.A.3, all covariates are located on $\mathcal{M}$. Since all of $\mu_{A_{j}}$ 's and $e_{A_{j}}$ 's are functions of $\mathbf{x}$, they are defined on the same manifold $\mathcal{M}$. The second part of Assumption 6.A. 3 characterizes the smoothness of these functions. Now we are ready to derive the following estimation bounds for $\mu_{A_{j}}$ and $e_{A_{j}}$ using nonparametric regression techniques [14]. To simplify the notation, we denote

$$
\begin{equation*}
M=\max \left\{1, M_{1}, 2 M_{2},-\log \eta\right\} \tag{6.12}
\end{equation*}
$$

Estimation Bounds of $\mu_{A_{j}}(\mathbf{x})$ and $e_{A_{j}}(\mathbf{x})$

By choosing networks

$$
\begin{equation*}
\mathcal{F}_{\mathrm{NN}}=\mathcal{F}\left(L_{1}, p_{1}, K_{1}, \kappa_{1}, R_{1}\right) \quad \text { and } \quad \mathcal{G}_{\mathrm{NN}}=\mathcal{F}\left(L_{2}, p_{2}, K_{2}, \kappa_{2}, R_{2}\right) \tag{6.13}
\end{equation*}
$$

to estimate $\mu_{A_{j}}$ and $e_{A_{j}}$ in (Eq. 6.4) and (Eq. 6.6), respectively, we prove the following estimation error bounds for the estimators $\widehat{\mu}_{A_{j}}$ and $\widehat{e}_{A_{j}}$ (Lemma 6.1 is proved in Appendix D.3.1). We use $O(\cdot)$ to hide absolute constants and polynomial factors of $\alpha$, Hölder norm, $\log D, d, \tau,|\mathcal{A}|$, and the surface area of $\mathcal{M}$.

Lemma 6.1. Suppose Assumption 3.1, 3.2, 6.1, and 6.A.2 - 6.A. 3 hold. We choose

$$
\begin{array}{cl}
L_{1}=O\left(\log \eta n_{1}\right), \quad p_{1}=O\left(\left(\eta n_{1}\right)^{\frac{d}{2 \alpha+d}}\right), & K_{1}=O\left(\left(\eta n_{1}\right)^{\frac{d}{2 \alpha+d}} \log \eta n_{1}\right)  \tag{6.14}\\
\kappa_{1}=\max \left\{B, M, \sqrt{d}, \tau^{2}\right\}, & R_{1}=M
\end{array}
$$

for $\mathcal{F}_{\mathrm{NN}}$ and

$$
\begin{gather*}
L_{2}=O\left(\log n_{1}\right), \quad p_{2}=O\left(|\mathcal{A}|^{\frac{2 \alpha}{2 \alpha+d}} n_{1}^{\frac{d}{2 \alpha+d}}\right), \quad K_{2}=O\left(|\mathcal{A}|^{\frac{2 \alpha}{2 \alpha+d}} n_{1}^{\frac{d}{2 \alpha+d}} \log n_{1}\right)  \tag{6.15}\\
\kappa_{2}=\max \left\{B, M, \sqrt{d}, \tau^{2}\right\}, \quad R_{2}=M
\end{gather*}
$$

for $\mathcal{G}_{\mathrm{NN}}$ in (Eq. 6.13). Then for any $j=1, \ldots,|\mathcal{A}|$, we have

$$
\begin{align*}
& \mathbb{E}_{\mathcal{S}_{1}} {\left[\left\|\widehat{\mu}_{A_{j}}-\mu_{A_{j}}\right\|_{L^{2}}^{2}\right] \leq C_{1}\left(M^{2}+\sigma^{2}\right)\left(\eta n_{1}\right)^{-\frac{2 \alpha}{2 \alpha+d}} \log ^{3}\left(\eta n_{1}\right), }  \tag{6.16}\\
& \mathbb{E}_{\mathcal{S}_{1}}\left[\left\|\widehat{e}_{A_{j}}-e_{A_{j}}\right\|_{L^{2}}^{2}\right] \leq C_{2} M^{2}|\mathcal{A}|^{\frac{4 \alpha+d}{2 \alpha+d}} n_{1}^{-\frac{2 \alpha}{2 \alpha+d}} \log ^{3} n_{1}, \tag{6.17}
\end{align*}
$$

where $C_{1}, C_{2}$ depend on $\log D, B, \tau$ and the surface area of $\mathcal{M}$.

In (Eq. 6.16) and (Eq. 6.17), the expectation is taken with respect to $\mathcal{S}_{1}$ defined in (Eq. 6.2). Lemma 6.1 provides performance guarantees of neural networks to solve regression problems (Eq. 6.4) and (Eq. 6.6) in order to estimate $\mu_{A_{j}}$ and $e_{A_{j}}$. When the covariates
$\mathbf{x}$ are on a manifold, we prove that the estimation errors converge at a fast rate in which the exponent only depends on the intrinsic dimension $d$ instead of the ambient dimension $D$. Such a fast convergence is consistent with $[93,207]$ and indicates the adaptability of neural networks to data intrinsic structures. Note that the network architectures in (Eq. 6.14) and (Eq. 6.15) only require the knowledge of generic information of the data manifold: manifold dimension $d$, reach $\tau$, and range $B$. Local geometries of the manifold is automatically captured by the network during empirical risk minimization in Stage $\mathbf{1}$ of the doubly robust learning method.

## Regret Bound of Learned Policy versus Constrained Oracle Policy

Our first main result is a regret bound of $\widehat{\pi}_{\mathrm{DR}}$ obtained in (Eq. 6.8) against the oracle policy in a Hölder policy class:

$$
\pi_{\beta}^{*}=\underset{\pi \in \Pi_{\mathcal{H}^{\beta}}}{\operatorname{argmax}} \mathbb{E}[Q(\pi(\mathbf{x}))],
$$

where the Hölder policy class $\Pi_{\mathcal{H}^{\beta}}$ is defined as

$$
\begin{equation*}
\Pi_{\mathcal{H}^{\beta}}=\left\{\operatorname{Softmax}\left[\nu_{1}(\mathbf{x}), \ldots, \nu_{|\mathcal{A}|}(\mathbf{x})\right]^{\top}: \nu_{j} \in \mathcal{H}^{\beta}(\mathcal{M}) \text { and }\left\|\nu_{j}\right\|_{\mathcal{H}^{\beta}} \leq M \text { for } j=1, \ldots,|\mathcal{A}|\right\} \tag{6.18}
\end{equation*}
$$

Accordingly, we pick the neural network policy class as

$$
\begin{equation*}
\Pi_{\mathrm{NN}}^{|\mathcal{A}|}=\left\{\operatorname{Softmax}(f) \text { with } f: \mathcal{M} \rightarrow \mathbb{R}^{|\mathcal{A}|} \in \mathcal{F}\left(L_{\Pi}, p_{\Pi}, K_{\Pi}, \kappa_{\Pi}, R_{\Pi}\right)\right\} \tag{6.19}
\end{equation*}
$$

Our first theorem shows that $\widehat{\pi}_{\mathrm{DR}}$ is a consistent estimator of the oracle Hölder policy $\pi_{\beta}^{*}$ as long as the network parameters $L_{\Pi}, p_{\Pi}, K_{\Pi}, \kappa_{\Pi}, R_{\Pi}$ are properly chosen.

Theorem 6.1. Suppose Assumption 3.1, 3.2, 6.1, and 6.A.2-6.A.3 hold. Under the setup
in Lemma 6.1, if the network parameters of $\Pi_{\mathrm{NN}}^{|\mathcal{A}|}$ are chosen with

$$
\begin{gather*}
L_{\Pi}=O(\log n), \quad p_{\Pi}=O\left(|\mathcal{A}| n^{\frac{d}{2 \beta+d}}\right), \quad K_{\Pi}=O\left(|\mathcal{A}| n^{\frac{d}{2 \beta+d}} \log n\right),  \tag{6.20}\\
\kappa_{\Pi}=\max \left\{B, M, \sqrt{d}, \tau^{2}\right\}, \quad R_{\Pi}=M
\end{gather*}
$$

then with probability no less than $1-C_{1}|\mathcal{A}| n^{-\frac{\beta}{2 \beta+d}}$ over the randomness of data $\mathcal{S}_{1}$ and $\mathcal{S}_{2}$, the following bound holds

$$
\begin{align*}
& R\left(\pi_{\beta}^{*}, \widehat{\pi}_{\mathrm{DR}}\right) \leq C|\mathcal{A}|^{2} n^{-\frac{\beta}{2 \beta+d}} \log ^{3 / 2} n \\
& \quad+\eta^{-1}|\mathcal{A}| \sqrt{\frac{1}{n_{2}} \sum_{i=n_{1}+1}^{n}\left(\widehat{\mu}_{A_{j}}\left(\mathbf{x}_{i}\right)-\mu_{A_{j}}\left(\mathbf{x}_{i}\right)\right)^{2}} \sqrt{\frac{1}{n_{2}} \sum_{i=n_{1}+1}^{n}\left(\widehat{e}_{A_{j}}\left(\mathbf{x}_{i}\right)-e_{A_{j}}\left(\mathbf{x}_{i}\right)\right)^{2}}, \tag{6.21}
\end{align*}
$$

where $C_{1}>0$ is an absolute constant and $C$ depends on $\log D, d, B, M, \tau, \eta, \beta$, and the surface area of $\mathcal{M}$.

Theorem 6.1 is proved in Appendix D.2.1. Theorem 6.1 corroborates the doubly robust property of $\widehat{\pi}_{\mathrm{DR}}$. The regret of $\widehat{\pi}_{\mathrm{DR}}$ is not sensitive to the individual estimation error of either $\widehat{\mu}_{A_{j}}$ or $\widehat{e}_{A_{j}}$, since the bound depends on the product of the estimation errors. Combining Theorem 6.1 and Lemma 6.1 yields the following corollary (see proof in Appendix D.2.2).

Corollary 6.1. Suppose Assumption 3.1, 3.2, 6.1, and 6.A.2 - 6.A.3 hold. If the network structures are chosen as in Lemma 6.1 and Theorem 6.1, the following regret bound holds with probability no less than $1-C_{1} n^{-\frac{\alpha \wedge \beta}{2(\alpha \wedge \beta)+d}} \log ^{3} n$

$$
\begin{equation*}
R\left(\pi_{\beta}^{*}, \widehat{\pi}_{\mathrm{DR}}\right) \leq C|\mathcal{A}|^{\frac{16 \alpha+7 d}{2(2 \alpha+d)}} n^{-\frac{\alpha \wedge \beta}{2(\alpha \wedge \beta)+d}} \log ^{3 / 2} n \tag{6.22}
\end{equation*}
$$

where $C_{1}$ is an absolute constant, and $C$ depends on $\log D, d, B, M, \sigma, \tau, \eta, \alpha, \beta$, and the surface area of $\mathcal{M}$.

In comparison with existing works, our theory has several advantages:

- We allow competing the learned policy $\widehat{\pi}_{\mathrm{DR}}$ with the best oracle policy, while several closely related works [206, 193] only consider competing with the best in-class policy. Specifically, our learnable policy class $\Pi_{\mathrm{NN}}^{|\mathcal{A}|}$ is chosen depending on the sample size $n$ and regularity of oracle policies. In Theorem 6.1, we established a regret bound on $R\left(\pi_{\beta}^{*}, \widehat{\pi}_{\mathrm{DR}}\right)$. Note that $\pi_{\beta}^{*} \in \Pi_{\mathcal{H}^{\beta}}$ does not necessarily belong to $\Pi_{\mathrm{NN}}^{|\mathcal{A}|}$. In contrast, [193] only applies to a comparison of $\widehat{\pi}_{\mathrm{DR}}$ to the best policy $\pi_{\mathrm{NN}}^{*} \in \Pi_{\mathrm{NN}}^{|\mathcal{A}|}$, with $\Pi_{\mathrm{NN}}^{|\mathcal{A}|}$ being given a priori. Figure 6.1 demonstrates such a difference.
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Figure 6.1: Learned policy $\widehat{\pi}_{\mathrm{DR}}$ competes with best in-class policy $\pi_{\mathrm{NN}}^{*}$ and best oracle policy $\pi_{\beta}^{*}$. [193] analyzed the regret between $\widehat{\pi}_{\mathrm{DR}}$ and $\pi_{\mathrm{NN}}^{*}$, while our analysis applies to $\widehat{\pi}_{\mathrm{DR}}$ compared to $\pi_{\beta}^{*}$.

- By considering the low-dimensional geometric structures of the covariates, we obtain a fast rate depending on the intrinsic dimension $d$. Our theory partially justifies the success of off-policy learning by neural networks for high-dimensional data with low-dimensional structures.
- Our assumptions on the propensity score and expected reward are weak in the sense that the Hölder index $\alpha \geq 1$ can be arbitrary. In [206] and [193], the Hölder index $\alpha$ of the propensity score and expected reward needs to satisfy $2 \alpha>D$. This condition is hard to satisfy when the covariates are high-dimensional, unless $\mu_{A_{j}}$ 's and $e_{A_{j}}$ 's are super smooth with bounded high-order derivatives. Moreover, our theory is obtained by optimally choosing the policy network class $\Pi_{\mathrm{NN}}^{|\mathcal{A}|}$, yet [193, Assumption 3] requires a pre-fixed policy class with certain bounded complexity.
- Our theory is nonasymptotic, while most existing works focus on asymptotic analysis [193, 192, 206].

Remark 6.1. In Lemma 6.1 and Theorem 6.1, we consider the weight parameters in network classes being uniformly bounded. Such a condition is often implicitly implemented in practice, such as using weight decay ( $\ell_{2}$-norm penalty), weight normalization [208, 209] and weight clipping. From a theoretical point of view, the boundedness condition is only imposed for technical convenience to control the complexity of the network class (see the covering number in Lemma D.5). In fact, we can remove such a condition and obtain the same nonasymptotic policy learning guarantees up to a logarithmic factor in $n$, when the propensity score and expected reward functions are $\alpha$-Hölder continuous on manifold $\mathcal{M}$ with $\alpha \geq 1$ being an integer. We provide a detailed analysis in Appendix D.1.

## Regret Bound of Learned Policy versus Unconstrained Optimal Policy

We have shown that neural networks can accurately learn an oracle Hölder policy in Corollary 6.1. In this section, we enlarge the oracle policy class to capture all possible policies, including highly nonsmooth polices, e.g., deterministic policies. We show that neural networks can still achieve a small regret, due to their strong expressive power. The relationship between the Hölder policy class, neural network policy class, and unconstrained policy class is depicted in Figure 6.2.

The unconstrained optimal policy is defined as

$$
\pi^{*}=\underset{\pi}{\operatorname{argmax}} Q(\pi) .
$$

To establish the regret bound of $\widehat{\pi}_{D R}$ in (Eq. 6.8) against $\pi^{*}$, we need the following assumption on the $\mu_{A_{j}}$ 's.

Assumption 6.A. 4 (Noise Condition). Let $q \geq 1$ and denote $j^{*}(\mathbf{x})=\operatorname{argmax}_{j} \mu_{A_{j}}(\mathbf{x})$.


Figure 6.2: The unconstrained policy class is the whole probability simplex with vertices being deterministic polices. The inclusion relation of the neural network policy class and the Hölder policy class indicates that for any Hölder continuous policy, there is an approximation given by a neural network policy.

There exists $c>0$, such that

$$
\mathbb{P}\left[\left|\mu_{A_{j^{*}(\mathbf{x})}}(\mathbf{x})-\max _{j \neq j^{*}(\mathbf{x})} \mu_{A_{j}}(\mathbf{x})\right| \leq M t\right] \leq c t^{q}, \quad \text { for any } t \in(0,1)
$$

Assumption 6.A. 4 implies that, with high probability, there exists an optimal action whose expected reward is larger than those of others by a positive margin. This is an analogue of Tsybakov low-noise condition [210] in multi-class classification problems, which appears similarly in [211]. A similar noisy condition for policy learning with binary actions are proposed in [169]. Assumption 6.A. 4 is a generalization of that in [169] to multiple actions. We illustrate the noise condition in a binary-action scenario in Figure 6.3.

We utilize a temperature parameter $H$ in the Softmax layer of the neural network to better learn the unconstrained optimal policy. Under the Hölder continuity in Assumption 6.A.3, there exists a deterministic optimal policy $\pi^{*}$, i.e., $\pi^{*}(\mathbf{x})=A_{j^{*}(\mathbf{x})}$, which is a onehot vector. In contrast, the output of the Softmax function is a randomized policy (i.e., a vector in the interior of the simplex), unless the output of the neural network is positive infinity. Accordingly, we adopt the Softmax function with a tunable temperature parameter


Figure 6.3: Noise condition in a binary-action scenario. "Large" noise corresponds to high densities when $\left|\mu_{A_{1}}(\mathbf{x})-\mu_{A_{2}}(\mathbf{x})\right|$ is small; "Small" noise corresponds to low densities near the origin.
$H$ to push the learned policy to a one-hot vector. This idea has given many empirical successes in reinforcement learning [212, 213]. Specifically, we set

$$
\begin{equation*}
\Pi_{\mathrm{NN}(H)}^{|\mathcal{A}|}=\left\{\operatorname{Softmax}_{H}(f) \text { with } f: \mathcal{M} \mapsto \mathbb{R}^{|\mathcal{A}|} \in \mathcal{F}\left(L_{\Pi}, p_{\Pi}, K_{\Pi}, \kappa_{\Pi}, R_{\Pi}\right)\right\} \tag{6.23}
\end{equation*}
$$

where $\left[\operatorname{Softmax}_{H}(f)\right]_{i}=\frac{\exp \left(f_{i} / H\right)}{\sum_{j} \exp \left(f_{j} / H\right)}$. A small temperature $H$ will push the output of $\Pi_{\mathrm{NN}(H)}^{|\mathcal{A}|}$ towards a one-hot vector, which can better approximate the deterministic policy $\pi^{*}$.

Our main result is the following regret bound of $\widehat{\pi}_{\mathrm{DR}}$ (see proof in Appendix D.2.3).

Theorem 6.2. Suppose Assumption 3.1, 3.2, 6.1, and 6.A.2 - 6.A.4 hold. Assume the network structures defined in Lemma 6.1 are used to estimate the $\mu_{A_{j}}$ 's and the $e_{A_{j}}$ 's. If the network parameters of $\Pi_{\mathrm{NN}(H)}^{|\mathcal{A}|}$ are chosen with

$$
\begin{gathered}
L_{\Pi}=O(\log n), p_{\Pi}=O\left(|\mathcal{A}| n^{\frac{d}{2 \alpha+d}}\right), K_{\Pi}=O\left(|\mathcal{A}| n^{\frac{d}{2 \alpha+d}} \log n\right), \\
\kappa_{\Pi}=\max \left\{B, M, \sqrt{d}, \tau^{2}, 1 / H\right\}, R_{\Pi}=M,
\end{gathered}
$$

then the following bound holds with probability no less than $1-C_{1} n^{-\frac{\alpha}{2 \alpha+d}} \log ^{3} n$,

$$
R\left(\pi^{*}, \widehat{\pi}_{\mathrm{DR}}\right) \leq \underbrace{C|\mathcal{A}|^{\frac{16 \alpha+7 d}{2(2 \alpha+d)}} n^{-\frac{\alpha}{2 \alpha+d}} \log ^{3 / 2} n \log ^{1 / 2}(1 / H)}_{\mathcal{T}_{1}}
$$

$$
\begin{equation*}
+\underbrace{\min _{t \in(0,1)} 2 c M t^{q}+M|\mathcal{A}|^{2} \exp \left[\left(-M t+2 n^{-\frac{\alpha}{2 \alpha+d}}\right) / H\right]}_{\mathcal{T}_{2}} \tag{6.24}
\end{equation*}
$$

where $C_{1}$ is an absolute constant, and $C$ depends on $\log D, d, B, M, \sigma, \tau, \eta, \alpha$, and the surface area of $\mathcal{M}$.

We observe that our choice of the policy network $\Pi_{\mathrm{NN}(H)}^{|\mathcal{A}|}$ is adaptive to the smoothness in the propensity score and expected reward. However, the policy network $\Pi_{\mathrm{NN}(H)}^{|\mathcal{A}|}$ is constructed for approximating a deterministic optimal policy $\pi^{*}$ (akin to a classifier) that is not smooth with respect to its input covariate. Indeed, we propose novel policy approximation technique beyond existing function approximation theories of neural networks on manifolds $[214,93]$. Specifically, we compute $\operatorname{Softmax}_{H}\left[\widetilde{\mu}_{A_{1}}, \ldots, \widetilde{\mu}_{A_{\mid \mathcal{A}]}}\right]^{\top}$ to approximate $\pi^{*}$, where $\widetilde{\mu}$ is an approximation to the expected reward function $\mu$. There are two advantages. On the one hand, $\operatorname{Softmax}_{H}\left[\widetilde{\mu}_{A_{1}}, \ldots, \widetilde{\mu}_{A_{|\mathcal{A}|}}\right]^{\top}$ maintains the preference to the optimal action returned by $\pi^{*}$, thanks to the noise condition in Assumption 6.A.4. On the other hand, by Assumption 6.A.3, we can efficiently approximate the expected reward functions using neural networks as they are $\alpha$-Hölder smooth.

The regret $R\left(\pi^{*}, \widehat{\pi}_{\mathrm{DR}}\right)$ consists of two parts: a variance term $\mathcal{T}_{1}$ and a bias term $\mathcal{T}_{2}$. When the temperature $H$ is fixed, the variance $\mathcal{T}_{1}$ converges at the rate $n^{-\frac{\alpha}{2 \alpha+d}}$, while the bias $\mathcal{T}_{2}$ does not vanish. This is because $\widehat{\pi}_{\mathrm{DR}}$ is a random policy as the output of a softmax function, while $\pi^{*}$ is deterministic as a one-hot vector under Assumption 6.A.4. Furthermore, $\widehat{\pi}_{\mathrm{DR}}$ is asymptotically consistent with $\pi^{*}$ when $H \rightarrow 0$. If we choose $H=$ $n^{-\frac{2 \alpha}{2 \alpha+d}}$ and $t=2 n^{-\frac{\alpha}{2 \alpha+d}}$, then $\mathcal{T}_{2}$ converges at the rate $n^{-\frac{q \alpha}{2 \alpha+d}}$ and $\mathcal{T}_{1}$ converges at the rate $n^{-\frac{\alpha}{2 \alpha+d}}$. We have the following corollary.

Corollary 6.2. Suppose Assumption 3.1, 3.2, 6.1, and 6.A.2 - 6.A.4 hold. In the setup of

Theorem 6.2, setting $H=n^{-\frac{2 \alpha}{2 \alpha+d}}$ and $t=2 n^{-\frac{\alpha}{2 \alpha+d}}$ gives rise to

$$
\begin{equation*}
R\left(\pi^{*}, \widehat{\pi}_{\mathrm{DR}}\right) \leq C|\mathcal{A}|^{\frac{16 \alpha+7 d}{2(2 \alpha+d)}} n^{-\frac{(1 \wedge q) \alpha}{2 \alpha+d}} \log ^{2} n \tag{6.25}
\end{equation*}
$$

with probability no less than $1-C_{1} n^{-\frac{\alpha}{2 \alpha+d}} \log ^{3} n$, where $C_{1}$ is an absolute constant, and $C$ depends on $\log D, d, B, M, \sigma, \tau, \eta, \alpha$, and the surface area of $\mathcal{M}$.

### 6.3.2 Regret with Continuous Action

Our analysis can be extended to the continuous-action scenario. For simplicity, we let the action space be a unit interval, i.e., $\mathcal{A}=[0,1]$. In such a continuous-action scenario, a policy $\pi(\mathbf{x}, \cdot)$, either randomized or deterministic, is a probability distribution on $[0,1]$ for each covariate $\mathrm{x} \in \mathcal{M}$. The expected reward of the policy $\pi$ is defined as

$$
\begin{equation*}
Q(\pi)=\int_{\mathcal{M}} \int_{0}^{1} \mu(\mathbf{x}, A) \pi(\mathbf{x}, A) d A d \mathbb{P}(\mathbf{x}) \tag{6.26}
\end{equation*}
$$

where $\mathbb{P}$ is the marginal distribution of covariate $\mathbf{x}$.
As mentioned in Section 6.2.2, we tackle the continuous-action scenario using a discretization technique on the action space. This is motivated by practical applications where continuous objects are often quantized. The action space $\mathcal{A}$ is uniformly partitioned into $V$ sub-intervals $I_{j}=[(j-1) / V, j / V]$ for $j=1, \ldots, V$, where $V$ is to be determined in Theorem 6.3. The discretized version of the propensity score and the expected reward on $I_{j}$ are defined in (Eq. 6.9).

We also consider discretized policies on $\mathcal{A}$. In particular, we identify all the actions belonging to a single sub-interval $I_{j}$ as its midpoint $A_{j}=\frac{2 j-1}{2 V}$. A discretized policy is defined as

$$
\begin{equation*}
\pi^{(\mathrm{D})}(\mathbf{x}, A)=\sum_{j=1}^{V} p_{j}(\mathbf{x}) \delta_{A_{j}}(A) \tag{6.27}
\end{equation*}
$$

where $\delta_{A_{j}}$ is the Dirac delta function at $A_{j}$ and $p_{j}(\mathbf{x})$ denotes the probability of choosing action $A_{j}$, which satisifes $\sum_{j=1}^{V} p_{j}(\mathbf{x})=1$. In fact, $\pi^{(\mathrm{D})}(\mathbf{x}, \cdot)$ can be interpreted as a vector in the $V$-dimensional simplex, since it is only supported on $V$ discretized actions. For simplicity, we denote vector $\pi^{(\mathrm{D})}(\mathbf{x})=\left[p_{1}(\mathbf{x}), \ldots, p_{V}(\mathbf{x})\right]^{\top}$ with $p_{j}(\mathbf{x})$ representing the probability of choosing the action $A_{j}$, as an equivalent notation of $\pi^{(\mathrm{D})}(\mathrm{x}, \cdot)$.

For the discretized policy in (Eq. 6.27), the discretized expected reward is defined as

$$
\begin{equation*}
Q^{(\mathrm{D})}\left(\pi^{(\mathrm{D})}\right)=\int_{\mathcal{M}}\left\langle\left[\mu_{I_{1}}(\mathbf{x}), \ldots, \mu_{I_{V}}(\mathbf{x})\right]^{\top}, \pi^{(\mathrm{D})}(\mathbf{x})\right\rangle d \mathbb{P}(\mathbf{x}) \tag{6.28}
\end{equation*}
$$

We observe the analogy between (Eq. 6.28) and (Eq. 6.3) - the discrete conditional reward $\mu_{A_{j}}$ is replaced by the discretized conditional reward $\mu_{I_{j}}$, and the number of discrete actions $|\mathcal{A}|$ becomes the number of discretized actions $V$. On the other hand, the expected reward of a discretized policy is

$$
\begin{align*}
Q\left(\pi^{(\mathrm{D})}\right) & =\int_{\mathcal{M}} \int_{0}^{1} \mu(\mathbf{x}, A) \sum_{j=1}^{V} \pi_{j}(\mathbf{x}) \delta_{A_{j}}(A) d A d \mathbb{P}(\mathbf{x}) \\
& =\int_{\mathcal{M}}\left\langle\left[\mu\left(\mathbf{x}, A_{1}\right), \ldots, \mu\left(\mathbf{x}, A_{V}\right)\right]^{\top}, \pi^{(\mathrm{D})}(\mathbf{x})\right\rangle d \mathbb{P}(\mathbf{x}) . \tag{6.29}
\end{align*}
$$

The following lemma shows that if the $\mu(\mathbf{x}, A)$ is Lipschitz in $A$ uniformly for any $\mathbf{x} \in \mathcal{M}, Q^{(\mathrm{D})}\left(\pi^{(\mathrm{D})}\right)$ is close to $Q\left(\pi^{(\mathrm{D})}\right)$ when $V$ is large (see proof in Appendix D.3.2).

Lemma 6.2. Assume there exists a constant $L_{\mu}>0$ such that

$$
\sup _{\mathbf{x} \in \mathcal{M}}|\mu(\mathbf{x}, A)-\mu(\mathbf{x}, \widetilde{A})| \leq L_{\mu}|A-\widetilde{A}| \quad \text { for any } \quad A, \widetilde{A} \in[0,1] .
$$

Then for any discretized policy $\pi^{(\mathrm{D})}$ given in (Eq. 6.27), we have

$$
\left|Q\left(\pi^{(\mathrm{D})}\right)-Q^{(\mathrm{D})}\left(\pi^{(\mathrm{D})}\right)\right| \leq L_{\mu} / V
$$

We remark a key difference between (Eq. 6.28) and (Eq. 6.29). To evaluate (Eq. 6.29),
one needs to accurately estimate the $\mu\left(\mathrm{x}, A_{j}\right)$ 's, which requires the action $A_{j}$ to be repeatedly observed. However, this is prohibitive in the continuous-action scenario, since an action $A_{j}$ is observed with probability 0 . In contrast, (Eq. 6.28) relies on the average expected reward on a sub-interval, which can be estimated using standard nonparametric methods in the following Section 6.3.2. Moreover, thanks to Lemma 6.2, we can well approximate $Q\left(\pi^{(\mathrm{D})}\right)$ by $Q^{(\mathrm{D})}\left(\pi^{(\mathrm{D})}\right)$ up to a small discretization error. This is crucial to establish the regret bound in Theorem 6.3.

## Doubly Robust Policy Learning with Continuous Actions

After discretization, we can apply the doubly robust framework to learn an optimal discretized policy.

In the first stage, we estimate the $\mu_{I_{j}}$ 's and $e_{I_{j}}$ 's. In the sequel, we use the plain font $a_{i}$ to denote the observed action of the $i$-th sample. The bold font $\mathbf{a}_{i} \in\{0,1\}^{V}$ denotes the one-hot vector with the $j$-th element being 1 , if $a_{i} \in I_{j}$. Similar to (Eq. 6.4) - (Eq. 6.6) in the finite-action case, we obtain estimators of the $\mu_{I_{j}}$ 's and $e_{I_{j}}$ 's by minimizing the following empirical risks:

$$
\begin{equation*}
\widehat{\mu}_{I_{j}}(\mathbf{x})=\underset{f \in \mathcal{F}_{\mathrm{NN}}}{\operatorname{argmin}} \frac{1}{n_{I_{j}}} \sum_{i=1}^{n_{1}}\left(y_{i}-f\left(\mathbf{x}_{i}\right)\right)^{2} \mathbb{1}\left\{a_{i} \in I_{j}\right\} \quad \text { with } \quad n_{I_{j}}=\sum_{i=1}^{n_{1}} \mathbb{1}\left\{a_{i} \in I_{j}\right\} \tag{6.30}
\end{equation*}
$$

and

$$
\begin{align*}
& \widehat{g}(\mathbf{x})=\underset{g \in \mathcal{G}_{\mathrm{NN}}}{\operatorname{argmin}} \frac{1}{n_{1}} \sum_{i=1}^{n_{1}}-\left\langle\left[g\left(\mathbf{x}_{i}\right)^{\top}, 1\right]^{\top}, \mathbf{a}_{i}\right\rangle+\log \left(1+\sum_{j=1}^{V-1} \exp \left(\left[g\left(\mathbf{x}_{i}\right)\right]_{j}\right)\right),  \tag{6.31}\\
& \widehat{e}_{I_{j}}(\mathbf{x})=\frac{\exp \left([\widehat{g}(\mathbf{x})]_{j}\right)}{1+\sum_{j=1}^{V-1} \exp \left([\widehat{g}(\mathbf{x})]_{j}\right)} \text { for } j \leq V-1, \text { and } \widehat{e}_{I_{V}}(\mathbf{x})=\frac{1}{1+\sum_{j=1}^{V-1} \exp \left([\widehat{g}(\mathbf{x})]_{j}\right)}, \tag{6.32}
\end{align*}
$$

where $\mathcal{F}_{\mathrm{NN}}: \mathcal{M} \rightarrow \mathbb{R}$ and $\mathcal{G}_{\mathrm{NN}}: \mathcal{M} \rightarrow \mathbb{R}^{V-1}$ are neural networks.

```
Algorithm 2 A two-stage algorithm for doubly-robust off-policy learning with continuous
actions.
    Input: Collected data \(\left\{\left(\mathbf{x}_{i}, \mathbf{a}_{i}, y_{i}\right)\right\}_{i=1}^{n}\). Network architectures \(\mathcal{F}_{\mathrm{NN}}, \mathcal{G}_{\mathrm{NN}}\) and \(\Pi_{\mathrm{NN}(H)}^{V}\).
    Stage 1: Estimating \(\mu_{A_{j}}\) and \(e_{A_{j}}\).
    For each action \(A_{j}\),
- For each action \(A_{j}\), estimate the reward function \(\mu_{A_{j}}\) by solving (Eq. 6.30),
- Estimate \(e_{A_{j}}\) 's by solving (Eq. 6.31) - (Eq. 6.32).
```


## Stage 2: Policy Learning.

- Learn the optimal policy by solving (Eq. 6.33).

Output: Learned policy $\widehat{\pi}_{\mathrm{DR}}$.

Remark 6.2. Although our method suggests partitioning the continuous action space into $V$ sub-intervals, we do not require training $V$ independent neural networks for estimating the expected reward and propensity score functions. In practice, the networks for estimating expected reward functions often share a large amount of parameters. The shared part is expected to extract useful data embeddings, while the remaining network layers adapt to individual target expected reward functions. In addition, to estimate the propensity score, we directly train a single multi-dimensional input-output neural network.

In the second stage, we learn an optimal discretized policy using the $\widehat{\mu}_{I_{j}}$ 's and $\widehat{e}_{I_{j}}$ 's. Recall that we define a mapping $I\left(a_{i}\right):=I_{j}$ for $a_{i} \in I_{j}$ to index which sub-interval $a_{i}$ belongs to. We use neural networks to learn a discretized policy by maximizing the doubly robust empirical reward in (Eq. 6.10) and (Eq. 6.11), i.e.,

$$
\begin{equation*}
\widehat{\pi}_{\mathrm{C}-\mathrm{DR}}=\underset{\pi \in \Pi_{\mathrm{NN}(H)}^{V}}{\operatorname{argmax}} \widehat{Q}^{(\mathrm{D})}(\pi), \tag{6.33}
\end{equation*}
$$

where $\Pi_{\mathrm{NN}(H)}^{V}$ represents the network class in (Eq. 6.10), which is defined as (Eq. 6.23). We emphasize that $\widehat{\pi}_{\mathrm{C}-\mathrm{DR}}$ is a discretized policy and the output $\widehat{\pi}_{\mathrm{C}-\mathrm{DR}}(\mathbf{x})$ is a $V$-dimensional vector in the simplex. Our algorithm for learning policies with continuous actions is summarized in Algorithm 2.

## Regret Bound of Learned Discretized Policy

We begin with several assumptions, which are the continuous counterparts of Assumptions 6.A. $2-6 . A .4$ in the finite-action scenario.

Assumption 6.B.2. The propensity score and random reward satisfy:
(i) Overlap: $e(\mathbf{x}, A) \geq \eta$ for any $A \in \mathcal{A}$, where $\eta>0$ is a constant.
(ii) Bounded Reward: $|Y(\mathbf{x}, A)| \leq M_{1}$ for any $(\mathbf{x}, A) \in \mathcal{M} \times[0,1]$, where $M_{1}>0$ is a constant.

Assumption 6.B.3. Given a Hölder index $\alpha \geq 1$, we have both the expected reward $\mu(\cdot, A) \in \mathcal{H}^{\alpha}(\mathcal{M})$ and the propensity score $e(\cdot, A) \in \mathcal{H}^{\alpha}(\mathcal{M})$ for any fixed action $A$. Moreover, the Hölder norms of $\mu(\cdot, A)$ and $e(\cdot, A)$ are uniformly bounded for any $A \in$ $[0,1]$, i.e.,

$$
\sup _{A \in[0,1]}\|\mu(\cdot, A)\|_{\mathcal{H}^{\alpha}} \leq M_{2}, \quad \text { and } \quad \sup _{A \in[0,1]}\|e(\cdot, A)\|_{\mathcal{H}^{\alpha}} \leq M_{2}
$$

for some constant $M_{2}>0$. Furthermore, there exists a constant $M_{3}>0$ such that

$$
\sup _{\mathbf{x} \in \mathcal{M}}\left|\mu\left(\mathbf{x}, A_{1}\right)-\mu\left(\mathbf{x}, A_{2}\right)\right| \leq M_{3}\left|A_{1}-A_{2}\right| \quad \text { for any } A_{1}, A_{2} \in[0,1] .
$$

There also exists a constant $M_{4}>0$ such that

$$
\left\|\log \left(\int_{I_{1}} e(\mathbf{x}, A) d A / \int_{I_{2}} e(\mathbf{x}, A) d A\right)\right\|_{\mathcal{H}^{\alpha}} \leq M_{4}
$$

for any intervals $I_{1}, I_{2} \subset[0,1]$ of the same length.

Let $p_{I}(\mathbf{x})=\int_{I} e(\mathbf{x}, A) d A$ denote the probability of choosing actions in $I$ given $\mathbf{x}$. In Assumption 6.B.3, the condition $e(\cdot, A) \in \mathcal{H}^{\alpha}(\mathcal{M})$ for any given $A$ implies $p_{I} \in \mathcal{H}^{\alpha}(\mathcal{M})$ (see Lemma D.8). Combining this and Assumption 6.B.2 (ii) of $e(\mathbf{x}, A) \geq \eta>0$, one deduces that $\log \left(p_{I_{1}}(\mathbf{x}) / p_{I_{2}}(\mathbf{x})\right)$ belongs to $\mathcal{H}^{\alpha}(\mathcal{M})$ with a bounded Hölder norm. See

Lemma D. 9 - D. 10 in Appendix D. 4 for a formal justification. For simplicity, we denote

$$
\begin{equation*}
M=\max \left\{1, M_{1}, 2 M_{2}, M_{3}, M_{4},-\log \eta\right\} \tag{6.34}
\end{equation*}
$$

Assumption 6.B. 4 (Continuous Noise Condition). The following two conditions hold:
(i) For each fixed $\mathrm{x} \in \mathcal{M}, \mu(\mathrm{x}, A)$ is unimodal with respect to $A$ : there exists a unique optimal action $A^{*}(\mathbf{x}) \in \mathcal{A}$ such that $\mu\left(\mathbf{x}, A^{*}(\mathbf{x})\right)=\max _{A \in \mathcal{A}} \mu(\mathbf{x}, A)$.
(ii) There exist constants $q \geq 1$ and $c>0$, such that

$$
\mathbb{P}\left[\mu\left(\mathbf{x}, A^{*}(\mathbf{x})\right)-\mu(\mathbf{x}, A) \leq M t \quad \text { given } \quad\left|A-A^{*}(\mathbf{x})\right| \geq \gamma\right] \leq c t^{q}(1-\gamma)
$$

holds for any $t \in(0,1)$ and any $\gamma \in(0,1)$, where $\mathbb{P}$ denotes the marginal distribution on x .

Assumption 6.B. 4 generalizes the noise condition for finite actions in Assumption 6.A.4, to the continuous-action scenario. Assmption 6.B.4 (i) assures the uniqueness of the optimal action given each covariate. Assumption 6.B.4 (ii) means that, with high probability, there is a gap between the reward at the optimal action and the rewards in its neighbors. Such a noise condition is important to derive the regret bound of the learned policy against the unconstrained optimal policy.

We establish a regret bound of $\widehat{\pi}_{\text {C-DR }}$ against the unconstrained optimal (deterministic) policy

$$
\pi_{\mathrm{C}}^{*}=\underset{\pi}{\operatorname{argmax}} Q(\pi)
$$

where $Q(\pi)$ is defined in (Eq. 6.26). Due to Assumption 6.B.4 (i), $\pi_{\mathrm{C}}^{*}$ is deterministic with $\pi_{\mathrm{C}}^{*}(\mathbf{x}, \cdot)=\delta_{A^{*}(\mathbf{x})}(\cdot)$. The following theorem establishes the regret bound of $\widehat{\pi}_{\mathrm{C}-\mathrm{DR}}$ against $\pi_{\mathrm{C}}^{*}$.

Theorem 6.3. Suppose Assumption 3.1, 3.2, 6.1, and 6.B.2-6.B.4 hold. Set $\mathcal{F}_{\mathrm{NN}}=$ $\mathcal{F}\left(L_{1}, p_{1}, K_{1}, \kappa_{1}, R_{1}\right)$ in (Eq. 6.30) and $\mathcal{G}_{\mathrm{NN}}=\mathcal{F}\left(L_{2}, p_{2}, K_{2}, \kappa_{2}, R_{2}\right)$ in (Eq. 6.31) with

$$
\begin{gather*}
L_{1}=O(\log n), p_{1}=O\left(\eta^{\frac{d}{2 \alpha+d}} n^{\frac{12 \alpha d+7 d^{2}}{7(2 \alpha+d)^{2}}}\right), K_{1}=O\left(\eta^{\frac{d}{2 \alpha+d}} n^{\frac{12 \alpha d+7 d^{2}}{7(2 \alpha+d)^{2}}} \log n\right),  \tag{6.35}\\
\kappa_{1}=\max \left\{B, M, \sqrt{d}, \tau^{2}\right\}, R_{1}=M,
\end{gather*}
$$

and

$$
\begin{align*}
L_{2}=O(\log n), p_{2} & =O\left(n^{\frac{4 \alpha^{2}+14 \alpha d+7 d^{2}}{7(2 \alpha+d)^{2}}}\right), K_{2}=O\left(n^{\frac{4 \alpha^{2}+14 \alpha d+7 d^{2}}{7(2 \alpha+d)^{2}}} \log n\right),  \tag{6.36}\\
\kappa_{2} & =\max \left\{B, M, \sqrt{d}, \tau^{2}\right\}, R_{2}=M .
\end{align*}
$$

If the network parameters in $\Pi_{\mathrm{NN}(H)}^{V}$ are chosen as

$$
\begin{gather*}
L_{\Pi}=O(\log n), p_{\Pi}=O\left(n^{\frac{2 \alpha+7 d}{7(2 \alpha+d)}}\right), K_{\Pi}=O\left(n^{\frac{2 \alpha+7 d}{7(2 \alpha+d)}} \log n\right), \\
\kappa_{\Pi}=\max \left\{B, M, \sqrt{d}, \tau^{2}\right\}, R_{\Pi}=M, \tag{6.37}
\end{gather*}
$$

and we set $V=O\left(n^{2 \alpha / 7(2 \alpha+d)}\right)$, the following bound holds with probability no less than $1-C_{1} n^{-\frac{6 \alpha^{2}+5 \alpha d}{7(2 \alpha+d)^{2}}} \log ^{3} n$

$$
\begin{align*}
R\left(\pi_{\mathrm{C}}^{*}, \widehat{\pi}_{\mathrm{C}-\mathrm{DR}}\right) \leq & C n^{-\frac{2 \alpha}{7(2 \alpha+d)}} \log ^{3 / 2} n \log ^{1 / 2} 1 / H \\
& +\left[2 c M t^{q}+M n^{\frac{4 \alpha}{7(2 \alpha+d)}} \exp \left(-\left(M t-4 M n^{-\frac{2 \alpha}{7(2 \alpha+d)}}\right) / H\right)\right] \tag{6.38}
\end{align*}
$$

for any $t \in\left(2(1+1 / M) n^{-\frac{2 \alpha}{7(2 \alpha+d)}}, 1\right)$, where $C_{1}$ is an absolute constant and $C$ depends on $\log D, d, B, M, \sigma, \tau, \eta, \alpha$, and the surface area of $\mathcal{M}$.

Theorem 6.3 is proved in Appendix D.2.4. Rewriting $V=O\left(n^{\frac{1}{7\left(1+\frac{d}{2 \alpha}\right)}}\right)$, Theorem 6.3 suggests that

- When $d$ and $\alpha$ are fixed, as sample size $n$ grows, we form finer discretization (large $V)$ to solve the problem with higher accuracy.
- If the intrinsic dimension $d$ is large or smoothness index $\alpha$ is small, the problem is of high complexity. Therefore, when the sample size $n$ is fixed, the discretization is coarse (small $V$ ), to ensure a good estimation using sufficient samples in each sub-interval.

This indeed matches intuition: It is an indication of increased complexity if either the intrinsic dimension $d$ is large or smoothness index $\alpha$ is small. Therefore, we need to be conservative in discretization as a compromise of limited training sample budget.

Similar to (Eq. 6.24) in Theorem 6.2, the bound in Theorem 6.3 contains a variance term (the first term) and a bias term (the second term in square brackets). In particular, the bias term consists of problem reduction error, neural network approximation error and the discretization error. The network approximation error is the same one as that in Theorem 6.2. The problem reduction error is due to a nontrivial reduction of the policy learning problem with continuous actions to a policy learning problem with discrete actions. The discretization error is due to the discretization of the action domain and the difference between $\mu_{I_{j}}$ 's and $\mu_{A_{j}}$ 's. See the term $\mathrm{I}_{3}$ and $\mathrm{III}_{3}$ in (Eq. D.52) for details. In our proof, new techniques are developed to bound the additional error terms. Note that the variance converges in the rate of $n^{-\frac{2 \alpha}{7(2 \alpha+d)}}$. For a fixed $H$, the bias term does not vanish as $n$ goes to infinity. If we set $H=n^{-\frac{2 \alpha}{\tau(2 \alpha+d)}}$ and $t=4(1+M+1 / M) n^{-\frac{\alpha}{\tau(2 \alpha+d)}}$, the bias term converges in the rate of $n^{-\frac{2 q \alpha}{\tau(2 \alpha+d)}}$. Under this choice, the behavior of $R\left(\pi_{\mathrm{C}}^{*}, \widehat{\pi}_{\mathrm{C}-\mathrm{DR}}\right)$ is summarized in the following corollary.

Corollary 6.3. Suppose Assumption 3.1, 3.2, 6.1, and 6.B.2-6.B.4 hold. In the setup of Theorem 6.3, setting $H=n^{-\frac{2 \alpha}{7(2 \alpha+d)}}$ and $t=4(1+M+1 / M) n^{-\frac{\alpha}{7(2 \alpha+d)}}$ gives rise to

$$
\begin{equation*}
R\left(\pi_{\mathrm{C}}^{*}, \widehat{\pi}_{\mathrm{C}-\mathrm{DR}}\right) \leq C n^{-\frac{2 \alpha}{7(2(q \wedge 1) \alpha+d)}} \log ^{2} n \tag{6.39}
\end{equation*}
$$

with probability no less than $1-C_{1} n^{-\frac{6 \alpha^{2}+5 d}{7(2 \alpha+d)^{2}}} \log ^{3} n$, where $C_{1}$ is an absolute constant and $C$ depends on $\log D, d, B, M, \sigma, \tau, \eta, \alpha$, and the surface area of $\mathcal{M}$.

There are limited theoretical guarantees for causal inference with continuous actions. [172] proposed a doubly robust method to estimate continuous treatment effects. The asymptotic behavior of the method was analyzed while the policy learning problem was not addressed. To our knowledge, Theorem 6.3 and Corollary 6.3 is the first finite-sample performance guarantee of policy learning with continuous actions.

### 6.4 Conclusion and Discussion

This chapter establishes statistical guarantee for doubly robust off-policy learning by neural networks. The covariate is assumed to be on a low-dimensional manifold. Nonasymptotic regret bounds for the learned policy are proved in the finite-action scenario and in the continuous-action scenario. Our results show that when the covariates exhibit low dimensional-structures, neural networks provide a fast convergence rate whose exponent depends on the intrinsic dimension of the manifold instead of the ambient dimension. Our results partially justify the success of neural networks in causal inference with highdimensional covariates.

We finally provide some discussions in connection with the existing literature.

Sample Complexity Lower Bound without Low-dimensional Structures [187] established a lower bound of the sample complexity for policy evaluation (or treatment effect estimation), when the covariates are in $\mathbb{R}^{D}$ and do not have low-dimensional structures. Specifically, they assume that both the initial policy and reward functions belong to a Hölder space. The sample complexity needs to be at least exponential in the dimension $D$. This result shows that the rate can not be improved unless additional assumptions are made. By assuming that the covariates are on a $d$-dimensional manifold, our sample complexity only depends on the intrinsic dimension $d$. We remark that [187] studied the Hölder space with a Hölder index $\alpha \in(0,1]$, while we focus on the case of $\alpha \geq 1$. In the case that $\alpha=1$, if we have $q \geq 1$ (in Assumption 6.A.4), Corollary 6.2 gives the convergence rate
$O\left(n^{-\frac{1}{2+d}} \log ^{3} n\right)$. This rate is better than the minimax rate $O\left(n^{-\frac{1}{2+D}}\right)$ from [187] thanks to the low-dimensional structures of the covariates.

Nonconvex Optimization of Deep Neural Networks Our theoretical guarantees hold for the global optimum of (Eq. 6.4)-(Eq. 6.8). However, solving these optimization can be difficult in practice. Some recent empirical and theoretical results have shown that large neural networks help to ease the optimization without sacrificing statistical efficiency [157, 158]. This is also referred to as an overparameterization phenomenon. We will leave it for future investigation.

Inference on the Optimal Expected Value Function Our analysis provides nonasymptotic regret bounds of learned policies, which can provide a rough confidence interval of the optimal expected value function. For example, Corollary 6.1 implies

$$
\begin{aligned}
& \mathbb{E}\left[Q\left(\pi_{\beta}^{*}\right)\right] \\
& \quad \in\left[Q\left(\widehat{\pi}_{\mathrm{DR}}\right)-C|\mathcal{A}|^{\frac{16 \alpha+7 d}{2(2 \alpha+d)}} n^{-\frac{\alpha \wedge \beta}{2(\alpha \wedge \beta)+d}} \log ^{2} n, Q\left(\widehat{\pi}_{\mathrm{DR}}\right)+C|\mathcal{A}|^{\frac{16 \alpha+7 d}{2(2 \alpha+d)}} n^{-\frac{\alpha \wedge \beta}{2(\alpha \wedge \beta)+d}} \log ^{2} n\right]
\end{aligned}
$$

with probability $1-\widetilde{O}\left(n^{-\frac{\alpha \wedge \beta}{2(\alpha \wedge \beta)+d}}\right)$. Nonetheless, the constant $C$ is not exactly given.
It is yet relatively difficult to establish precise asymptotic confidence intervals for the optimal expected value function. The optimal value function is obtained by optimizing policy among a properly chosen class $\Pi_{\mathrm{NN}}$ (neural network policy class). Therefore, we need to study the asymptotic distribution of $\sup _{\pi \in \Pi_{N N}} \mathbb{E}[Q(\pi(\mathbf{x}))]$, which can be viewed as the supremum of a stochastic process indexed by $\pi \in \Pi_{\mathrm{NN}}$. As can be seen, this is much more difficult compared to policy evaluation problems, where the target policy is fixed. We suspect that Stein's method [215, 216] can provide an initial analytical framework, however, a rigorous analysis is beyond the scope of the chapter.

## CHAPTER 7

## CONCLUDING REMARKS

In this thesis, we show deep neural networks are adaptive to data intrinsic structures in function approximation and statistical applications. Specifically, when data concentrate on a low-dimensional Riemannian manifold, neural networks are capable of efficiently approximating Hölder, Sobolev, and Besov functions. The size of the network grows depending on the manifold dimension. Besides approximating a target function in terms of function value, we extend approximation guarantees to first-order derivatives.

Turning towards statistical applications, we show that by choosing network architectures according to our approximation theories, neural networks can circumvent the curse of data ambient dimensionality. In particular, for nonparametric regression/classification, distribution estimation, and causal inference problems, we obtain fast statistical guarantees. The convergence rate weakly depends on the data ambient dimension. These results partially explain the remarkable success of neural networks in practice.

### 7.1 Future Directions

Besides future directions presented in the end of each previous chapter, we discuss additional future topics.

Robust function approximation and generalization guarantees Existing works on function approximation theories focus on how well a neural network can approximate target function value under certain metrics, e.g., function $L^{\infty}$ norm. However, such approximation theories may fail to control the Lipschitz continuity of the network, and the obtained neural network can be highly zigzagging. This leaves a significant vacancy in theory on understanding whether neural network can well approximate the target function beyond
zero-th order. I aim to establish robust function approximation theories, showing that overparameterized neural networks not only recover function value, but also replicate target function's Lipschitz continuity.

Furthermore, in practice, Lipschitzness or even higher-order smoothness is often induced by computational heuristics, e.g., weight decay and spectral normalization, and the trained networks yield better generalization performance and are robust against adversarial attacks. I plan to study whether popular optimization algorithms can optimize the network architecture suggested by the robust function approximation theory and bias towards the desired network. This will build upon my preliminary understandings of algorithmic behaviors of first-order methods in nonconvex problems [217, 218, 219]. I foresee these results possess intimate connections to max-margin classification, adversarial training, and transfer learning.

Deep reinforcement learning Deep reinforcement learning creates astounding AI game players like AlphaGo to convincingly beat top professional human players. In multi-player games, deep reinforcement learning is also competitive or even better than human beings. However, the success of deep reinforcement learning lacks theoretical understanding. Many existing works of RL are established under simplified assumptions, e.g., linear function approximation in reward and transition kernels. I plan to study neural networkparameterized policy learning and evaluation problems in general online/off-line RL. This will leverage the efficient function approximation theories and statistical analyzing tools. In addition, I expect neural networks can adapt to geometric structures in the state-action space, and circumvent the curse of data dimensionality.

In addition, for multi-agent environment, the joint state-action space grows exponentially in the number of agents (curse of many agents). I tackle such a challenge by utilizing the rotational invariance among agents [220], which results in a mean-field formulation of multi-agent RL problems. I am interested in exploring other structural interactions between
agents, e.g., interaction according to a sparsely connected graph, for potential mitigation of the curse of many agents.

Transfer learning Transfer learning is widely used in modern deep learning applications, including natural language processing and computer vision. Adapting large pre-trained models to downstream tasks gives rise to the state-of-the-art performance. More interestingly, empirical results suggest that fine-tuning a small fraction of the pre-trained model or adding simple adaptation layers already yield superior performance, and therefore, the adaptation is both computation and sample efficient. Despite empirical successes, limited theory has been developed to understand the power of pre-trained models and their ability of adaptation. I plan to study transfer learning through the function approximation and statistical perspective. In particular, I aim to investigate the following questions:

- Under what conditions, fine-tuning a small fraction of parameters in a large network allows rich function approximation?
- Under what conditions, adding simple adaptation layers allows rich function approximation?
- From a statistical perspective, does adapting a pre-trained model gives rise to better sample complexity in comparison to training from scratch?

The first two questions are closely related to perturbation analysis of neural networks. Different from conventional studies, the perturbation is now added on the model parameters. Therefore, I expect to utilize tools from constructive function approximation as well as develop new ones. The third question targets at a statistical measure of useful information extracted from the pre-training stage. The information can be viewed as increasing the "effective" sample complexity of downstream tasks. Nonetheless, a systematic measure of the information is very open.

## Appendices

## APPENDIX A <br> OMITTED PROOFS IN CHAPTER 3

## A.1 Proofs of Preliminary Results in Section 3.1

## A.1.1 Proof of Lemma 3.1

Proof. We partition the interval $[0,1]$ uniformly into $2^{N}$ subintervals $I_{k}=\left[\frac{k}{2^{N}}, \frac{k+1}{2^{N}}\right]$ for $k=$ $0, \ldots, 2^{N}-1$. We approximate $f(x)=x^{2}$ on these subintervals by a linear interpolation

$$
\widehat{f}_{k}=\frac{2 k+1}{2^{N}}\left(x-\frac{k}{2^{N}}\right)+\frac{k^{2}}{2^{2 N}}, \quad \text { for } x \in I_{k} .
$$

It is straightforward to check that $\widehat{f}_{k}$ meets $f$ at the endpoints $\frac{k}{2^{N}}, \frac{k+1}{2^{N}}$ of $I_{k}$.
We evaluate the approximation error of $\widehat{f_{k}}$ on the interval $I_{k}$ :

$$
\begin{aligned}
\max _{x \in I_{k}}\left|f(x)-\widehat{f}_{k}(x)\right| & =\max _{x \in I_{k}}\left|x^{2}-\frac{2 k+1}{2^{N}} x+\frac{k^{2}+k}{2^{2 N}}\right| \\
& =\max _{x \in I_{k}}\left|\left(x-\frac{2 k+1}{2^{N+1}}\right)^{2}-\frac{1}{2^{2 N+2}}\right| \\
& =\frac{1}{2^{2 N+2}} .
\end{aligned}
$$

Note that this approximation error does not depend on $k$. Thus, in order to achieve an $\epsilon$ approximation error, we only need

$$
\frac{1}{2^{2 N+2}} \leq \epsilon \Longrightarrow N \geq \frac{\log \frac{1}{\epsilon}}{2 \log 2}-1
$$

Since $2 \log 2>1$, we let $N=\left\lceil\log \frac{1}{\epsilon}\right\rceil$ and denote $f_{N}=\sum_{k=0}^{2^{N}-1} \widehat{f_{k}} \mathbb{1}\left\{x \in I_{k}\right\}$. We compute
the increment from $f_{N-1}$ to $f_{N}$ for $x \in\left[\frac{k}{2^{N-1}}, \frac{k+1}{2^{N-1}}\right]$ as

$$
\begin{aligned}
f_{N-1}-f_{N} & = \begin{cases}\frac{k^{2}}{2^{2(N-1)}}+\frac{2 k+1}{2^{N-1}}\left(x-\frac{k}{2^{N-1}}\right)-\frac{k^{2}}{2^{2(N-1)}}-\frac{4 k+1}{2^{N}}\left(x-\frac{k}{2^{N-1}}\right), & x \in\left[\frac{k}{2^{N-1}}, \frac{2 k+1}{2^{N}}\right) \\
\frac{k^{2}}{2^{2(N-1)}}+\frac{2 k+1}{2^{N-1}}\left(x-\frac{k}{2^{N-1}}\right)-\frac{(2 k+1)^{2}}{2^{2 N}}-\frac{4 k+3}{2^{N}}\left(x-\frac{2 k+1}{2^{N}}\right), & x \in\left[\frac{2 k+1}{2^{N}}, \frac{k+1}{2^{N-1}}\right)\end{cases} \\
& = \begin{cases}\frac{1}{2^{N}} x-\frac{k}{2^{2 N-1}}, & x \in\left[\frac{k}{2^{N-1}}, \frac{2 k+1}{2^{N}}\right) \\
-\frac{1}{2^{N}} x+\frac{k+1}{2^{2 N-1}}, & x \in\left[\frac{2 k+1}{2^{N}}, \frac{k+1}{2^{N-1}}\right)\end{cases}
\end{aligned}
$$

We observe that $f_{N-1}-f_{N}$ is a triangular function on $\left[\frac{k}{2^{N-1}}, \frac{k+1}{2^{N-1}}\right]$. The maximum is $\frac{1}{2^{2 N}}$ independent of $k$ attained at $x=\frac{2 k+1}{2^{N}}$. The minimum is 0 attained at the endpoints $\frac{k}{2^{N-1}}, \frac{k+1}{2^{N-1}}$. To implement $f_{N}$, we consider a triangular function representable by a onelayer ReLU network:

$$
g(x)=2 \sigma(x)-4 \sigma(x-0.5)+2 \sigma(x-1)
$$

Denote by $g_{m}=g \circ g \circ \cdots \circ g$ the composition of totally $m$ functions $g$. Observe that $g_{m}$ is a sawtooth function with $2^{m-1}$ peaks at $\frac{2 k+1}{2^{m}}$ for $k=0, \ldots, 2^{m-1}-1$, and we have $g_{m}\left(\frac{2 k+1}{2^{m}}\right)=1$ for $k=0, \ldots, 2^{m-1}-1$. Then we have $f_{N-1}-f_{N}=\frac{1}{2^{2 N}} g_{N}$. By induction, we have

$$
\begin{aligned}
f_{N} & =f_{N-1}-\frac{1}{2^{2 N}} g_{N} \\
& =f_{N-2}-\frac{1}{2^{2 N}} g_{N}-\frac{1}{2^{2 N-2}} g_{N-1} \\
& =\cdots \\
& =x-\sum_{k=1}^{N} \frac{1}{2^{2 k}} g_{k} .
\end{aligned}
$$

Therefore, $f_{N}$ can be implemented by a ReLU network of depth $\left\lceil\log \frac{1}{\epsilon}\right\rceil \leq \log \frac{1}{\epsilon}+1$. Meanwhile, each layer consists of at most 3 neurons. Hence, the total number of neurons and weight parameters is no more than $c \log \frac{1}{\epsilon}$ for an absolute constant $c$.

## A.1.2 Proof of Corollary 3.1

Proof. Let $\widehat{f}_{\delta}$ be an approximation of the quadratic function on $[0,1]$ with error $\delta \in(0,1)$. We set

$$
\widehat{\times}(x, y)=C^{2}\left(\widehat{f}_{\delta}\left(\frac{|x+y|}{2 C}\right)-\widehat{f}_{\delta}\left(\frac{|x-y|}{2 C}\right)\right) .
$$

Now we determine $\delta$. We bound the error of $\widehat{x}$

$$
\begin{aligned}
|\widehat{\times}(x, y)-x y| & =C^{2}\left|\widehat{f_{\delta}}\left(\frac{|x+y|}{2 C}\right)-\frac{|x+y|^{2}}{4 C^{2}}-\widehat{f}_{\delta}\left(\frac{|x-y|}{2 C}\right)+\frac{|x-y|^{2}}{4 C^{2}}\right| \\
& \leq C^{2}\left|\widehat{f}_{\delta}\left(\frac{|x+y|}{2 C}\right)-\frac{|x+y|^{2}}{4 C^{2}}\right|+\left|\widehat{f}_{\delta}\left(\frac{|x-y|}{2 C}\right)-\frac{|x-y|^{2}}{4 C^{2}}\right| \\
& \leq 2 C^{2} \delta
\end{aligned}
$$

Thus, we pick $\delta=\frac{\epsilon}{2 C^{2}}$ to ensure $|\widehat{\times}(x, y)-x y| \leq \epsilon$ for any inputs $x$ and $y$. As shown in Lemma 3.1, we can implement $\widehat{f}_{\delta}$ using a ReLU network of depth at most $c^{\prime} \log \frac{1}{\delta}=$ $c \log \frac{C^{2}}{\epsilon}$ with absolute constants $c^{\prime}, c$. The proof is complete.

## A. 2 Proof of Approximation Theory of Feedforward Network (Theorem 3.1)

This section consists of the detailed proofs of Lemma 3.2, Lemma 3.3, local approximation theory Theorem 3.3, error decomposition in Lemma 3.4 and a technical Lemma A. 1 for bounding the error, as well as the configuration of the desired ReLU network class for universally approximating Hölder functions. For notational simplicity, we let $s=\lfloor\alpha\rfloor$ and $\operatorname{reload} \alpha=\alpha-\lfloor\alpha\rfloor$.

## A.2.1 Proof of Lemma 3.2

Proof. We first show $\mathrm{P}_{i}$ defined on $U_{i}$ is a homeomorphism, which implies $\left(U_{i}, \mathrm{P}_{i}\right)$ is a chart on the manifold. Then by Proposition 6.10 in [22], we conclude $P_{i}$ is a diffeomorphism.

To show $\mathrm{P}_{i}$ is a homeomorphism on $U_{i}$, we only need to show $\mathrm{P}_{i}$ has a continuous
inverse. By Lemma 5.4 in [47], the derivative of $\mathrm{P}_{i}$ is nonsingular in $U_{i}$. The inverse function theorem implies that $\mathrm{P}_{i}$ is locally invertible in an open neighborhood $\mathcal{B}\left(\mathbf{c}_{i}, c \tau\right) \bigcap \mathcal{M}$ for some constant $c>0$. In the following, we show by contradiction that the constant $c \geq 1 / 4$. Suppose not, there exist distinct points $\mathbf{a}, \mathbf{b} \in U_{i}$ such that $\mathrm{P}_{i}(\mathbf{a})=\mathrm{P}_{i}(\mathbf{b})$ with $\left\|\mathbf{a}-\mathbf{c}_{i}\right\|_{2}<\tau / 4$ and $\left\|\mathbf{b}-\mathbf{c}_{i}\right\|_{2}<\tau / 4$. Using the triangle inequality, we obtain $\|\mathbf{a}-\mathbf{b}\|_{2}<\tau / 2$. Applying Proposition 6.3 in [47], we derive

$$
\begin{gathered}
d_{\mathcal{M}}(\mathbf{a}, \mathbf{b})<\tau \quad \text { and } \quad d_{\mathcal{M}}\left(\mathbf{a}, \mathbf{c}_{i}\right)<\tau(1-\sqrt{2} / 2) \\
\text { with } \quad d_{\mathcal{M}}(\cdot, \cdot) \quad \text { being the geodesic distance }
\end{gathered}
$$

Furthermore, using Proposition 6.2 in [47], we lower bound the angle between the tangent spaces $T_{\mathbf{c}_{i}}(\mathcal{M})$ and $T_{\mathbf{a}}(\mathcal{M})$ by

$$
\begin{equation*}
\cos \left(\angle\left(T_{\mathbf{a}}(\mathcal{M}), T_{\mathbf{c}_{i}}(\mathcal{M})\right)\right) \triangleq \min _{\mathbf{u} \in T_{\mathbf{a}}(\mathcal{M})} \max _{\mathbf{v} \in T_{\mathbf{c}_{i}}(\mathcal{M})}|\langle\mathbf{u}, \mathbf{v}\rangle| \geq 1-\frac{1}{\tau} d_{\mathcal{M}}\left(\mathbf{a}, \mathbf{c}_{i}\right)>\sqrt{2} / 2 \tag{A.1}
\end{equation*}
$$

On the other hand, we consider a unit speed geodesic $\gamma(t)$ starting from a and ending at $\mathbf{b}$, with $\gamma(0)=\mathbf{a}, \gamma\left(d_{\mathcal{M}}(\mathbf{a}, \mathbf{b})\right)=\mathbf{b}$, and $\|\dot{\gamma}\|_{2}=1$. Integration by parts yields

$$
\begin{aligned}
\mathbf{b}-\mathbf{a} & =\gamma\left(d_{\mathcal{M}}(\mathbf{a}, \mathbf{b})\right)-\gamma(0) \\
& =\int_{0}^{d_{\mathcal{M}}(\mathbf{a}, \mathbf{b})} \dot{\gamma}(t) d t \\
& =\dot{\gamma}(0) d_{\mathcal{M}}(\mathbf{a}, \mathbf{b})+\int_{0}^{d_{\mathcal{M}}(\mathbf{a}, \mathbf{b})} \int_{0}^{t} \ddot{\gamma}(s) d s d t .
\end{aligned}
$$

Rearranging terms gives rise to

$$
\begin{equation*}
\left\|\mathbf{b}-\mathbf{a}-\dot{\gamma}(0) d_{\mathcal{M}}(\mathbf{a}, \mathbf{b})\right\|_{2} \leq \int_{0}^{d_{\mathcal{M}}(\mathbf{a}, \mathbf{b})} \int_{0}^{t}\|\ddot{\gamma}(s)\|_{2} d s d t \leq \frac{d_{\mathcal{M}}^{2}(\mathbf{a}, \mathbf{b})}{2 \tau} \tag{A.2}
\end{equation*}
$$

where the last inequality follows from Proposition 6.1 in [47]. Dividing (Eq. A.2) by
$d_{\mathcal{M}}(\mathbf{a}, \mathbf{b})$ and plugging in $d_{\mathcal{M}}(\mathbf{a}, \mathbf{b}) \leq \tau$, we have

$$
\left\|\frac{\mathbf{b}-\mathbf{a}}{d_{\mathcal{M}}(\mathbf{a}, \mathbf{b})}-\dot{\gamma}(0)\right\|_{2}<\frac{1}{2} .
$$

For any unit vector $\mathbf{v} \in T_{\mathbf{c}_{i}}(\mathcal{M})$, we evaluate the inner product

$$
\begin{align*}
|\langle\dot{\gamma}(0), \mathbf{v}\rangle| & \leq\left|\left\langle\dot{\gamma}(0)-\frac{\mathbf{b}-\mathbf{a}}{d_{\mathcal{M}}(\mathbf{a}, \mathbf{b})}, \mathbf{v}\right\rangle\right|+\left|\left\langle\frac{\mathbf{b}-\mathbf{a}}{d_{\mathcal{M}}(\mathbf{a}, \mathbf{b})}, \mathbf{v}\right\rangle\right| \\
& \stackrel{(i)}{=}\left|\left\langle\dot{\gamma}(0)-\frac{\mathbf{b}-\mathbf{a}}{d_{\mathcal{M}}(\mathbf{a}, \mathbf{b})}, \mathbf{v}\right\rangle\right| \\
& \leq\left\|\frac{\mathbf{b}-\mathbf{a}}{d_{\mathcal{M}}(\mathbf{a}, \mathbf{b})}-\dot{\gamma}(0)\right\|_{2} \\
& <\frac{1}{2} \tag{A.3}
\end{align*}
$$

where $\left|\left\langle\frac{\mathbf{b - a}}{d_{\mathcal{M}}(\mathbf{a}, \mathbf{b})}, \mathbf{v}\right\rangle\right|=0$ in equality $(i)$, since $\mathrm{P}_{i}(\mathbf{a})=\mathrm{P}_{i}(\mathbf{b})$ by our assertion. Combining (Eq. A.1) and (Eq. A.3), we obtain

$$
\frac{\sqrt{2}}{2}<\cos \left(\angle\left(T_{\mathbf{a}}(\mathcal{M}), T_{\mathbf{c}_{i}}(\mathcal{M})\right)\right) \leq \max _{\mathbf{v} \in T_{\mathbf{c}_{i}}(\mathcal{M})}|\langle\dot{\gamma}(0), \mathbf{v}\rangle|<\frac{1}{2}
$$

which is a contradiction. Therefore, we conclude that $\mathrm{P}_{i}$ is injective, and hence invertible on the local neighborhood $\mathcal{B}\left(\mathbf{c}_{i}, \tau / 4\right) \bigcap \mathcal{M}$. The continuity of $\mathrm{P}_{i}$ follows from its definition, and the inverse map of a continuous map is also continuous. Therefore, $\mathrm{P}_{i}$ is a homeomorphism on $\mathcal{B}\left(\mathbf{c}_{i}, r\right) \bigcap \mathcal{M}$ for $r \leq \tau / 4$.

The last step is to show $P_{i}$ is also a diffeomorphism. We leverage the following proposition.

Proposition A. 1 (Proposition 6.10 in [22]). If $(U, \phi)$ is a chart on a manifold $\mathcal{M}$, then the coordinate map $\phi: U \mapsto \phi(U)$ is a diffeomorphism.

Since $P_{i}$ is a homeomorphism, we deduce that $\left(U_{i}, P_{i}\right)$ is a chart of $\mathcal{M}$. Applying Proposition A.1, we conclude that $\mathrm{P}_{i}$ is a diffeomorphism.

## A.2.2 Proof of Lemma 3.3

Proof. Recall that we choose local coordinate neighborhood $U_{i}$ in Step 1 in Section 3.1.1. Let $\mathrm{P}_{i}$ be the projection onto the tangent space $T_{\mathbf{c}_{i}}(\mathcal{M})$. Then $\left\{\left(U_{i}, \mathrm{P}_{i}\right)\right\}$ is an atlas of $\mathcal{M}$. Without loss of generality, we assume that $\left\{\left(U_{i}, \mathrm{P}_{i}\right)\right\}$ verifies the Hölder condition in Definition 2.12. Now we rewrite $f_{i} \circ \phi_{i}^{-1}$ as

$$
\begin{equation*}
\underbrace{\left(f \circ \phi_{i}^{-1}\right)}_{g_{1}} \times \underbrace{\left(\rho_{i} \circ \phi_{i}^{-1}\right)}_{g_{2}} . \tag{A.4}
\end{equation*}
$$

By the definition of the partition of unity, we know $g_{2}$ is $C^{\infty}$. This implies that $g_{2}$ is $(s+1)$ continuously differentiable. Since $\operatorname{supp}\left(\rho_{i}\right)$ is compact, the $k$-th derivative of $g_{2}$ is uniformly bounded by $\lambda_{i, k}$ for any $k \leq s+1$. Let $\lambda_{i}=\max _{k \leq n+1} \lambda_{i, k}$. We have for any $|\mathbf{n}| \leq n$ and $\mathbf{x}_{1}, \mathbf{x}_{2} \in U_{i}$,

$$
\begin{aligned}
\left|D^{\mathbf{n}} g_{2}\left(\phi_{i}\left(\mathbf{x}_{1}\right)\right)-D^{\mathbf{n}} g_{2}\left(\phi_{i}\left(\mathbf{x}_{2}\right)\right)\right| & \leq \sqrt{d} \lambda_{i}\left\|\phi_{i}\left(\mathbf{x}_{1}\right)-\phi_{i}\left(\mathbf{x}_{2}\right)\right\|_{2} \\
& \leq \sqrt{d} \lambda_{i} b_{i}^{1-\alpha}\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\|_{2}^{1-\alpha}\left\|\phi_{i}\left(\mathbf{x}_{1}\right)-\phi_{i}\left(\mathbf{x}_{2}\right)\right\|_{2}^{\alpha}
\end{aligned}
$$

The last inequality follows from $\phi_{i}(\mathbf{x})=b_{i}\left(V_{i}^{\top}\left(\mathbf{x}-\mathbf{c}_{i}\right)+\mathbf{u}_{i}\right)$ and $\left\|V_{i}\right\|_{2}=1$. Observe that $U_{i}$ is bounded, hence, we have $\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\|_{2}^{1-\alpha} \leq(2 r)^{1-\alpha}$. Absorbing $\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\|_{2}^{1-\alpha}$ into $\sqrt{d} \lambda_{i} b_{i}^{1-\alpha}$, we have the derivative of $g_{2}$ is Hölder continuous. We denote $\beta_{i, \alpha}=$ $\sqrt{d} \lambda_{i} b_{i}^{1-\alpha}(2 r)^{1-\alpha} \leq \sqrt{d} \lambda_{i}(2 r)^{1-\alpha}$. Similarly, $g_{1}$ is $C^{s-1}$ by Assumption 3.3. Then there exists a constant $\mu_{i}$ such that the $k$-th derivative of $g_{1}$ is uniformly bounded by $\mu_{i}$ for any $k \leq n-1$. These derivatives are also Hölder continuous with coefficient $\theta_{i, \alpha} \leq$ $\sqrt{d} \mu_{i}(2 r)^{1-\alpha}$.

By the Leibniz rule, for any $|\mathbf{s}|=s$, we expand the $s$-th derivative of $f_{i} \circ \phi_{i}^{-1}$ as

$$
D^{\mathbf{s}}\left(g_{1} \times g_{2}\right)=\sum_{|\mathbf{p}|+|\mathbf{q}|=s}\binom{s}{|\mathbf{p}|} D^{\mathbf{p}} g_{1} D^{\mathbf{q}} g_{2} .
$$

Consider each summand in the above right-hand side. For any $\mathbf{x}_{1}, \mathbf{x}_{2} \in U_{i}$, we derive

$$
\begin{aligned}
& \left\lvert\, \begin{array}{l}
\left|D^{\mathbf{p}} g_{1}\left(\phi_{i}\left(\mathbf{x}_{1}\right)\right) D^{\mathbf{q}} g_{2}\left(\phi_{i}\left(\mathbf{x}_{1}\right)\right)-D^{\mathbf{p}} g_{1}\left(\phi_{i}\left(\mathbf{x}_{2}\right)\right) D^{\mathbf{q}} g_{2}\left(\phi_{i}\left(\mathbf{x}_{2}\right)\right)\right| \\
= \\
=\mid D^{\mathbf{p}} g_{1}\left(\phi_{i}\left(\mathbf{x}_{1}\right)\right) D^{\mathbf{q}} g_{2}\left(\phi_{i}\left(\mathbf{x}_{1}\right)\right)-D^{\mathbf{p}} g_{1}\left(\phi_{i}\left(\mathbf{x}_{1}\right)\right) D^{\mathbf{q}} g_{2}\left(\phi_{i}\left(\mathbf{x}_{2}\right)\right) \\
\quad+D^{\mathbf{p}} g_{1}\left(\phi_{i}\left(\mathbf{x}_{1}\right)\right) D^{\mathbf{q}} g_{2}\left(\phi_{i}\left(\mathbf{x}_{2}\right)\right)-D^{\mathbf{p}} g_{1}\left(\phi_{i}\left(\mathbf{x}_{2}\right)\right) D^{\mathbf{q}} g_{2}\left(\phi_{i}\left(\mathbf{x}_{2}\right)\right) \mid \\
\leq\left|D^{\mathbf{p}} g_{1}\left(\phi_{i}\left(\mathbf{x}_{1}\right)\right) \| D^{\mathbf{q}} g_{2}\left(\phi_{i}\left(\mathbf{x}_{1}\right)\right)-D^{\mathbf{q}} g_{2}\left(\phi_{i}\left(\mathbf{x}_{2}\right)\right)\right| \\
\quad+\left|D^{\mathbf{q}} g_{2}\left(\phi_{i}\left(\mathbf{x}_{2}\right)\right)\right|\left|D^{\mathbf{p}} g_{1}\left(\phi_{i}\left(\mathbf{x}_{1}\right)\right)-D^{\mathbf{p}} g_{1}\left(\phi_{i}\left(\mathbf{x}_{2}\right)\right)\right| \\
\leq
\end{array} \mu_{i} \theta_{i, \alpha}\left\|\phi_{i}\left(\mathbf{x}_{1}\right)-\phi_{i}\left(\mathbf{x}_{2}\right)\right\|_{2}^{\alpha}+\lambda_{i} \beta_{i, \alpha}\left\|\phi_{i}\left(\mathbf{x}_{1}\right)-\phi_{i}\left(\mathbf{x}_{2}\right)\right\|_{2}^{\alpha}\right. \\
& \leq \\
& 2 \sqrt{d} \mu_{i} \lambda_{i}(2 r)^{1-\alpha}\left\|\phi_{i}\left(\mathbf{x}_{1}\right)-\phi_{i}\left(\mathbf{x}_{2}\right)\right\|_{2}^{\alpha} .
\end{aligned}
$$

Observe that there are totally $2^{s}$ summands in the right hand side of (Eq. A.4). Therefore, for any $\mathbf{x}_{1}, \mathbf{x}_{2} \in U_{i}$ and $|\mathbf{s}|=s$, we have

$$
\left|D^{\mathbf{s}}\left(f_{i} \circ \phi_{i}^{-1}\right)\right|_{\phi_{i}\left(\mathbf{x}_{1}\right)}-\left.D^{\mathbf{s}}\left(f_{i} \circ \phi_{i}^{-1}\right)\right|_{\phi_{i}\left(\mathbf{x}_{2}\right)} \mid \leq 2^{s+1} \sqrt{d} \mu_{i} \lambda_{i}(2 r)^{1-\alpha}\left\|\phi_{i}\left(\mathbf{x}_{1}\right)-\phi_{i}\left(\mathbf{x}_{2}\right)\right\|_{2}^{\alpha} .
$$

## A.2.3 Proof of Taylor Polynomial Approximation

Proof of Theorem 3.3. The proof consists of two steps. We first approximate $f_{i} \circ \phi_{i}^{-1}$ by a Taylor polynomial, and then implement the Taylor polynomial using a ReLU network. To ease the analysis, we extend $f_{i} \circ \phi_{i}^{-1}$ to the whole cube $[0,1]^{d}$ by assigning $f_{i} \circ \phi_{i}^{-1}(\mathbf{x})=0$ for $\phi_{i}(\mathbf{x}) \in[0,1]^{d} \backslash \phi_{i}\left(U_{i}\right)$. It is straightforward to check that this extension preserves the regularity of $f_{i} \circ \phi_{i}^{-1}$, since $f_{i}$ vanishes on the complement of the compact set $\operatorname{supp}\left(\rho_{i}\right) \subset$ $U_{i}$. For notational simplicity, we denote $f_{i}^{\phi}=f_{i} \circ \phi_{i}^{-1}$ with the extension. Accordingly, Lemma 3.3 can be extended to the whole cube $[0,1]^{d}$ without changing its proof, i.e., for
any $\mathbf{x}_{1}, \mathbf{x}_{2} \in[0,1]^{d}$ and $|\mathbf{s}|=s$, we have

$$
\begin{equation*}
\left|D^{\mathbf{s}} f_{i}^{\phi}\right|_{\mathbf{x}_{1}}-\left.D^{\mathbf{s}} f_{i}^{\phi}\right|_{\mathbf{x}_{2}} \mid \leq 2^{s+1} \sqrt{d} \mu_{i} \lambda_{i}(2 r)^{1-\alpha}\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\|_{2}^{\alpha} \tag{A.5}
\end{equation*}
$$

## Step 1. We define a trapezoid function

$$
\psi(x)= \begin{cases}1 & |x|<1 \\ 2-|x| & 1 \leq|x| \leq 2 \\ 0 & |x|>2\end{cases}
$$

Note that we have $\|\psi\|_{\infty}=1$. Let $N$ be a positive integer, we form a uniform grid on $[0,1]^{d}$ by dividing each coordinate into $N$ subintervals. We then consider a partition of unity on these grid defined by

$$
\zeta_{\mathbf{m}}(\mathbf{x})=\prod_{k=1}^{d} \psi\left(3 N\left(x_{k}-\frac{m_{k}}{N}\right)\right)
$$

We can check that $\sum_{\mathbf{m}} \zeta_{\mathbf{m}}(\mathbf{x})=1$ as in Figure A.1.


Figure A.1: Illustration of the construction of $\zeta_{\mathrm{m}}$ on the $k$-th coordinate.

We also observe

$$
\operatorname{supp}\left(\zeta_{\mathbf{m}}\right)=\left\{\mathbf{x}:\left|x_{k}-\frac{m_{k}}{N}\right| \leq \frac{2}{3 N}, k=1, \ldots, d\right\} \subset\left\{\mathbf{x}:\left|x_{k}-\frac{m_{k}}{N}\right| \leq \frac{1}{N}, k=1, \ldots, d\right\}
$$

We use the slightly enlarged support set of length $2 / N$ to simplify the constant computation.

Now we construct a Taylor polynomial of degree $s$ for approximating $f_{i}^{\phi}$ at $\frac{\mathfrak{m}}{N}$ :

$$
P_{\mathbf{m}}(\mathbf{x})=\left.\sum_{|\mathbf{s}| \leq s} \frac{D^{\mathbf{s}} f_{i}^{\phi}}{\mathbf{s}!}\right|_{\mathbf{x}=\frac{\mathbf{m}}{N}}\left(\mathbf{x}-\frac{\mathbf{m}}{N}\right)^{\mathbf{s}}
$$

Define $\bar{f}_{i}=\sum_{\mathbf{m} \in\{0, \ldots, N\}^{d}} \zeta_{\mathbf{m}} P_{\mathbf{m}}$. We bound the approximation error $\left\|\bar{f}_{i}-f_{i}^{\phi}\right\|_{\infty}$ :

$$
\begin{aligned}
\max _{\mathbf{x} \in[0,1]^{d}}\left|\bar{f}_{i}(\mathbf{x})-f_{i}^{\phi}(\mathbf{x})\right| & =\max _{\mathbf{x}}\left|\sum_{\mathbf{m}} \phi_{\mathbf{m}}(\mathbf{x})\left(P_{\mathbf{m}}(\mathbf{x})-f_{i}^{\phi}(\mathbf{x})\right)\right| \\
& \leq \max _{\mathbf{x}} \sum_{\mathbf{m}:\left|x_{k}-\frac{m_{k}}{N}\right| \leq \frac{1}{N}}\left|P_{\mathbf{m}}(\mathbf{x})-f_{i}^{\phi}(\mathbf{x})\right| \\
& \leq \max _{\mathbf{x}} 2^{d} \max _{\mathbf{m}:\left|x_{k}-\frac{m_{k}}{N}\right| \leq \frac{1}{N}}\left|P_{\mathbf{m}}(\mathbf{x})-f_{i}^{\phi}(\mathbf{x})\right| \\
& \left.\stackrel{(i)}{\leq} \max _{\mathbf{x}} \frac{2^{d} d^{s}}{s!}\left(\frac{1}{N}\right)^{s} \max _{|\mathbf{s}|=s}\left|D^{\mathbf{s}} f_{i}^{\phi}\right|_{\frac{\mathbf{m}}{N}}-\left.D^{\mathbf{s}} f_{i}^{\phi}\right|_{\mathbf{y}} \right\rvert\, \\
& \left(\frac{(i i)}{\leq} \max _{\mathbf{x}} \frac{2^{d} d^{s}}{s!}\left(\frac{1}{N}\right)^{s} 2^{s+1} \sqrt{d} \mu_{i} \lambda_{i}(2 r)^{1-\alpha}\left\|\frac{\mathbf{m}}{N}-\mathbf{x}\right\|_{2}^{\alpha}\right. \\
& \leq \sqrt{d} \mu_{i} \lambda_{i}(2 r)^{1-\alpha} \frac{2^{d+s+1} d^{s+\alpha / 2}}{s!}\left(\frac{1}{N}\right)^{s+\alpha} .
\end{aligned}
$$

Here $\mathbf{y}$ is the linear interpolation of $\frac{\mathrm{m}}{N}$ and $\mathbf{x}$, determined by the Taylor remainder, and inequality $(i)$ follows from the Taylor expansion of $f_{i}^{\phi}$ around $\mathbf{m} / N$. Note that only $s$ th order derivative remains in step $(i)$ and there are at most $d^{s}$ terms. Inequality $(i i)$ is obtained by the Hölder continuity in the inequality (Eq. A.5).

By setting

$$
\sqrt{d} \mu_{i} \lambda_{i}(2 r)^{1-\alpha} \frac{2^{d+s+1} d^{s+\alpha / 2}}{s!}\left(\frac{1}{N}\right)^{s+\alpha} \leq \frac{\delta}{2}
$$

we get $N \geq\left(\frac{\sqrt{d} \mu_{i} \lambda_{i}(2 r)^{1-\alpha} 2^{d+s+2} d^{s+\alpha / 2}}{\delta s!}\right)^{\frac{1}{s+\alpha}}$. Accordingly, the approximation error is bounded by $\left\|\bar{f}_{i}-f_{i}^{\phi}\right\|_{\infty} \leq \frac{\delta}{2}$.

Step 2. We next implement $\widetilde{f}_{i}$ by a ReLU network that approximates $\bar{f}_{i}$ up to an error
$\frac{\delta}{2}$. We denote

$$
P_{\mathbf{m}}(\mathbf{x})=\sum_{|\mathbf{s}| \leq s} a_{\mathbf{m}, \mathrm{s}}\left(\mathbf{x}-\frac{\mathbf{m}}{N}\right)^{\mathbf{s}}
$$

where $a_{\mathbf{m}, \mathbf{s}}=\left.\frac{D^{\mathbf{s}} f_{i}^{\phi}}{\mathbf{s}!}\right|_{\mathbf{x}=\frac{\mathbf{m}}{N}}$. Then we rewrite $\bar{f}_{i}$ as

$$
\begin{equation*}
\bar{f}_{i}(\mathbf{x})=\sum_{\mathbf{m} \in\{0, \ldots, N\}^{d}} \sum_{|\mathbf{s}| \leq s} a_{\mathbf{m}, \mathbf{s}} \zeta_{\mathbf{m}}(\mathbf{x})\left(\mathbf{x}-\frac{\mathbf{m}}{N}\right)^{\mathbf{s}} \tag{A.6}
\end{equation*}
$$

Note that (Eq. A.6) is a linear combination of products $\zeta_{\mathrm{m}}\left(\mathrm{x}-\frac{\mathrm{m}}{N}\right)^{\mathrm{s}}$. Each product involves at most $d+n$ univariate terms: $d$ terms for $\zeta_{\mathbf{m}}$ and $n$ terms for $\left(\mathbf{x}-\frac{\mathbf{m}}{N}\right)^{\mathbf{s}}$. We recursively apply Corollary 3.1 to implement the product. Specifically, let $\widehat{x}_{\epsilon}$ be the approximation of the product operator in Corollary 3.1 with error $\epsilon$, which will be chosen later. Consider the following chain application of $\widehat{x}_{\epsilon}$ :

$$
\tilde{f}_{\mathbf{m}, \mathbf{s}}(\mathbf{x})=\widehat{x}_{\epsilon}\left(\psi\left(3 N x_{1}-3 m_{1}\right), \widehat{x}_{\epsilon}\left(\ldots, \widehat{x}_{\epsilon}\left(\psi\left(3 N_{d} x_{d}-m_{d}\right), \widehat{x}_{\epsilon}\left(x_{1}-\frac{m_{1}}{N}, \ldots\right)\right)\right)\right) .
$$

Now we estimate the error of the above approximation. Note that we have $\mid \psi\left(3 N x_{k}-\right.$ $\left.3 m_{k}\right) \mid \leq 1$ and $\left|x_{k}-\frac{m_{k}}{N}\right| \leq 1$ for all $k \in\{1, \ldots, d\}$ and $\mathbf{x} \in[0,1]^{d}$. We then have

$$
\begin{aligned}
& \left|\widetilde{f}_{\mathbf{m}, \mathbf{s}}(\mathbf{x})-\zeta_{\mathbf{m}}\left(\mathbf{x}-\frac{\mathbf{m}}{N}\right)^{\mathbf{s}}\right| \\
= & \left|\widehat{x}_{\epsilon}\left(\psi\left(3 N x_{1}-3 m_{1}\right), \widehat{x}_{\epsilon}\left(\ldots, \widehat{x}_{\epsilon}\left(x_{1}-\frac{m_{1}}{N}, \ldots\right)\right)\right)-\zeta_{\mathbf{m}}\left(\mathbf{x}-\frac{\mathbf{m}}{N}\right)^{\mathbf{s}}\right| \\
\leq & \mid \widehat{x}_{\epsilon}\left(\psi\left(3 N x_{1}-3 m_{1}\right), \widehat{x}_{\epsilon}\left(\psi\left(3 N x_{2}-3 m_{2}\right), \ldots\right)\right) \\
& \quad-\psi\left(3 N_{1}-3 m_{1}\right) \widehat{x}_{\epsilon}\left(\psi\left(3 N x_{2}-3 m_{2}\right), \ldots\right) \mid \\
& +\left|\psi\left(3 N x_{1}-m_{1}\right)\right|\left|\widehat{x}_{\epsilon}\left(\psi\left(3 N x_{2}-3 m_{2}\right), \ldots\right)-\psi\left(3 N x_{2}-3 m_{2}\right) \widehat{x}_{\epsilon}(\ldots)\right| \\
& +\ldots \\
\leq & (s+d) \epsilon .
\end{aligned}
$$

Moreover, we have $\widetilde{f}_{\mathbf{m}, \mathbf{s}}(\mathbf{x})=\zeta_{\mathbf{m}}\left(\mathbf{x}-\frac{\mathbf{m}}{N}\right)^{\mathbf{s}}=0$, if $\mathbf{x} \notin \operatorname{supp}\left(\zeta_{\mathbf{m}}\right)$. Now we define

$$
\tilde{f}_{i}=\sum_{\mathbf{m} \in\{0, \ldots, N\}^{d}} \sum_{|\mathbf{s}| \leq s} a_{\mathbf{m}, \mathbf{s}} \widetilde{f}_{\mathbf{m}, \mathbf{s}}
$$

The approximation error is bounded by

$$
\begin{aligned}
\max _{\mathbf{x}}\left|\widetilde{f}_{i}(\mathbf{x})-\bar{f}_{i}(\mathbf{x})\right| & =\left|\sum_{\mathbf{m} \in\{0, \ldots, N\}^{d}} \sum_{|\mathbf{s}| \leq n} a_{\mathbf{m}, \mathbf{s}}\left(\widetilde{f}_{\mathbf{m}, \mathbf{n}}(\mathbf{x})-\zeta_{\mathbf{m}}\left(\mathbf{x}-\frac{\mathbf{m}}{N}\right)^{\mathbf{s}}\right)\right| \\
& \leq \max _{\mathbf{x}} \lambda_{i} \mu_{i} 2^{d+s+1} \max _{\mathbf{m}: \mathbf{x} \in \sup \left(\zeta_{\mathbf{m}}\right)} \sum_{|\mathbf{s}| \leq s}\left|\widetilde{f}_{\mathbf{m}, \mathbf{s}}(\mathbf{x})-\zeta_{\mathbf{m}}\left(\mathbf{x}-\frac{\mathbf{m}}{N}\right)^{\mathbf{s}}\right| \\
& \leq \lambda_{i} \mu_{i} 2^{d+s+1} d^{s}(d+s) \epsilon
\end{aligned}
$$

We choose $\epsilon=\frac{\delta}{\lambda_{i} \mu_{i} 2^{d+s+2} d^{s}(d+s)}$, so that $\left\|\bar{f}_{i}-\widetilde{f}_{i}\right\|_{\infty} \leq \frac{\delta}{2}$. Thus, we eventually have $\left\|\widetilde{f}_{i}-f_{i}^{\phi}\right\|_{\infty} \leq \delta$. Now we compute the depth and computational units for implement $\widetilde{f}_{i} . \widetilde{f}_{i}$ can be implemented by a collection of parallel sub-networks that compute each $\widetilde{f}_{\mathbf{m}, \mathbf{s}}$. The total number of parallel sub-networks is bounded by $d^{s}(N+1)^{d}$. For each subnetwork, we observe that $\psi$ can be exactly implemented by a single layer ReLU network, i.e., $\psi(x)=\operatorname{ReLU}(x+2)-\operatorname{ReLU}(x+1)-\operatorname{ReLU}(x-1)+\operatorname{ReLU}(x-2)$. Corollary 3.1 shows that $\widehat{x}_{\epsilon}$ can be implemented by a depth $c_{1} \log \frac{1}{\epsilon} \operatorname{ReLU}$ network. Therefore, the whole network for implementing $\widetilde{f}_{i}$ has no more than $c_{1}^{\prime}\left(\log \frac{1}{\epsilon}+1\right)$ layers with width bounded by $O\left(d^{s}(N+1)^{d}\right)$ and $c_{1}^{\prime} d^{s}(N+1)^{d}\left(\log \frac{1}{\epsilon}+1\right)$ neurons and weight parameters. With $\epsilon=\frac{\delta}{\lambda_{i} \mu_{i} 2^{d+s+2} d^{s}(d+s)}$ and $N=\left\lceil\left(\frac{\mu_{i} \lambda_{i}(2 r)^{1-\alpha} 2^{d+s+2} d^{s+\alpha / 2}}{\delta s!}\right)^{\frac{1}{s+\alpha}}\right\rceil$, we obtain that the whole network has no more than $L=c_{1} \log \frac{1}{\delta}$ layers, with width bounded by $p=c_{2} \delta^{-\frac{d}{s+\alpha}}$, and at most $K=c_{2} \delta^{-\frac{d}{s+\alpha}}\left(\log \frac{1}{\delta}+1\right)$ neurons and weight parameters, for constants $c_{1}, c_{2}, c_{3}$ depending on $d, s, \tau$, and upper bound of derivatives of $f_{i} \circ \phi_{i}^{-1}$, up to order $s$. Lastly, from (Eq. A.6), we see each parameter has a range bounded by the upper bound of derivatives of $f_{i} \circ \phi_{i}^{-1}$ up to order $s-$ scales as $\sqrt{d}$ as in (Eq. A.5).

## A.2.4 Proof of Lemma 3.4

Proof. We expand the estimation error as

$$
\begin{aligned}
& \|\widehat{f}-f\|_{\infty} \\
= & \left\|\sum_{i=1}^{C_{\mathcal{M}}} \widehat{\times}\left(\widehat{f}_{i}, \widehat{\mathbb{1}}_{\Delta} \circ \widehat{d}_{i}^{2}\right)-f\right\|_{\infty} \\
= & \left\|\sum_{i=1}^{C_{\mathcal{M}}} \widehat{\times}\left(\widehat{f}_{i}, \widehat{\mathbb{1}}_{\Delta} \circ \widehat{d}_{i}^{2}\right)-f \rho_{i} \mathbb{1}\left(\mathbf{x} \in U_{i}\right)\right\|_{\infty} \\
\leq & \sum_{i=1}^{C_{\mathcal{M}}}\left\|\widehat{\times}\left(\widehat{f}_{i}, \widehat{\mathbb{1}}_{\Delta} \circ \widehat{d}_{i}^{2}\right)-f_{i} \mathbb{1}\left(\mathbf{x} \in U_{i}\right)\right\|_{\infty} \\
\leq & \sum_{i=1}^{C_{\mathcal{M}}} \| \widehat{\times}\left(\widehat{f}_{i}, \widehat{\mathbb{1}}_{\Delta} \circ \widehat{d}_{i}^{2}\right)-\widehat{f}_{i} \cdot\left(\widehat{\mathbb{1}_{\Delta}} \circ \widehat{d}_{i}^{2}\right)+\widehat{f}_{i} \\
& +f_{i} \cdot\left(\widehat{\mathbb{1}}_{\Delta} \circ \widehat{\mathbb{1}}_{\Delta}^{2} \circ \widehat{d}_{i}^{2}\right)-f_{i} \cdot\left(\widehat{\mathbb{1}}_{\Delta} \cdot \mathbb{1}_{\Delta}\left(\mathbf{x} \in \widehat{d}_{i}^{2}\right)\right. \\
\leq & \sum_{i=1}^{C_{\mathcal{M}}} \| \underbrace{\left\|\widehat{\times}\left(\widehat{f}_{i}, \widehat{\mathbb{1}}_{\Delta} \circ \widehat{d}_{i}^{2}\right)-\widehat{f}_{i} \times\left(\widehat{\mathbb{1}_{\Delta}} \circ \widehat{d}_{i}^{2}\right)\right\|_{\infty}}_{A_{i, 1}}+\underbrace{\| \widehat{f}_{i} \times\left(\widehat{\mathbb{1}}_{\Delta} \circ \widehat{d}_{i}^{2}\right)-f_{i} \times(\widehat{\mathbb{1}}}_{A_{i, 2}} \underbrace{}_{A_{i, 3}} \circ \widehat{d}_{i}^{2}) \|_{\infty} \\
& +\underbrace{\left\|f_{i} \times\left(\widehat{\mathbb{1}}_{\Delta} \circ \widehat{d}_{i}^{2}\right)-f_{i} \times \mathbb{1}\left(\mathbf{x} \in U_{i}\right)\right\|_{\infty}} .
\end{aligned}
$$

The first two terms $A_{i, 1}, A_{i, 2}$ are straightforward to handle, since by the construction we have

$$
\begin{aligned}
A_{i, 1} & =\left\|\widehat{\times}\left(\widehat{f}_{i}, \widehat{\mathbb{1}}_{\Delta} \circ \widehat{d}_{i}^{2}\right)-\widehat{f_{i}} \cdot\left(\widehat{\mathbb{1}}_{\Delta} \circ \widehat{d}_{i}^{2}\right)\right\|_{\infty} \leq \eta, \quad \text { and } \\
A_{i, 2} & =\left\|\widehat{f}_{i} \times\left(\widehat{\mathbb{1}}_{\Delta} \circ \widehat{d}_{i}^{2}\right)-f_{i} \cdot\left(\widehat{\mathbb{1}}_{\Delta} \circ \widehat{d}_{i}^{2}\right)\right\|_{\infty} \leq\left\|\widehat{f}_{i}-f_{i}\right\|_{\infty}\left\|\widehat{\mathbb{1}}_{\Delta} \circ{\widehat{d_{i}^{2}}}_{i}\right\|_{\infty} \leq \delta .
\end{aligned}
$$

By Lemma A.1, we have $\max _{\mathbf{x} \in \mathcal{K}_{i}}\left|f_{i}(\mathbf{x})\right| \leq \frac{c(\pi+1)}{r(1-r / \tau)} \Delta$ for a constant $c$ depending on $f_{i}$. Then we bound $A_{i, 3}$ as

$$
A_{i, 3}=\left\|f_{i} \times\left(\widehat{\mathbb{1}}_{\Delta} \circ \widehat{d}_{i}^{2}\right)-f_{i} \times \mathbb{1}\left(\mathbf{x} \in U_{i}\right)\right\|_{\infty} \leq \max _{\mathbf{x} \in \mathcal{K}_{i}}\left|f_{i}(\mathbf{x})\right| \leq \frac{c(\pi+1)}{r(1-r / \tau)} \Delta
$$

## A.2.5 Helper Lemma for Bounding $A_{i, 3}$ and Its Proof

Lemma A.1. For any $i=1, \ldots, C_{\mathcal{M}}$, denote

$$
\mathcal{K}_{i}=\left\{\mathbf{x} \in \mathcal{M}: r^{2}-\Delta \leq\left\|\mathbf{x}-\mathbf{c}_{i}\right\|_{2}^{2} \leq r^{2}\right\} .
$$

Then there exists a constant c depending on the upper bounds of the first derivatives of the partition of unity $\rho_{i}$ 's and coordinate system $\phi_{i}$ 's such that

$$
\max _{\mathbf{x} \in \mathcal{K}_{i}}\left|f_{i}(\mathbf{x})\right| \leq \frac{c(\pi+1)}{r(1-r / \tau)} \Delta .
$$

Proof. We extend $f_{i} \circ \phi_{i}^{-1}$ to the whole cube $[0,1]^{d}$ as in the proof of Theorem Theorem 3.3. We also have $f_{i}(\mathbf{x})=0$ for $\left\|\mathbf{x}-\mathbf{c}_{i}\right\|_{2}=r$. By the first order Taylor expansion, for any $\mathbf{x}, \mathbf{y} \in U_{i}$, we have

$$
\begin{aligned}
\left|f_{i}(\mathbf{x})-f_{i}(\mathbf{y})\right| & =\left|f_{i} \circ \phi_{i}^{-1}\left(\phi_{i}(\mathbf{x})\right)-f_{i} \circ \phi_{i}^{-1}\left(\phi_{i}(\mathbf{y})\right)\right| \\
& \leq\left\|\nabla\left(f_{i} \circ \phi_{i}^{-1}\right)(\mathbf{z})\right\|_{2}\left\|\phi_{i}(\mathbf{x})-\phi_{i}(\mathbf{y})\right\|_{2} \\
& \leq\left\|\nabla\left(f_{i} \circ \phi_{i}^{-1}\right)(\mathbf{z})\right\|_{2} b_{i}\left\|V_{i}\right\|_{2}\|\mathbf{x}-\mathbf{y}\|_{2},
\end{aligned}
$$

where $\mathbf{z}$ is a linear interpolation of $\phi_{i}(\mathbf{x})$ and $\phi_{i}(\mathbf{y})$ satisfying the mean value theorem. Since $f_{i} \circ \phi_{i}^{-1}$ is $C^{s}$ in $[0,1]^{d}$, the first derivative is uniformly bounded, i.e., $\left\|\nabla f_{i} \circ \phi_{i}^{-1}(\mathbf{z})\right\|_{2} \leq$ $\alpha_{i}$ for any $\mathbf{z} \in[0,1]^{d}$. Let $\mathbf{y} \in U_{i}$ satisfying $f_{i}(\mathbf{y})=0$. In order to bound the function value for any $\mathrm{x} \in \mathcal{K}_{i}$, we only need to bound the Euclidean distance between x and y . More specifically, for any $\mathrm{x} \in \mathcal{K}_{i}$, we need to show that there exists $\mathrm{y} \in U_{i}$ satisfying $f_{i}(\mathbf{y})=0$, such that $\|\mathbf{x}-\mathbf{y}\|_{2}$ is sufficiently small.

Before continuing with the proof, we introduce some notations. Let $\gamma(t)$ be a geodesic on $\mathcal{M}$ parameterized by the arc length. In the following context, we use $\dot{\gamma}$ and $\ddot{\gamma}$ to denote
the first and second derivatives of $\gamma$ with respect to $t$. By the definition of geodesic, we have $\|\dot{\gamma}(t)\|_{2}=1$ (unit speed) and $\ddot{\gamma}(t) \perp \dot{\gamma}(t)$.

Without loss of generality, we shift $\mathbf{c}_{i}$ to 0 . We consider a geodesic starting from x with initial "velocity" $\dot{\gamma}(0)=\mathbf{v}$ in the tangent space of $\mathcal{M}$ at $\mathbf{x}$. To utilize polar coordinate, we define two auxiliary quantities: $\ell(t)=\|\gamma(t)\|_{2}$ and $\theta(t)=\arccos \frac{\gamma(t)^{\top} \dot{\gamma}(t)}{\|\gamma(t)\|_{2}} \in[0, \pi]$. As can be seen in Figure Figure A.2, $\ell$ and $\theta$ have clear geometrical interpretations: $\ell$ is the radial distance from the center $\mathbf{c}_{i}$, and $\theta$ is the angle between the velocity and $\gamma(t)$.


Figure A.2: Illustration of $\ell$ and $\theta$ along a parametric curve $\gamma$.

Suppose $\mathbf{y}=\gamma(T)$, we need to upper bound $T$. Note that $\ell(T)-\ell(0) \leq r-\sqrt{r^{2}-\Delta} \leq$ $\Delta / r$. Moreover, observe that the derivative of $\ell$ is $\dot{\ell}(t)=\cos \theta(t)$, since $\gamma$ has unit speed. It suffices to find a lower bound on $\dot{\ell}(t)=\cos \theta(t)$ so that $T \leq \frac{\Delta}{r \inf _{t} \dot{\ell}(t)}$.

We immediately have the second derivative of $\ell$ as $\ddot{\ell}(t)=-\sin \theta(t) \dot{\theta}(t)$. Meanwhile, using the equation $\ell(t)=\sqrt{\gamma(t)^{\top} \gamma(t)}$, we also have

$$
\begin{equation*}
\ddot{\ell}(t)=\frac{\left(\ddot{\gamma}(t)^{\top} \gamma(t)+\dot{\gamma}(t)^{\top} \dot{\gamma}(t)\right) \sqrt{\gamma(t)^{\top} \gamma(t)}-\left(\gamma(t)^{\top} \dot{\gamma}(t)\right)^{2} / \sqrt{\gamma(t)^{\top} \gamma(t)}}{\gamma(t)^{\top} \gamma(t)} . \tag{A.7}
\end{equation*}
$$

Note that by definition, we have $\dot{\gamma}(t)^{\top} \dot{\gamma}(t)=1$ and $\gamma(t)^{\top} \dot{\gamma}(t)=\cos \theta(t) \sqrt{\gamma(t)^{\top} \gamma(t)}$. Plugging into (Eq. A.7), we can derive

$$
\begin{equation*}
\ddot{\ell}(t)=\frac{1+\ddot{\gamma}(t)^{\top} \gamma(t)-\cos ^{2} \theta(t)}{\ell(t)}=\frac{\sin ^{2} \theta(t)+\ddot{\gamma}(t)^{\top} \gamma(t)}{\ell(t)} . \tag{A.8}
\end{equation*}
$$

Now we find a lower bound on $\ddot{\gamma}(t)^{\top} \gamma(t)$. Specifically, by Cauchy-Schwarz inequality, we have

$$
\begin{aligned}
\ddot{\gamma}(t)^{\top} \gamma(t) & \geq-\|\ddot{\gamma}(t)\|_{2}\|\gamma(t)\|_{2}|\cos \angle(\ddot{\gamma}(t), \gamma(t))| \\
& \geq-\frac{r}{\tau}|\cos \angle(\ddot{\gamma}(t), \gamma(t))| .
\end{aligned}
$$

The last inequality follows from $\|\ddot{\gamma}(t)\|_{2} \leq \frac{1}{\tau}$ [47] and $\|\gamma(t)\|_{2} \leq r$. We now need to bound $\angle(\ddot{\gamma}(t), \gamma(t))$, given $\angle(\gamma(t), \dot{\gamma}(t))=\theta(t)$ and $\ddot{\gamma}(t) \perp \dot{\gamma}(t)$. Consider the following optimization problem,

$$
\begin{align*}
\min & a^{\top} x,  \tag{A.9}\\
\text { subject to } & x^{\top} x=1, \\
& b^{\top} x=0 .
\end{align*}
$$

By assigning $a=\frac{\gamma(t)}{\|\gamma(t)\|_{2}}$ and $b=\frac{\dot{\gamma}(t)}{\|\dot{\gamma}(t)\|_{2}}$, the optimal objective value is exactly the minimum of $\cos \angle(\ddot{\gamma}(t), \gamma)$. Additionally, we can find the maximum of $\cos \angle(\ddot{\gamma}(t), \gamma)$ by replacing the minimization in (Eq. A.9) by maximization. We solve (Eq. A.9) by the Lagrangian method. More precisely, let

$$
\mathcal{L}(x, \lambda, \mu)=-a^{\top} x+\lambda\left(x^{\top} x-1\right)+\mu\left(b^{\top} x\right) .
$$

We have the optimal solution $x^{*}$ satisfying $\nabla_{x} \mathcal{L}=0$, which implies $x^{*}=\frac{1}{2 \lambda^{*}}\left(a-\mu^{*} b\right)$ with $\mu^{*}$ and $\lambda^{*}$ being the optimal dual variable. By the primal feasibility, we have $\mu^{*}=a^{\top} b$ and $\lambda^{*}=-\frac{1}{2} \sqrt{1-\left(a^{\top} b\right)^{2}}$. Therefore, the optimal objective value is $-\sqrt{1-\left(a^{\top} b\right)^{2}}$. Similarly, the maximum is $\sqrt{1-\left(a^{\top} b\right)^{2}}$. Note that $a^{\top} b=\cos \theta(t)$, we then get

$$
\ddot{\gamma}(t)^{\top} \gamma(t) \geq-\frac{r}{\tau} \sin \theta(t) .
$$

Substituting into (Eq. A.8), we have the following lower bound

$$
\ddot{\ell}(t)=\frac{\sin \theta^{2}(t)+\ddot{\gamma}(t)^{\top} \gamma(t)}{\ell(t)} \geq \frac{1}{\ell(t)}\left(\sin ^{2} \theta(t)-\frac{r}{\tau} \sin \theta(t)\right) .
$$

Now combining with $\ddot{\ell}(t)=-\sin \theta(t) \dot{\theta}(t)$, we can derive

$$
\begin{equation*}
\dot{\theta}(t) \leq-\frac{1}{\ell(t)}\left(\sin \theta(t)-\frac{r}{\tau}\right) \tag{A.10}
\end{equation*}
$$

Inequality (Eq. A.10) has an important implication: When $\sin \theta(t)>\frac{r}{\tau}$, as $t$ increasing, $\theta(t)$ is monotone decreasing until $\sin \theta\left(t^{\prime}\right)=\frac{r}{\tau}$ for some $t^{\prime}=t$. Thus, we distinguish two cases depending on the value of $\theta(0)$. Indeed, we only need to consider $\theta(0) \in[0, \pi / 2]$. The reason behind is that if $\theta(0) \in(\pi / 2, \pi]$, we only need to set the initial velocity in the opposite direction.

Case 1: $\theta(0) \in\left[0, \arcsin \frac{r}{\tau}\right]$. We claim that $\theta(t) \in\left[0, \arcsin \frac{r}{\tau}\right]$ for all $t \leq T$. In fact, suppose there exists some $t_{1} \leq T$ such that $\theta\left(t_{1}\right)>\arcsin \frac{r}{\tau}$. By the continuity of $\theta$, there exists $t_{0}<t_{1}$, such that $\theta\left(t_{0}\right)=\arcsin \frac{r}{\tau}$ and $\theta(t) \geq \arcsin \frac{r}{\tau}$ for $t \in\left[t_{0}, t_{1}\right]$. This already gives us a contradiction:

$$
\theta\left(t_{0}\right)<\theta\left(t_{1}\right)=\theta\left(t_{0}\right)+\underbrace{\int_{t_{0}}^{t_{1}} \dot{\theta}(t) d t}_{\leq 0} \leq \theta\left(t_{0}\right) .
$$

Therefore, we have $\dot{\ell}(t) \geq \cos \arcsin \frac{r}{\tau}=\sqrt{1-\frac{r^{2}}{\tau^{2}}}$, and thus $T \leq \frac{\Delta}{r \sqrt{1-\frac{r^{2}}{\tau^{2}}}}$.
Case 2: $\theta(0) \in\left(\arcsin \frac{r}{\tau}, \pi / 2\right]$. It is enough to show that $\theta(0)$ can be bounded sufficiently away from $\pi / 2$. Let $\gamma_{\mathbf{c}, \mathbf{x}} \subset \mathcal{M}$ be a geodesic from $\mathbf{c}_{i}$ to $\mathbf{x}$. We analogously define $\theta_{\mathbf{c}, \mathbf{x}}$ and $\ell_{\mathbf{c}, \mathbf{x}}$ as for the geodesic from $\mathbf{x}$ to $\mathbf{y}$. Let $T_{r / 2}=\sup \left\{t: \ell_{\mathbf{c}, \mathbf{x}}(t) \leq r / 2-\Delta / r\right\}$, and denote $\mathbf{z}=\gamma_{\mathbf{c}, \mathbf{x}}\left(T_{r / 2}\right)$. We must have $\theta_{\mathbf{c}, \mathbf{x}}\left(T_{r / 2}\right) \in[0, \pi / 2]$ and $\ell_{\mathbf{c}, \mathbf{x}}\left(T_{r / 2}\right)=r / 2-\Delta / r$, otherwise there exists $T_{r / 2}^{\prime}>T_{r / 2}$ satisfying $\ell_{\mathbf{c}, \mathbf{x}}\left(T_{r / 2}^{\prime}\right) \leq r / 2$. Denote $T_{\mathbf{x}}$ satisfying
$\mathbf{x}=\gamma_{\mathbf{c}, \mathbf{x}}\left(T_{\mathbf{x}}\right)$. We bound $\theta_{\mathbf{c}, \mathbf{x}}\left(T_{\mathbf{x}}\right)$ as follows,

$$
\begin{aligned}
\theta_{\mathbf{c}, \mathbf{x}}\left(T_{\mathbf{x}}\right) & =\theta_{\mathbf{c}, \mathbf{x}}\left(T_{r / 2}\right)+\int_{T_{r / 2}}^{T_{\mathbf{x}}} \dot{\theta}_{\mathbf{c}, \mathbf{x}}(t) d t \\
& \leq \frac{\pi}{2}-\int_{T_{r / 2}}^{T_{\mathbf{x}}} \frac{1}{\ell_{\mathbf{c}, \mathbf{x}}(t)}\left(\sin \theta_{\mathbf{c}, \mathbf{x}}(t)-\frac{r}{\tau}\right) d t
\end{aligned}
$$

If there exists some $t \in\left(T_{r / 2}, T_{\mathbf{x}}\right]$ such that $\sin \theta_{\mathbf{c}, \mathbf{x}}(t) \leq \frac{r}{\tau}$, by the previous reasoning, we have $\sin \theta_{\mathbf{c}, \mathbf{x}}\left(T_{\mathbf{x}}\right) \leq \frac{r}{\tau}$. Thus, we only need to handle the case when $\sin \theta_{\mathbf{c}, \mathbf{x}}(t)>\frac{r}{\tau}$ for all $t \in\left(T_{r / 2}, T_{\mathbf{x}}\right]$. In this case, $\theta_{\mathbf{c}, \mathbf{x}}(t)$ is monotone decreasing, hence we further have

$$
\begin{aligned}
\theta_{\mathbf{c}, \mathbf{x}}\left(T_{\mathbf{x}}\right) & \leq \frac{\pi}{2}-\int_{T_{r / 2}}^{T_{\mathbf{x}}} \frac{1}{\ell_{\mathbf{c}, \mathbf{x}}(t)}\left(\sin \theta_{\mathbf{c}, \mathbf{x}}\left(T_{\mathbf{x}}\right)-\frac{r}{\tau}\right) d t \\
& \leq \frac{\pi}{2}-\left(T_{\mathbf{x}}-T_{r / 2}\right) \frac{1}{r}\left(\sin \theta_{\mathbf{c}, \mathbf{x}}\left(T_{\mathbf{x}}\right)-\frac{r}{\tau}\right) \\
& \leq \frac{\pi}{2}-\frac{1}{2}\left(\sin \theta_{\mathbf{c}, \mathbf{x}}\left(T_{\mathbf{x}}\right)-\frac{r}{\tau}\right) .
\end{aligned}
$$

The last inequality follows from $T_{\mathbf{x}}-T_{r / 2} \geq r / 2$. Using the fact, $\sin x \geq \frac{2}{\pi} x$, we can derive

$$
\begin{aligned}
\theta_{\mathbf{c}, \mathbf{x}}\left(T_{\mathbf{x}}\right) & \leq \frac{\pi}{2}-\frac{1}{2}\left(\frac{2}{\pi} \theta_{\mathbf{c}, \mathbf{x}}\left(T_{\mathbf{x}}\right)-\frac{r}{\tau}\right) \\
\Longrightarrow \theta_{\mathbf{c}, \mathbf{x}}\left(T_{\mathbf{x}}\right) & \leq \frac{\pi}{2}\left(\frac{\pi+r / \tau}{\pi+1}\right) .
\end{aligned}
$$

We can then set $\theta(0)=\theta_{\mathbf{c}, \mathbf{x}}\left(T_{\mathbf{x}}\right)$, and thus

$$
\begin{aligned}
\cos \theta(0) \geq \cos \left(\frac{\pi}{2} \frac{\pi+r / \tau}{\pi+1}\right) & =\cos \left(\frac{\pi}{2}\left(1-\frac{1-r / \tau}{\pi+1}\right)\right) \\
& =\sin \left(\frac{\pi}{2} \frac{1-r / \tau}{\pi+1}\right) \\
& \geq \frac{1-r / \tau}{\pi+1}
\end{aligned}
$$

Therefore, we have $T \leq \frac{\Delta}{r \cos \theta(0)} \leq \frac{\pi+1}{r(1-r / \tau)} \Delta$. By the choice of $r \leq \tau / 4$, we immediately
have $\frac{\tau}{\sqrt{\tau^{2}-r^{2}}}<\frac{\pi+1}{1-r / \tau}$. Hence, combining case 1 and case 2 , we conclude

$$
T \leq \frac{\pi+1}{r(1-r / \tau)} \Delta
$$

Therefore, the function value $f(\mathbf{x})$ on $\mathcal{K}_{i}$ is bounded by $\alpha_{i} \frac{\pi+1}{r(1-r / \tau)} \Delta$. It suffices to set $c=\max _{i} \alpha_{i} b_{i}\left\|V_{i}\right\|_{2}$, and we complete the proof.

## A.2.6 Characterization of the Size of the ReLU Network

Proof. We evenly split the error $\epsilon$ into 3 parts for $A_{i, 1}, A_{i, 2}$, and $A_{i, 3}$, respectively. We pick $\eta=\frac{\epsilon}{3 C_{\mathcal{M}}}$ so that $\sum_{i=1}^{C_{\mathcal{M}}} A_{i, 1} \leq \frac{\epsilon}{3}$. The same argument yields $\delta=\frac{\epsilon}{3 C_{\mathcal{M}}}$. Analogously, we can choose $\Delta=\frac{r(1-r / \tau) \epsilon}{3 c(\pi+1) C_{\mathcal{M}}}$. Finally, we pick $\nu=\frac{\Delta}{16 B^{2} D}$ so that $8 B^{2} D \nu<\Delta$.

Now we compute the number of layers, width, the number of neurons and weight parameters, and the range of each weight parameter in the ReLU network identified by Theorem 3.1.

1. For the chart determination sub-network, $\widehat{\mathbb{1}}_{\Delta}$ can be implemented by a ReLU network with $\left\lceil\log \frac{r^{2}}{\Delta}\right\rceil$ layers and 2 neurons in each layer. The weight parameters in the network is bounded by $O\left(\max \left\{\tau^{2}, 1\right\}\right)$. The approximation of the distance function $\widehat{d}_{i}^{2}$ can be implemented by a network of depth $O\left(\log \frac{1}{\nu}\right)$, width bounded by a constant, and the number of neurons and weight parameters is at most $O\left(\log \frac{1}{\nu}\right)$. Each weight parameter is bounded by $B$. Plugging in our choice of $\nu$ and $\Delta$, we have the depth is no greater than $c_{1}\left(\log \frac{1}{\epsilon}+\log D\right)$ with $c_{1}$ depending on $d, f, \tau$, and the surface area of $\mathcal{M}$. The number of neurons and weight parameters is also $c_{1}^{\prime}\left(\log \frac{1}{\epsilon}+\log D\right)$ except for a different constant. Note that there are $D$ parallel networks computing $\widehat{d}_{i}^{2}$ for $i=1, \ldots, C_{\mathcal{M}}$. Hence, the total number of neurons and weight parameters is $c_{1}^{\prime} C_{\mathcal{M}} D\left(\log \frac{1}{\epsilon}+\log D\right)$ with $c_{1}^{\prime}$ depending on $d, f, \tau$, and the surface area of $\mathcal{M}$. As can be seen, the width of the chart-determination network is bounded by $O\left(C_{\mathcal{M}} D\right)$, and the weight parameter is bounded by $O\left(\max \left\{1, \tau^{2}, B\right\}\right)$.
2. For the Taylor polynomial sub-network, $\phi_{i}$ can be implemented by a linear network with at most $D d$ weight parameters. To implement each $\widehat{f_{i}}$, we need a ReLU network of depth $c_{4} \log \frac{1}{\delta}$. The number of neurons and weight parameters is $c_{4}^{\prime} \delta^{-\frac{d}{s+\alpha}} \log \frac{1}{\delta}$, and the width is bounded by $c_{4}^{\prime \prime} \delta^{-\frac{d}{s+\alpha}}$. Here $c_{4}, c_{4}^{\prime}, c_{4}^{\prime \prime}$ depend on $s, d, \tau, f_{i} \circ \phi_{i}^{-1}$. In addition, all the weight parameters are bounded by the upper bound of the derivatives of $f_{i} \circ \phi_{i}^{-1}$ up to order $s$ (which scales as $\sqrt{d}$ as in Lemma 3.3). Substituting $\delta=\frac{\epsilon}{3 C_{\mathcal{M}}}$, we get the depth is $c_{2} \log \frac{1}{\epsilon}$ and the number of neurons and weight parameters is $c_{2}^{\prime} \epsilon^{-\frac{d}{s+\alpha}} \log \frac{1}{\epsilon}$. There are totally $C_{\mathcal{M}}$ parallel $\widehat{\hat{f}_{i}}$,s, hence the width is further bounded by $c_{2}^{\prime \prime} C_{\mathcal{M}} \epsilon^{-\frac{d}{s+\alpha}}$. Meanwhile, the total number of neurons and weight parameters is $c_{2}^{\prime} C_{\mathcal{M}} \epsilon^{-\frac{d}{s+\alpha}} \log \frac{1}{\epsilon}$. Here constants $c_{2}^{\prime}$ and $c_{2}^{\prime \prime}$ depend on $d, s, f_{i} \circ \phi_{i}^{-1}, \tau$, and the surface area of $\mathcal{M}$.
3. For the product sub-network, the analysis is similar to the chart determination subnetwork. The depth is $O\left(\log \frac{1}{\eta}\right)$, the width is bounded by a constant, he number of neurons and weight parameters is $O\left(\log \frac{1}{\eta}\right)$, and all the weight parameters are bounded by a constant. The choice of $\eta$ yields that the depth is $c_{3} \log \frac{1}{\epsilon}$, and the number of neurons and weight parameters is $c_{3}^{\prime} \log \frac{1}{\epsilon}$. There are $C_{\mathcal{M}}$ parallel pairs of outputs from the chart determination and the Taylor polynomial sub-networks. Hence, the total number of weight parameters is $c_{3}^{\prime} C_{\mathcal{M}} \log \frac{1}{\epsilon}$ with $c_{3}^{\prime}$ depending on $d, \tau$, and the surface area of $\mathcal{M}$.

Combining these 3 sub-networks, and redefining the constants $c_{1}, c_{2}, c_{3}$ and $c_{4}$ in the sequel, we obtain that the depth of the full network is $L=c_{1}\left(\log \frac{1}{\epsilon}+\log D\right)$ for some constant $c_{1}$ depending on $d, s, \tau$, and the surface area of $\mathcal{M}$. The depth of the neural network is bounded by $p=c_{2}\left(\epsilon^{-\frac{d}{s+\alpha}}+D\right)$ with $c_{2}$ depending on $d, s, \tau$, the surface area of $\mathcal{M}$, and the upper bounds on derivatives of $\phi_{i}$ 's and $\rho_{i}$ 's, up to order $s$. The total number of neurons and weight parameters is $K=c_{3}\left(\epsilon^{-\frac{d}{s+\alpha}} \log \frac{1}{\epsilon}+D \log \frac{1}{\epsilon}+D \log D\right)$ for some constant $c_{3}$ depending on $d, s, f, \tau$, and the surface area of $\mathcal{M}$. Lastly, all the weight parameters in the network is bounded by $c_{4} \max \left\{1, \tau^{2}, B, \sqrt{d}\right\}$ with $c_{4}$ depends on the upper bound of
derivatives of $\rho_{i}$ 's up to order $s$.

## APPENDIX B

## OMITTED PROOFS IN CHAPTER 4

## B. 1 Proof of Nonparametric Regression (Theorem 4.1)

This section consists of the detailed proofs, in Appendix B.1.1, Appendix B.1.2 and Appendix B.1.3, respectively, for upper bounding bias in Lemma 4.1, upper bounding variance in Lemma 4.2, and upper bounding covering number in Lemma 4.3. Lastly, the statistical bound in Theorem 4.1 is established in Appendix B.1.4 by choosing a proper approximation error and covering accuracy via the bias-variance trade-off argument.

## B.1.1 Proof of Lemma 4.1

Proof. $T_{1}$ essentially reflects the bias of estimating $f_{0}$ :

$$
\begin{aligned}
T_{1} & =\mathbb{E}\left[\frac{2}{n} \sum_{i=1}^{n}\left(\widehat{f}_{n}\left(\mathbf{x}_{i}\right)-f_{0}\left(\mathbf{x}_{i}\right)-\xi_{i}+\xi_{i}\right)^{2}\right] \\
& =\frac{2}{n} \mathbb{E}\left[\sum_{i=1}^{n}\left(\widehat{f}_{n}\left(\mathbf{x}_{i}\right)-f_{0}\left(\mathbf{x}_{i}\right)-\xi_{i}\right)^{2}+2 \xi_{i}\left(\widehat{f}_{n}\left(\mathbf{x}_{i}\right)-f_{0}\left(\mathbf{x}_{i}\right)-\xi_{i}\right)+\xi_{i}^{2}\right] \\
& \stackrel{(i)}{=} \frac{2}{n} \mathbb{E}\left[\sum_{i=1}^{n}\left(\widehat{f}_{n}\left(\mathbf{x}_{i}\right)-f_{0}\left(\mathbf{x}_{i}\right)-\xi_{i}\right)^{2}+2 \xi_{i} \widehat{f}_{n}\left(\mathbf{x}_{i}\right)-\xi_{i}^{2}\right] \\
& =\frac{2}{n} \mathbb{E}\left[\sum_{i=1}^{n}\left(\widehat{f}_{n}\left(\mathbf{x}_{i}\right)-y_{i}\right)^{2}+2 \xi_{i} \widehat{f}_{n}\left(\mathbf{x}_{i}\right)-\xi_{i}^{2}\right] \\
& =\frac{2}{n} \mathbb{E}\left[\inf _{f \in \mathcal{F}(R, \kappa, L, p, K)} \sum_{i=1}^{n}\left(f\left(\mathbf{x}_{i}\right)-y_{i}\right)^{2}+2 \xi_{i} \widehat{f}_{n}\left(\mathbf{x}_{i}\right)-\xi_{i}^{2}\right]
\end{aligned}
$$

$$
\stackrel{(i i)}{\leq} 2 \inf _{f \in \mathcal{F}(R, \kappa, L, p, K)} \mathbb{E}\left[\frac{1}{n} \sum_{i=1}^{n}\left(f\left(\mathbf{x}_{i}\right)-f_{0}\left(\mathbf{x}_{i}\right)-\xi_{i}\right)^{2}-\xi_{i}^{2}\right]+\mathbb{E}\left[\frac{4}{n} \sum_{i=1}^{n} \xi_{i} \widehat{f}_{n}\left(\mathbf{x}_{i}\right)\right]
$$

$$
=2 \inf _{f \in \mathcal{F}(R, \kappa, L, p, K)} \mathbb{E}\left[\frac{1}{n} \sum_{i=1}^{n}\left(f\left(\mathbf{x}_{i}\right)-f_{0}\left(\mathbf{x}_{i}\right)\right)^{2}-2 \xi_{i}\left(f\left(\mathbf{x}_{i}\right)-f_{0}\left(\mathbf{x}_{i}\right)\right)\right]+\mathbb{E}\left[\frac{4}{n} \sum_{i=1}^{n} \xi_{i} \widehat{f}_{n}\left(\mathbf{x}_{i}\right)\right]
$$

$$
\begin{equation*}
=2 \inf _{f \in \mathcal{F}(R, \kappa, L, p, K)} \int_{\mathcal{M}}\left(f(\mathbf{x})-f_{0}(\mathbf{x})\right)^{2} d \mathcal{D}_{x}(\mathbf{x})+\mathbb{E}\left[\frac{4}{n} \sum_{i=1}^{n} \xi_{i} \widehat{f}_{n}\left(\mathbf{x}_{i}\right)\right] \tag{B.1}
\end{equation*}
$$

where $(i)$ follows from $\mathbb{E}\left[\xi_{i} f_{0}\left(\mathbf{x}_{i}\right)\right]=0$ due to the independence between $\xi_{i}$ and $\mathbf{x}$, and (ii) follows from Jensen's inequality. Now we need to bound $\mathbb{E}\left[\frac{1}{n} \sum_{i=1}^{n} \xi_{i} \widehat{f}_{n}\left(\mathbf{x}_{i}\right)\right]$. We
 where $\mathcal{N}\left(\delta, \mathcal{F}(R, \kappa, L, p, K),\|\cdot\|_{\infty}\right)$ denotes the $\delta$-covering number with respect to the $\ell_{\infty}$ norm. Accordingly, there exists $f^{*}$ such that $\left\|f^{*}-\widehat{f}_{n}\right\|_{\infty} \leq \delta$. Denote $\left\|\widehat{f}_{n}-f_{0}\right\|_{n}^{2}=$ $\frac{1}{n} \sum_{i=1}^{n}\left(\widehat{f}_{n}\left(\mathbf{x}_{i}\right)-f_{0}\left(\mathbf{x}_{i}\right)\right)^{2}$. Then we have

$$
\begin{align*}
\mathbb{E}\left[\frac{1}{n} \sum_{i=1}^{n} \xi_{i} \widehat{f}_{n}\left(\mathbf{x}_{i}\right)\right] & =\mathbb{E}\left[\frac{1}{n} \sum_{i=1}^{n} \xi_{i}\left(\widehat{f}_{n}\left(\mathbf{x}_{i}\right)-f^{*}\left(\mathbf{x}_{i}\right)+f^{*}\left(\mathbf{x}_{i}\right)-f_{0}\left(\mathbf{x}_{i}\right)\right)\right] \\
& \leq \mathbb{E}\left[\frac{1}{n} \sum_{i=1}^{n} \xi_{i}\left(f^{*}\left(\mathbf{x}_{i}\right)-f_{0}\left(\mathbf{x}_{i}\right)\right)\right]+\delta \sigma \\
& =\mathbb{E}\left[\frac{\left\|f^{*}-f_{0}\right\|_{n}}{\sqrt{n}} \frac{\sum_{i=1}^{n} \xi_{i}\left(f^{*}\left(\mathbf{x}_{i}\right)-f_{0}\left(\mathbf{x}_{i}\right)\right)}{\sqrt{n}\left\|f^{*}-f_{0}\right\|_{n}}\right]+\delta \sigma \\
& \leq \sqrt[(i i)]{\leq} \sqrt{2}\left[\frac{\left\|\widehat{f_{n}}-f_{0}\right\|_{n}+\delta}{\sqrt{n}}\left|\frac{\sum_{i=1}^{n} \xi_{i}\left(f^{*}\left(\mathbf{x}_{i}\right)-f_{0}\left(\mathbf{x}_{i}\right)\right)}{\sqrt{n}\left\|f^{*}-f_{0}\right\|_{n}}\right|\right]+\delta \sigma . \tag{B.2}
\end{align*}
$$

Here $(i)$ is obtained by applying Hölder's inequality to $\xi_{i}\left(\widehat{f}_{n}\left(\mathbf{x}_{i}\right)-f^{*}\left(\mathbf{x}_{i}\right)\right)$ and invoking the Jensen's inequality:

$$
\begin{aligned}
\mathbb{E}\left[\frac{1}{n} \sum_{i=1}^{n} \xi_{i}\left(\widehat{f}_{n}\left(\mathbf{x}_{i}\right)-f^{*}\left(\mathbf{x}_{i}\right)\right)\right] & \leq \mathbb{E}\left[\frac{1}{n} \sum_{i=1}^{n}\left|\xi_{i}\right|\left\|f^{*}-\widehat{f}_{n}\right\|_{\infty}\right] \\
& \leq \frac{1}{n} \sum_{i=1}^{n} \mathbb{E}\left[\left|\xi_{i}\right|\right] \delta \\
& \leq \frac{1}{n} \sum_{i=1}^{n} \sqrt{\mathbb{E}\left[\left|\xi_{i}\right|^{2}\right]} \delta \\
& \leq \delta \sigma .
\end{aligned}
$$

Step (ii) holds, since by invoking the inequality $2 a b \leq a^{2}+b^{2}$, we have

$$
\begin{aligned}
\left\|f^{*}-f_{0}\right\|_{n} & =\sqrt{\frac{1}{n} \sum_{i=1}^{n}\left(f^{*}\left(\mathbf{x}_{i}\right)-\widehat{f}_{n}\left(\mathbf{x}_{i}\right)+\widehat{f}_{n}\left(\mathbf{x}_{i}\right)-f_{0}\left(\mathbf{x}_{i}\right)\right)^{2}} \\
& \leq \sqrt{\frac{2}{n} \sum_{i=1}^{n}\left(f^{*}\left(\mathbf{x}_{i}\right)-\widehat{f}_{n}\left(\mathbf{x}_{i}\right)\right)^{2}+\left(\widehat{f}_{n}\left(\mathbf{x}_{i}\right)-f_{0}\left(\mathbf{x}_{i}\right)\right)^{2}} \\
& \leq \sqrt{\left.\frac{2}{n} \sum_{i=1}^{n}\left[\delta^{2}+\widehat{f}_{n}\left(\mathbf{x}_{i}\right)-f_{0}\left(\mathbf{x}_{i}\right)\right)^{2}\right]} \\
& \leq \sqrt{2}\left\|\widehat{f}_{n}-f_{0}\right\|_{n}+\sqrt{2} \delta .
\end{aligned}
$$

To bound the expectation term in (Eq. B.2), we first break the dependence between $f^{*}$ and the samples $\left(\mathbf{x}_{i}, y_{i}\right)$. In detail, we replace $f^{*}$ by any $f_{j}^{*}$ in the $\delta$-covering, and observe that $\frac{\sum_{i=1}^{n} \xi_{i}\left(f^{*}\left(\mathbf{x}_{i}\right)-f_{0}\left(\mathbf{x}_{i}\right)\right)}{\sqrt{n}\left\|f^{*}-f_{0}\right\|_{n}} \leq \max _{j} \frac{\sum_{i=1}^{n} \xi_{i}\left(f_{j}^{*}\left(\mathbf{x}_{i}\right)-f_{0}\left(\mathbf{x}_{i}\right)\right)}{\sqrt{n}\left\|f_{j}^{*}-f_{0}\right\|_{n}}$. For notational simplicity, we denote $z_{j}=\frac{\sum_{i=1}^{n} \xi_{i}\left(f_{j}^{*}\left(\mathbf{x}_{i}\right)-f_{0}\left(\mathbf{x}_{i}\right)\right)}{\sqrt{n}\left\|f_{j}^{*}-f_{0}\right\|_{n}}$. Applying Cauchy-Schwarz inequality, we cast the expectation term in (Eq. B.2) as

$$
\begin{align*}
& \mathbb{E}\left[\frac{\left\|\widehat{f}_{n}-f_{0}\right\|_{n}+\delta}{\sqrt{n}}\left|\frac{\sum_{i=1}^{n} \xi_{i}\left(f^{*}\left(\mathbf{x}_{i}\right)-f_{0}\left(\mathbf{x}_{i}\right)\right)}{\sqrt{n}\left\|f^{*}-f_{0}\right\|_{n}}\right|\right] \\
\leq & \mathbb{E}\left[\frac{\left\|\widehat{f_{n}}-f_{0}\right\|_{n}+\delta}{\sqrt{n}} \max _{j}\left|z_{j}\right|\right] \\
= & \mathbb{E}\left[\frac{\left\|\widehat{f_{n}}-f_{0}\right\|_{n}}{\sqrt{n}} \max _{j}\left|z_{j}\right|+\frac{\delta}{\sqrt{n}} \max _{j}\left|z_{j}\right|\right] \\
\leq & \mathbb{E}\left[\left(\sqrt{\frac{1}{n} \mathbb{E}\left[\left\|\widehat{f}_{n}-f_{0}\right\|_{n}^{2}\right]}+\frac{\delta}{\sqrt{n}}\right) \sqrt{\mathbb{E}\left[\max _{j} z_{j}^{2}\right]}\right] . \tag{B.3}
\end{align*}
$$

For given $\mathbf{x}_{1}, \ldots, \mathbf{x}_{n}$, each term $\frac{\sum_{i=1}^{n} \xi_{i}\left(f_{j}^{*}\left(\mathbf{x}_{i}\right)-f_{0}\left(\mathbf{x}_{i}\right)\right)}{\sqrt{n}\left\|f_{j}^{*}-f_{0}\right\|_{n}}$ is sub-guassian with parameter $\sigma$. Consequently, the last inequality (Eq. B.3) involves the maximum of a collection of squared sub-Gaussian random variables $z_{j}^{2}$. Indeed, $z_{j}^{2}$ is sub-exponential for each $j$. We can bound
it using the moment generating function: For any $t>0$, we have

$$
\begin{align*}
\mathbb{E}\left[\max _{j} z_{j}^{2} \mid \mathbf{x}_{1}, \ldots, \mathbf{x}_{n}\right]= & \frac{1}{t} \log \exp \left(t \mathbb{E}\left[\max _{j} z_{j}^{2} \mid \mathbf{x}_{1}, \ldots, \mathbf{x}_{n}\right]\right) \\
\leq & \frac{(i)}{t} \log \mathbb{E}\left[\exp \left(t \max _{j} z_{j}^{2}\right) \mid \mathbf{x}_{1}, \ldots, \mathbf{x}_{n}\right] \\
\leq & \frac{1}{t} \log \mathbb{E}\left[\sum_{j} \exp \left(t z_{j}^{2}\right) \mid \mathbf{x}_{1}, \ldots, \mathbf{x}_{n}\right] \\
\leq & \frac{1}{t} \log \mathcal{N}\left(\delta, \mathcal{F}(R, \kappa, L, p, K),\|\cdot\|_{\infty}\right) \\
& +\frac{1}{t} \log \mathbb{E}\left[\exp \left(t z_{1}^{2}\right) \mid \mathbf{x}_{1}, \ldots, \mathbf{x}_{n}\right] \tag{B.4}
\end{align*}
$$

Since $z_{1}$ is $\sigma^{2}$-sub-Gaussian given $\mathbf{x}_{1}, \ldots, \mathbf{x}_{n}$, we derive

$$
\begin{aligned}
\mathbb{E}\left[\exp \left(t z_{1}^{2}\right) \mid \mathbf{x}_{1}, \ldots, \mathbf{x}_{n}\right] & =1+\sum_{p=1}^{\infty} \frac{t^{p} \mathbb{E}\left[z_{1}^{2 p} \mid \mathbf{x}_{1}, \ldots, \mathbf{x}_{n}\right]}{p!} \\
& =1+\sum_{p=1}^{\infty}\left[\frac{t^{p}}{p!} \int_{0}^{\infty} \mathbb{P}\left(\left|z_{1}\right| \geq u^{1 / 2 p}\right) d u\right] \\
& \leq 1+2 \sum_{p=1}^{\infty}\left[\frac{t^{p}}{p!} \int_{0}^{\infty} \exp \left(-\frac{u^{1 / p}}{2 \sigma^{2}}\right) d u\right] \\
& =1+2 \sum_{p=1}^{\infty}\left(2 t \sigma^{2}\right)^{p}
\end{aligned}
$$

Taking $t=\left(3 \sigma^{2}\right)^{-1}$ and substituting into (Eq. B.4), we deduce $\mathbb{E}\left[\max _{j} z_{j}^{2} \mid \mathbf{x}_{1}, \ldots, \mathbf{x}_{n}\right]$ is bounded by

$$
\begin{align*}
\mathbb{E}\left[\max _{j} z_{j}^{2} \mid \mathbf{x}_{1}, \ldots, \mathbf{x}_{n}\right] & \leq 3 \sigma^{2} \log \mathcal{N}\left(\delta, \mathcal{F}(R, \kappa, L, p, K),\|\cdot\|_{\infty}\right)+3 \sigma^{2} \log 5 \\
& \leq 3 \sigma^{2} \log \mathcal{N}\left(\delta, \mathcal{F}(R, \kappa, L, p, K),\|\cdot\|_{\infty}\right)+6 \sigma^{2} \tag{B.5}
\end{align*}
$$

Combining (Eq. B.5), (Eq. B.3), (Eq. B.2), and substituting back into (Eq. B.1), we obtain the following implicit error estimation on $T_{1}$ :

$$
\begin{aligned}
& T_{1}=2 \mathbb{E}\left[\left\|\widehat{f}_{n}-f_{0}\right\|_{n}^{2}\right] \\
& \leq 2 \inf _{f \in \mathcal{F}(R, \kappa, L, p, K)} \int_{\mathcal{M}}\left(f(\mathbf{x})-f_{0}(\mathbf{x})\right)^{2} d \mathcal{D}_{x}(\mathbf{x})+4 \delta \sigma \\
& \quad+4 \sqrt{6} \sigma\left(\sqrt{\mathbb{E}\left[\left\|\widehat{f}_{n}-f_{0}\right\|_{n}^{2}\right]}+\delta\right) \sqrt{\frac{\log \mathcal{N}\left(\delta, \mathcal{F}(R, \kappa, L, p, K),\|\cdot\|_{\infty}\right)+2}{n}}
\end{aligned}
$$

We denote $v=\sqrt{\mathbb{E}\left[\left\|\widehat{f}_{n}-f_{0}\right\|_{n}^{2}\right]}$. Then the above implicit bound on $T_{1}$ implies

$$
\begin{align*}
v^{2} \leq & b+2 a v  \tag{B.6}\\
\text { with } \quad a= & \sqrt{6} \sigma \sqrt{\frac{\log \mathcal{N}\left(\delta, \mathcal{F}(R, \kappa, L, p, K),\|\cdot\|_{\infty}\right)+2}{n}} \\
b= & \inf _{f \in \mathcal{F}(R, \kappa, L, p, K)} \int_{\mathcal{M}}\left(f(\mathbf{x})-f_{0}(\mathbf{x})\right)^{2} d \mathcal{D}_{x}(\mathbf{x}) \\
& +\left(2 \sqrt{6} \sqrt{\frac{\log \mathcal{N}\left(\delta, \mathcal{F}(R, \kappa, L, p, K),\|\cdot\|_{\infty}\right)+2}{n}}+2\right) \sigma \delta .
\end{align*}
$$

Rearranging (Eq. B.6) for $a, b>0$, we deduce $(v-a)^{2} \leq b+a^{2}$. Some manipulation then yields $v^{2} \leq 4 a^{2}+2 b$, which implies

$$
\begin{aligned}
T_{1}=2 v^{2} \leq & 4 \inf _{f \in \mathcal{F}(R, \kappa, L, p, K)} \int_{\mathcal{M}}\left(f(\mathbf{x})-f_{0}(\mathbf{x})\right)^{2} d \mathcal{D}_{x}(\mathbf{x}) \\
& +48 \sigma^{2} \frac{\log \mathcal{N}\left(\delta, \mathcal{F}(R, \kappa, L, p, K),\|\cdot\|_{\infty}\right)+2}{n} \\
& +\left(8 \sqrt{6} \sqrt{\frac{\log \mathcal{N}\left(\delta, \mathcal{F}(R, \kappa, L, p, K),\|\cdot\|_{\infty}\right)+2}{n}}+8\right) \sigma \delta
\end{aligned}
$$

The proof is complete.

## B.1.2 Proof of Lemma 4.2

Proof. Recall that we denote $\widehat{g}(\mathbf{x})=\left(\widehat{f}_{n}(\mathbf{x})-f_{0}(\mathbf{x})\right)^{2}$. We rewrite $T_{2}$ as

$$
\begin{aligned}
T_{2} & =\mathbb{E}\left[\int_{\mathcal{M}} \widehat{g}(\mathbf{x}) d \mathcal{D}_{x}(\mathbf{x})-\frac{2}{n} \sum_{i=1}^{n} \widehat{g}\left(\mathbf{x}_{i}\right)\right] \\
& =2 \mathbb{E}\left[\int_{\mathcal{M}} \widehat{g}(\mathbf{x}) d \mathcal{D}_{x}(\mathbf{x})-\frac{1}{n} \sum_{i=1}^{n} \widehat{g}\left(\mathbf{x}_{i}\right)-\frac{1}{2} \int_{\mathcal{M}} \widehat{g}(\mathbf{x}) d \mathcal{D}_{x}(\mathbf{x})\right] \\
& \leq 2 \mathbb{E}\left[\int_{\mathcal{M}} \widehat{g}(\mathbf{x}) d \mathcal{D}_{x}(\mathbf{x})-\frac{1}{n} \sum_{i=1}^{n} \widehat{g}\left(\mathbf{x}_{i}\right)-\frac{1}{8 R^{2}} \int_{\mathcal{M}} \widehat{g}^{2}(\mathbf{x}) d \mathcal{D}_{x}(\mathbf{x})\right]
\end{aligned}
$$

We lower bound $\int_{\mathcal{M}} \widehat{g}(\mathbf{x}) d \mathcal{D}_{x}(\mathbf{x})$ by its second moment:

$$
\begin{aligned}
\int_{\mathcal{M}} \widehat{g}(\mathbf{x}) d \mathcal{D}_{x}(\mathbf{x}) & =\int_{\mathcal{M}}\left(\widehat{f}_{n}(\mathbf{x})-f_{0}(\mathbf{x})\right)^{4} d \mathcal{D}_{x}(\mathbf{x}) \\
& =\int_{\mathcal{M}}\left(\widehat{f}_{n}(\mathbf{x})-f_{0}(\mathbf{x})\right)^{2} \widehat{g}(\mathbf{x}) d \mathcal{D}_{x}(\mathbf{x}) \\
& \leq \int_{\mathcal{M}} 4 R^{2} \widehat{g}(\mathbf{x}) d \mathcal{D}_{x}(\mathbf{x})
\end{aligned}
$$

The last inequality follows from $\left|\widehat{f}_{n}(\mathbf{x})-f_{0}(\mathbf{x})\right| \leq 2 R$. Now we cast $T_{2}$ into

$$
\begin{equation*}
T_{2} \leq 2 \mathbb{E}\left[\int_{\mathcal{M}} \widehat{g}(\mathbf{x}) d \mathcal{D}_{x}(\mathbf{x})-\frac{1}{n} \sum_{i=1}^{n} \widehat{g}\left(\mathbf{x}_{i}\right)-\frac{1}{8 R^{2}} \int_{\mathcal{M}} \widehat{g}^{2}(\mathbf{x}) d \mathcal{D}_{x}(\mathbf{x})\right] \tag{B.7}
\end{equation*}
$$

Introducing the second moment allows us to establish a fast convergence of $T_{2}$. Specifically, we denote $\overline{\mathbf{x}}_{i}$ 's as independent copies of $\mathbf{x}_{i}$ 's following the same distribution. We also denote

$$
\mathcal{G}=\left\{g(\mathbf{x})=\left(f(\mathbf{x})-f_{0}(\mathbf{x})\right)^{2} \mid f \in \mathcal{F}(R, \kappa, L, p, K)\right\}
$$

as the function class induced by $\mathcal{F}(R, \kappa, L, p, K)$. Then we upper bound (Eq. B.7) as

$$
T_{2} \leq 2 \mathbb{E}\left[\sup _{g \in \mathcal{G}}\left(\int_{\mathcal{M}} g(\overline{\mathbf{x}}) d \mathcal{D}_{x}(\overline{\mathbf{x}})-\frac{1}{n} \sum_{i=1}^{n} g\left(\mathbf{x}_{i}\right)-\frac{1}{8 R^{2}} \int_{\mathcal{M}} g^{2}(\mathbf{x}) d \mathcal{D}_{x}(\mathbf{x})\right)\right]
$$

$$
\begin{equation*}
\stackrel{(i)}{\leq} 2 \mathbb{E}_{\mathbf{x}, \overline{\mathbf{x}}}\left[\sup _{g \in \mathcal{G}} \frac{1}{n} \sum_{i=1}^{n}\left(g\left(\overline{\mathbf{x}}_{i}\right)-g\left(\mathbf{x}_{i}\right)\right)-\frac{1}{16 R^{2}} \mathbb{E}_{\mathbf{x}, \overline{\mathbf{x}}}\left[g^{2}(\overline{\mathbf{x}})+g^{2}(\mathbf{x})\right]\right] \tag{B.8}
\end{equation*}
$$

where $(i)$ follows from Jensen's inequality and shorthand $\mathbb{E}_{\mathbf{x}, \overline{\mathbf{x}}}[\cdot]$ denotes the expectation (double integral $\int_{\mathcal{M}} \int_{\mathcal{M}} \cdot d \mathcal{D}_{x}(\mathbf{x}) d \mathcal{D}_{x}(\overline{\mathbf{x}})$ ) with respect to the joint distribution of $(\mathbf{x}, \overline{\mathbf{x}})$.

We discretize $\mathcal{G}$ with respect to the $\ell_{\infty}$ norm. The $\delta$-covering number is denoted as $\mathcal{N}\left(\delta, \mathcal{G},\|\cdot\|_{\infty}\right)$ and the elements in the covering is denoted as $\mathcal{G}^{*}=\left\{g_{i}^{*}\right\}_{i=1}^{\mathcal{N}\left(\delta, \mathcal{G},\|\cdot\|_{\infty}\right)}$, that is, for any $g \in \mathcal{G}$, there exists a $g^{*}$ satisfying $\left\|g-g^{*}\right\|_{\infty} \leq \delta$.

We replace $g \in \mathcal{G}$ by $g^{*} \in \mathcal{G}^{*}$ in bounding $T_{2}$, which then boils down to deriving concentration results on a finite concept class. Specifically, for $g^{*}$ satisfying $\left\|g-g^{*}\right\|_{\infty} \leq$ $\delta$, we have

$$
\begin{aligned}
g\left(\overline{\mathbf{x}}_{i}\right)-g\left(\mathbf{x}_{i}\right) & =g\left(\overline{\mathbf{x}}_{i}\right)-g^{*}\left(\overline{\mathbf{x}}_{i}\right)+g^{*}\left(\overline{\mathbf{x}}_{i}\right)-g^{*}\left(\mathbf{x}_{i}\right)+g^{*}\left(\mathbf{x}_{i}\right)-g\left(\mathbf{x}_{i}\right) \\
& \leq g^{*}\left(\overline{\mathbf{x}}_{i}\right)-g^{*}\left(\mathbf{x}_{i}\right)+2 \delta
\end{aligned}
$$

We also have

$$
\begin{aligned}
& g^{2}(\overline{\mathbf{x}})+g^{2}(\mathbf{x}) \\
= & {\left[g^{2}(\overline{\mathbf{x}})-\left(g^{*}\right)^{2}(\overline{\mathbf{x}})\right]+\left[\left(g^{*}\right)^{2}(\overline{\mathbf{x}})+\left(g^{*}\right)^{2}(\mathbf{x})\right]-\left[\left(g^{*}\right)^{2}(\mathbf{x})-g^{2}(\mathbf{x})\right] } \\
= & \left(g^{*}\right)^{2}(\overline{\mathbf{x}})+\left(g^{*}\right)^{2}(\mathbf{x})+\left(g(\overline{\mathbf{x}})-g^{*}(\overline{\mathbf{x}})\right)\left(g(\overline{\mathbf{x}})+g^{*}(\overline{\mathbf{x}})\right)+\left(g^{*}(\mathbf{x})-g(\mathbf{x})\right)\left(g^{*}(\mathbf{x})+g(\mathbf{x})\right) \\
\geq & \left(g^{*}\right)^{2}(\overline{\mathbf{x}})+\left(g^{*}\right)^{2}(\mathbf{x})-\left|g(\overline{\mathbf{x}})-g^{*}(\overline{\mathbf{x}})\right|\left|g(\overline{\mathbf{x}})+g^{*}(\overline{\mathbf{x}})\right|-\left|g^{*}(\mathbf{x})-g(\mathbf{x})\right|\left|g^{*}(\mathbf{x})+g(\mathbf{x})\right| \\
\geq & \left(g^{*}\right)^{2}(\overline{\mathbf{x}})+\left(g^{*}\right)^{2}(\mathbf{x})-2 R \delta-2 R \delta .
\end{aligned}
$$

Plugging the above two items into (Eq. B.8), we upper bound $T_{2}$ as

$$
\begin{aligned}
T_{2} & \leq 2 \mathbb{E}_{\mathbf{x}, \overline{\mathbf{x}}}\left[\sup _{g^{*} \in \mathcal{G}^{*}} \frac{1}{n} \sum_{i=1}^{n}\left(g^{*}\left(\overline{\mathbf{x}}_{i}\right)-g^{*}\left(\mathbf{x}_{i}\right)\right)-\frac{1}{16 R^{2}} \mathbb{E}_{\mathbf{x}, \overline{\mathbf{x}}}\left[\left(g^{*}\right)^{2}(\overline{\mathbf{x}})+\left(g^{*}\right)^{2}(\mathbf{x})\right]\right]+\left(4+\frac{1}{2 R}\right) \delta \\
& =2 \mathbb{E}_{\mathbf{x}, \overline{\mathbf{x}}}\left[\max _{j} \frac{1}{n} \sum_{i=1}^{n}\left(g_{j}^{*}\left(\overline{\mathbf{x}}_{i}\right)-g_{j}^{*}\left(\mathbf{x}_{i}\right)\right)-\frac{1}{16 R^{2}} \mathbb{E}_{\mathbf{x}, \overline{\mathbf{x}}}\left[\left(g_{j}^{*}\right)^{2}(\overline{\mathbf{x}})+\left(g_{j}^{*}\right)^{2}(\mathbf{x})\right]\right]+\left(4+\frac{1}{2 R}\right) \delta .
\end{aligned}
$$

Denote $h_{j}(i)=g_{j}^{*}\left(\overline{\mathbf{x}}_{i}\right)-g_{j}^{*}\left(\mathbf{x}_{i}\right)$. By symmetry, it is straightforward to see $\mathbb{E}\left[h_{j}(i)\right]=0$. The variance of $h_{j}(i)$ is computed as

$$
\operatorname{Var}\left[h_{j}(i)\right]=\mathbb{E}\left[h_{j}^{2}(i)\right]=\mathbb{E}\left[\left(g_{j}^{*}\left(\overline{\mathbf{x}}_{i}\right)-g_{j}^{*}\left(\mathbf{x}_{i}\right)\right)^{2}\right] \stackrel{(i)}{\leq} 2 \mathbb{E}\left[\left(g_{j}^{*}\right)^{2}\left(\overline{\mathbf{x}}_{i}\right)+\left(g_{j}^{*}\right)^{2}\left(\mathbf{x}_{i}\right)\right]
$$

The last inequality $(i)$ utilizes the identity $(a-b)^{2} \leq 2\left(a^{2}+b^{2}\right)$. Therefore, we derive the following upper bound for $T_{2}$,

$$
T_{2} \leq 2 \mathbb{E}\left[\max _{j} \frac{1}{n} \sum_{i=1}^{n} h_{j}(i)-\frac{1}{32 R^{2}} \frac{1}{n} \sum_{i=1}^{n} \operatorname{Var}\left[h_{j}(i)\right]\right]+\left(4+\frac{1}{2 R}\right) \delta .
$$

We invoke the moment generating function to bound $T_{2}$. Note that we have $\left\|h_{j}\right\|_{\infty} \leq$ $(2 R)^{2}$. Then by Taylor expansion, for $0<t / n<\frac{3}{4 R^{2}}$ and any $j$, we have

$$
\begin{align*}
\mathbb{E}\left[\exp \left(\frac{t}{n} h_{j}(i)\right)\right] & =\mathbb{E}\left[1+\frac{t}{n} h_{j}(i)+\sum_{k=2}^{\infty} \frac{(t / n)^{k} h_{j}^{k}(i)}{k!}\right] \\
& \leq \mathbb{E}\left[1+\frac{t}{n} h_{j}(i)+\sum_{k=2}^{\infty} \frac{(t / n)^{k} h_{j}^{2}(i)\left(4 R^{2}\right)^{k-2}}{2 \times 3^{k-2}}\right] \\
& =\mathbb{E}\left[1+\frac{t}{n} h_{j}(i)+\frac{(t / n)^{2} h_{j}^{2}(i)}{2} \sum_{k=2}^{\infty} \frac{(t / n)^{k-2}\left(4 R^{2}\right)^{k-2}}{3^{k-2}}\right] \\
& =\mathbb{E}\left[1+\frac{t}{n} h_{j}(i)+\frac{(t / n)^{2} h_{j}^{2}(i)}{2} \frac{1}{1-4 t R^{2} /(3 n)}\right] \\
& =1+(t / n)^{2} \operatorname{Var}\left[h_{j}(i)\right] \frac{1}{2-8 t R^{2} /(3 n)} \\
& \stackrel{(i)}{\leq} \exp \left(\operatorname{Var}\left[h_{j}(i)\right] \frac{3(t / n)^{2}}{6-8 t R^{2} / n}\right) . \tag{B.9}
\end{align*}
$$

Step ( $i$ ) follows from the fact $1+x \leq \exp (x)$ for $x \geq 0$. Given (Eq. B.9), we proceed to bound $T_{2}$. To ease the presentation, we temporarily neglect $\left(4+\frac{1}{2 R}\right) \delta$ term and denote $T_{2}^{\prime}=T_{2}-\left(4+\frac{1}{2 R}\right) \delta$. Then for $0<t / n<\frac{3}{4 R^{2}}$, we have

$$
\exp \left(t \frac{T_{2}^{\prime}}{2}\right)=\exp \left(t \mathbb{E}\left[\max _{j} \frac{1}{n} \sum_{i=1}^{n} h_{j}(i)-\frac{1}{32 R^{2}} \frac{1}{n} \sum_{i=1}^{n} \operatorname{Var}\left[h_{j}(i)\right]\right]\right)
$$

$$
\begin{aligned}
& \stackrel{(i)}{\leq} \mathbb{E}\left[\exp \left(t \max _{j} \frac{1}{n} \sum_{i=1}^{n} h_{j}(i)-\frac{1}{32 R^{2}} \frac{1}{n} \sum_{i=1}^{n} \operatorname{Var}\left[h_{j}(i)\right]\right)\right] \\
& \leq \mathbb{E}\left[\sum_{j} \exp \left(\frac{t}{n} \sum_{i=1}^{n} h_{j}(i)-\frac{1}{32 R^{2}} \frac{t}{n} \sum_{i=1}^{n} \operatorname{Var}\left[h_{j}(i)\right]\right)\right] \\
& \leq \mathbb{E}\left[\sum_{j} \exp \left(\sum_{i=1}^{n} \operatorname{Var}\left[h_{j}(i)\right] \frac{3(t / n)^{2}}{6-8 t R^{2} / n}-\frac{1}{32 R^{2}} \frac{t}{n} \operatorname{Var}\left[h_{j}(i)\right]\right)\right] \\
& =\mathbb{E}\left[\sum_{j} \exp \left(\sum_{i=1}^{n} \frac{t}{n} \operatorname{Var}\left[h_{j}(i)\right]\left(\frac{3 t / n}{6-8 t R^{2} / n}-\frac{1}{32 R^{2}}\right)\right)\right]
\end{aligned}
$$

Step ( $i$ ) follows from Jensen's inequality, and step (ii) invokes (Eq. B.9) for each $h(i)$. We now choose $t$ so that $\frac{3 t / n}{6-8 t R^{2} / n}-\frac{1}{32 R^{2}}=0$, which yields $t=\frac{3 n}{52 R^{2}}<\frac{3 n}{4 R^{2}}$. Substituting our choice of $t$ into $\exp \left(t T_{2}^{\prime} / 2\right)$, we have

$$
t \frac{T_{2}^{\prime}}{2} \leq \log \sum_{j} \exp (0) \Longrightarrow T_{2}^{\prime} \leq \frac{2}{t} \log \mathcal{N}\left(\delta, \mathcal{G},\|\cdot\|_{\infty}\right)=\frac{104 R^{2}}{3 n} \log \mathcal{N}\left(\delta, \mathcal{G},\|\cdot\|_{\infty}\right)
$$

To complete the proof, we relate the covering number of $\mathcal{G}$ to that of $\mathcal{F}(R, \kappa, L, p, K)$. Consider any $g_{1}, g_{2} \in \mathcal{G}$ with $g_{1}=\left(f_{1}-f_{0}\right)^{2}$ and $g_{2}=\left(f_{2}-f_{0}\right)^{2}$, respectively, for $f_{1}, f_{2} \in \mathcal{F}(R, \kappa, L, p, K)$. We can derive

$$
\begin{aligned}
\left\|g_{1}-g_{2}\right\|_{\infty} & =\sup _{\mathbf{x}}\left|\left(f_{1}(\mathbf{x})-f_{0}(\mathbf{x})\right)^{2}-\left(f_{2}(\mathbf{x})-f_{0}(\mathbf{x})\right)^{2}\right| \\
& =\sup _{\mathbf{x}}\left|f_{1}(\mathbf{x})-f_{2}(\mathbf{x})\right|\left|f_{1}(\mathbf{x})+f_{2}(\mathbf{x})-2 f_{0}(\mathbf{x})\right| \\
& \leq 4 R\left\|f_{1}-f_{2}\right\|_{\infty} .
\end{aligned}
$$

The above characterization immediately implies $\mathcal{N}\left(\delta, \mathcal{G},\|\cdot\|_{\infty}\right) \leq \mathcal{N}\left(\delta / 4 R, \mathcal{F}(R, \kappa, L, p, K),\|\cdot\|_{\infty}\right)$. Therefore, we derive the desired upper bound on $T_{2}$ :

$$
T_{2} \leq \frac{104 R^{2}}{3 n} \log \mathcal{N}\left(\delta / 4 R, \mathcal{F}(R, \kappa, L, p, K),\|\cdot\|_{\infty}\right)+\left(4+\frac{1}{2 R}\right) \delta .
$$

## B.1.3 Proof of Lemma 4.3

Proof. To construct a covering for $\mathcal{F}(R, \kappa, L, p, K)$, we discretize each weight parameter by a uniform grid with grid size $h$. Recall we write $f \in \mathcal{F}(R, \kappa, L, p, K)$ as $f=$ $W_{L} \cdot \operatorname{ReLU}\left(W_{L-1} \cdots \operatorname{ReLU}\left(W_{1} \mathbf{x}+\mathbf{b}_{1}\right) \cdots+\mathbf{b}_{L-1}\right)+\mathbf{b}_{L}$. Let $f, f^{\prime} \in \mathcal{F}$ with all the weight parameters at most $h$ from each other. Denoting the weight matrices in $f, f^{\prime}$ as $W_{L}, \ldots, W_{1}, \mathbf{b}_{L}, \ldots, \mathbf{b}_{1}$ and $W_{L}^{\prime}, \ldots, W_{1}^{\prime}, \mathbf{b}_{L}^{\prime}, \ldots, \mathbf{b}_{1}^{\prime}$, respectively, we bound the $\ell_{\infty}$ difference $\left\|f-f^{\prime}\right\|_{\infty}$ as

$$
\begin{aligned}
& \left\|f-f^{\prime}\right\|_{\infty} \\
= & \| W_{L} \cdot \operatorname{ReLU}\left(W_{L-1} \cdots \operatorname{ReLU}\left(W_{1} \mathbf{x}+\mathbf{b}_{1}\right) \cdots+\mathbf{b}_{L-1}\right)+\mathbf{b}_{L} \\
& -\left(W_{L}^{\prime} \cdot \operatorname{ReLU}\left(W_{L-1}^{\prime} \cdots \operatorname{ReLU}\left(W_{1}^{\prime} \mathbf{x}+\mathbf{b}_{1}^{\prime}\right) \cdots+\mathbf{b}_{L-1}^{\prime}\right)-\mathbf{b}_{L}^{\prime}\right) \|_{\infty} \\
\leq & \left\|\mathbf{b}_{L}-\mathbf{b}_{L}^{\prime}\right\|_{\infty}+\left\|W_{L}-W_{L}^{\prime}\right\|_{1}\left\|W_{L-1} \cdots \operatorname{ReLU}\left(W_{1} \mathbf{x}+\mathbf{b}_{1}\right) \cdots+\mathbf{b}_{L-1}\right\|_{\infty} \\
& +\left\|W_{L}\right\|_{1}\left\|W_{L-1} \cdots \operatorname{ReLU}\left(W_{1} \mathbf{x}+\mathbf{b}_{1}\right) \cdots+\mathbf{b}_{L-1}-\left(W_{L-1}^{\prime} \cdots \operatorname{ReLU}\left(W_{1}^{\prime} \mathbf{x}+\mathbf{b}_{1}^{\prime}\right) \cdots+\mathbf{b}_{L-1}^{\prime}\right)\right\|_{\infty} \\
\leq & h+h p\left\|W_{L-1} \cdots \operatorname{ReLU}\left(W_{1} \mathbf{x}+\mathbf{b}_{1}\right) \cdots+\mathbf{b}_{L-1}\right\|_{\infty} \\
& +\kappa p\left\|W_{L-1} \cdots \operatorname{ReLU}\left(W_{1} \mathbf{x}+\mathbf{b}_{1}\right) \cdots+\mathbf{b}_{L-1}-\left(W_{L-1}^{\prime} \cdots \operatorname{ReLU}\left(W_{1}^{\prime} \mathbf{x}+\mathbf{b}_{1}^{\prime}\right) \cdots+\mathbf{b}_{L-1}^{\prime}\right)\right\|_{\infty} .
\end{aligned}
$$

We derive the following bound on $\left\|W_{L-1} \cdots \operatorname{ReLU}\left(W_{1} \mathbf{x}+\mathbf{b}_{1}\right) \cdots+\mathbf{b}_{L-1}\right\|_{\infty}$ :

$$
\begin{aligned}
&\left\|W_{L-1} \cdots \operatorname{ReLU}\left(W_{1} \mathbf{x}+\mathbf{b}_{1}\right) \cdots+\mathbf{b}_{L-1}\right\|_{\infty} \\
& \leq\left\|W_{L-1}\left(\cdots \operatorname{ReLU}\left(W_{1} \mathbf{x}+\mathbf{b}_{1}\right) \cdots\right)\right\|_{\infty}+\left\|\mathbf{b}_{L-1}\right\|_{\infty} \\
& \leq\left\|W_{L-1}\right\|_{1}\left\|W_{L-2}\left(\cdots \operatorname{ReLU}\left(W_{1} \mathbf{x}+\mathbf{b}_{1}\right) \cdots\right)+\mathbf{b}_{L-2}\right\|_{\infty}+\kappa \\
& \leq \kappa p\left\|W_{L-2}\left(\cdots \operatorname{ReLU}\left(W_{1} \mathbf{x}+\mathbf{b}_{1}\right) \cdots\right)+\mathbf{b}_{L-2}\right\|_{\infty}+\kappa \\
& \stackrel{(i)}{\leq}(\kappa p)^{L-1} B+\kappa \sum_{i=0}^{L-3}(\kappa p)^{i} \\
& \leq(\kappa p)^{L-1} B+\kappa(\kappa p)^{L-2},
\end{aligned}
$$

where $(i)$ is obtained by induction and $\|\mathbf{x}\|_{\infty} \leq B$. The last inequality holds, since $\kappa p>1$. Substituting back into the bound for $\left\|f-f^{\prime}\right\|_{\infty}$, we have

$$
\begin{aligned}
& \left\|f-f^{\prime}\right\|_{\infty} \\
\leq & \kappa p\left\|W_{L-1} \cdots \operatorname{ReLU}\left(W_{1} \mathbf{x}+\mathbf{b}_{1}\right) \cdots+\mathbf{b}_{L-1}-\left(W_{L-1}^{\prime} \cdots \operatorname{ReLU}\left(W_{1}^{\prime} \mathbf{x}+\mathbf{b}_{1}^{\prime}\right) \cdots+\mathbf{b}_{L-1}^{\prime}\right)\right\|_{\infty} \\
& +h+h p\left[(\kappa p)^{L-1} B+\kappa(\kappa p)^{L-2}\right] \\
\leq & \kappa p\left\|W_{L-1} \cdots \operatorname{ReLU}\left(W_{1} \mathbf{x}+\mathbf{b}_{1}\right) \cdots+\mathbf{b}_{L-1}-\left(W_{L-1}^{\prime} \cdots \operatorname{ReLU}\left(W_{1}^{\prime} \mathbf{x}+\mathbf{b}_{1}^{\prime}\right) \cdots+\mathbf{b}_{L-1}^{\prime}\right)\right\|_{\infty} \\
& +h(p B+2)(\kappa p)^{L-1} \\
& \left(\stackrel{i)}{\leq}(\kappa p)^{L-1}\left\|W_{1} \mathbf{x}+\mathbf{b}_{1}-W_{1}^{\prime} \mathbf{x}-\mathbf{b}_{1}^{\prime}\right\|_{\infty}+h(L-1)(p B+2)(\kappa p)^{L-1}\right. \\
\leq & h L(p B+2)(\kappa p)^{L-1}
\end{aligned}
$$

where $(i)$ is obtained by induction. We choose $h$ satisfying $h L(p B+2)(\kappa p)^{L-1}=\delta$. Then discretizing each parameter uniformly into $2 \kappa / h$ grid points yields a $\delta$-covering on $\mathcal{F}$. Note that there are $\binom{L p^{2}}{K} \leq\left(L p^{2}\right)^{K}$ different choices of $K$ non-zero entries out of $L p^{2}$ total weight parameters. Therefore, the covering number is upper bounded by

$$
\mathcal{N}\left(\delta, \mathcal{F}(R, \kappa, L, p, K),\|\cdot\|_{\infty}\right) \leq\left(L p^{2}\right)^{K}\left(\frac{2 \kappa}{h}\right)^{K} \leq\left(\frac{2 L^{2}(p B+2) \kappa^{L} p^{L+1}}{\delta}\right)^{K}
$$

## B.1.4 Proof of Bias-variance Trade-off

Proof of Theorem 4.1. We recall the bias and variance decomposition

$$
\begin{aligned}
& \mathbb{E}\left[\int_{\mathcal{M}}\left(\widehat{f}_{n}(\mathbf{x})-f_{0}(\mathbf{x})\right)^{2} d \mathcal{D}_{x}(\mathbf{x})\right] \\
= & \underbrace{\mathbb{E}\left[\frac{2}{n} \sum_{i=1}^{n}\left(\widehat{f}_{n}\left(\mathbf{x}_{i}\right)-f_{0}\left(\mathbf{x}_{i}\right)\right)^{2}\right]}_{T_{1}}
\end{aligned}
$$

$$
+\underbrace{\mathbb{E}\left[\int_{\mathcal{M}}\left(\widehat{f}_{n}(\mathbf{x})-f_{0}(\mathbf{x})\right)^{2} d \mathcal{D}_{x}(\mathbf{x})\right]-\mathbb{E}\left[\frac{2}{n} \sum_{i=1}^{n}\left(\widehat{f}_{n}\left(\mathbf{x}_{i}\right)-f_{0}\left(\mathbf{x}_{i}\right)\right)^{2}\right]}_{T_{2}}
$$

Combining the upper bounds on $T_{1}$ and $T_{2}$ in Lemma 4.1 and 4.2, we can derive

$$
\begin{aligned}
\mathbb{E}\left[\int_{\mathcal{M}}\left(\widehat{f}_{n}(\mathbf{x})-f_{0}(\mathbf{x})\right)^{2} d \mathcal{D}_{x}(\mathbf{x})\right] \leq & 4 \inf _{f \in \mathcal{F}(R, \kappa, L, p, K)} \int_{\mathcal{M}}\left(f(\mathbf{x})-f_{0}(\mathbf{x})\right)^{2} d \mathcal{D}_{x}(\mathbf{x}) \\
& +48 \sigma^{2} \frac{\log \mathcal{N}\left(\delta, \mathcal{F}(R, \kappa, L, p, K),\|\cdot\|_{\infty}\right)+2}{n} \\
& +8 \sqrt{6} \sqrt{\frac{\log \mathcal{N}\left(\delta, \mathcal{F}(R, \kappa, L, p, K),\|\cdot\|_{\infty}\right)+2}{n}} \sigma \delta \\
& +\frac{104 R^{2}}{3 n} \log \mathcal{N}\left(\delta / 4 R, \mathcal{F}(R, \kappa, L, p, K),\|\cdot\|_{\infty}\right) \\
& +\left(4+\frac{1}{2 R}+8 \sigma\right) \delta .
\end{aligned}
$$

By our choice of $\mathcal{F}(R, \kappa, L, p, K)$, there exists a network class which can yield a function $f$ satisfying $\left\|f-f_{0}\right\|_{\infty} \leq \epsilon$ for $\epsilon \in(0,1)$. We will choose $\epsilon$ later for the bias-variance tradeoff. Such a network consists of $L=\widetilde{O}\left(\log \frac{1}{\epsilon}\right)$ layers and $K=\widetilde{O}\left(\left(\epsilon^{-\frac{d}{s+\alpha}}+D\right) \log \frac{1}{\epsilon}\right)$ weight parameters. Invoking the upper bound of the covering number in Lemma 4.3, we derive

$$
\begin{align*}
& \mathbb{E}\left[\int_{\mathcal{M}}\left(\widehat{f}_{n}(\mathbf{x})-f_{0}(\mathbf{x})\right)^{2} d \mathcal{D}_{x}(\mathbf{x})\right] \\
\leq & 4 \epsilon^{2}+\frac{48 \sigma^{2}}{n}\left(K \log \left(2 R^{2} L^{2}(p B+2) \kappa^{L} p^{L+1} / \delta\right)+2\right) \\
& +8 \sqrt{6} \sqrt{\frac{K \log \left(2 R L^{2}(p B+2) \kappa^{L} p^{L+1} / \delta\right)}{n}} \sigma \delta \\
& +\frac{104 R^{2}}{3 n} K \log \left(8 R^{2} L^{2}(p B+2) \kappa^{L} p^{L+1} / \delta\right) \\
& +\left(4+\frac{1}{2 R}+8 \sigma\right) \delta \\
= & \widetilde{O}\left(\epsilon^{2}+\frac{R^{2}+\sigma^{2}}{n}\left(\epsilon^{-\frac{d}{s+\alpha}}+D\right) \log \frac{1}{\epsilon} \log \frac{L^{2}(\kappa p)^{L+1}}{\delta}\right. \\
& \left.+\sigma \delta \sqrt{\frac{\left(\epsilon^{-\frac{d}{s+\alpha}}+D\right) \log \frac{1}{\epsilon} \log \frac{L^{2}\left(\kappa p p p^{L+1}\right.}{\delta}}{n}}+\sigma \delta+\frac{\sigma^{2}}{n}\right) . \tag{B.10}
\end{align*}
$$

Now we choose $\epsilon$ to satisfy $\epsilon^{2}=\frac{1}{n} \epsilon^{-\frac{d}{s+\alpha}}$, which gives $\epsilon=n^{-\frac{s+\alpha}{d+2(s+\alpha)}}$. It suffices to pick $\delta=\frac{1}{n}$. Substitute both $\epsilon$ and $\delta$ into (Eq. B.10), we deduce the desired estimation error bound

$$
\begin{aligned}
& \mathbb{E}\left[\int_{\mathcal{M}}\left(\widehat{f}_{n}(\mathbf{x})-f_{0}(\mathbf{x})\right)^{2} d \mathcal{D}_{x}(\mathbf{x})\right] \\
& = \\
& \quad \widetilde{O}\left(\epsilon^{2}+\frac{R^{2}+\sigma^{2}}{n}\left(\epsilon^{-\frac{d}{s+\alpha}}+D\right) \log \frac{1}{\epsilon} \log \frac{L^{2}(\kappa p)^{L+1}}{\delta}\right. \\
& \\
& \left.\quad+\sigma \delta \sqrt{\frac{\left(\epsilon^{-\frac{d}{s+\alpha}}+D\right) \log \frac{1}{\epsilon} \log \frac{L^{2}(\kappa p)^{L+1}}{\delta}}{n}}+\sigma \delta+\frac{\sigma^{2}}{n}\right) \\
& \leq \\
& c\left(R^{2}+\sigma^{2}\right)\left(n^{-\frac{2(s+\alpha)}{d+2(s+\alpha)}}+\frac{D}{n}\right) \log ^{3} n
\end{aligned}
$$

where constant $c$ depends on depending on $\log D, d, s, \tau, B$, the surface area of $\mathcal{M}$, and the upper bounds of derivatives of the coordinate systems $\phi_{i}$ 's and partition of unity $\rho_{i}$ 's, up to order $s$.

## APPENDIX C

## OMITTED PROOFS IN CHAPTER 5

## C. 1 Detailed Proofs in Euclidean Space

In this section, we no longer use bold-faced letters to represent vectors; instead, we use normal font lower-case letters. We also slightly alter the dimension notation $D$ to lower case letter $d$.

## C.1.1 Proof of Lemma 5.3

Proof. We introduce the empirical data distribution as an intermediate term for bounding $d_{\mathcal{H}^{\beta}}\left(\left(g_{\theta}^{*}\right)_{\sharp} \rho, \mu\right)$. Using the triangle inequality, we derive

$$
\begin{align*}
& d_{\mathcal{H}^{\beta}}\left(\left(g_{\theta}^{*}\right)_{\sharp} \rho, \mu\right) \\
& \leq d_{\mathcal{H}^{\beta}}\left(\left(g_{\theta}^{*}\right)_{\sharp} \rho, \widehat{\mu}_{n}\right)+d_{\mathcal{H}^{\beta}}\left(\widehat{\mu}_{n}, \mu\right) \\
&= d_{\mathcal{F}_{\mathrm{NN}}}\left(\left(g_{\theta}^{*}\right)_{\sharp} \rho, \widehat{\mu}_{n}\right)+d_{\mathcal{H}^{\beta}}\left(\left(g_{\theta}^{*}\right)_{\sharp} \rho, \widehat{\mu}_{n}\right)-d_{\mathcal{F}_{\mathrm{NN}}}\left(\left(g_{\theta}^{*}\right)_{\sharp} \rho, \widehat{\mu}_{n}\right) \\
&+d_{\mathcal{H}^{\beta}}\left(\widehat{\mu}_{n}, \mu\right) \\
&(i)  \tag{C.1}\\
& \leq d_{\mathcal{F}_{\mathrm{NN}}}\left(\left(g_{\theta}^{*}\right)_{\sharp} \rho, \widehat{\mu}_{n}\right)+2 \sup _{f \in \mathcal{H}^{\beta}} \inf _{\omega} \in \mathcal{F}_{\mathrm{NN}}
\end{align*}\left\|f-f_{\omega}\right\|_{\infty}+d_{\mathcal{H}^{\beta}}\left(\widehat{\mu}_{n}, \mu\right),
$$

where step $(i)$ is obtained by rewriting $d_{\mathcal{H}^{\beta}}\left(\left(g_{\theta}^{*}\right)_{\sharp} \rho, \widehat{\mu}_{n}\right)-d_{\mathcal{F}_{\mathrm{NN}}}\left(\left(g_{\theta}^{*}\right)_{\sharp} \rho, \widehat{\mu}_{n}\right)$ as

$$
\begin{aligned}
& d_{\mathcal{H}^{\beta}}\left(\left(g_{\theta}^{*}\right)_{\sharp} \rho, \widehat{\mu}_{n}\right)-d_{\mathcal{F}_{\mathrm{NN}}}\left(\left(g_{\theta}^{*}\right)_{\sharp} \rho, \widehat{\mu}_{n}\right) \\
= & \sup _{f \in \mathcal{H}^{\beta}}\left[\mathbb{E}_{x \sim\left(g_{\theta}^{*}\right)_{\sharp \rho}}[f(x)]-\mathbb{E}_{x \sim \widehat{\mu}_{n}}[f(x)]\right] \\
& \quad-\sup _{f_{\omega} \in \mathcal{F}_{\mathrm{NN}}}\left[\mathbb{E}_{x \sim\left(g_{\theta}^{*}\right)_{\sharp \mu}}\left[f_{\omega}(x)\right]-\mathbb{E}_{x \sim \widehat{\mu}_{n}}\left[f_{\omega}(x)\right]\right] \\
= & \sup _{f \in \mathcal{H}^{\beta}} \inf _{f_{\omega} \in \mathcal{F}_{\mathrm{NN}}}\left[\mathbb{E}_{x \sim\left(g_{\theta}^{*}\right)_{\sharp \rho}}[f(x)]-\mathbb{E}_{x \sim \widehat{\mu}_{n}}[f(x)]\right]
\end{aligned}
$$

$$
\begin{aligned}
& \quad-\left[\mathbb{E}_{x \sim\left(g_{\theta}^{*}\right)_{\neq \rho}}\left[f_{\omega}(x)\right]-\mathbb{E}_{x \sim \widehat{\mu}_{n}}\left[f_{\omega}(x)\right]\right] \\
& =\sup _{f \in \mathcal{H}^{\beta}} \inf _{f_{\omega} \in \mathcal{F}_{\mathrm{NN}}} \mathbb{E}_{x \sim\left(g_{\theta}^{*}\right) \notin \rho}\left[f(x)-f_{\omega}(x)\right]-\mathbb{E}_{x \sim \widehat{\mu}_{n}}\left[f(x)-f_{\omega}(x)\right] \\
& \leq \sup _{f \in \mathcal{H}^{\beta}} \inf _{f_{\omega} \in \mathcal{F}_{\mathrm{NN}}} \mathbb{E}_{x \sim\left(g_{\theta}^{*}\right)_{\neq \rho}}\left[\left|f(x)-f_{\omega}(x)\right|\right]+\mathbb{E}_{x \sim \widehat{\mu}_{n}}\left[\left|f(x)-f_{\omega}(x)\right|\right] \\
& \leq
\end{aligned} \frac{2 \sup _{f \in \mathcal{H}^{\beta}} \inf _{f_{\omega} \in \mathcal{F}_{\mathrm{NN}}}\left\|f-f_{\omega}\right\|_{\infty} .}{}
$$

Now we bound $d_{\mathcal{J}_{\mathrm{NN}}}\left(\left(g_{\theta}^{*}\right)_{\sharp} \rho, \widehat{\mu}_{n}\right)$ using a similar triangle inequality trick:

$$
\begin{aligned}
d_{\mathcal{F}_{\mathrm{NN}}}\left(\left(g_{\theta}^{*}\right)_{\sharp} \rho, \widehat{\mu}_{n}\right)= & \inf _{g_{\theta} \in \mathcal{G}_{\mathrm{NN}}} d_{\mathcal{F}_{\mathrm{NN}}}\left(\left(g_{\theta}\right)_{\sharp} \rho, \widehat{\mu}_{n}\right) \\
\leq & \inf _{g_{\theta} \in \mathcal{G}_{\mathrm{NN}}} d_{\mathcal{F}_{\mathrm{NN}}}\left(\left(g_{\theta}\right)_{\sharp} \rho, \mu\right)+d_{\mathcal{F}_{\mathrm{NN}}}\left(\mu, \widehat{\mu}_{n}\right) \\
= & \inf _{g_{\theta} \in \mathcal{G}_{\mathrm{NN}}} d_{\mathcal{F}_{\mathrm{NN}}}\left(\left(g_{\theta}\right)_{\sharp} \rho, \mu\right)-d_{\mathcal{H}_{\infty}^{\beta}}\left(\left(g_{\theta}\right)_{\sharp} \rho, \mu\right) \\
& +d_{\mathcal{H}_{\infty}^{\beta}}\left(\left(g_{\theta}\right)_{\sharp} \rho, \mu\right)+d_{\mathcal{F}_{\mathrm{NN}}}\left(\mu, \widehat{\mu}_{n}\right) \\
\leq & 2 \sup _{f \in \mathcal{H}^{\beta}} \inf _{f_{\omega} \in \mathcal{F}_{\mathrm{NN}}}\left\|f-f_{\omega}\right\|_{\infty}+\inf _{g_{\theta} \in \mathcal{G}_{\mathrm{NN}}} d_{\mathcal{H}_{\infty}^{\beta}}\left(\left(g_{\theta}\right)_{\sharp} \rho, \mu\right) \\
& +d_{\mathcal{F}_{\mathrm{NN}}}\left(\mu, \widehat{\mu}_{n}\right),
\end{aligned}
$$

where the last inequality holds by the identity $\mathcal{H}_{\infty}^{\beta} \subset \mathcal{H}^{\beta}$. Substituting the above ingredients into (Eq. C.1), we have

$$
\begin{aligned}
d_{\mathcal{H}^{\beta}}\left(\left(g_{\theta}^{*}\right)_{\sharp} \rho, \mu\right) \leq & \underbrace{\inf _{g_{\theta} \in \mathcal{G}_{\mathrm{NN}}} d_{\mathcal{H}_{\infty}^{\beta}}\left(\left(g_{\theta}\right)_{\sharp} \rho, \mu\right)}_{\mathcal{E}_{1}: \text { generator approximation error }} \\
& +4 \underbrace{\sup _{f \in \mathcal{H}^{\beta}} \inf _{f_{\omega} \in \mathcal{F}_{\mathrm{NN}}}\left\|f-f_{\omega}\right\|_{\infty}}_{\mathcal{E}_{2}: \text { discriminator approximation error }} \\
& +\underbrace{d_{\mathcal{H}^{\beta}}\left(\widehat{\mu}_{n}, \mu\right)+d_{\mathcal{F}_{\mathrm{NN}}}\left(\mu, \widehat{\mu}_{n}\right)}_{\mathcal{E}_{3}: \text { statistical error }}
\end{aligned}
$$

The proof is complete.

## C.1.2 Proof of Lemma 5.4

Proof. Without loss of generality, we assume $\mathcal{Z}=\mathcal{X}=[0,1]^{d}$. Otherwise, we can rescale the domain to be a subset of $[0,1]^{d}$. By Monge map (Lemma 5.1), there exists a mapping $T=\left[T_{1}, \ldots, T_{d}\right]: \mathcal{Z} \mapsto \mathcal{X}$ such that $T_{\sharp} \nu=\mu$. Such a mapping is Hölder continuous, i.e., each coordinate mapping $T_{i}$ for $i=1, \ldots, d$ belongs to $\mathcal{H}^{\alpha+1}$. We approximate each function $T_{i}$ using the network architecture identified in Theorem 3.1. Specifically, given approximation error $\delta \in(0,1)$. There exists a network architecture with no more than $c\left(\log \frac{1}{\delta}+1\right)$ layers and $c^{\prime} \delta^{-\frac{d}{\alpha+1}}\left(\log \frac{1}{\delta}+1\right)$ neurons and weight parameters, such that with properly chosen weight parameters, yields an approximation $\widehat{T}_{i}$ of $T_{i}$ satisfying $\left\|\widehat{T}_{i}-T_{i}\right\|_{\infty} \leq \delta$. Applying this argument $d$ times, we form an approximation $g_{\theta}=\left[\widehat{T}_{1}, \ldots, \widehat{T}_{d}\right]$ of $T$. We show $\left(g_{\theta}\right)_{\sharp} \rho$ satisfies the following IPM bound

$$
\begin{aligned}
& d_{\mathcal{H}_{\infty}^{\beta}}\left(\left(g_{\theta}\right)_{\sharp} \rho, \mu\right) \\
= & d_{\mathcal{H}^{\beta}}\left(\left(g_{\theta}\right)_{\sharp} \rho, T_{\sharp} \rho\right) \\
= & \sup _{f \in \mathcal{H}^{\beta}} \mathbb{E}_{x \sim\left(g_{\theta}\right) \sharp \rho}[f(x)]-\mathbb{E}_{y \sim T_{\sharp}}[f(y)] \\
= & \sup _{f \in \mathcal{H}^{\beta}} \mathbb{E}_{z \sim \rho}\left[f\left(g_{\theta}(z)\right)\right]-\mathbb{E}_{z \sim \rho}[f(T(z))] \\
\leq & \mathbb{E}_{z \sim \rho}\left[\left\|g_{\theta}(z)-T(z)\right\|_{\infty}\right] \\
= & \mathbb{E}_{z \sim \rho}\left[\left\|\left[\widehat{T}_{1}(z)-T_{1}(z), \ldots, \widehat{T}_{d}(z)-T_{d}(z)\right]^{\top}\right\|_{\infty}\right] \\
\leq & \delta .
\end{aligned}
$$

Therefore, choosing $\delta=\epsilon_{1}$ gives rise to $d_{\mathcal{H}_{\infty}^{\beta}}\left(\left(g_{\theta}\right)_{\sharp} \rho, \mu\right) \leq \epsilon_{1}$.

## C.1.3 Proof of Lemma 5.5

Proof. Using Theorem 3.1 immediately yields a network architecture for uniformly approximating functions in $\mathcal{H}^{\beta}(\mathcal{X})$. Specifically, let the approximation error be $\epsilon_{2}>0$.

We choose the network architecture $\mathcal{F}_{\mathrm{NN}}$ consisting of $\bar{L}=O\left(\log \left(1 / \epsilon_{2}\right)\right)$ layers and $\bar{K}=O\left(\epsilon_{2}^{-d / \beta} \log \left(1 / \epsilon_{2}\right)\right)$ total number of neurons and weight parameters. The maximum width is $\bar{p}=O\left(\epsilon_{2}^{-d / \beta}\right)$. Meanwhile, for any function $f \in \mathcal{H}^{\beta}(\mathcal{X})$, we have $\|f\|_{\mathcal{H}^{\beta}} \leq C$. Threfore, it is enough to choose $\bar{R}=C$ and $\bar{\kappa}=C$. Accordingly, for any $f \in \mathcal{H}^{\beta}(\mathcal{X})$, there exists a function $\widehat{f}_{\omega}$ given by the network architecture $\mathcal{F}_{\mathrm{NN}}(\bar{R}, \bar{\kappa}, \bar{L}, \bar{p}, \bar{K})$, such that $\left\|f-\widehat{f}_{\omega}\right\|_{\infty} \leq \epsilon_{2}$. To this end, we can establish that for any $f \in \mathcal{H}^{\beta}(\mathcal{X})$, inequality $\inf _{f_{\omega} \in \mathcal{F}_{\mathrm{NN}}}\left\|f-f_{\omega}\right\|_{\infty} \leq \epsilon_{2}$ holds.

## C.1.4 Proof of Lemma 5.6

Proof. The proof utilizes the symmetrization technique and Dudley's entropy integral, which can be found in empirical process theory [221, 96]. We prove here for completeness. Let $y_{1}, \ldots, y_{n}$ be i.i.d. samples from $\mu$, independent of $x_{i}$ 's. By symmetrization, we derive

$$
\begin{aligned}
\mathbb{E}\left[d_{\mathcal{F}}\left(\widehat{\mu}_{n}, \mu\right)\right] & =\mathbb{E}\left[\sup _{f \in \mathcal{F}} \frac{1}{n} \sum_{i=1}^{n} f\left(x_{i}\right)-\mathbb{E}_{y \sim \mu}[f(y)]\right] \\
& =\mathbb{E}\left[\sup _{f \in \mathcal{F}} \frac{1}{n} \sum_{i=1}^{n} f\left(x_{i}\right)-\mathbb{E}_{i=1, \ldots, n} y_{i, n} \sim, \frac{1}{n} \sum_{i=1}^{n} f\left(y_{i}\right)\right] \\
& \leq \mathbb{E}_{x} \mathbb{E}_{y}\left[\sup _{f \in \mathcal{F}} \frac{1}{n} \sum_{i=1}^{n}\left(f\left(x_{i}\right)-f\left(y_{i}\right)\right)\right] \\
& =\mathbb{E}_{x} \mathbb{E}_{y} \mathbb{E}_{\xi}\left[\sup _{f \in \mathcal{F}} \frac{1}{n} \sum_{i=1}^{n} \xi_{i}\left(f\left(x_{i}\right)-f\left(y_{i}\right)\right)\right] \\
& =2 \mathbb{E}_{x, \xi}\left[\sup _{f \in \mathcal{F}} \frac{1}{n} \sum_{i=1}^{n} \xi_{i} f\left(x_{i}\right)\right]
\end{aligned}
$$

where $\xi_{i}$ 's are i.i.d. Rademacher random variables, i.e., $\mathbb{P}\left(\xi_{i}=1\right)=\mathbb{P}\left(\xi_{i}=-1\right)=\frac{1}{2}$. The next step is to discretize the function space $\mathcal{F}$. Let $\left\{\delta_{i}\right\}_{i=1}^{k}$ be a decreasing series of real numbers with $\delta_{i+1}<\delta_{i}$. We construct a collection of coverings on $\mathcal{F}$ under the function $\ell_{\infty}$ norm with accuracy $\delta_{i}$. Denote the $\delta_{i}$-covering number as $\mathcal{N}\left(\delta_{i}, \mathcal{F},\|\cdot\|_{\infty}\right)$. For a given $f$, denote the closest element (in the $\ell_{\infty}$ sense) to $f$ in the $\delta_{i}$ covering as $f^{(i)}$ for $i=1, \ldots, k$.

We expand $\mathbb{E}_{x, \xi}\left[\sup _{f \in \mathcal{F}} \frac{1}{n} \sum_{i=1}^{n} \xi_{i} f\left(x_{i}\right)\right]$ as a telescoping sum as

$$
\begin{aligned}
\mathbb{E}_{x, \xi}\left[\sup _{f \in \mathcal{F}} \frac{1}{n} \sum_{i=1}^{n} \xi_{i} f\left(x_{i}\right)\right] \leq & \mathbb{E}\left[\sup _{f \in \mathcal{F}} \frac{1}{n} \sum_{i=1}^{n} \xi_{i}\left(f\left(x_{i}\right)-f^{k}\left(x_{i}\right)\right)\right] \\
& +\sum_{j=1}^{k-1} \mathbb{E}\left[\sup _{f \in \mathcal{F}} \frac{1}{n} \sum_{i=1}^{n} \xi_{i}\left(f^{(j+1)}\left(x_{i}\right)-f^{(j)}\left(x_{i}\right)\right)\right] \\
& +\mathbb{E}\left[\sup _{f \in \mathcal{F}} \frac{1}{n} \sum_{i=1}^{n} \xi_{i} f^{(1)}\left(x_{i}\right)\right] .
\end{aligned}
$$

We choose $\delta_{1}=\operatorname{diam}(\mathcal{F})$, i.e., the diameter of the class $\mathcal{F}$. Then $f^{(1)}$ can be arbitrarily picked from $\mathcal{F}$. Therefore, the last term $\mathbb{E}\left[\sup _{f \in \mathcal{F}} \frac{1}{n} \sum_{i=1}^{n} \xi_{i} f^{(1)}\left(x_{i}\right)\right]=0$ since $\xi_{i}$ 's are symmetric. The first term $\mathbb{E}\left[\sup _{f \in \mathcal{F}} \frac{1}{n} \sum_{i=1}^{n} \xi_{i}\left(f\left(x_{i}\right)-f^{k}\left(x_{i}\right)\right)\right]$ can be bounded by Cauchy-Schwarz inequality:

$$
\begin{aligned}
& \mathbb{E}\left[\sup _{f \in \mathcal{F}} \frac{1}{n} \sum_{i=1}^{n} \xi_{i}\left(f\left(x_{i}\right)-f^{k}\left(x_{i}\right)\right)\right] \\
\leq & \mathbb{E}\left[\sup _{f \in \mathcal{F}} \frac{1}{n} \sqrt{\left(\sum_{i=1}^{n} \xi_{i}^{2}\right)\left(\sum_{i=1}^{n}\left(f\left(x_{i}\right)-f^{(k)}\left(x_{i}\right)\right)^{2}\right)}\right] \\
\leq & \delta_{k} .
\end{aligned}
$$

We now bound each term in the telescoping sum

$$
\sum_{j=1}^{k-1} \mathbb{E}\left[\sup _{f \in \mathcal{F}} \frac{1}{n} \sum_{i=1}^{n} \xi_{i}\left(f^{(j+1)}\left(x_{i}\right)-f^{(j)}\left(x_{i}\right)\right)\right] .
$$

## Observe

$$
\begin{aligned}
\left\|f^{(j+1)}-f^{(j)}\right\|_{\infty} & =\left\|f^{(j+1)}-f+f-f^{(j)}\right\|_{\infty} \\
& \leq\left\|f^{(j+1)}-f\right\|_{\infty}+\left\|f-f^{(j)}\right\|_{\infty} \\
& \leq \delta_{j+1}+\delta_{j}
\end{aligned}
$$

By Massart's lemma [222], we have

$$
\begin{aligned}
& \mathbb{E}\left[\sup _{f \in \mathcal{F}} \frac{1}{n} \sum_{i=1}^{n} \xi_{i}\left(f^{(j+1)}\left(x_{i}\right)-f^{(j)}\left(x_{i}\right)\right)\right] \\
\leq & \frac{\left(\delta_{j+1}+\delta_{j}\right) \sqrt{2 \log \left(\mathcal{N}\left(\delta_{j}, \mathcal{F},\|\cdot\|_{\infty}\right) \mathcal{N}\left(\delta_{j+1}, \mathcal{F},\|\cdot\|_{\infty}\right)\right)}}{\sqrt{n}} \\
\leq & \frac{2\left(\delta_{j+1}+\delta_{j}\right) \sqrt{\log \mathcal{N}\left(\delta_{j+1}, \mathcal{F},\|\cdot\|_{\infty}\right)}}{\sqrt{n}}
\end{aligned}
$$

Summing up all the terms indexed by $j$, we establish

$$
\mathbb{E}_{x, \xi}\left[\sup _{f \in \mathcal{F}} \frac{1}{n} \sum_{i=1}^{n} \xi_{i} f\left(x_{i}\right)\right] \leq \delta_{k}+2 \sum_{j=1}^{k-1} \frac{\left(\delta_{j+1}+\delta_{j}\right) \sqrt{\log \mathcal{N}\left(\delta_{j+1}, \mathcal{F},\|\cdot\|\right)}}{\sqrt{n}}
$$

It suffices to set $\delta_{j+1}=\frac{1}{2} \delta_{j}$. Invoking the identity $\delta_{j+1}+\delta_{j}=6\left(\delta_{j+1}-\delta_{j+2}\right)$, we derive

$$
\begin{aligned}
\mathbb{E}_{x, \xi}\left[\sup _{f \in \mathcal{F}} \frac{1}{n} \sum_{i=1}^{n} \xi_{i} f\left(x_{i}\right)\right] & \leq \delta_{k}+12 \sum_{j=1}^{k-1} \frac{\left(\delta_{j+1}-\delta_{j+2}\right) \sqrt{\log \mathcal{N}\left(\delta_{j+1}, \mathcal{F},\|\cdot\|_{\infty}\right)}}{\sqrt{n}} \\
& \leq \delta_{k}+\frac{12}{\sqrt{n}} \int_{\delta_{k+1}}^{\delta_{2}} \sqrt{\log \mathcal{N}\left(\epsilon, \mathcal{F},\|\cdot\|_{\infty}\right)} d \epsilon \\
& \leq \inf _{\delta} 2 \delta+\frac{12}{\sqrt{n}} \int_{\delta}^{\delta_{1}} \sqrt{\log \mathcal{N}\left(\epsilon, \mathcal{F},\|\cdot\|_{\infty}\right)} d \epsilon .
\end{aligned}
$$

By the assumption, we pick $\delta_{1}=M$ and set the $\delta_{1}$-covering with only one element $f=0$.
This yields the desired result

$$
\mathbb{E}\left[d_{\mathcal{F}}\left(\widehat{\mu}_{n}, \mu\right)\right] \leq 2 \inf _{0<\delta<M}\left(2 \delta+\frac{12}{\sqrt{n}} \int_{\delta}^{M} \sqrt{\log \mathcal{N}\left(\epsilon, \mathcal{F},\|\cdot\|_{\infty}\right)} d \epsilon\right) .
$$

## C. 2 Detailed proofs for Low-dimensional Linear Subspace

## C.2.1 Proof of Lemma 5.7

Proof. We replicate the error decomposition in (Eq. C.1) by taking $\beta=1$,

$$
\begin{align*}
W_{1}\left(\left(U^{*} \circ g_{\theta}^{*}\right)_{\sharp} \rho, \mu\right) \leq & W_{1}\left(\left(U^{*} \circ g_{\theta}^{*}\right)_{\sharp} \rho, \widehat{\mu}_{n}\right)+W_{1}\left(\widehat{\mu}_{n}, \mu\right) \\
= & d_{\mathcal{F}_{\mathrm{NN}}}\left(\left(U^{*} \circ g_{\theta}^{*}\right)_{\sharp} \rho, \widehat{\mu}_{n}\right)  \tag{C.2}\\
& +W_{1}\left(\left(U^{*} \circ g_{\theta}^{*}\right)_{\sharp \rho} \rho, \widehat{\mu}_{n}\right)-d_{\mathcal{F}_{\mathrm{NN}}^{\text {ld }}}\left(\left(U^{*} \circ g_{\theta}^{*}\right)_{\sharp} \rho, \widehat{\mu}_{n}\right) \\
& +W_{1}\left(\widehat{\mu}_{n}, \mu\right) .
\end{align*}
$$

Using the optimality of $\left(U^{*}, g_{\theta}^{*}\right)$, we further bound $d_{\mathcal{F}_{\mathrm{NN}}}\left(\left(U^{*} \circ g_{\theta}^{*}\right)_{\sharp} \rho, \widehat{\mu}_{n}\right)$ in the last display as

$$
\begin{align*}
& d_{\mathcal{F}_{\mathrm{NN}}}\left(\left(U^{*} \circ g_{\theta}^{*}\right)_{\sharp} \rho, \widehat{\mu}_{n}\right) \\
& \leq d_{\mathcal{F}_{\mathrm{NN}}^{\text {ld }}}\left(\left(U^{*} \circ g_{\theta}^{*}\right)_{\sharp} \rho, \mu\right)+d_{\mathcal{F}_{\mathrm{NN}}^{\text {ld }}}\left(\mu, \widehat{\mu}_{n}\right) \\
& =\inf _{U \circ g_{\theta} \in \mathcal{G}_{\mathrm{NN}}^{\mathrm{ld}}} d_{\mathcal{F}_{\mathrm{NN}}^{\mathrm{ld}}}\left(\left(U \circ g_{\theta}\right)_{\sharp} \rho, \mu\right)+d_{\mathcal{F}_{\mathrm{NN}}^{\text {ld }}}\left(\mu, \widehat{\mu}_{n}\right) \\
& \stackrel{(i)}{=} \inf _{U \circ g_{\theta} \in \mathcal{G}_{\mathrm{NN}}^{\text {ld }}} d_{\mathcal{F}_{\mathrm{NN}}^{\text {ld }}}\left(\left(U \circ g_{\theta}\right)_{\sharp} \rho, \mu\right)-d_{\mathcal{H}_{\infty}^{1}}\left(\left(U \circ g_{\theta}\right)_{\sharp} \rho, \mu\right) \\
& +d_{\mathcal{H}_{\infty}^{1}}\left(\left(U \circ g_{\theta}\right)_{\sharp} \rho, \mu\right)+d_{\mathcal{F}_{\text {ldN }}^{\text {ld }}}\left(\mu, \widehat{\mu}_{n}\right), \tag{C.3}
\end{align*}
$$

where in $(i)$, discriminative class $\mathcal{H}_{\infty}^{1}$ follows the same definition in Lemma 5.3 with $\beta=1$.
By Assumption 5.5 and the optimal transport theory in Lemma 5.1, we rewrite the data distribution $\mu$ as a pushforward distribution $\mu=\left(A \circ T^{\text {ld }}\right)_{\sharp \rho} \rho$, where $T^{\text {ld }}: \mathbb{R}^{q} \mapsto \mathbb{R}^{q}$ is an $(\alpha+1)$-Hölder continuous transport plan. Accordingly, we rewrite the empirical data distribution $\widehat{\mu}_{n}$ as $\widehat{\mu}_{n}=\left(A \circ T^{\text {ld }}\right)_{\sharp} \widehat{\rho}_{n}$, with $\widehat{\rho}_{n}$ an empirical version of $\rho$. Applying Lemma Theorem 3.1 and using the same argument in Theorem 5.1 for approximating $A \circ T^{\text {ld }}$, we obtain $A \circ \widetilde{g}_{\theta} \in \mathcal{G}_{\mathrm{NN}}^{\text {ld }}$ as a proper approximation. Note that we have chosen $U=A$ in
representing $A \circ T^{\text {ld }}$ for simplicity. Substituting these notations into (Eq. C.3) gives rise to

$$
\begin{align*}
& \quad d_{\mathcal{F}_{\mathrm{NN}}}\left(\left(U^{*} \circ g_{\theta}^{*}\right)_{\sharp} \rho, \widehat{\mu}_{n}\right) \\
& \stackrel{(i)}{\leq} d_{\mathcal{F}_{\mathrm{NN}}^{\mathrm{ld}}}\left(\left(A \circ \widetilde{g}_{\theta}\right)_{\sharp} \rho,\left(A \circ T^{\mathrm{ld}}\right)_{\sharp} \rho\right)-d_{\mathcal{H}_{\infty}^{1}}\left(\left(A \circ \widetilde{g}_{\theta}\right)_{\sharp} \rho,\left(A \circ T^{\mathrm{ld}}\right)_{\sharp} \rho\right) \\
& \quad+d_{\mathcal{H}_{\infty}^{1}}\left(\left(A \circ \widetilde{g}_{\theta}\right)_{\sharp} \rho,\left(A \circ T^{\mathrm{ld}}\right)_{\sharp} \rho\right)+d_{\mathcal{F}_{\mathrm{NN}} \mathrm{ld}}\left(\mu, \widehat{\mu}_{n}\right) \\
& \stackrel{(i i)}{\leq} d_{\mathcal{F}_{\mathrm{NN}}^{\mathrm{ld}}}\left(\left(A \circ \widetilde{g}_{\theta}\right)_{\sharp} \rho,\left(A \circ T^{\mathrm{ld}}\right)_{\sharp} \rho\right)-d_{\mathcal{H}_{\infty}^{1}}\left(\left(A \circ \widetilde{g}_{\theta}\right)_{\sharp} \rho,\left(A \circ T^{\mathrm{ld}}\right)_{\sharp} \rho\right) \\
& \quad+\left\|A \circ \widetilde{g}_{\theta}-A \circ T^{\mathrm{ld}}\right\|_{\infty}+d_{\mathcal{F}_{\mathrm{NN}}}\left(\mu, \widehat{\mu}_{n}\right), \tag{C.4}
\end{align*}
$$

where inequality $(i)$ holds by instantiating the infimum in (Eq. C.3) to $A \circ \widetilde{g}_{\theta}$, and inequality (ii) follows by the definition of IPM over $\mathcal{H}_{\infty}^{1}$ class. We substitute (Eq. C.4) into (Eq. C.2), which leads to

$$
\begin{align*}
& W_{1}\left(\left(U^{*} \circ g_{\theta}^{*}\right)_{\sharp} \rho, \mu\right) \\
\leq & \underbrace{\left\|A \circ \widetilde{g}_{\theta}-A \circ T^{\mathrm{ld}}\right\|_{\infty}}_{\text {generator approximation error }}+\underbrace{W_{1}\left(\widehat{\mu}_{n}, \mu\right)+d_{\mathcal{F}_{\mathrm{NN}}}\left(\widehat{\mu}_{n}, \mu\right)}_{\text {statistical error }} \\
& +\underbrace{\left.W_{1}\left(\left(U^{*} \circ g_{\theta}^{*}\right)_{\sharp} \rho,\left(A \circ T^{\mathrm{ld}}\right)_{\sharp} \widehat{\rho}_{n}\right)\right)-d_{\mathcal{F}_{\mathrm{NN}}}\left(\left(U^{*} \circ g_{\theta}^{*}\right)_{\sharp} \rho,\left(A \circ T^{\mathrm{ld}}\right)_{\sharp} \widehat{\rho}_{n}\right)}_{\text {discriminator approximation error (HARD) }} \\
& +\underbrace{d_{\mathcal{F}_{\mathrm{NN}}^{\mathrm{ld}}}\left(\left(A \circ \widetilde{g}_{\theta}\right)_{\sharp \rho},\left(A \circ T^{\text {ld }}\right)_{\sharp \rho}\right)-d_{\mathcal{H}_{\infty}^{1}}\left(\left(A \circ \widetilde{g}_{\theta}\right)_{\sharp} \rho,\left(A \circ T^{\mathrm{ld}}\right)_{\sharp \rho} \rho\right)}_{\text {discriminator approximation error }(\text { EASY })} . \tag{C.5}
\end{align*}
$$

Two disciminator approximation error terms share a similar formulation, and we can further provide a simplified upper bound on them. Denote $\|f\|_{\text {Lip }}$ as the lipschitz constant of function $f$, and consider the (HARD) term for example.

$$
\begin{aligned}
& \left.W_{1}\left(\left(U^{*} \circ g_{\theta}^{*}\right)_{\sharp} \rho,\left(A \circ T^{\mathrm{ld}}\right)_{\sharp} \widehat{\rho}_{n}\right)\right)-d_{\mathcal{F}_{\mathrm{NN}}^{\mathrm{ld}}}\left(\left(U^{*} \circ g_{\theta}^{*}\right)_{\sharp} \rho,\left(A \circ T^{\mathrm{ld}}\right)_{\sharp} \widehat{\rho}_{n}\right) \\
= & \sup _{\|f\|_{\text {Lip }} \leq 1} \mathbb{E}_{z \sim \rho}\left[f \circ U^{*} \circ g_{\theta}^{*}(z)\right]-\mathbb{E}_{z \sim \widehat{\rho}_{n}}\left[f \circ A \circ T^{\mathrm{ld}}(z)\right] \\
& -\sup _{f_{\omega} \circ V^{\top} \in \mathcal{F}_{\mathrm{NN}}^{\mathrm{ld}}} \mathbb{E}_{z \sim \rho}\left[f_{\omega} \circ V^{\top} \circ U^{*} \circ g_{\theta}^{*}(z)\right]-\mathbb{E}_{z \sim \widehat{\rho}_{n}}\left[f_{\omega} \circ V^{\top} \circ A \circ T^{\mathrm{ld}}(z)\right]
\end{aligned}
$$

$$
\begin{align*}
& \leq \sup _{\|f\|_{\text {Lip }} \leq 1} \inf _{f_{\omega} \circ V^{\top} \in \mathcal{F}_{\mathrm{NN}}^{\mathrm{ld}}}\left\{\left|\mathbb{E}_{z \sim \rho}\left[\left(f \circ U^{*}-f_{\omega} \circ V^{\top} \circ U^{*}\right) \circ g_{\theta}^{*}(z)\right]\right|\right. \\
& \\
& \left.+\left|\mathbb{E}_{z \sim \widehat{\rho}_{n}}\left[\left(f \circ A-f_{\omega} \circ V^{\top} \circ A\right) \circ T^{\mathrm{ld}}(z)\right]\right|\right\}  \tag{C.6}\\
& \leq \sup _{\|f\|_{\mathrm{Lip}} \leq 1 f_{\omega} \circ V^{\top} \in \mathcal{F}_{\mathrm{NN}}^{\mathrm{ld}}} \inf ^{l \mid f \circ U^{*}-f_{\omega} \circ V^{\top} U^{*}\left\|_{\infty}+\right\| f \circ A-f_{\omega} \circ V^{\top} A \|_{\infty} .}
\end{align*}
$$

Applying the same argement to the (EASY) error term yields

$$
\begin{align*}
& d_{\mathcal{F}_{\mathrm{NN}}^{\mathrm{ld}}}\left(\left(A \circ \widetilde{g}_{\theta}\right)_{\sharp} \rho,\left(A \circ T^{\mathrm{ld}}\right)_{\sharp} \rho\right)-d_{\mathcal{H}_{\infty}^{1}}\left(\left(A \circ \widetilde{g}_{\theta}\right)_{\sharp} \rho,\left(A \circ T^{\mathrm{ld}}\right)_{\sharp} \rho\right) \\
\leq & 2 \sup _{\|f\|_{\text {Lip }} \leq 1} \inf _{f_{\omega} \circ V^{\top} \in \mathcal{F}_{\mathrm{NN}}^{\text {ld }}}\left\|f \circ A-f_{\omega} \circ V^{\top} A\right\|_{\infty} . \tag{C.7}
\end{align*}
$$

Note that we already used the fact that $\mathcal{H}_{\infty}^{1}$ is a subset of $\mathcal{H}^{1}$. Plugging (Eq. C.6) and (Eq. C.7) into (Eq. C.5) and taking infimum over $\widetilde{g}_{\theta}$, we obtain the desired oracle inequality,

$$
\begin{aligned}
& W_{1}\left(\left(U^{*} \circ g_{\theta}^{*}\right)_{\sharp} \rho, \mu\right) \\
& \leq \underbrace{\inf _{g: A \circ g \in \mathcal{G}_{\mathrm{NN}}^{\text {ld }}}\left\|A \circ g-A \circ T^{\mathrm{ld}}\right\|_{\infty}}_{\text {generator approximation error }}+\underbrace{W_{1}\left(\widehat{\mu}_{n}, \mu\right)+d_{\mathcal{F}_{\mathrm{NN}}^{\text {ld }}}\left(\widehat{\mu}_{n}, \mu\right)}_{\text {statistical error }} \\
& +\underbrace{\sup _{\|f\|_{\text {Lip }} \leq 1} \inf _{f_{\omega} \circ V^{\top} \in \mathcal{F}_{\text {NN }}^{\text {ld }}}\left\|f \circ U^{*}-f_{\omega} \circ V^{\top} U^{*}\right\|_{\infty}+\left\|f \circ A-f_{\omega} \circ V^{\top} A\right\|_{\infty}}_{\text {discriminator approximation error (HARD) }} \\
& +\underbrace{2 \sup _{\|f\|_{\text {Lip }} \leq 1} \inf _{f_{\omega} \circ V^{\top} \in \mathcal{F}_{\text {NN }}^{\text {ld }}}\left\|f \circ A-f_{\omega} \circ V^{\top} A\right\|_{\infty}}_{\text {discriminator approximation error (EASY) }} .
\end{aligned}
$$

The proof is complete.

## C.2.2 Proof of Lemma 5.8

Proof. The proof consists of two steps: 1) construction of a piecewise linear function for approximating 1-Lipschitz functions, which can be implemented by a ReLU neural network; 2) establishing the global Lipschitz continuity of the neural network, in addition to the $L^{\infty}$ approximation error guarantee.

Step 1). Given a positive integer $N>0$, we evenly choose $(N+1)^{q}$ points in the hypercube $[0,1]^{q}$, denoted as $m / N$ with $m=\left[m_{1}, \ldots, m_{q}\right]^{\top} \in\{0, \ldots, N\}^{q}$. We define a univariate trapezoid function (see graphical illustration in Figure C.1)

$$
\phi(a)= \begin{cases}1, & |a|<1 \\ 2-|a|, & |a| \in[1,2] \\ 0, & |a|>2\end{cases}
$$

Then for any $x \in[0,1]^{q}$, we define a partition of unity based on a product of trapezoid functions indexed by $m$,


Figure C.1: Trapezoid function in one dimension.

For any target 1-Lipschitz function $f$, it is more convenient to write its Lipschitz continuity with respect to the $\ell_{\infty}$ norm, i.e.,

$$
\begin{equation*}
|f(x)-f(y)| \leq\|x-y\|_{2} \leq \sqrt{q}\|x-y\|_{\infty} . \tag{C.8}
\end{equation*}
$$

We now define a collection of piecewise constant functions

$$
P_{m}(x)=f(m) \quad \text { for } \quad m \in\{0, \ldots, N\}^{q} .
$$

We claim that $\widetilde{f}(x)=\sum_{m} \xi_{m}(x) P_{m}(x)$ is an approximation of $f$, with an approximation error evaluated as

$$
\begin{aligned}
\sup _{x \in[0,1] q}|\widetilde{f}(x)-f(x)| & =\sup _{x \in[0,1]^{q}}\left|\sum_{m} \xi_{m}(x)\left(P_{m}(x)-f(x)\right)\right| \\
& \leq \sup _{x \in[0,1]^{q}} \sum_{m:\left|x_{k}-m_{k} / N\right| \leq \frac{2}{3 N}}\left|P_{m}(x)-f(x)\right| \\
& =\sup _{x \in[0,1]^{q}} \sum_{m:\left|x_{k}-m_{k} / N\right| \leq \frac{2}{3 N}}|f(m)-f(x)| \\
& \leq \sqrt{q} 2^{q+1} \frac{1}{3 N},
\end{aligned}
$$

where the last inequality follows from the Lipschitz continuity in (Eq. C.8) and the fact that there are at most $2^{q}$ terms in the summation.

We use a ReLU network to implement $\tilde{f}$. It turns out that we only need to implement the multiplication operation in $\xi_{m}$. For scalars $a, b \in[0,1]$, we rewrite $a b$ as $\left(\frac{a+b}{2}\right)^{2}-\left(\frac{|a-b|}{2}\right)^{2}$. We know neural networks can approximate a univariate quadratic function on $[0,1]$ as

$$
\begin{equation*}
a^{2} \approx \widehat{h}_{K}(a)=a-\sum_{k=1}^{K} \frac{1}{2^{2 k}} g_{k}(a), \quad \text { with } \quad g_{k}=\underbrace{g \circ \cdots \circ g}_{k \text { compositions }}, \tag{C.9}
\end{equation*}
$$

where $g(a)=2 \operatorname{ReLU}(a)-4 \operatorname{ReLU}(a-0.5)+2 \operatorname{ReLU}(a-1)$. The $L_{\infty}$ approximation error of $\widehat{h}_{K}$ is $2^{-(2 K+2)}$ (A proof can be found in [40, Proposition 2] or [214, Lemma 1]). We approximate $\xi_{m}$ recursively using univariate quadratic functions. Specifically, we construct

$$
\begin{equation*}
\xi_{m}(x) \approx \widehat{\xi}_{m}(x)=\widehat{\times}\left(\phi\left(3 N\left(x_{q}-m_{q} / N\right)\right), \widehat{\times}\left(\phi\left(3 N\left(x_{q-1}-m_{q-1} / N\right)\right), \ldots\right)\right), \tag{C.10}
\end{equation*}
$$

where $\widehat{\times}(a, b)=\widehat{h}_{K}((a+b) / 2)-\widehat{h}_{K}(|a-b| / 2)$ for $a, b \in[0,1]$. Then the network for approximating $f$ is obtained as

$$
\begin{equation*}
f(x) \approx \widehat{f}(x)=\sum_{m} \widehat{\xi}_{m}(x) f(m) \tag{C.11}
\end{equation*}
$$

We bound $L_{\infty}$ approximation error of $\widehat{f}$ as

$$
\begin{aligned}
\|\widehat{f}-f\|_{\infty} & \leq\|\widehat{f}-\widetilde{f}\|_{\infty}+\|\tilde{f}-f\|_{\infty} \\
& \leq \sup _{x \in[0,1]^{q}}\left|\sum_{m}\left(\widehat{\xi}_{m}(x)-\xi_{m}(x)\right) P_{m}(x)\right|+\sqrt{q} 2^{q+1} \frac{1}{3 N} \\
& \leq\|f\|_{\infty} \sup _{x \in[0,1]^{q}}\left|\sum_{m}\left(\widehat{\xi}_{m}(x)-\xi_{m}(x)\right)\right|+\sqrt{q} 2^{q+1} \frac{1}{3 N} \\
& \leq 2^{q}\|f\|_{\infty}\left\|\widehat{\xi}_{m}-\xi_{m}\right\|_{\infty}+\sqrt{q} 2^{q+1} \frac{1}{3 N} \\
& \leq q 2^{q}\|f\|_{\infty} 2^{-2 K-1}+\sqrt{q} 2^{q+1} \frac{1}{3 N}
\end{aligned}
$$

where the last inequality follows from recursively decomposing $\left\|\widehat{\xi}_{m}-\xi_{m}\right\|_{\infty}$ into $q$ terms as

$$
\begin{aligned}
\left\|\widehat{\xi}_{m}-\xi_{m}\right\|_{\infty} \leq & \| \widehat{\times}\left(\phi\left(3 N\left(x_{q}-m_{q} / N\right)\right), \widehat{\times}\left(\phi\left(3 N\left(x_{q-1}-m_{q-1} / N\right)\right), \ldots\right)\right) \\
& -\phi\left(3 N\left(x_{q}-m_{q} / N\right)\right) \cdot \widehat{\times}\left(\phi\left(3 N\left(x_{q-1}-m_{q-1} / N\right)\right), \ldots\right) \|_{\infty} \\
& +\ldots \\
& +\phi\left(3 N\left(x_{q}-m_{q} / N\right)\right) \cdots \phi\left(3 N\left(x_{3}-m_{3} / N\right)\right) \\
& \cdot \| \widehat{\times}\left(\phi\left(3 N\left(x_{2}-m_{2} / N\right)\right), \phi\left(3 N\left(x_{1}-m_{1} / N\right)\right)\right) \\
& -\phi\left(3 N\left(x_{2}-m_{2} / N\right)\right) \phi\left(3 N\left(x_{1}-m_{1} / N\right) \|_{\infty}\right.
\end{aligned}
$$

and observing

$$
\begin{aligned}
|\widehat{\times}(a, b)-a b| & \leq\left|\widehat{h}_{K}((a+b) / 2)-(a+b)^{2} / 4\right|+\left|\widehat{h}_{K}(|a-b| / 2)-(a-b)^{2} / 4\right| \\
& \leq 2 \cdot 2^{-2 K-2}=2^{-2 K-1}
\end{aligned}
$$

for any $a, b \in[0,1]$.
Step 2). The following lemma establishes the Lipschitz continuity of $\widehat{f}$ with respect to the
$\ell_{\infty}$ norm.
Lemma C.1. Let $\widehat{f}$ be defined in (Eq. C.11). Then for any $x, y \in[0,1]^{q}$, it holds

$$
|\widehat{f}(x)-\widehat{f}(y)| \leq 3 q\left(3+2\left(N\|f\|_{\infty}+1\right) \cdot q 2^{-K+q-1} \frac{1-\left(q 2^{-K}\right)^{q}}{1-q 2^{-K}}\right)\|x-y\|_{\infty}
$$

The proof is deferred to Appendix C.3. Given Lemma C.1, we choose $N=\left\lceil\frac{\sqrt{q} 2^{q+1}}{\epsilon_{2}}\right\rceil$ and $K$ satisfying

$$
2\left(N\|f\|_{\infty}+1\right) \cdot q 2^{-K+q-1} \frac{1-\left(q 2^{-K}\right)^{q}}{1-q 2^{-K}} \leq \frac{1}{3}
$$

which implies $K=\left\lceil\log \frac{12 q^{3 / 2}\left(\|f\|_{\infty}+1\right)}{\epsilon_{2}}+2 q\right\rceil$. As a result, we check the $L_{\infty}$ approximation error of $\widehat{f}$ as

$$
\begin{aligned}
\|\widehat{f}-f\|_{\infty} & \leq q 2^{q}\|f\|_{\infty} 2^{-2 K-1}+\sqrt{q} 2^{q+1} \frac{1}{3 N} \\
& \leq \frac{1}{9 q^{2} 2^{3 q+5}\left(\|f\|_{\infty}+1\right)} \epsilon_{2}^{2}+\frac{1}{3} \epsilon_{2} \\
& \leq \epsilon_{2}
\end{aligned}
$$

Meanwhile, with the choice of $K$ and $N$, Lemma C. 1 implies that for any $x, y \in[0,1]^{q}$, it holds

$$
\begin{aligned}
|\widehat{f}(x)-\widehat{f}(y)| & \leq 3 q\left(3+2\left(N\|f\|_{\infty}+1\right) \cdot q 2^{-K+q-1} \frac{1-\left(q 2^{-K}\right)^{q}}{1-q 2^{-K}}\right)\|x-y\|_{\infty} \\
& \leq 10 q\|x-y\|_{\infty}
\end{aligned}
$$

The remaining step is to characterize the size of the ReLU network for implementing $\widehat{f}$. Construction (Eq. C.11) suggests that the network consists of $(N+1)^{q}$ parallel subnetworks. In each subnetwork, we need to implement $\widehat{\xi}_{m}$ defined in (Eq. C.10), where the subnetwork architecture consists of $K$ layers and the width is bounded by a constant (since
$\widehat{h}_{K}$ is realizable by a width-3 network). Putting together all the parallel subnetworks, we conclude that the whole network architecture consists of $K$ layers and the width is bounded by $O\left((N+1)^{q}\right)$. Substituting our choice of $N$ and $K$ into the network size, we obtain $L=O\left(\log \frac{1}{\epsilon_{2}}+q\right)$ and $p=O\left(\epsilon_{2}^{-q}\right)$. The total number of neurons and nonzero weight parameters in the network is $J=O(L p)$.

The last step is to ensure that each weight parameter in $\widehat{f}$ is bounded by a constant. The only caveat stems from the trapezoid function in $\xi_{m}$, which is rescaled by $3 N$ (see equation (Eq. C.10)). We use a deep network to implement $\phi\left(3 N\left(x_{k}-\frac{m_{k}}{N}\right)\right)$. Consider a basic step function $s(x)=2 \operatorname{ReLU}(x)-2 \operatorname{ReLU}(x-1)$, whose $j$-th order composition is

$$
s_{j}=s \circ \cdots \circ s=\left\{\begin{array}{ll}
0, & x<0 \\
2^{j} x, & x \in\left[0,1 / 2^{j-1}\right] \\
2, & x>1 / 2^{j}
\end{array} .\right.
$$

Setting $j=\lceil\log (3 N)\rceil+1$, we observe that $s_{j}$ has a slope of at least $6 N$. We use $s_{j} / 2$ to realize the left linear segments in $\phi\left(3 N\left(x_{k}-\frac{m_{k}}{N}\right)\right)$. For the right linear segments, we can use $1-s_{j} / 2$ instead. In this way, we increment the network architecture for implementing $\widehat{f}$ by a depth of $\lceil\log (3 N)\rceil+1=O\left(\log 1 / \epsilon_{2}+q\right)$ and a width of 4 , while each weight parameter in the network is bounded by a constant. To summarize the network architecture, we have

$$
\begin{gathered}
L=O\left(\log 1 / \epsilon_{2}+q\right), \quad p=O\left(\epsilon_{2}^{-q}\right), \quad J=O\left(\epsilon_{2}^{-q}\left(\log 1 / \epsilon_{2}+q\right)\right), \\
\kappa=O(1), \quad R=\sqrt{q} .
\end{gathered}
$$

The bound on $R$ is obtained by combining Lipschitz continuity (Eq. C.8) with $f(0)=0$.

## C.2.3 Proof of Lemma 5.9

Proof. Given the choice of generator and discriminator network classes, we show that at a global optimizer $\left(U^{*}, g_{\theta}^{*}\right)$, it holds

$$
\begin{align*}
W_{1}\left(\left(U^{*} \circ g_{\theta}^{*}\right)_{\sharp} \rho, \mu\right) \leq & \left(1+4 \sqrt{q}\left(\min _{i} \mathbb{E}_{z \sim \rho}\left[T_{i}^{\text {ld }}(z)\right]\right)^{-1} \mathbb{E}_{z \sim \rho}\left[\left\|g_{\theta}^{*}(z)\right\|_{2}\right]\right) \\
& \cdot\left(\bar{\gamma} \epsilon_{1}+3 \epsilon_{2}\right) . \tag{C.12}
\end{align*}
$$

Suppose for the purpose of contradiction, we have

$$
\begin{align*}
& W_{1}\left(\left(U^{*} \circ g_{\theta}^{*}\right)_{\sharp} \rho, \mu\right)>\left(1+4 \sqrt{q}\left(\min _{i} \mathbb{E}_{z \sim \rho}\left[T_{i}^{\mathrm{ld}}(z)\right]\right)^{-1} \mathbb{E}_{z \sim \rho}\left[\left\|g_{\theta}^{*}(z)\right\|_{2}\right]\right) \\
& \cdot\left(\bar{\gamma} \epsilon_{1}+3 \epsilon_{2}\right) . \tag{C.13}
\end{align*}
$$

We will prove that there exists $\left(V, f_{\omega}\right)$ such that

$$
\begin{align*}
d_{\mathcal{F}_{\mathrm{NN}}^{\text {d/ }}}\left(\left(U^{*} \circ g_{\theta}^{*}\right)_{\sharp \rho}, \mu\right) & \geq \mathbb{E}_{z \sim \rho}\left[f_{\omega}\left(V^{\top} U^{*} g_{\theta}^{*}(z)\right)\right]-\mathbb{E}_{x \sim \mu}\left[f_{\omega}\left(V^{\top} x\right)\right] \\
& >\bar{\gamma} \epsilon_{1} . \tag{C.14}
\end{align*}
$$

On the other hand, by choosing $U^{*}=A$ and $g_{\theta}$ with $\left\|T^{\text {ld }}-g_{\theta}\right\|_{\infty} \leq \epsilon_{1} / q$, we have

$$
\begin{equation*}
d_{\mathcal{F}_{\mathrm{NN}}^{\mathrm{ld}}}\left(\left(U^{*} \circ g_{\theta}\right)_{\sharp} \rho, \mu\right) \leq \bar{\gamma} \epsilon_{1}, \tag{C.15}
\end{equation*}
$$

since discriminator is $\bar{\gamma}$-Lipschitz with respect to the $L_{\infty}$ norm. Putting (Eq. C.14) and (Eq. C.15) together, we conclude that $\left(U^{*}, g_{\theta}^{*}\right)$ cannot be a global optimizer. Therefore, (Eq. C.12) holds true. It remains to establish (Eq. C.14). Since the discriminator network can approximate any 1-Lipschitz function by Lemma 5.8, it is convenient to show the fol-
lowing sufficient condition for (Eq. C.14),

$$
\begin{equation*}
\sup _{V} W_{1}\left(\left(V^{\top} U^{*} \circ g_{\theta}^{*}\right)_{\sharp} \rho, V_{\sharp}^{\top} \mu\right)>\bar{\gamma} \epsilon_{1}+3 \epsilon_{2} . \tag{C.16}
\end{equation*}
$$

In fact, (Eq. C.16) implies that for any $\delta \in\left(0, \epsilon_{2}\right)$, there exists a discriminative function $f_{0}$ and matrix $V_{0}$ such that $\mathbb{E}_{z \sim \rho}\left[f_{0}\left(V_{0}^{\top} U^{*} g_{\theta}^{*}(z)\right)\right]-\mathbb{E}_{x \sim \mu}\left[f_{0}\left(V_{0}^{\top} x\right)\right]>\bar{\gamma} \epsilon_{1}+3 \epsilon_{2}+$ $2 d_{\mathcal{F}_{\mathrm{NN}}^{\text {d. }}}\left(\widehat{\mu}_{n}, \mu\right)-\delta$. By choosing $f_{\omega}$ as an $\epsilon_{2}$-approximation of $f_{0}$ and $V=V_{0}$, we obtain

$$
\begin{aligned}
& \mathbb{E}_{z \sim \rho}\left[f_{\omega}\left(V_{0}^{\top} U^{*} g_{\theta}^{*}(z)\right)\right]-\mathbb{E}_{x \sim \mu}\left[f_{\omega}\left(V_{0}^{\top} x\right)\right] \\
= & \mathbb{E}_{z \sim \rho}\left[f_{\omega}\left(V_{0}^{\top} U^{*} g_{\theta}^{*}(z)\right)\right] \\
& -\mathbb{E}_{x \sim \mu}\left[f_{\omega}\left(V_{0}^{\top} x\right)\right]-\mathbb{E}_{z \sim \rho}\left[f_{0}\left(V_{0}^{\top} U^{*} g_{\theta}^{*}(z)\right)\right]-\mathbb{E}_{x \sim \mu}\left[f_{0}\left(V_{0}^{\top} x\right)\right] \\
& +\mathbb{E}_{z \sim \rho}\left[f_{0}\left(V_{0}^{\top} U^{*} g_{\theta}^{*}(z)\right)\right]-\mathbb{E}_{x \sim \mu}\left[f_{0}\left(V_{0}^{\top} x\right)\right] \\
> & \bar{\gamma} \epsilon_{1}+3 \epsilon_{2}-\delta-2\left\|f_{\omega}-f_{0}\right\|_{\infty} \\
> & \bar{\gamma} \epsilon_{1}
\end{aligned}
$$

which establishes (Eq. C.14).
To ease the presentation, we recall that $\epsilon=\bar{\gamma} \epsilon_{1}+3 \epsilon_{2}$. We now consider two complementary cases for establishing (Eq. C.16),

- (Case 1) $\frac{1}{q}\left|\operatorname{tr}\left(A^{\top} U^{*}\right)\right|<1-2\left(\min _{i} \mathbb{E}_{z \sim \rho}\left[T_{i}^{\mathrm{ld}}(z)\right]\right)^{-2} \epsilon^{2}$;
- (Case 2) $\frac{1}{q}\left|\operatorname{tr}\left(A^{\top} U^{*}\right)\right| \geq 1-2\left(\min _{i} \mathbb{E}_{z \sim \rho}\left[T_{i}^{\mathrm{ld}}(z)\right]\right)^{-2} \epsilon^{2}$,
where $T_{i}^{\text {ld }}$ denotes the $i$-th coordinate mapping. Note that (Case 2) says that the column spaces of $A, U^{\star}$ are nearly identical. We tackle the two cases separately. To further ease the analysis, we assume without loss of generality that $a_{i}^{\top} u_{i}^{\star} \geq 0$ for $i=1, \ldots, q$, where $a_{i}$ and $u_{i}^{\star}$ are column vectors of $A$ and $U^{\star}$, respectively. Otherwise we can replace $a_{i}$ with $-a_{i}$ and $T_{i}^{\text {ld }}$ with $-T_{i}^{\text {ld }}$ simultaneously. As a result, we may remove the absolute values in (Case 1) and (Case 2) for simplicity.
- (Case 1) We show that there exists an index $I$ such that the corresponding column vectors $a_{I}$ and $u_{I}^{*}$ are sufficiently mis-aligned in direction. Specifically, given $\frac{1}{q} \operatorname{tr}\left(A^{\top} U^{\star}\right)<$ $1-2 \mathbb{E}_{z \sim \rho}^{-2}\left[\min _{i} T_{i}^{\text {ld }}(z)\right] \epsilon^{2}$, we expand the expression as

$$
\frac{1}{q} \operatorname{tr}\left(A^{\top} U^{\star}\right)=\frac{1}{q} \sum_{i=1}^{q} a_{i}^{\top} u_{i}^{\star}<1-2\left(\min _{i} \mathbb{E}_{z \sim \rho}\left[T_{i}^{\mathrm{ld}}(z)\right]\right)^{-2} \epsilon^{2} .
$$

Since $a_{i}^{\top} u_{i}^{\star} \in[0,1]$ for $i=1, \ldots, q$, by the Pigeonhole principle, we deduce that there exists an index $I$ with

$$
\begin{equation*}
a_{I}^{\top} u_{I}^{\star}<1-2\left(\min _{i} \mathbb{E}_{z \sim \rho}\left[T_{i}^{\mathrm{ld}}(z)\right]\right)^{-2} \epsilon^{2} \tag{C.17}
\end{equation*}
$$

Now we prove that the mis-alignment of $a_{I}$ and $u_{I}^{*}$ already results in a sufficient separation between the generated distribution and data distribution, in terms of projected Wasserstein distance. By definition, we have

$$
\begin{align*}
& W_{1}\left(\left(V^{\top} U^{*} g_{\theta}^{*}\right)_{\sharp} \rho, V_{\sharp}^{\top} \mu\right) \\
= & \sup _{f \in \operatorname{Lip}_{1}\left(\mathbb{R}^{q}\right)} \mathbb{E}_{z \sim \rho}\left[f\left(V^{\top} U^{*} g_{\theta}^{*}(z)\right)\right]-\mathbb{E}_{z \sim \rho}\left[f\left(V^{\top} A T^{\operatorname{ld}}(z)\right)\right] \\
= & \sup _{f \in \operatorname{Lip}_{1}\left(\mathbb{R}^{q}\right)} \mathbb{E}_{z \sim \rho}\left[f\left(V^{\top} \sum_{i=1}^{q} u_{i}^{*}\left(g_{\theta}^{*}\right)_{i}(z)\right)\right]-\mathbb{E}_{z \sim \rho}\left[f\left(V^{\top} \sum_{i=1}^{q} a_{i} T_{i}^{\operatorname{ld}}(z)\right)\right] . \tag{C.18}
\end{align*}
$$

We choose the projection matrix $V$ to be a rank-1 matrix with only the $I$-th column nonzero, i.e.,

$$
V=\left[\begin{array}{lll}
\mathbf{0}_{d \times(I-1)}, & \frac{a_{I}-u_{I}^{\star}}{\left\|a_{I}-u_{I}^{\star}\right\|_{2}}, & \mathbf{0}_{d \times(q-I)}
\end{array}\right] .
$$

We further choose a specific testing function $f$ to derive a lower bound on (Eq. C.18). Let $f(x)=w^{\top} x$ be linear with $w_{I}=1$ and $w_{i}=0$ for $i \neq I$. Substituting our choice of $V$ and
$f$ into (Eq. C.18), we obtain

$$
\begin{align*}
& W_{1}\left(\left(V^{\top} U^{*} g_{\theta}^{*}\right)_{\sharp} \rho, V_{\sharp}^{\top} \mu\right) \\
\geq & \mathbb{E}_{z \sim \rho}\left[w^{\top} V^{\top} \sum_{i=1}^{q} u_{i}^{*}\left(g_{\theta}^{*}\right)_{i}(z)\right]-\mathbb{E}_{z \sim \rho}\left[w^{\top} V^{\top} \sum_{i=1}^{q} a_{i} T_{i}^{\mathrm{ld}}(z)\right] \\
= & \frac{1-a_{I}^{\top} u_{I}^{*}}{\left\|a_{I}-u_{I}^{*}\right\|_{2}} \mathbb{E}_{z \sim \rho}\left[\left(g_{\theta}^{*}\right)_{I}(z)+T_{I}^{\mathrm{ld}}(z)\right] \\
= & \frac{1}{2}\left\|a_{I}-u_{I}^{*}\right\|_{2} \mathbb{E}_{z \sim \rho}\left[\left(g_{\theta}^{*}\right)_{I}(z)+T_{I}^{\mathrm{ld}}(z)\right] . \tag{C.19}
\end{align*}
$$

Using (Eq. C.17), we lower bound

$$
\left\|a_{I}-u_{I}^{*}\right\|_{2}=\sqrt{2-2 a_{I}^{\top} u_{I}^{*}}>2\left(\min _{i} \mathbb{E}_{z \sim \rho}\left[T_{i}^{\mathrm{ld}}(z)\right]\right)^{-1} \epsilon .
$$

Substituting into (Eq. C.19), we conclude

$$
\begin{aligned}
W_{1}\left(\left(V^{\top} U^{*} g_{\theta}^{*}\right)_{\sharp} \rho, V_{\sharp}^{\top} \mu\right) & >\epsilon \cdot\left(\min _{i} \mathbb{E}_{z \sim \rho}\left[T_{i}^{\mathrm{ld}}(z)\right]\right)^{-1} \mathbb{E}_{z \sim \rho}\left[\left(g_{\theta}^{*}\right)_{I}(z)+T_{I}^{\mathrm{ld}}(z)\right] \\
& >\epsilon .
\end{aligned}
$$

- (Case 2) The assertion of (Case 2) translates to several useful spectral norm bounds. We first observe

$$
\begin{align*}
\left\|A-U^{*}\right\|_{2}^{2} \leq\left\|A-U^{*}\right\|_{\mathrm{F}}^{2} & =\operatorname{tr}\left(\left(A-U^{*}\right)^{\top}\left(A-U^{*}\right)\right) \\
& =\operatorname{tr}\left(2 I-A^{\top} U^{*}-\left(U^{*}\right)^{\top} A\right) \\
& \leq 4 q\left(\min _{i} \mathbb{E}_{z \sim \rho}\left[T_{i}^{\mathrm{ld}}(z)\right]\right)^{-2} \epsilon^{2} . \tag{C.20}
\end{align*}
$$

Taking square root on both sides of (Eq. C.20), we have $\left\|A-U^{*}\right\|_{2} \leq 2 \sqrt{q}\left(\min _{i} \mathbb{E}_{z \sim \rho}\left[T_{i}^{\text {ld }}(z)\right]\right)^{-1} \epsilon$. In addition, since $A$ has orthonormal columns, we have

$$
\left\|I-A_{0}^{\top} A_{\star}\right\|_{2}=\left\|A_{0}^{\top}\left(A_{0}-A_{\star}\right)\right\|_{2} \leq\left\|A_{0}\right\|_{2}\left\|A_{0}-A_{\star}\right\|_{2}
$$

$$
\begin{equation*}
\leq 2 \sqrt{q}\left(\min _{i} \mathbb{E}_{z \sim \rho}\left[T_{i}^{\mathrm{ld}}(z)\right]\right)^{-1} \epsilon \tag{C.21}
\end{equation*}
$$

We use a similar proof strategy as in (Case 1) by choosing a specific projection matrix $V=A$, and evaluate the Wasserstein distance

$$
\begin{align*}
& W_{1}\left(\left(V^{\top} U^{*} g_{\theta}^{*}\right)_{\sharp} \rho, V_{\sharp}^{\top} \mu\right) \\
= & \sup _{f \in \operatorname{Lip}_{1}\left(\mathbb{R}^{q}\right)} \mathbb{E}_{z \sim \rho}\left[f \left(T^{\operatorname{ld}(z))]-\mathbb{E}_{z \sim \rho}\left[f\left(A^{\top} U^{*} g_{\theta}^{*}(z)\right)\right]} \begin{array}{rl}
= & \sup _{f \in \operatorname{Lip}_{1}\left(\mathbb{R}^{q}\right)} \mathbb{E}_{z \sim \rho}\left[f\left(T^{\operatorname{ld}}(z)\right)\right]-\mathbb{E}_{z \sim \rho}\left[f\left(g_{\theta}^{*}(z)\right)\right] \\
& +\mathbb{E}_{z \sim \rho}\left[f\left(g_{\theta}^{*}(z)\right)\right]-\mathbb{E}_{z \sim \rho}\left[f\left(A^{\top} U^{*} g_{\theta}^{*}(z)\right)\right] \\
\geq & \sup _{f \in \operatorname{Lip}_{1}\left(\mathbb{R}^{q}\right)} \mathbb{E}_{z \sim \rho}\left[f \left(T^{\operatorname{ld}(z))]-\mathbb{E}_{z \sim \rho}\left[f\left(g_{\theta}^{*}(z)\right)\right]-\mathbb{E}_{z \sim \rho}\left[\left\|\left(I-A^{\top} U^{*}\right) g_{\theta}^{*}(z)\right\|_{2}\right]}\right.\right. \\
\geq & \sup _{f \in \operatorname{Lip}_{1}\left(\mathbb{R}^{q}\right)} \mathbb{E}_{z \sim \rho}\left[f \left(T^{\operatorname{ld}(z))]-\mathbb{E}_{z \sim \rho}\left[f\left(g_{\theta}^{*}(z)\right)\right]-\left\|I-A^{\top} U^{*}\right\|_{2} \mathbb{E}_{z \sim \rho}\left[\left\|g_{\theta}^{*}(z)\right\|_{2}\right]}\right.\right. \\
= & \underbrace{W_{1}\left(T_{\sharp}^{\operatorname{ld}} \rho,\left(g_{\theta}^{*}\right)_{\sharp} \rho\right)}_{(\boldsymbol{\bullet})}-\underbrace{\left\|I-A^{\top} U^{*}\right\|_{2} \mathbb{E}_{z \sim \rho}\left[\left\|g_{\theta}^{*}(z)\right\|_{2}\right]}_{(\mathrm{C} .} .
\end{array},\right.\right.
\end{align*}
$$

Invoking inequality (Eq. C.21), (\&) assumes the upper bound

$$
(\boldsymbol{\rho}) \leq 2 \sqrt{q}\left(\min _{i} \mathbb{E}_{z \sim \rho}\left[T_{i}^{\mathrm{ld}}(z)\right]\right)^{-1} \mathbb{E}\left[\left\|g_{\theta}^{*}(z)\right\|_{2}\right] \epsilon
$$

To lower bound $(\boldsymbol{\phi})$, we prove a lower bound on $W_{1}\left(\left(A T^{\text {ld }}\right)_{\sharp} \rho,\left(U^{*} g_{\theta}^{*}\right)_{\sharp} \rho\right)$. The triangle inequality implies

$$
W_{1}\left(\left(A T^{\mathrm{ld}}\right)_{\sharp} \rho,\left(U^{*} g_{\theta}^{*}\right)_{\sharp} \rho\right) \leq W_{1}\left(\left(A T^{\mathrm{ld}}\right)_{\sharp} \rho,\left(A g_{\theta}^{*}\right)_{\sharp} \rho\right)+W_{1}\left(\left(A g_{\theta}^{*}\right)_{\sharp} \rho,\left(U^{*} g_{\theta}^{*}\right)_{\sharp} \rho\right) .
$$

We bound the second term in the right-hand side above as

$$
W_{1}\left(\left(A g_{\theta}^{*}\right)_{\sharp} \rho,\left(U^{*} g_{\theta}^{*}\right)_{\sharp} \rho\right)=\sup _{f \in \operatorname{Lip}_{1}\left(\mathbb{R}^{d}\right)} \mathbb{E}_{z \sim \rho}\left[f\left(A g_{\theta}^{*}(z)\right)\right]-\mathbb{E}_{z \sim \rho}\left[f\left(U^{*} g_{\theta}^{*}(z)\right)\right]
$$

$$
\begin{aligned}
& \stackrel{(i)}{\leq} \mathbb{E}_{z \sim \rho}\left[\left\|A g_{\theta}^{*}(z)-U^{*} g_{\theta}^{*}(z)\right\|_{2}\right] \\
& \leq\left\|A-U^{*}\right\|_{2} \mathbb{E}_{z \sim \rho}\left[\left\|g_{\theta}^{*}(z)\right\|_{2}\right] \\
& \stackrel{(i i)}{\leq} 2 \sqrt{q}\left(\min _{i} \mathbb{E}_{z \sim \rho}\left[T_{i}^{\text {ld }}(z)\right]\right)^{-1} \mathbb{E}_{z \sim \rho}\left[\left\|g_{\theta}^{*}(z)\right\|_{2}\right] \epsilon,
\end{aligned}
$$

where inequality $(i)$ invokes the Lipschitz continuity of $f$ and inequality (ii) invokes (Eq. C.20). Recall that in (Eq. C.13), we assume

$$
W_{1}\left(\left(A T^{\mathrm{ld}}\right)_{\sharp} \rho,\left(U^{*} g_{\theta}^{*}\right)_{\sharp \rho}\right)>\left(1+4 \sqrt{q}\left(\min _{i} \mathbb{E}_{z \sim \rho}\left[T_{i}^{\mathrm{ld}}(z)\right]\right)^{-1} \mathbb{E}_{z \sim \rho}\left[\left\|g_{\theta}^{*}(z)\right\|_{2}\right]\right) \epsilon .
$$

Thus, we have

$$
W_{1}\left(\left(U^{*} T^{\mathrm{ld}}\right)_{\sharp \rho} \rho,\left(U^{*} g_{\theta}^{*}\right)_{\sharp \rho}\right)>\left(1+2 \sqrt{q}\left(\min _{i} \mathbb{E}_{z \sim \rho}\left[T_{i}^{\mathrm{ld}}(z)\right]\right)^{-1} \mathbb{E}_{z \sim \rho}\left[\left\|g_{\theta}^{*}(z)\right\|_{2}\right]\right) \epsilon,
$$

which implies

$$
(\boldsymbol{\uparrow})=W_{1}\left(T_{\sharp}^{\mathrm{ld}} \rho,\left(g_{\theta}^{*}\right)_{\sharp \rho} \rho\right)>\left(1+2 \sqrt{q}\left(\min _{i} \mathbb{E}_{z \sim \rho}\left[T_{i}^{\mathrm{ld}}(z)\right]\right)^{-1} \mathbb{E}_{z \sim \rho}\left[\left\|g_{\theta}^{*}(z)\right\|_{2}\right]\right) \epsilon .
$$

Combining the bounds of ( $\boldsymbol{\uparrow})$ and (\%) and substituting into (Eq. C.22), we obtain

$$
W_{1}\left(\left(V^{\top} U^{*} g_{\theta}^{*}\right)_{\sharp} \rho, V_{\sharp}^{\top} \mu\right) \geq(\boldsymbol{\oplus})-(\boldsymbol{\rho})>\epsilon,
$$

which checks (Case 2). Putting (Case 1) and (Case 2) together, we establish inequality (Eq. C.16). Consequently, (Eq. C.14) holds true and therefore, (Eq. C.12) is valid for a global optimizer $\left(U^{*}, g_{\theta}^{*}\right)$.

Next, we show given (Eq. C.12), the column space of $A$ and $U^{*}$ are approximately equal. In particular, we show the following bound

$$
\frac{1}{2 q}\left\|A-U^{*}\right\|_{\mathrm{F}}^{2} \leq 2 \cdot\left(1+4 \sqrt{q}\left(\min _{i} \mathbb{E}_{z \sim \rho}\left[T_{i}^{\mathrm{ld}}(z)\right]\right)^{-1} \mathbb{E}_{z \sim \rho}\left[\left\|g_{\theta}^{*}(z)\right\|_{2}\right]\right)^{2}
$$

$$
\cdot\left(\min _{i} \mathbb{E}_{z \sim \rho}\left[T_{i}^{\mathrm{ld}}(z)\right]\right)^{-2} \epsilon^{2}
$$

Suppose not. We expand the squared Frobenius norm $\left\|A-U^{*}\right\|_{\mathrm{F}}^{2}$ as

$$
\begin{aligned}
\frac{1}{2 q}\left\|A-U^{*}\right\|_{\mathrm{F}}^{2} & =\frac{1}{2 q} \operatorname{tr}\left(\left(A-U^{*}\right)^{\top}\left(A-U^{*}\right)\right) \\
& =\frac{1}{2 q} \operatorname{tr}\left(2 I-A^{\top} U^{*}-\left(U^{*}\right)^{\top} A\right) \\
& =1-\frac{1}{2 q} \operatorname{tr}\left(A^{\top} U^{*}+\left(U^{*}\right)^{\top} A\right) \\
& =1-\frac{1}{q} \operatorname{tr}\left(A^{\top} U^{*}\right)
\end{aligned}
$$

From the last display above, we deduce

$$
\begin{aligned}
\frac{1}{q} \operatorname{tr}\left(A^{\top} U^{*}\right)<1 & -2 \cdot\left(1+4 \sqrt{q}\left(\min _{i} \mathbb{E}_{z \sim \rho}\left[T_{i}^{\mathrm{ld}}(z)\right]\right)^{-1} \mathbb{E}_{z \sim \rho}\left[\left\|g_{\theta}^{*}(z)\right\|_{2}\right]\right)^{2} \\
& \cdot\left(\min _{i} \mathbb{E}_{z \sim \rho}\left[T_{i}^{\mathrm{ld}}(z)\right]\right)^{-2} \epsilon^{2}
\end{aligned}
$$

We consider distinguish $\left(U^{*} \circ g_{\theta}^{*}\right)_{\sharp} \rho$ and $\mu$ by a linear testing function $f(x)=\frac{\left(a_{I}-u_{I}^{*}\right)^{\top}}{\left\|a_{I}-u_{I}^{*}\right\|_{2}} x$, where the index $I$ verifies

$$
\begin{aligned}
a_{I}^{\top} u_{I}^{*}<1 & -2 \cdot\left(1+4 \sqrt{q}\left(\min _{i} \mathbb{E}_{z \sim \rho}\left[T_{i}^{\mathrm{ld}}(z)\right]\right)^{-1} \mathbb{E}_{z \sim \rho}\left[\left\|g_{\theta}^{*}(z)\right\|_{2}\right]\right)^{2} \\
& \cdot\left(\min _{i} \mathbb{E}_{z \sim \rho}\left[T_{i}^{\mathrm{ld}}(z)\right]\right)^{-2} \epsilon^{2}
\end{aligned}
$$

Repeating the same argument in (Case 1), we deduce

$$
W_{1}\left(\left(U^{*} \circ g_{\theta}^{*}\right)_{\sharp} \rho, \mu\right)>\left(1+4 \sqrt{q}\left(\min _{i} \mathbb{E}_{z \sim \rho}\left[T_{i}^{\text {ld }}(z)\right]\right)^{-1} \mathbb{E}_{z \sim \rho}\left[\left\|g_{\theta}^{*}(z)\right\|_{2}\right]\right) \epsilon,
$$

which contradicts (Eq. C.15). The proof is complete.

## C.2.4 Proof of Lemma 5.10

Proof. We bound $W_{1}\left(\widehat{\mu}_{n}, \mu\right)$ first. Denote $\nu=A_{\sharp}^{\top} \mu$ and $\widehat{\nu}_{n}=A_{\sharp}^{\top} \widehat{\mu}_{n}$. By Assumption 5.4, we write $W_{1}\left(\widehat{\mu}_{n}, \mu\right)$ as

$$
\begin{align*}
W_{1}\left(\widehat{\mu}_{n}, \mu\right) & =W_{1}\left(A_{\sharp} \widehat{\nu}_{n}, A_{\sharp} \nu\right) \\
& =\sup _{\|f\|_{\text {Lip }} \leq 1} \mathbb{E}_{x \sim A_{\sharp} \widehat{\nu}_{n}}[f(x)]-\mathbb{E}_{y \sim A_{\sharp \nu}}[f(y)] \\
& =\sup _{\|f\|_{\text {Lip }} \leq 1} \mathbb{E}_{x \sim \widehat{\nu}_{n}}[f(A x)]-\mathbb{E}_{y \sim \nu}[f(A y)] \\
& \stackrel{(i)}{=} \sup _{g=f \circ A} \mathbb{E}_{x \sim \widehat{\nu}_{n}}[g(x)]-\mathbb{E}_{y \sim \nu}[g(y)] \\
& \leq W_{1}\left(\widehat{\nu}_{n}, \nu\right) . \tag{C.23}
\end{align*}
$$

where in $(i)$, the composite function $g=f \circ A: \mathbb{R}^{q} \mapsto \mathbb{R}$ is Lipschitz continuous, whose Lipschitz constant is bounded by 1. Applying Lemma 5.6, with the function class being 1-Lipschitz functions on $[0,1]^{q}$, we derive

$$
\begin{align*}
W_{1}\left(\widehat{\nu}_{n}, \nu\right) & \leq 4 \inf _{\delta \in(0, \sqrt{q})}\left(\delta+\frac{6}{\sqrt{n}} \int_{\delta}^{\sqrt{q}} \sqrt{\log \mathcal{N}\left(\tau, \mathcal{H}^{1}\left([0,1]^{q}\right),\|\cdot\|_{\infty}\right)} d \tau\right) \\
& \stackrel{(i)}{\leq} 4 \inf _{\delta}\left(\delta+\frac{6}{\sqrt{n}} \int_{\delta}^{\sqrt{q}} \tau^{-q / 2} d \tau\right) \\
& \stackrel{(i i)}{\leq} O\left(n^{-1 / q} \log n\right) \tag{C.24}
\end{align*}
$$

where in $(i)$, we substitute a covering number bound $\log \mathcal{N}\left(\tau, \mathcal{H}^{1}\left([0,1]^{q}\right),\|\cdot\|_{\infty}\right)=O\left((1 / \tau)^{q}\right)$, and in (ii), we take $\delta=n^{-1 / q}$ and distinguish two cases depending on $q$ :

- $(q=2)$. Inequality $(i)$ can be simplified as

$$
\begin{aligned}
W_{1}\left(\widehat{\nu}_{n}, \nu\right) & \leq \frac{4}{\sqrt{n}}+\frac{24}{\sqrt{n}} \log (\sqrt{q n}) \\
& =O\left(n^{-1 / q} \log n\right) .
\end{aligned}
$$

- $(q>2)$. Inequality $(i)$ can be computed as

$$
\begin{aligned}
W_{1}\left(\widehat{\nu}_{n}, \nu\right) & \leq 4 n^{-1 / q}+\frac{24}{\sqrt{n}} \frac{1}{1-q / 2}\left((\sqrt{q})^{-q / 2+1}-\left(n^{-1 / q}\right)^{-q / 2+1}\right) \\
& =O\left(n^{-1 / q}+n^{-1 / 2}\right) .
\end{aligned}
$$

Applying Lemma 5.6 again, with the function class being $\mathcal{F}_{\mathrm{NN}}^{\mathrm{ld}}$, we further have

$$
\begin{align*}
d_{\mathcal{F}_{\mathrm{NN}}^{\mathrm{ld}}}\left(\widehat{\mu}_{n}, \mu\right) & \leq 4 \inf _{\delta \in(0, \sqrt{q})}\left(\delta+\frac{6}{\sqrt{n}} \int_{\delta}^{\sqrt{q}} \sqrt{\log \mathcal{N}\left(\tau, \mathcal{F}_{\mathrm{NN}}^{\mathrm{ld}},\|\cdot\|_{\infty}\right)} d \tau\right) \\
& \stackrel{(i)}{\leq} 4 \inf _{\delta}\left(\delta+\frac{6}{\sqrt{n}} \int_{\delta}^{\sqrt{q}} \sqrt{\bar{K} \log \frac{2 \bar{L}^{2}(\bar{p}+2)(\bar{\kappa} \bar{p})^{\bar{L}+1}}{\tau}} d \tau\right) \\
& \stackrel{(i i)}{=} O\left(\frac{1}{n}+\frac{1}{\sqrt{n}} \sqrt{\bar{K} \bar{L} \log (\bar{L} \bar{p} n)}\right), \tag{C.25}
\end{align*}
$$

where in $(i)$, we invoke Lemma 4.3 instantiated to $\mathcal{F}_{\mathrm{NN}}^{\mathrm{ld}}$, and in $(i i)$, we set $\delta=\frac{1}{n}$.

## C. 3 Proof of Lemma C. 1

Proof. We begin by considering two points $x, y \in[0,1]^{q}$ differing in only one coordinate. Without loss of generality, we assume $x_{1}-y_{1} \geq 0$, while $x_{j}-y_{j}=0$ for $j=2, \ldots, q$. We have two base cases:

- (Base case 1) there exists $m_{1}^{*} \in\{0, \ldots, N\}$ such that $x_{1}, y_{1} \in\left[\frac{3 m_{1}^{*}-1}{3 N}, \frac{3 m_{1}^{*}+1}{3 N}\right]$;
- (Base case 2) there exists $m_{1}^{*} \in\{0, \ldots, N\}$ such that $x_{1}, y_{1} \in\left[\frac{3 m_{1}^{*}-2}{3 N}, \frac{3 m_{1}^{*}-1}{3 N}\right]$.

In both base cases, $x_{1}$ and $y_{1}$ are close enough within distance $2 / 3 N$. Later, we will reduce general positions of $x_{1}, y_{1} \in[0,1]$ to a collection of base bases. A graphical illustration of base cases are given in Figure C.2.

In (Base case 1), we have $\phi\left(3 N\left(x_{1}-m_{1}^{*} / N\right)\right)=\phi\left(3 N\left(y_{1}-m_{1}^{*} / N\right)\right)=1$ and $\phi\left(3 N\left(x_{1}-m_{1} / N\right)\right)=\phi\left(3 N\left(y_{1}-m_{1} / N\right)\right)=0$ for any $m_{1} \neq m_{1}^{*}$. Therefore, the

(Base case 1)

(Base case 2)

Figure C.2: Illustration of (Base case 1) and (Base case 2).
equality $\widehat{\xi}_{m}(x)=\widehat{\xi}_{m}(y)$ holds true for any $m \in\{0, \ldots, N\}^{q}$. Consequently, we deduce $\widehat{f}(x)-\widehat{f}(y)=0$.

In (Base case 2), the analysis is more complicated. We first observe that $\phi\left(3 N\left(x_{1}-\right.\right.$ $\left.\left.m_{1}^{*} / N\right)\right)=3 N x_{1}-3 m_{1}^{*}+2$ and $\phi\left(3 N\left(x_{1}-\left(m_{1}^{*}-1\right) / N\right)\right)=-3 N x_{1}+3 m_{1}^{*}-1$ are both nonzero, while $\phi\left(3 N\left(x_{1}-m_{1} / N\right)\right)=0$ for any $m_{1} \notin\left\{m_{1}^{*}-1, m_{1}^{*}\right\}$ (the same holds for $y_{1}$ ). Denote $m_{\backslash 1}=\left[m_{2}, \ldots, m_{q}\right]^{\top}$ as all the entries in $m$ except the first entry $m_{1}$. We rewrite $\widehat{f}(x)$ as

$$
\begin{aligned}
\widehat{f}(x) & =\sum_{m} \widehat{\xi}_{m}(x) P_{m}(x) \\
& =\sum_{m=\left[m_{1}^{*}, m_{1}^{\top}\right]^{\top}} \widehat{\xi}_{m}(x) P_{m}(x)+\sum_{m=\left[m_{1}^{*}-1, m_{\backslash 1}^{\top}\right]^{\top}} \widehat{\xi}_{m}(x) P_{m}(x) .
\end{aligned}
$$

The second equality above holds, since $\widehat{\xi}_{m}(x)=0$ whenever $m_{1} \notin\left\{m_{1}^{*}-1, m_{1}^{*}\right\}$. Furthermore, we have

$$
\begin{align*}
|\widehat{f}(x)-\widehat{f}(y)|= & \sum_{m_{\backslash 1}: m=\left[m_{1}^{*}, m_{\backslash 1}^{\top}\right]^{\top}}\left(\widehat{\xi}_{m}(x)-\widehat{\xi}_{m}(y)\right) f(m) \\
& +\sum_{m_{\backslash 1}: m=\left[m_{1}^{*}-1, m_{\backslash 1}^{\top}\right]^{\top}}\left(\widehat{\xi}_{m}(x)-\widehat{\xi}_{m}(y)\right) f(m) \mid . \tag{C.26}
\end{align*}
$$

In order to bound the right-hand side of (Eq. C.26), we establish several regularity properties of $\widehat{\xi}_{m}$ based on Lemma C.4. The first result proves the monotonicity of $\widehat{\xi}_{m}$.

Lemma C.2. Let $\widehat{\xi}_{m}$ be defined in (Eq. C.10). Consider two points $x=\left[x_{1}, \ldots, x_{i}, \ldots, x_{q}\right]^{\top}$ and $x^{\prime}=\left[x_{1}, \ldots, x_{i}^{\prime}, \ldots, x_{q}\right]^{\top}$ only differing in the $i$-th coordinate. Denote $m_{i}^{*}$ satisfying $x_{i}, x_{i}^{\prime} \in\left[\frac{3 m_{i}^{*}-2}{3 N}, \frac{3 m_{i}^{*}-1}{3 N}\right]$. Then it holds

$$
\begin{array}{lll}
\left(\widehat{\xi}_{m}(x)-\widehat{\xi}_{m}\left(x^{\prime}\right)\right)\left(x_{i}-x_{i}^{\prime}\right) \geq 0 & \text { for } \quad m=\left[m_{1}, \ldots, m_{i}^{*}, \ldots, m_{q}\right]^{\top} \quad \text { and } \\
\left(\widehat{\xi}_{m}(x)-\widehat{\xi}_{m}\left(x^{\prime}\right)\right)\left(x_{i}-x_{i}^{\prime}\right) \leq 0 & \text { for } \quad m=\left[m_{1}, \ldots, m_{i}^{*}-1, \ldots, m_{q}\right]^{\top} .
\end{array}
$$

The proof is deferred to Appendix C.3.1. Next, we show first-order continuity of $\widehat{\xi}_{m}$.
Lemma C.3. Let $\widehat{\xi}_{m}$ be defined in (Eq. C.10). Consider two points $x=\left[x_{1}, \ldots, x_{i}, \ldots, x_{q}\right]^{\top}$ and $x^{\prime}=\left[x_{1}, \ldots, x_{i}^{\prime}, \ldots, x_{q}\right]^{\top}$ only differing in the $i$-th coordinate. Then for any $m$, it holds

$$
\begin{array}{r}
3 N \prod_{j \neq i} \max \left\{\phi\left(3 N\left(x_{j}-m_{j} / N\right)\right)-\frac{1}{2^{K}}, 0\right\}\left|x_{i}-x_{i}^{\prime}\right| \leq\left|\widehat{\xi}_{m}(x)-\widehat{\xi}_{m}\left(x^{\prime}\right)\right| \\
\leq 3 N \prod_{j \neq i}\left(\phi\left(3 N\left(x_{j}-m_{j} / N\right)\right)+\frac{1}{2^{K}}\right)\left|x_{i}-x_{i}^{\prime}\right|
\end{array}
$$

The proof is deferred to Appendix subsubsection C.3.1. Using Lemma C. 2 and C.3, we are able to bound the right-hand side of (Eq. C.26). We partition all the values of $m_{\backslash 1}$ into two complementary disjoint sets:

$$
\begin{aligned}
& \mathcal{A}_{\leq 0}=\left\{m_{\backslash 1}: f\left(\frac{\left[m_{1}^{*}, m_{\backslash 1}^{\top}\right]^{\top}}{N}\right) f\left(\frac{\left[m_{1}^{*}-1, m_{\backslash 1}^{\top}\right]^{\top}}{N}\right) \leq 0\right\} \quad \text { and } \\
& \mathcal{A}_{>0}=\left\{m_{\backslash 1}: f\left(\frac{\left[m_{1}^{*}, m_{\backslash 1}^{\top}\right]^{\top}}{N}\right) f\left(\frac{\left[m_{1}^{*}-1, m_{\backslash 1}^{\top}\right]^{\top}}{N}\right)>0\right\}
\end{aligned}
$$

In $\mathcal{A}_{\leq 0}$, by the Lipschitz continuity of $f$, we have

$$
\left|f\left(\frac{\left[m_{1}^{*}, m_{\backslash 1}^{\top}\right]^{\top}}{N}\right)-f\left(\frac{\left[m_{1}^{*}-1, m_{\backslash 1}^{\top}\right]^{\top}}{N}\right)\right| \leq 1 / N .
$$

If either $\left|f\left(\left[m_{1}^{*}, m_{\backslash 1}^{\top}\right]^{\top} / N\right)\right|>\frac{1}{N}$ or $\left|f\left(\left[m_{1}^{*}-1, m_{\backslash 1}^{\top}\right]^{\top} / N\right)\right|>\frac{1}{N}$, then $f\left(\left[m_{1}^{*}, m_{\backslash 1}^{\top}\right]^{\top} / N\right)$
and $f\left(\left[m_{1}^{*}, m_{\backslash 1}^{\top}\right]^{\top} / N\right)$ should be both positive or negative. Their product must be positive. As a result, we deduce that in $\mathcal{A}_{\leq 0}$,

$$
\left|f\left(\frac{\left[m_{1}^{*}, m_{\backslash 1}^{\top}\right]^{\top}}{N}\right)\right| \leq \frac{1}{N} \quad \text { and } \quad\left|f\left(\frac{\left[m_{1}^{*}-1, m_{\backslash 1}^{\top}\right]^{\top}}{N}\right)\right| \leq \frac{1}{N}
$$

hold simultaneously.
In $\mathcal{A}_{>0}, f\left(\left[m_{1}^{*}, m_{\backslash 1}^{\top}\right]^{\top} / N\right)$ and $f\left(\left[m_{1}^{*}, m_{\backslash 1}^{\top}\right]^{\top} / N\right)$ are both positive or negative. We rewrite (Eq. C.26) according to the partition of $\mathcal{A}_{\leq 0}$ and $\mathcal{A}_{>0}$ on $m_{\backslash 1}$ :

$$
\begin{equation*}
|\widehat{f}(x)-\widehat{f}(y)|=(\boldsymbol{\varphi})+(\boldsymbol{\varphi}) \tag{C.27}
\end{equation*}
$$

where

$$
\begin{aligned}
& (\boldsymbol{\phi})=\mid \\
& \quad \sum_{m_{\backslash 1} \in \mathcal{A}_{\leq 0}: m=\left[m_{1}^{*}, m_{1}^{\top}\right]^{\top}}\left(\widehat{\xi}_{m}(x)-\widehat{\xi}_{m}(y)\right) f(m / N) \\
& \left(\sum_{m_{\backslash 1} \in \mathcal{A}_{\leq 0}: m=\left[m_{1}^{*}-1, m_{\backslash 1}^{\top}\right]^{\top}}\left(\widehat{\xi}_{m}(x)-\widehat{\xi}_{m}(y)\right) f(m / N) \mid,\right. \\
& \\
& \left.\quad\right|_{m_{\backslash 1} \in \mathcal{A}>0: m=\left[m_{1}^{*}, m_{\backslash 1}^{\top}\right]^{\top}}\left(\widehat{\xi}_{m}(x)-\widehat{\xi}_{m}(y)\right) f(m / N) \\
& \sum_{m_{\backslash 1} \in \mathcal{A}>0: m=\left[m_{1}^{*}-1, m_{\backslash 1}^{\top}\right]^{\top}}\left(\widehat{\xi}_{m}(x)-\widehat{\xi}_{m}(y)\right) f(m / N) \mid .
\end{aligned}
$$

For term ( $\boldsymbol{\uparrow}$ ), we bound it by

$$
\begin{aligned}
& \leq\left|\sum_{m_{\backslash 1} \in \mathcal{A}_{\leq 0}: m=\left[m_{1}^{*}, m_{\backslash 1}^{\top}\right]^{\top}}\left(\widehat{\xi}_{m}(x)-\widehat{\xi}_{m}(y)\right) \frac{1}{N}\right| \\
&+\left|\sum_{m_{\backslash 1} \in \mathcal{A}_{\leq 0}: m=\left[m_{1}^{*}-1, m_{\backslash 1}^{\top}\right]^{\top}}\left(\widehat{\xi}_{m}(x)-\widehat{\xi}_{m}(y)\right) \frac{1}{N}\right|
\end{aligned}
$$

$$
\begin{align*}
& \stackrel{(i)}{\leq} \frac{1}{N} \sum_{m_{\backslash 1}: \widehat{\xi}_{m}(x) \neq 0, \widehat{\xi}_{m}(y) \neq 0} 6 N\left|x_{1}-y_{1}\right| \prod_{k \geq 2} \min \left\{\phi\left(3 N\left(x_{k}-m_{k} / N\right)\right)+\frac{1}{2^{K}}, 1\right\} \\
& \leq 6\left|x_{1}-y_{1}\right| \sum_{m_{\backslash 1}: \widehat{\xi}_{m}(x) \neq 0, \widehat{\xi}_{m}(y) \neq 0} \prod_{k \geq 2}\left(\phi\left(3 N\left(x_{k}-m_{k} / N\right)\right)+\frac{1}{2^{K}}\right) \\
& \stackrel{(i i)}{\leq} 6\left|x_{1}-y_{1}\right| \sum_{m_{\backslash 1}: \widehat{\xi}_{m}(x) \neq 0, \widehat{\xi}_{m}(y) \neq 0}\left[\prod_{k \geq 2} \phi\left(3 N\left(x_{k}-m_{k} / N\right)\right)+\sum_{j=1}^{q} 2^{-j K}\binom{q}{j}\right] \\
& \stackrel{(i i i)}{\leq} 6\left(1+q 2^{-K+q-1} \frac{1-\left(q 2^{-K}\right)^{q}}{1-q 2^{-K}}\right)\left|x_{1}-y_{1}\right| \tag{C.28}
\end{align*}
$$

where inequality $(i)$ invokes Lemma C. 3 and neglects terms involving $\widehat{\xi}_{m}(x)=\widehat{\xi}_{m}(y)=$ 0 and inequality (ii) expands the product $\prod_{k \geq 2}\left(\phi\left(3 N\left(x_{k}-m_{k} / N\right)\right)+\frac{1}{2^{K}}\right)$ by noting $\phi\left(3 N\left(x_{k}-m_{k} / N\right)\right) \leq 1$. To see inequality (iii), we first observe that there are at most $2^{q-1}$ terms in the summation, due to the definition of $\phi$. Then we bound $\sum_{m_{\backslash 1}: ~}^{\widehat{\xi}_{m}(x) \neq 0, \widehat{\xi}_{m}(y) \neq 0} \sum_{j=1}^{q} 2^{-j K}\binom{q}{j}$ as

$$
\begin{aligned}
\sum_{m_{\backslash 1}: \widehat{\xi}_{m}(x) \neq 0, \widehat{\xi}_{m}(y) \neq 0} \sum_{j=1}^{q} 2^{-j K}\binom{q}{j} & \leq \sum_{m_{\backslash 1}: \widehat{\xi}_{m}(x) \neq 0, \widehat{\xi}_{m}(y) \neq 0} \sum_{j=1}^{q} 2^{-j K} q^{j} \\
& \leq 2^{q-1} q 2^{-K} \frac{1-\left(q 2^{-K}\right)^{q}}{1-q 2^{-K}} \\
& =q 2^{-K+q-1} \frac{1-\left(q 2^{-K}\right)^{q}}{1-q 2^{-K}}
\end{aligned}
$$

Meanwhile, $\prod_{k \geq 2} \phi\left(3 N\left(x_{k}-m_{k} / N\right)\right)$ is indeed a partition of unity on a $(d-1)$-dimensional unit cude. Therefore, we have

$$
\sum_{m_{\backslash 1}: \widehat{\xi}_{m}(x) \neq 0, \widehat{\xi}_{m}(y) \neq 0} \prod_{k \geq 2} \phi\left(3 N\left(x_{k}-m_{k} / N\right)\right)=1
$$

For term ( $\boldsymbol{\phi})$, we leverage the cancellation in the two summations. We assume without loss of generality, $f\left(\left[m_{1}^{*}, m_{\backslash 1}^{\top}\right]^{\top} / N\right)>0$ and $f\left(\left[m_{1}^{*}-1, m_{\backslash 1}^{\top}\right]^{\top} / N\right)>0$ for $m_{\backslash 1} \in \mathcal{A}_{>0}$.

Otherwise, replacing $f$ by $-f$ won't change term ( $\boldsymbol{(})$. Therefore, we derive

$$
\begin{align*}
& \left.\stackrel{(i)}{\leq}\right|_{m_{\backslash 1} \in \mathcal{A}>0} \sum_{m=\left[m_{1}^{*}, m_{\backslash 1}^{\top}\right]^{\top}}\left(\widehat{\xi}_{m}(x)-\widehat{\xi}_{m}(y)\right) f(m / N) \\
& -\sum_{m_{\backslash 1} \in \mathcal{A}>0} \sum_{m=\left[m_{1}^{*}-1, m_{\backslash 1}^{\top}\right]^{\top}}\left|\widehat{\xi}_{m}(x)-\widehat{\xi}_{m}(y)\right| f(m / N) \mid \\
& \text { (ii) } \\
& \stackrel{(i)}{\leq} 3 N\left|x_{1}-y_{1}\right| \\
& \sum_{m_{\backslash 1}: \widehat{\xi}_{m}(x) \neq 0, \widehat{\xi}_{m}(y) \neq 0} \left\lvert\, \prod_{k \geq 2}\left(\phi\left(3 N\left(x_{k}-m_{k} / N\right)\right)+\frac{1}{2^{K}}\right) f\left(\left[m_{1}^{*}, m_{\backslash 1}^{\top}\right]^{\top} / N\right)\right. \\
& \left.-\prod_{k \geq 2} \max \left\{\phi\left(3 N\left(x_{k}-m_{k} / N\right)\right)-\frac{1}{2^{K}}, 0\right\} f\left(\left[m_{1}^{*}-1, m_{\backslash_{1}}^{\top}\right]^{\top} / N\right) \right\rvert\, \\
& \stackrel{(i i i)}{\leq} 3 N\left|x_{1}-y_{1}\right| \sum_{m_{\backslash 1}: \widehat{\xi}_{m}(x) \neq 0, \widehat{\xi}_{m}(y) \neq 0}\left(\prod_{k \geq 2} \phi\left(3 N\left(x_{k}-m_{k} / N\right)\right)\right. \\
& \left.\cdot\left|f\left(\left[m_{1}^{*}, m_{\backslash 1}^{\top}\right]^{\top} / N\right)-f\left(\left[m_{1}^{*}-1, m_{\backslash 1}^{\top}\right]^{\top} / N\right)\right|\right) \\
& +6 N\left|x_{1}-y_{1}\right|\|f\|_{\infty} \cdot q 2^{-K+q-1} \frac{1-\left(q 2^{-K}\right)^{q}}{1-q 2^{-K}} \\
& \leq 3\left(1+2 N\|f\|_{\infty} \cdot q 2^{-K+q-1} \frac{1-\left(q 2^{-K}\right)^{q}}{1-q 2^{-K}}\right)\left|x_{1}-y_{1}\right|, \tag{C.29}
\end{align*}
$$

where inequality $(i)$ uses the monotonicity of $\widehat{\xi}_{m}$ in Lemma C.2, inequality (ii) invokes Lemma C.3, and inequality (iii) follows from the same argument of (iii) in (Eq. C.28). Combining (Eq. C.28), (Eq. C.29) and substituting into (Eq. C.27), we obtain

$$
\begin{equation*}
|\widehat{f}(x)-\widehat{f}(y)| \leq 3\left(3+2\left(N\|f\|_{\infty}+1\right) \cdot q 2^{-K+q-1} \frac{1-\left(q 2^{-K}\right)^{q}}{1-q 2^{-K}}\right)\left|x_{1}-y_{1}\right| \tag{C.30}
\end{equation*}
$$

Given two base cases, we proceed to show Lipschitz continuity of $\widehat{f}$. We first partition $[0,1]$ into two types of sub-intervals,

$$
\text { (Type 1) }\left[\frac{3 k-1}{3 N}, \frac{3 k+1}{3 N}\right] \bigcap[0,1] \quad \text { and } \quad \text { (Type 2) }\left[\frac{3 k+1}{3 N}, \frac{3 k+2}{3 N}\right] \bigcap[0,1] \text {, }
$$

where $k \leq N$ is an integer. We observe that on a (Type 1) sub-interval, (Base case 1) applies; while on a (Type 2) sub-interval, (Base case 2) applies. Depending on the location of $x_{1}$ and $y_{1}$, we discuss four situations.
(Situation 1): $x_{1}$ belongs to a (Type 1) sub-interval and $y_{1}$ belongs to a (Type 1) subinterval. If the two sub-intervals coincide, we obtain (Base case 1). There is nothing to show. Otherwise, we denote integer $k_{x}$ such that $x_{1} \in\left[\frac{3 k_{x}-1}{3 N}, \frac{3 k_{x}+1}{3 N}\right] \bigcap[0,1]$ and integer $k_{y}<k_{x}$ such that $y_{1} \in\left[\frac{3 k_{y}-1}{3 N}, \frac{3 k_{y}+1}{3 N}\right] \bigcap[0,1]$. See Figure C. 3 for an illustration.


Figure C.3: Demonstration of (Situation 1) with $k_{x}=k_{y}+2$. We can decompose such an situation into a serial of alternating (Base case 1) (green) and (Base case 2) (red). The function value difference can be obtained by aggregating differences in each base case.

We can derive

$$
\begin{aligned}
&|\widehat{f}(x)-\widehat{f}(y)| \leq\left|\widehat{f}(x)-\widehat{f}\left(\left[\frac{3 k_{x}-1}{3 N}, x_{\backslash 1}^{\top}\right]^{\top}\right)\right| \\
&+\left|\widehat{f}\left(\left[\frac{3 k_{x}-1}{3 N}, x_{\backslash 1}^{\top}\right]^{\top}\right)-\widehat{f}\left(\left[\frac{3 k_{y}+1}{3 N}, y_{\backslash 1}^{\top}\right]^{\top}\right)\right| \\
&+\left|\widehat{f}\left(\left[\frac{3 k_{y}+1}{3 N}, y_{\backslash 1}^{\top}\right]^{\top}\right)-\widehat{f}(y)\right| \\
& \stackrel{(i)}{=}\left|\widehat{f}\left(\left[\frac{3 k_{x}-1}{3 N}, x_{\backslash 1}^{\top}\right]^{\top}\right)-\widehat{f}\left(\left[\frac{3 k_{y}+1}{3 N}, y_{\backslash 1}^{\top}\right]^{\top}\right)\right|
\end{aligned}
$$

where inequality $(i)$ follows from (Base case 1). If $k_{x}=k_{y}+1$, then we can apply (Base
case 2) to show

$$
\begin{aligned}
|\widehat{f}(x)-\widehat{f}(y)| & \leq\left|\widehat{f}\left(\left[\frac{3 k_{x}-1}{3 N}, x_{\backslash 1}^{\top}\right]^{\top}\right)-\widehat{f}\left(\left[\frac{3 k_{y}+1}{3 N}, y_{\backslash_{1}}^{\top}\right]^{\top}\right)\right| \\
& \leq 3\left(3+2\left(N\|f\|_{\infty}+1\right) \cdot q 2^{-K+q-1} \frac{1-\left(q 2^{-K}\right)^{q}}{1-q 2^{-K}}\right) \frac{1}{3 N} \\
& \leq 3\left(3+2\left(N\|f\|_{\infty}+1\right) \cdot q 2^{-K+q-1} \frac{1-\left(q 2^{-K}\right)^{q}}{1-q 2^{-K}}\right)\left|x_{1}-y_{1}\right| .
\end{aligned}
$$

Otherwise, we have

$$
\begin{aligned}
& |\widehat{f}(x)-\widehat{f}(y)| \\
\leq & \left|\widehat{f}\left(\left[\frac{3 k_{x}-1}{3 N}, x_{\backslash 1}^{\top}\right]^{\top}\right)-\widehat{f}\left(\left[\frac{3 k_{y}+1}{3 N}, y_{\backslash 1}^{\top}\right]^{\top}\right)\right| \\
\leq & \left|\widehat{f}\left(\left[\frac{3 k_{x}-1}{3 N}, x_{\backslash 1}^{\top}\right]^{\top}\right)-\widehat{f}\left(\left[\frac{3\left(k_{x}-1\right)+1}{3 N}, x_{\backslash 1}^{\top}\right]^{\top}\right)\right| \\
& +\left|\widehat{f}\left(\left[\frac{3\left(k_{x}-1\right)+1}{3 N}, x_{\backslash 1}^{\top}\right]^{\top}\right)-\widehat{f}\left(\left[\frac{3\left(k_{y}+1\right)-1}{3 N}, y_{\backslash 1}^{\top}\right]^{\top}\right)\right| \\
& +\left|\widehat{f}\left(\left[\frac{3\left(k_{y}+1\right)-1}{3 N}, y_{\backslash 1}^{\top}\right]^{\top}\right)-\widehat{f}\left(\left[\frac{3 k_{y}+1}{3 N}, y_{\backslash 1}^{\top}\right]^{\top}\right)\right| \\
& +(i) \mid \\
\leq & 3\left(3+2\left(N\|f\|_{\infty}+1\right) \cdot q^{-K+q-1} \frac{1-\left(q 2^{-K}\right)^{q}}{1-q 2^{-K}}\right) \frac{2}{3 N} \\
& +\left|\widehat{f}\left(\left[\frac{3\left(k_{x}-1\right)+1}{3 N}, x_{\backslash 1}^{\top}\right]^{\top}\right)-\widehat{f}\left(\left[\frac{3\left(k_{y}+1\right)-1}{3 N}, y_{\backslash 1}^{\top}\right]^{\top}\right)\right|,
\end{aligned}
$$

where inequality $(i)$ is obtained by applying (Base case 2) twice. To complete the argument, we can replace $k_{x}=k_{x}-1$ and $k_{y}=k_{y}+1$ and repeat the derivation to accumulate all the differences yielded on a (Type 2) sub-interval, until $k_{x}-i=k_{y}+i+1$ or $k_{x}-i=k_{y}+i$ for some integer $i$. Consequently, noting that the total length of (Type 2) interval between
$x_{1}$ and $y_{1}$ is always smaller than $\left|x_{1}-y_{1}\right|$, we deduce

$$
|\widehat{f}(x)-\widehat{f}(y)| \leq 3\left(3+2\left(N\|f\|_{\infty}+1\right) \cdot q 2^{-K+q-1} \frac{1-\left(q 2^{-K}\right)^{q}}{1-q 2^{-K}}\right)\left|x_{1}-y_{1}\right| .
$$

(Situation 2): $x_{1}$ belongs to a (Type 1) sub-interval and $y_{1}$ belongs to a (Type 2) subinterval. We aim to reduce this situation to (Situation 1). Following the same notation, we denote $x_{1} \in\left[\frac{3 k_{x}-1}{3 N}, \frac{3 k_{x}+1}{3 N}\right] \bigcap[0,1]$ for some integer $k_{x}$ and $y_{1} \in\left[\frac{3 k_{y}+1}{3 N}, \frac{3 k_{y}+2}{3 N}\right] \bigcap[0,1]$ for $k_{y}<k_{x}$. Triangle inequality yields

$$
\begin{aligned}
& |\widehat{f}(x)-\widehat{f}(y)| \\
\leq & \left|\widehat{f}(x)-\widehat{f}\left(\left[\frac{3\left(k_{y}+1\right)-1}{3 N}, y_{\backslash 1}^{\top}\right]^{\top}\right)\right|+\left|\widehat{f}\left(\left[\frac{3\left(k_{y}+1\right)-1}{3 N}, x_{\backslash 1}^{\top}\right]^{\top}\right)-\widehat{f}(y)\right| \\
\leq & \left|\widehat{f}(x)-\widehat{f}\left(\left[\frac{3\left(k_{y}+1\right)-1}{3 N}, y_{\backslash 1}^{\top}\right]^{\top}\right)\right| \\
& +3\left(3+2\left(N\|f\|_{\infty}+1\right) \cdot q 2^{-K+q-1} \frac{1-\left(q 2^{-K}\right)^{q}}{1-q 2^{-K}}\right)\left|\frac{3\left(k_{y}+1\right)-1}{3 N}-y_{1}\right| .
\end{aligned}
$$

We now observe that term $\left|\widehat{f}(x)-\widehat{f}\left(\left[\frac{3\left(k_{y}+1\right)-1}{3 N}, y_{\backslash 1}^{\top}\right]^{\top}\right)\right|$ falls into (Situation 1). A straightforward adaptation of the argument in (Situation 1) gives rise to

$$
|\widehat{f}(x)-\widehat{f}(y)| \leq 3\left(3+2\left(N\|f\|_{\infty}+1\right) \cdot q 2^{-K+q-1} \frac{1-\left(q 2^{-K}\right)^{q}}{1-q 2^{-K}}\right)\left|x_{1}-y_{1}\right|
$$

(Situation 3): $x_{1}$ belongs to a (Type 2) sub-interval and $y_{1}$ belongs to a (Type 1) subinterval. The analysis is analogous to (Situation 2) by switching $x_{1}$ and $y_{1}$. Denoting $x_{1} \in$ $\left[\frac{3 k_{x}+1}{3 N}, \frac{3 k_{x}+2}{3 N}\right] \bigcap[0,1]$ for some integer $k_{x}$ and $y_{1} \in\left[\frac{3 k_{y}-1}{3 N}, \frac{3 k_{y}+1}{3 N}\right] \bigcap[0,1]$ for $k_{y} \leq k_{x}$, we derive

$$
|\widehat{f}(x)-\widehat{f}(y)|
$$

$$
\begin{aligned}
\leq & \left|\widehat{f}(x)-\widehat{f}\left(\left[\frac{3 k_{x}+1}{3 N}, x_{\backslash 1}^{\top}\right]^{\top}\right)\right|+\left|\widehat{f}\left(\left[\frac{3 k_{x}+1}{3 N}, x_{\backslash 1}^{\top}\right]^{\top}\right)-\widehat{f}(y)\right| \\
\leq & \left|\widehat{f}\left(\left[\frac{3 k_{x}+1}{3 N}, x_{\backslash 1}^{\top}\right]^{\top}\right)-\widehat{f}(y)\right| \\
& +3\left(3+2\left(N\|f\|_{\infty}+1\right) \cdot q 2^{-K+q-1} \frac{1-\left(q 2^{-K}\right)^{q}}{1-q 2^{-K}}\right)\left|x_{1}-\frac{3 k_{x}+1}{3 N}\right| .
\end{aligned}
$$

Note that $\left|\widehat{f}\left(\left[\frac{3 k_{x}+1}{3 N}, x_{\backslash_{1}}^{\top}\right]^{\top}\right)-\widehat{f}(y)\right|$ falls into (Situation 1). Therefore, the desired Lipschitz continuity (Eq. C.30) holds.
(Situation 4): $x_{1}$ belongs to a (Type 2) sub-interval and $y_{1}$ belongs to a (Type 2) subinterval. If the two sub-intervals coincide, this recovers (Base case 2), and there is nothing to show. Otherwise, applying the analysis in (Situation 2) and (Situation 3) consecutively to move $x_{1}$ first into a (Type 1) sub-interval and then $y_{1}$, we reduce this situation to (Situation 1) again. Therefore, Lipschitz continuity in (Eq. C.30) still holds true.

Combining all four situations, for any $x, y$ only differing in the first coordinate, it holds

$$
|\widehat{f}(x)-\widehat{f}(y)| \leq 3\left(3+2\left(N\|f\|_{\infty}+1\right) \cdot q 2^{-K+q-1} \frac{1-\left(q 2^{-K}\right)^{q}}{1-q 2^{-K}}\right)\left|x_{1}-y_{1}\right|
$$

The proof is complete for general $x, y$ by aggregating coordinate-wise differences and the fact $\sum_{i=1}^{q}\left|x_{i}-y_{i}\right|=\|x-y\|_{1} \leq q\|x-y\|_{\infty}$.

## C.3.1 Proofs of supporting results for Lemma C. 1

Before we present omitted proofs in Lemma C.1, we study the regularity of the approximated square function $\widehat{h}_{K}$, which will be frequently used in proving Lemma C. 2 and Lemma C.3.

## Regularity of $\widehat{h}_{K}$

Given a function $g:[0,1] \mapsto \mathbb{R}$, for any $x \in(0,1)$, we define upper and lower slopes at $x$, denoted by $\overline{\text { slope }}_{g}$ and slope $\underline{c}_{g}$, respectively, as

$$
\begin{aligned}
& {\overline{\operatorname{sope}}_{g}(x)=\limsup _{\Delta \rightarrow 0} \frac{g(x+\Delta)-g(x)}{\Delta}}_{\underline{\text { slope }}_{g}(x)=\liminf _{\Delta \rightarrow 0} \frac{g(x+\Delta)-g(x)}{\Delta}},
\end{aligned}
$$

The definition above coincides with upper and lower derivatives of a univariate function. We use "slope" instead of derivatives as we will instantiate the definition to the piecewise linear function $\widehat{h}_{K}$. We show several useful properties.

Lemma C.4. For a given positive integer $K$, let $\widehat{h}_{K}$ be defined on $[0,1]$ as in (Eq. C.9). Then the following identities hold.

1. For any $x \in(0,1)$, we have

$$
\begin{align*}
& \overline{\operatorname{slope}}_{\widehat{h}_{K}}(x)=\lim _{\Delta \rightarrow 0^{+}} \frac{\widehat{h}_{K}(x+\Delta)-\widehat{h}_{K}(x)}{\Delta} \text { and }  \tag{C.31}\\
& \frac{\text { slope }_{\widehat{h}_{K}}(x)=\lim _{\Delta \rightarrow 0^{+}} \frac{\widehat{h}_{K}(x)-\widehat{h}_{K}(x-\Delta)}{\Delta}}{\Delta} \text {. } \tag{C.32}
\end{align*}
$$

2. Given an integer $i$, we denote $\mathcal{B}_{K}(i)=\left[b_{1}, \ldots, b_{K}\right]^{\top} \in\{0,1\}^{K}$ as the $K$-bit binary encoding of $i$, that is, $i=\sum_{k=1}^{K} b_{k} 2^{k-1}$. Then for any $x \in(0,1)$, we have

$$
\begin{align*}
& {\overline{\operatorname{slope}_{\widehat{h}_{K}}}}(x)=1+\sum_{k=1}^{K}\left(2\left[\mathcal{B}_{K}\left(\left\lfloor 2^{K} \cdot x\right\rfloor\right)\right]_{K-k+1}-1\right) 2^{-k} \quad \text { and }  \tag{C.33}\\
& \text { slope }_{\widehat{h}_{K}}(x)=1+\sum_{k=1}^{K}\left(2\left[\mathcal{B}_{K}\left(\left\lceil 2^{K} \cdot x\right\rceil-1\right)\right]_{K-k+1}-1\right) 2^{-k} \tag{C.34}
\end{align*}
$$

Proof of Lemma C.4. By construction, $g_{k}$ is a piecewise linear function. Each of its linear segment is supported on a sub-interval $\left[i / 2^{k},(i+1) / 2^{k}\right]$ for $i=1, \ldots, 2^{k}-1$. Therefore, it
can be checked that $\widehat{h}_{K}$ is also a piecewise linear function, since it is a linear combination of $g_{k}$ 's. Furthermore, the $i$-th linear segment in $g_{k}$ has a slope $(-1)^{i} 2^{k}$, i.e., $g_{k}^{\prime}=(-1)^{i} 2^{k}$ on open interval $\left(i / 2^{k},(i+1) / 2^{k}\right)$. As a result, $\widehat{h}_{K}$ is differentiable on $\left(i / 2^{K},(i+1) / 2^{K}\right)$ and its derivative satisfies

$$
\begin{align*}
\widehat{h}_{K}^{\prime}(x) & =1-\sum_{k=1}^{K} \frac{1}{2^{2 k}} g_{k}^{\prime}(x) \\
& =1-\sum_{k=1}^{K}(-1)^{\left\lfloor i / 2^{K-k}\right.} \frac{1}{2^{k}} \quad \text { for any } x \in\left(i / 2^{K},(i+1) / 2^{K}\right) . \tag{C.35}
\end{align*}
$$

We observe $i=\left\lfloor x \cdot 2^{K}\right\rfloor$ for $x \in\left(i / 2^{K},(i+1) / 2^{K}\right)$, which implies $x \cdot 2^{K}-1<i \leq x \cdot 2^{K}$. For any $k=1, \ldots, K$, we have

$$
\frac{x \cdot 2^{K}-1}{2^{K-k}}<i / 2^{K-k} \leq \frac{x \cdot 2^{K}}{2^{K-k}} \quad \Longrightarrow \quad x \cdot 2^{k}-1<i / 2^{K-k} \leq x \cdot 2^{k}
$$

Thus, we deduce $\left\lfloor i / 2^{K-k}\right\rfloor=\left\lfloor x \cdot 2^{k}\right\rfloor$ and (Eq. C.35) can be simplified as

$$
\begin{equation*}
\widehat{h}_{K}^{\prime}(x)=1-\sum_{k=1}^{K}(-1)^{\left\lfloor x \cdot 2^{k}\right\rfloor} \frac{1}{2^{k}} . \tag{C.36}
\end{equation*}
$$

We claim

$$
\begin{equation*}
(-1)^{\left\lfloor x \cdot 2^{k}\right\rfloor}=-2 b_{K-k+1}+1 \quad \text { for } \quad k=1, \ldots, K \tag{C.37}
\end{equation*}
$$

where $b_{j}$ is the $j$-th entry of the $K$-bit binary encoding $\mathcal{B}_{K}\left(\left\lfloor x \cdot 2^{K}\right\rfloor\right)$. In other words, the parity of $\left\lfloor x \cdot 2^{k}\right\rfloor$ is encoded by $b_{K-k+1}$. In particular, if $\left\lfloor x \cdot 2^{k}\right\rfloor$ is odd (resp. even), $b_{K-k+1}=1\left(\right.$ resp. $\left.b_{K-k+1}=0\right)$.

To show the claim in (Eq. C.37), we first prove

$$
\left\lfloor x \cdot 2^{k}\right\rfloor=\sum_{j=1}^{k} 2^{k-j} b_{K-j+1}
$$

for any $k=1, \ldots, K$. Indeed, we can show the following sandwich inequality

$$
\begin{equation*}
\left\lfloor\frac{\left\lfloor x \cdot 2^{K}\right\rfloor}{2^{K-k}}\right\rfloor \stackrel{(i)}{\leq}\left\lfloor x \cdot 2^{k}\right\rfloor \stackrel{(i i)}{\leq} \frac{\left\lfloor x \cdot 2^{K}\right\rfloor}{2^{K-k}} . \tag{C.38}
\end{equation*}
$$

Inequality $(i)$ holds, since $\left\lfloor\frac{\left\lfloor x \cdot 2^{K}\right\rfloor}{2^{K-k}}\right\rfloor \leq\left\lfloor\frac{x \cdot 2^{K}}{2^{K-k}}\right\rfloor=\left\lfloor x \cdot 2^{k}\right\rfloor$; inequality (ii) holds, since $2^{K-k}\left\lfloor x \cdot 2^{k}\right\rfloor=\left\lfloor 2^{K-k}\left\lfloor x \cdot 2^{k}\right\rfloor\right\rfloor \leq\left\lfloor x \cdot 2^{K}\right\rfloor$. Substituting $\left\lfloor x \cdot 2^{K}\right\rfloor=\sum_{j=1}^{K} b_{j} 2^{j-1}$ into (Eq. C.38), we derive

$$
\begin{aligned}
&\left\lfloor\sum_{j>K-k} b_{j} 2^{j-1-K+k}+\sum_{j \leq K-k} b_{j} 2^{j-1-K+k}\right\rfloor \leq\left\lfloor x \cdot 2^{k}\right\rfloor \\
& \leq \sum_{j>K-k} b_{j} 2^{j-1-K+k}+\underbrace{\sum_{j \leq K-k} b_{j} 2^{j-1-K+k}}_{(\bullet)<1}
\end{aligned}
$$

Due to ( $\boldsymbol{\oplus})<1$, we conclude $\left\lfloor x \cdot 2^{k}\right\rfloor=\sum_{j=1}^{k} 2^{k-j} b_{K-j+1}$. Consequently, we deduce $\left\lfloor x \cdot 2^{k}\right\rfloor \equiv b_{K-k+1}(\bmod 2)$, which verifies the claim by noting $(-1)^{\left\lfloor x \cdot 2^{k}\right\rfloor}=(-1)^{b_{K-k+1}}=$ $-2 b_{K-k+1}+1$.

Substituting (Eq. C.37) into (Eq. C.36), for $x \in\left(i / 2^{K},(i+1) / 2^{K}\right)$, we obtain

$$
\begin{equation*}
\widehat{h}_{K}^{\prime}(x)=1+\sum_{k=1}^{K}\left(2 b_{K-k+1}-1\right) 2^{-k} \quad \text { with } \quad \mathcal{B}_{K}\left(\left\lfloor x \cdot 2^{K}\right\rfloor\right)=\left[b_{1}, \ldots, b_{K}\right]^{\top} . \tag{C.39}
\end{equation*}
$$

To establish the first assertion in Lemma C.4, we only need to consider end points of each linear segment of $\widehat{h}_{K}$. Otherwise, when $x \in\left(i / 2^{K},(i+1) / 2^{K}\right)$ for some $i=$ $0, \ldots, 2^{K}-1$, (Eq. C.39) shows $\widehat{h}_{K}$ is differentiable at $x$, and therefore, (Eq. C.31) holds true. Consider an end point $x=i / 2^{K}$ for some $i=1, \ldots, 2^{K}-1$. We evaluate left and right derivatives of $\widehat{h}_{K}$ at $x$. We denote left and right derivatives as $\partial^{-} \widehat{h}_{K}$ and $\partial^{+} \widehat{h}_{K}$, respectively. Using (Eq. C.39) again, we derive

$$
\partial^{-} \widehat{h}_{K}(x)=\lim _{\Delta \rightarrow 0^{+}} \frac{\widehat{h}_{K}(x-\Delta)-\widehat{h}_{K}(x)}{\Delta}
$$

$$
\begin{aligned}
& =\lim _{y \rightarrow x^{-}} \widehat{h}_{K}^{\prime}(y) \\
& =1+\sum_{k=1}^{K}\left(2\left[\mathcal{B}_{K}(i-1)\right]_{K-k+1}-1\right) 2^{-k} \\
\partial^{+} \widehat{h}_{K}(x) & =\lim _{\Delta \rightarrow 0^{+}} \frac{\widehat{h}_{K}(x+\Delta)-\widehat{h}_{K}(x)}{\Delta} \\
& =\lim _{y \rightarrow x^{+}} \widehat{h}_{K}^{\prime}(y) \\
& =1+\sum_{k=1}^{K}\left(2\left[\mathcal{B}_{K}(i)\right]_{K-k+1}-1\right) 2^{-k}
\end{aligned}
$$

We note $\partial^{+} \widehat{h}_{K}(x) \geq \partial^{-} \widehat{h}_{K}(x)$, and therefore, for $x=i / 2^{K}$, we obtain

$$
\begin{align*}
& {\overline{\operatorname{slope}_{\widehat{h}_{K}}}}^{(x)}=\limsup _{\Delta \rightarrow 0} \frac{\widehat{h}_{K}(x+\Delta)-\widehat{h}_{K}(x)}{\Delta}=\partial^{+} \widehat{h}_{K}(x),  \tag{C.40}\\
& \text { slope }_{\widehat{h}_{K}}(x)=\liminf _{\Delta \rightarrow 0} \frac{\widehat{h}_{K}(x+\Delta)-\widehat{h}_{K}(x)}{\Delta}=\partial^{-} \widehat{h}_{K}(x) .
\end{align*}
$$

This establishes the first assertion in Lemma C.4.
To show the second assertion, we also tackle separately when $x$ is an end point of a linear segment or inside a linear segment of $\widehat{h}_{K}$. Suppose $x \in\left(i / 2^{K},(i+1) / 2^{K}\right)$ for some $i=0, \ldots, 2^{K}-1$. We check that $\left\lfloor x \cdot 2^{K}\right\rfloor=\left\lceil x \cdot 2^{K}\right\rceil-1=i$. It implies (Eq. C.33) and (Eq. C.34) are both equal to (Eq. C.39). On the other hand, suppose $x=i / 2^{K}$ for some $i=1, \ldots, 2^{K}-1$, we check $\left\lfloor x \cdot 2^{K}\right\rfloor=\left\lceil x \cdot 2^{K}\right\rceil=i$. Therefore, (Eq. C.33) and (Eq. C.34) coincide with $\partial^{+} \widehat{h}_{K}(x)$ and $\partial^{-} \widehat{h}_{K}(x)$, respectively. In combination with (Eq. C.40), we verify that (Eq. C.33) and (Eq. C.34) hold for any $x \in(0,1)$. The proof is complete.

For later convenience, we define slopes at end points $x=0$ and $x=1$ as

$$
\begin{array}{ll}
\overline{\text { slope }}_{{ }_{h}^{K}} & (1)=2, \\
\text { slope }_{\widehat{h}_{K}}(1)=\lim _{x \rightarrow 1^{-}} \widehat{h}_{K}^{\prime}(x)=2-2^{-K}, \\
\text { slope }_{\widehat{h}_{K}}(0)=0, & {\overline{\operatorname{slope}_{h_{K}}}}(0)=\lim _{x \rightarrow 0^{+}} \widehat{h}_{K}^{\prime}(x)=2^{-K} .
\end{array}
$$

## Proof of Lemma C. 2

Proof. We first show $\widehat{\times}(x, a)$ is monotone in $x$ for any fixed $a$. Let $x_{1} \leq x_{2} \in[0,1]$. (We slightly abuse the notation here. Note that $x_{1}, x_{2}$ are scalars.) By the construction of $\widehat{x}$, we have

$$
\begin{aligned}
\widehat{x}\left(x_{2}, a\right)-\widehat{x}\left(x_{1}, a\right)= & \underbrace{\widehat{h}_{K}\left(\frac{x_{2}+a}{2}\right)-\widehat{h}_{K}\left(\frac{x_{1}+a}{2}\right)}_{(A)} \\
& -\underbrace{\left(\widehat{h}_{K}\left(\frac{\left|x_{2}-a\right|}{2}\right)-\widehat{h}_{K}\left(\frac{\left|x_{1}-a\right|}{2}\right)\right)}_{(B)} .
\end{aligned}
$$

By the triangle inequality, we observe

$$
\left|\frac{\left|x_{1}-a\right|}{2}-\frac{\left|x_{2}-a\right|}{2}\right| \leq\left|\frac{\left|x_{1}-a-x_{2}+a\right|}{2}\right|=\left|\frac{x_{1}+a}{2}-\frac{x_{2}+a}{2}\right|,
$$

and $\frac{x_{2}+a}{2} \geq \max \left\{\frac{\left|x_{1}-a\right|}{2}, \frac{\left|x_{2}-a\right|}{2}, \frac{x_{1}+a}{2}\right\}$.
We need to compare the differences in term $(A)$ and $(B)$ in the following two cases.

- If $\frac{x_{1}+a}{2} \geq \max \left\{\frac{\left|x_{2}-a\right|}{2}, \frac{\left|x_{1}-a\right|}{2}\right\}$, we have

$$
\begin{aligned}
& (A)-(B) \geq \overline{\operatorname{slope}}_{\widehat{h}_{K}}\left(\frac{x_{1}+a}{2}\right)\left|\frac{x_{2}+a}{2}-\frac{x_{1}+a}{2}\right| \\
& - \text { slope }_{\widehat{h}_{K}}\left(\max \left\{\frac{\left|x_{2}-a\right|}{2}, \frac{\left|x_{1}-a\right|}{2}\right\}\right)\left|\frac{\left|x_{2}-a\right|}{2}-\frac{\left|x_{1}-a\right|}{2}\right| .
\end{aligned}
$$

By the triangle inequality, we observe

$$
\left|\frac{\left|x_{1}-a\right|}{2}-\frac{\left|x_{2}-a\right|}{2}\right| \leq\left|\frac{\left|x_{1}-a-x_{2}+a\right|}{2}\right|=\left|\frac{x_{1}+a}{2}-\frac{x_{2}+a}{2}\right| .
$$

Meanwhile, by Lemma C.4, $\overline{\operatorname{slope}}_{\widehat{h}_{K}}\left(z_{1}\right) \geq$ slope $_{\widehat{h}_{K}}\left(z_{2}\right)$ whenever $z_{1} \geq z_{2}$. Therefore, we
verify $(A)-(B) \geq 0$.

- If on the contrary, $\frac{x_{1}+a}{2}<\max \left\{\frac{\left|x_{2}-a\right|}{2}, \frac{\left|x_{1}-a\right|}{2}\right\}$, by removing overlapping pieces, we have

$$
\begin{aligned}
& (A)-(B) \\
= & \widehat{h}_{K}\left(\frac{x_{2}+a}{2}\right)-\widehat{h}_{K}\left(\max \left\{\frac{\left|x_{2}-a\right|}{2}, \frac{\left|x_{1}-a\right|}{2}\right\}\right) \\
& -\left(\widehat{h}_{K}\left(\frac{x_{1}+a}{2}\right)-\widehat{h}_{K}\left(\min \left\{\frac{\left|x_{2}-a\right|}{2}, \frac{\left|x_{1}-a\right|}{2}\right\}\right)\right) \\
\geq & \overline{\operatorname{slope}}_{\widehat{h}_{K}}\left(\max \left\{\frac{\left|x_{2}-a\right|}{2}, \frac{\left|x_{1}-a\right|}{2}\right\}\right)\left|\frac{x_{2}+a}{2}-\max \left\{\frac{\left|x_{2}-a\right|}{2}, \frac{\left|x_{1}-a\right|}{2}\right\}\right| \\
& -\operatorname{slope}_{\widehat{h}_{K}}\left(\frac{x_{1}+a}{2}\right)\left|\frac{x_{1}+a}{2}-\min \left\{\frac{\left|x_{2}-a\right|}{2}, \frac{\left|x_{1}-a\right|}{2}\right\}\right| \\
& (i) \\
\geq & 0,
\end{aligned}
$$

where inequality $(i)$ holds, since

$$
\begin{aligned}
& \left|\frac{x_{2}+a}{2}-\max \left\{\frac{\left|x_{2}-a\right|}{2}, \frac{\left|x_{1}-a\right|}{2}\right\}\right| \\
= & \left|\frac{x_{1}+a}{2}-\frac{x_{2}+a}{2}\right|-\left|\max \left\{\frac{\left|x_{2}-a\right|}{2}, \frac{\left|x_{1}-a\right|}{2}\right\}-\frac{x_{1}+a}{2}\right| \\
\geq & \left|\frac{\left|x_{1}-a\right|}{2}-\frac{\left|x_{2}-a\right|}{2}\right|-\left|\max \left\{\frac{\left|x_{2}-a\right|}{2}, \frac{\left|x_{1}-a\right|}{2}\right\}-\frac{x_{1}+a}{2}\right| \\
= & \left|\frac{x_{1}+a}{2}-\min \left\{\frac{\left|x_{2}-a\right|}{2}, \frac{\left|x_{1}-a\right|}{2}\right\}\right|
\end{aligned}
$$

and $\overline{\operatorname{slope}}_{\widehat{h}_{K}}\left(\max \left\{\frac{\left|x_{2}-a\right|}{2}, \frac{\left|x_{1}-a\right|}{2}\right\}\right) \geq$ slope $_{\widehat{h}_{K}}\left(\frac{x_{1}+a}{2}\right)$.
Combining the two cases above, we deduce $(A)-(B) \geq 0$, and $\widehat{\times}(x, a)$ is monotone in $x$ for any fixed $a$. By symmetry, $\widehat{\times}(a, x)$ is also monotone. When $m=\left[m_{1}, \ldots, m_{i}^{*}, \ldots, m_{q}\right]^{\top}$, $\phi\left(3 N\left(x_{i}-m_{i}^{*} / N\right)\right)=3 N x_{i}-3 m_{i}^{*}+2$, which is increasing in $x_{i}$. By construction of $\widehat{\xi}_{m}$ in (Eq. C.10) and the monotonicity of composite functions, we deduce the monotonicity of $\widehat{\xi}_{m}$. Similarly, when $m=\left[m_{1}, \ldots, m_{i}^{*}-1, \ldots, m_{q}\right]^{\top}$, we have $\phi\left(3 N\left(x_{i}-\left(m_{i}^{*}-1\right) / N\right)\right)=$ $-3 N x_{i}+3 m_{i}^{*}-1-$ decreasing in $x_{i}$. Therefore, $\widehat{\xi}_{m}$ is decreasing with respect to the $i$-th
coordinate in $x$. The proof is complete.

## Proof of Lemma C. 3

Proof. We first analyze the Lipschitz continuity of $\widehat{x}$. Let's fix $a \in[0,1]$ and recall $\widehat{\times}(x, a)=\widehat{h}_{K}\left(\frac{x+a}{2}\right)-\widehat{h}_{K}\left(\frac{|x-a|}{2}\right)$. We observe that $\widehat{\times}(x, a)$ is a piecewise linear function in $x$, due to $\widehat{h}_{K}$ being piecewise linear. Therefore, to characterize the Lipschitz continuity of $\widehat{\times}$, it suffices to evaluate the steepest and flattest slopes of $\widehat{\times}(x, a)$ as $x$ varies in $[0,1]$. Specifically, we define

$$
\begin{align*}
\text { SteepSlope }(\widehat{\times}(\cdot, a)) & =\sup _{x \in(0,1)} \limsup _{\Delta \rightarrow 0} \frac{\widehat{x}(x+\Delta, a)-\widehat{\times}(x, a)}{\Delta}  \tag{C.41}\\
\text { FlatSlope }(\widehat{\times}(\cdot, a)) & =\inf _{x \in(0,1)} \liminf _{\Delta \rightarrow 0} \frac{\widehat{\times}(x+\Delta, a)-\widehat{\times}(x, a)}{\Delta} \tag{C.42}
\end{align*}
$$

- Steepest slope. We consider two cases depending on the value of $x$, namely, $0<x \leq a$ and $a<x<1$.
$\star$ (Case 1) When $a<x<1$, we rewrite $\widehat{\times}(x, a)$ as $\widehat{\times}(x, a)=\widehat{h}_{K}\left(\frac{x+a}{2}\right)-\widehat{h}_{K}\left(\frac{x-a}{2}\right)$. Substituting into (Eq. C.41), we obtain

$$
\begin{aligned}
& \limsup _{\Delta \rightarrow 0} \\
&= \frac{\widehat{\times}(x+\Delta, a)-\widehat{\times}(x, a)}{\Delta} \\
&= \limsup _{\Delta \rightarrow 0} \\
& \limsup _{\Delta \rightarrow 0}\left(\frac{x+\Delta+a}{2}\right)-\widehat{h}_{K}\left(\frac{x+\Delta-a}{2}\right)-\widehat{h}_{K}\left(\frac{x+a}{2}\right)+\widehat{h}_{K}\left(\frac{x-a}{2}\right) \\
& \Delta \\
& \widehat{h}_{K}\left(\frac{x+\Delta+a}{2}\right)-\widehat{h}_{K}\left(\frac{x+a}{2}\right)-\left[\widehat{h}_{K}\left(\frac{x+\Delta-a}{2}\right)-\widehat{h}_{K}\left(\frac{x-a}{2}\right)\right] \\
& \Delta
\end{aligned} .
$$

Lemma C. 4 implies that $\widehat{h}_{K}$ is strictly monotone increasing. Hence, for any $\Delta, \widehat{h}_{K}\left(\frac{x+\Delta+a}{2}\right)-$ $\widehat{h}_{K}\left(\frac{x+a}{2}\right)$ and $\widehat{h}_{K}\left(\frac{x+\Delta-a}{2}\right)-\widehat{h}_{K}\left(\frac{x-a}{2}\right)$ are both positive or negative depending on the sign of $\Delta$. Moreover, Lemma C. 4 shows that $\overline{\operatorname{slope}}_{\widehat{h}_{K}}$ and slope$\widehat{h}_{K}$ are monotone increasing. As
a result, we have

$$
\begin{aligned}
& \limsup _{\Delta \rightarrow 0} \frac{\widehat{x}(x+\Delta, a)-\widehat{x}(x, a)}{\Delta} \\
\leq & \limsup _{\Delta \rightarrow 0} \frac{\widehat{h}_{K}\left(\frac{x+\Delta+a}{2}\right)-\widehat{h}_{K}\left(\frac{x+a}{2}\right)}{\Delta}-\liminf _{\Delta \rightarrow 0} \frac{\widehat{h}_{K}\left(\frac{x+\Delta-a}{2}\right)-\widehat{h}_{K}\left(\frac{x-a}{2}\right)}{\Delta} \\
= & \frac{1}{2} \overline{\operatorname{slope}}_{\widehat{h}_{K}}\left(\frac{x+a}{2}\right)-\frac{1}{2} \operatorname{slope}_{\widehat{h}_{K}}\left(\frac{x-a}{2}\right) .
\end{aligned}
$$

Using Lemma C.4, we can upper bound $\overline{\operatorname{sope}}_{\widehat{h}_{K}}(z)$ and lower bound slope$\widehat{\breve{h}}_{K}(z)$ for any $z \in(0,1)$ as

$$
\begin{align*}
& \frac{1}{2} \overline{\operatorname{lope}}_{\widehat{h}_{K}}(z) \leq \min \left\{z+\frac{1}{2^{K+1}}, 1\right\}  \tag{C.43}\\
& \frac{1}{2} \text { sope }_{\widehat{h}_{K}}(z) \geq \max \left\{z-\frac{1}{2^{K+1}}, 0\right\} \tag{C.44}
\end{align*}
$$

The upper bound (Eq. C.43) is a consequence of (Eq. C.33). Specifically, for any $a \in(0,1)$, it holds

$$
\begin{aligned}
\overline{\operatorname{slope}}_{\widehat{h}_{K}}(z) & =1+\sum_{k=1}^{K}\left(2\left[\mathcal{B}_{K}\left(\left\lfloor z \cdot 2^{K}\right\rfloor\right)\right]_{K-k+1}-1\right) 2^{-k} \\
& =2^{-K}+2 \sum_{k=1}^{K} \frac{\left[\mathcal{B}_{K}\left(\left\lfloor z \cdot 2^{K}\right\rfloor\right)\right]_{K-k+1} 2^{K-k}}{2^{K}} \\
& =2^{-K}+2 \frac{\left\lfloor z \cdot 2^{K}\right\rfloor}{2^{K}} \\
& \leq 2 z+2^{-K} .
\end{aligned}
$$

In combination with 2 being a natural upper bound of $\overline{\operatorname{sope}}_{\widehat{h}_{K}}$ and rescaling by $1 / 2$, (Eq. C.43) holds true. The lower bound (Eq. C.44) is a consequence of (Eq. C.34). We have

$$
{\text { slope }_{\widehat{h}_{K}}}(z)=1+\sum_{k=1}^{K}\left(2\left[\mathcal{B}_{K}\left(\left\lceil z \cdot 2^{K}\right\rceil-1\right)\right]_{K-k+1}-1\right) 2^{-k}
$$

$$
\begin{aligned}
& =2^{-K}+2 \sum_{k=1}^{K} \frac{\left[\mathcal{B}_{K}\left(\left\lceil z \cdot 2^{K}\right\rceil-1\right)\right]_{K-k+1} 2^{K-k}}{2^{K}} \\
& =2^{-K}+2 \frac{\left\lceil z \cdot 2^{K}\right\rceil-1}{2^{K}} \\
& \geq 2 z-2^{-K} .
\end{aligned}
$$

Combining with 0 being a natural lower bound of $\underline{\text { slope }}_{\widehat{h}_{K}}$, we establish (Eq. C.44). To this end, (Eq. C.43) and (Eq. C.44) together yield

$$
\begin{align*}
& \sup _{a<x<1} \limsup _{\Delta \rightarrow 0} \frac{\widehat{x}(x+\Delta, a)-\widehat{x}(x, a)}{\Delta} \\
\leq & \sup _{a<x<1} \frac{1}{2} \overline{\operatorname{sope}}_{\widehat{h}_{K}}\left(\frac{x+a}{2}\right)-\frac{1}{2} \text { slope }_{\widehat{h}_{K}}\left(\frac{x-a}{2}\right) \\
\leq & \sup _{a<x<1} \min \left\{\frac{x+a}{2}+\frac{1}{2^{K+1}}, 1\right\}-\max \left\{\frac{x-a}{2}-\frac{1}{2^{K+1}}, 0\right\} \\
= & \min \left\{a+\frac{1}{2^{K}}, 1\right\} . \tag{C.45}
\end{align*}
$$

$\star$ (Case 2) When $0<x \leq a$, the analysis is similar. We have $\widehat{\times}(x, a)=\widehat{h}_{K}\left(\frac{x+a}{2}\right)-$ $\widehat{h}_{K}\left(\frac{a-x}{2}\right)$, and derive

$$
\begin{aligned}
& \limsup _{\Delta \rightarrow 0} \\
&= \limsup _{\Delta \rightarrow 0} \frac{\widehat{\widehat{x}}(x+\Delta, a)-\widehat{x}(x, a)}{\Delta} \\
&= \limsup _{\Delta}\left(\frac{x+\Delta+a}{2}\right)-\widehat{h}_{K}\left(\frac{a-x-\Delta}{2}\right)-\widehat{h}_{K}\left(\frac{x+a}{2}\right)+\widehat{h}_{K}\left(\frac{a-x}{2}\right) \\
& \Delta \\
&=\left.\limsup _{\Delta \rightarrow 0} \frac{\widehat{h}_{K}\left(\frac{x+\Delta+a}{2}\right)-\widehat{h}_{K}\left(\frac{x+a}{2}\right)+\left[\widehat{h}_{K}\left(\frac{a-x}{2}\right)-\widehat{h}_{K}\left(\frac{a-x-\Delta}{2}\right)\right]}{\Delta}\right)-\widehat{h}_{K}\left(\frac{x+a}{2}\right) \\
& \Delta
\end{aligned} \widehat{h}_{K}\left(\frac{a-x}{2}\right)-\widehat{h}_{K}\left(\frac{a-x-\Delta}{2}\right) .
$$

We also notice that $\widehat{h}_{K}\left(\frac{x+\Delta+a}{2}\right)-\widehat{h}_{K}\left(\frac{x+a}{2}\right)$ and $\widehat{h}_{K}\left(\frac{a-x}{2}\right)-\widehat{h}_{K}\left(\frac{a-x-\Delta}{2}\right)$ have the same sign depending on $\Delta$. In the case of $\Delta>0$, we have

$$
\lim _{\Delta \rightarrow 0^{+}} \frac{\widehat{\times}(x+\Delta, a)-\widehat{x}(x, a)}{\Delta}=\frac{1}{2} \overline{\operatorname{slope}}_{\widehat{h}_{K}}\left(\frac{x+a}{2}\right)+\frac{1}{2} \text { slope }_{\widehat{h}_{K}}\left(\frac{a-x}{2}\right) .
$$

Using (Eq. C.33) and (Eq. C.34), we derive

$$
\begin{aligned}
& \overline{\text { slope }}_{\widehat{h}_{K}}\left(\frac{x+a}{2}\right)+\text { slope }_{\widehat{h}_{K}}\left(\frac{a-x}{2}\right) \\
= & 2^{-K}+2 \frac{\left\lfloor(x+a) \cdot 2^{K-1}\right\rfloor}{2^{K}}+2^{-K}+2 \frac{\left\lceil(a-x) \cdot 2^{K-1}\right\rceil-1}{2^{K}} \\
= & \frac{\left\lfloor(x+a) \cdot 2^{K-1}\right\rfloor+\left\lceil(a-x) \cdot 2^{K-1}\right\rceil}{2^{K-1}} \\
\leq & \frac{(x+a) \cdot 2^{K-1}+(a-x) \cdot 2^{K-1}+1}{2^{K-1}} \\
= & 2 a+2^{-K+1},
\end{aligned}
$$

which implies $\lim _{\Delta \rightarrow 0^{+}} \frac{\widehat{x}(x+\Delta, a)-\widehat{x}(x, a)}{\Delta} \leq a+2^{-K}$ for any $0<x \leq a$. In the case of $\Delta<0$, we have

$$
\begin{aligned}
\lim _{\Delta \rightarrow 0^{-}} \frac{\widehat{x}(x+\Delta, a)-\widehat{x}(x, a)}{\Delta} & =\frac{1}{2}{\frac{\operatorname{slope}_{\widehat{h}_{K}}}{}\left(\frac{x+a}{2}\right)+\frac{1}{2}{\overline{\operatorname{slope}_{\widehat{h}_{K}}}}\left(\frac{a-x}{2}\right)}=\frac{\left\lceil(a+x) \cdot 2^{K-1}\right\rceil+\left\lfloor(a-x) \cdot 2^{K-1}\right\rfloor}{2^{K-1}} \\
& \leq \frac{(a+x) \cdot 2^{K-1}+1+(a-x) \cdot 2^{K-1}}{2^{K-1}} \\
& =2 a+2^{-K+1},
\end{aligned}
$$

which implies $\lim _{\Delta \rightarrow 0^{-}} \frac{\widehat{x}(x+\Delta, a)-\widehat{x}(x, a)}{\Delta} \leq a+2^{-K}$ for any $0<x \leq a$. Combining both $\Delta>0$ and $\Delta<0$ cases, we conclude

$$
\begin{equation*}
\sup _{0<x \leq a} \limsup _{\Delta \rightarrow 0} \frac{\widehat{x}(x+\Delta, a)-\widehat{x}(x, a)}{\Delta} \leq a+2^{-K} \tag{C.46}
\end{equation*}
$$

Putting (Eq. C.45) and (Eq. C.46) together, we deduce

$$
\text { SteepSlope }(\widehat{\times}(\cdot, a)) \leq a+\frac{1}{2^{K}}
$$

- Flattest slope. We also discuss two cases, i.e., $0<x \leq a, a<x<1$.
$\star$ (Case 1) When $a<x<1$, following the same computation for the steepest slope, we have

$$
\begin{align*}
& \liminf _{\Delta \rightarrow 0} \frac{\widehat{x}(x+\Delta, a)-\widehat{x}(x, a)}{\Delta} \\
\geq & \liminf _{\Delta \rightarrow 0} \frac{\widehat{h}_{K}\left(\frac{x+\Delta+a}{2}\right)-\widehat{h}_{K}\left(\frac{x+a}{2}\right)}{\Delta}-\limsup _{\Delta \rightarrow 0} \frac{\widehat{h}_{K}\left(\frac{x+\Delta-a}{2}\right)-\widehat{h}_{K}\left(\frac{x-a}{2}\right)}{\Delta} \\
= & \frac{1}{2} \frac{\operatorname{slope}_{\widehat{h}_{K}}\left(\frac{x+a}{2}\right)-\frac{1}{2} \overline{\operatorname{slope}_{h_{K}}}\left(\frac{x-a}{2}\right)}{\stackrel{(i)}{\geq}} \max \left\{\frac{x+a}{2}-\frac{1}{2^{K+1}}, 0\right\}-\min \left\{\frac{x-a}{2}+\frac{1}{2^{K+1}}, 1\right\} \\
& (i i) \\
\geq & \max \left\{a-\frac{1}{2^{K}}, 0\right\}, \tag{C.47}
\end{align*}
$$

where inequality $(i)$ invokes (Eq. C.43) and (Eq. C.44), and inequality (ii) uses the natural lower bound slope $\widehat{\widehat{h}}_{K}\left(\frac{x+a}{2}\right)-\overline{\text { slope }}_{\widehat{h}_{K}}\left(\frac{x-a}{2}\right) \geq 0$ since $x+a>x-a$.
$\star$ (Case 2) When $0<x \leq a$, we derive

$$
\begin{aligned}
& \liminf _{\Delta \rightarrow 0} \frac{\widehat{\times}(x+\Delta, a)-\widehat{\times}(x, a)}{\Delta} \\
= & \liminf _{\Delta \rightarrow 0} \frac{\widehat{h}_{K}\left(\frac{x+\Delta+a}{2}\right)-\widehat{h}_{K}\left(\frac{x+a}{2}\right)+\left[\widehat{h}_{K}\left(\frac{a-x}{2}\right)-\widehat{h}_{K}\left(\frac{a-x-\Delta}{2}\right)\right]}{\Delta} \\
= & \liminf _{\Delta \rightarrow 0} \frac{\widehat{h}_{K}\left(\frac{x+\Delta+a}{2}\right)-\widehat{h}_{K}\left(\frac{x+a}{2}\right)}{\Delta}+\frac{\widehat{h}_{K}\left(\frac{a-x}{2}\right)-\widehat{h}_{K}\left(\frac{a-x-\Delta}{2}\right)}{\Delta} .
\end{aligned}
$$

We distinguish the limit depending on $\Delta$ being positive or negative. If $\Delta>0$, we have

$$
\begin{aligned}
& \lim _{\Delta \rightarrow 0^{+}} \frac{\widehat{x}(x+\Delta, a)-\widehat{x}(x, a)}{\Delta} \\
= & \frac{1}{2} \overline{\operatorname{slope}}_{\widehat{h}_{K}}\left(\frac{x+a}{2}\right)+\frac{1}{2} \underline{\text { sope }_{\widehat{h}_{K}}\left(\frac{a-x}{2}\right)} \\
= & \frac{1}{2}\left(2^{-K}+2 \frac{\left\lfloor(x+a) \cdot 2^{K-1}\right\rfloor}{2^{K}}+2^{-K}+2 \frac{\left\lceil(a-x) \cdot 2^{K-1}\right\rceil-1}{2^{K}}\right) \\
= & \frac{\left\lfloor(x+a) \cdot 2^{K-1}\right\rfloor+\left\lceil(a-x) \cdot 2^{K-1}\right\rceil}{2^{K}} \\
& \stackrel{(i)}{\geq} \max \left\{\frac{(a+x) \cdot 2^{K-1}-1+(a-x) \cdot 2^{K-1}}{2^{K}}, 0\right\}
\end{aligned}
$$

$$
=\max \left\{a-\frac{1}{2^{K}}, 0\right\}
$$

where inequality $(i)$ uses 0 being a natural lower bound of $\overline{\text { slope }}_{\widehat{h}_{K}}\left(\frac{x+a}{2}\right)$ and slope $\widehat{h}_{K}\left(\frac{a-x}{2}\right)$. If $\Delta<0$, we have

$$
\begin{aligned}
& \lim _{\Delta \rightarrow 0^{-}} \frac{\widehat{x}(x+\Delta, a)-\widehat{x}(x, a)}{\Delta} \\
= & \frac{1}{2} \text { slope }_{\widehat{h}_{K}}\left(\frac{x+a}{2}\right)+\frac{1}{2} \overline{\operatorname{sope}}_{\widehat{h}_{K}}\left(\frac{a-x}{2}\right) \\
= & \frac{\left\lceil(a+x) \cdot 2^{K-1}\right\rceil+\left\lfloor(a-x) \cdot 2^{K-1}\right\rfloor}{2^{K}} \\
\geq & \max \left\{\frac{(a+x) \cdot 2^{K-1}+(a-x) \cdot 2^{K-1}-1}{2^{K}}, 0\right\} \\
= & \max \left\{a-2^{-K}, 0\right\} .
\end{aligned}
$$

Combining both $\Delta>0$ and $\Delta<0$, we deduce

$$
\begin{equation*}
\sup _{0<x \leq a} \liminf _{\Delta \rightarrow 0} \frac{\widehat{x}(x+\Delta, a)-\widehat{x}(x, a)}{\Delta} \geq \max \left\{a-2^{-K}, 0\right\} \tag{C.48}
\end{equation*}
$$

Putting (Eq. C.47) and (Eq. C.48) together, we deduce

$$
\text { FlatSlope }(\widehat{\times}(\cdot, a)) \geq \max \left\{a-\frac{1}{2^{K}}, 0\right\}
$$

To complete the proof, we observe that $\widehat{\xi}_{m}$ is a composition of $q$ approximate product operations $\widehat{\times}$. For $x=\left[x_{1}, \ldots, x_{i}, \ldots, x_{q}\right]^{\top}$ and $x^{\prime}=\left[x_{1}, \ldots, x_{i}^{\prime}, \ldots, x_{q}\right]^{\top}$ only differing in the $i$-th coordinate, recursively applyling (Eq. C.41) and (Eq. C.42), we derive

$$
\begin{array}{r}
3 N \prod_{j \neq i} \max \left\{\phi\left(3 N\left(x_{j}-m_{j} / N\right)\right)-\frac{1}{2^{K}}, 0\right\}\left|x_{i}-x_{i}^{\prime}\right| \leq\left|\widehat{\xi}_{m}(x)-\widehat{\xi}_{m}\left(x^{\prime}\right)\right| \\
\leq 3 N \prod_{j \neq i}\left(\phi\left(3 N\left(x_{j}-m_{j} / N\right)\right)+\frac{1}{2^{K}}\right)\left|x_{i}-x_{i}^{\prime}\right|
\end{array}
$$

The proof is complete.

## C. 4 Proof of Lemma 5.2

Proof. The compactness of $\mathcal{Y}$ follows from $\mathcal{X}$ being compact and $A$ being a continuous transformation. To see $\mathcal{Y}$ is also convex, we consider $y_{1}, y_{2} \in \mathcal{Y}$ and any $\lambda \in(0,1)$. Since $\mathcal{Y}=A^{\top} \mathcal{X}$, we have $x_{1}, x_{2} \in \mathcal{X}$ such that $A^{\top} x_{1}=y_{1}$ and $A^{\top} x_{2}=y_{2}$. Then we have

$$
\lambda y_{1}+(1-\lambda) y_{2}=A^{\top}\left(\lambda x_{1}+(1-\lambda) x_{2}\right) \in A^{\top} \mathcal{X}=\mathcal{Y}
$$

Therefore, $\mathcal{Y}$ is convex.
To check $A \mathcal{Y}=\mathcal{X}$, we show $A \mathcal{Y} \subset \mathcal{X}$ and $\mathcal{X} \subset A \mathcal{Y}$ hold true simultaneously. Let $y \in \mathcal{Y}$, then there exists $x \in \mathcal{X}$ such that $y=A^{\top} x$. Due to Assumption 5.4, we write $x \in \mathcal{X}$ as $x=A z$. As a result, we derive $A y=A A^{\top} x=A A^{\top} A z=A z=x \in \mathcal{X}$. Thus, $A \mathcal{Y} \subset \mathcal{X}$. On the other hand, any $x \in \mathcal{X}$ can be written as $x=A z$, which implies $A^{\top} x=z \in \mathcal{Y}$, since $A$ has orthonormal columns. Therefore, $\mathcal{X} \subset A \mathcal{Y}$. Combining two arguments together, we deduce $\mathcal{X}=A \mathcal{Y}$.

## APPENDIX D

## OMITTED PROOFS IN CHAPTER 6

## D. 1 Doubly Robust Policy Learning using Neural Networks without Uniformly Bounded Weight Parameters

We prove statistical guarantees of doubly robust policy learning using neural networks without the uniform boundedness condition on weight parameters. To ease the presentation, we focus on the discrete-action setting. The network architecture can now be determined by three parameters, width, depth, and output range:
$\widetilde{\mathcal{F}}(L, p, R)=\left\{f \mid f\right.$ has the form of (Eq. 2.2) with $L$ layers and width bounded by $\left.p,\|f\|_{\infty} \leq R\right\}$.

We assume the expected reward and propensity score functions are $\mathcal{C}^{s}(\mathcal{M})$ ( $s$-order continuously differentiable) for some positive integer $s$, which can be embedded in Hölder $\mathcal{H}^{s+1}(\mathcal{M})$. A formal statement is given in the following assumption.

Assumption C.4. For a given integer $s>0$, we assume $\mu_{A_{j}}(\mathbf{x}) \in \mathcal{C}^{s}(\mathcal{M})$ and $e_{A_{j}}(\mathbf{x}) \in$ $\mathcal{C}^{s}(\mathcal{M})$ for $j=1, \ldots,|\mathcal{A}|$. Moreover, for a fixed $\mathcal{C}^{\infty}$ atlas of $\mathcal{M}$, there exists $M_{2}>0$ such that

$$
\max _{j}\left\|\mu_{A_{j}}\right\|_{\mathcal{C}^{s}} \leq M_{2} \quad \text { and } \quad \max _{j}\left\|\log e_{A_{j}}\right\|_{\mathcal{C}^{s}} \leq M_{2}
$$

Assumption C. 4 can be viewed as a special case of Assumption 6.A.3, as $\mathcal{C}^{s}(\mathcal{M})$ is a subspace of $\mathcal{H}^{s_{1}}(\mathcal{M})$ for any real number $s_{1}$ with $s_{1}>s$.

We reload the network architectures for estimating $\mu_{A_{j}}$ 's and $e_{A_{j}}$ 's as

$$
\begin{equation*}
\mathcal{F}_{\mathrm{NN}}=\widetilde{\mathcal{F}}\left(L_{1}, p_{1}, R_{1}\right) \quad \text { and } \quad \mathcal{G}_{\mathrm{NN}}=\widetilde{\mathcal{F}}\left(L_{2}, p_{2}, R_{2}\right), \text { respectively. } \tag{D.1}
\end{equation*}
$$

Using the doubly robust method, in Stage 1, we can show an analogy of Lemma 6.1, when $\mathcal{F}_{\mathrm{NN}}$ and $\mathcal{G}_{\mathrm{NN}}$ are properly chosen.

Lemma D.1. Suppose Assumption 3.1, 3.2, 6.1, 6.A.2, and C. 4 hold. We choose
$L_{1}=O\left(\widetilde{L}_{1} \log \widetilde{L}_{1}\right), \quad p_{1}=O\left(\widetilde{p}_{1} \log \widetilde{p}_{1}\right), \quad R_{1}=M, \quad$ with $\quad \widetilde{L}_{1} \widetilde{p}_{1}=O\left(\left(\eta n_{1}\right)^{\frac{d}{2(d+2 s)}}\right)$
for $\mathcal{F}_{\mathrm{NN}}$ in (Eq. D.1) and
$L_{2}=O\left(\widetilde{L}_{2} \log \widetilde{L}_{2}\right), \quad p_{2}=O\left(|\mathcal{A}| \widetilde{p}_{2} \log \widetilde{p}_{2}\right), \quad R_{2}=M, \quad$ with $\quad \widetilde{L}_{2} \widetilde{p}_{2}=O\left(|\mathcal{A}|^{\frac{3 s}{2 s+d}} n_{1}^{\frac{d}{2(d+2 s)}}\right)$
for $\mathcal{G}_{\mathrm{NN}}$ in (Eq. D.1). Then for any $j=1, \ldots,|\mathcal{A}|$, we have

$$
\begin{aligned}
& \mathbb{E}_{\mathcal{S}_{1}}\left[\left\|\widehat{\mu}_{A_{j}}-\mu_{A_{j}}\right\|_{L^{2}}^{2}\right] \leq C_{1}\left(M^{2}+\sigma^{2}\right)\left(\eta n_{1}\right)^{-\frac{2 s}{2 s+d}} \log ^{6}\left(\eta n_{1}\right), \\
& \mathbb{E}_{\mathcal{S}_{1}}\left[\left\|\widehat{e}_{A_{j}}-e_{A_{j}}\right\|_{L^{2}}^{2}\right] \leq C_{2} M^{2}|\mathcal{A}|^{\frac{8 s+d}{2 s+d}} n_{1}^{-\frac{2 s}{2 s+d}} \log ^{6} n_{1},
\end{aligned}
$$

where $C_{1}, C_{2}$ depend on $\log D, B, \tau$ and the surface area of $\mathcal{M}$.

Compared to Lemma 6.1, Lemma D. 1 attains the same rate of convergence (if $\alpha$ is an integer in Lemma 6.1) up to some logarithmic factor dependent on sample size $n_{1}$. More interestingly, (Eq. D.2) and (Eq. D.3) suggest that Lemma D. 1 holds for arbitrarily chosen width and depth for $\mathcal{F}_{\mathrm{NN}}$ and $\mathcal{G}_{\mathrm{NN}}$, as long as the product of width and depth satisfies certain requirement. In contrast, Lemma 6.1 requires a fixed ratio between network width and depth.

Lemma D. 1 can be proved using the same analytical framework of Lemma 6.1, in combination of a new approximation guarantee of weight unbounded networks for approximating $\mathcal{C}^{s}(\mathcal{M})$ functions. Besides, we need a new analysis on the statistical complexity of weight unbounded networks.

Proof of Lemma D.1. We successively present the three steps in proving Lemma D.1.

- Step 1: $\mathcal{C}^{s}(\mathcal{M})$ function approximation using $\widetilde{\mathcal{F}}$. We begin with a universal function approximation theory of $\widetilde{\mathcal{F}}$.

Lemma D.2. Suppose Assumption 3.1 and 3.2 hold. For any integers $\widetilde{L}, \widetilde{p}>0$ and $f \in$ $\mathcal{C}^{s}(\mathcal{M})$ with $\|f\|_{\mathcal{C}^{s}} \leq M$, there exists a network architecture $\widetilde{\mathcal{F}}(L, p, R)$ with

$$
L=O(\widetilde{L} \log \widetilde{L}), \quad p=O(\widetilde{p} \log \widetilde{p}), \quad \text { and } \quad R=M
$$

giving rise to a network $\widetilde{f}$ satisfying

$$
\begin{equation*}
\|\widetilde{f}-f\|_{\infty} \leq C(\widetilde{L} \widetilde{p})^{-\frac{2 s}{d}} \tag{D.4}
\end{equation*}
$$

where $C$ is a constant depending on $s, d, M, B, \tau$, and the surface area of $\mathcal{M}$.

We emphasize that Lemma D. 2 allows arbitrary choice of width $L$ and depth $p$, and the approximation error is purely dependent on the product of width and depth.

Lemma D. 2 is a generalization of Lemma 17 in [223]. To prove Lemma D.2, we repeat the argument in the proof of Lemma 17 in [223]. In particular, we only need to invoke Theorem 1.1 in [224] in replacement of Lemma 8 in the proof of Lemma 17 in [223].

- Step 2: Statistical estimation guarantees of $\mu_{A_{j}}$ 's. Given the approximation guarantee of $\widetilde{\mathcal{F}}$ for implementing $\mathcal{C}^{s}(\mathcal{M})$ functions, we prove statistical estimation error bound of estimating expected reward function $\mu_{A_{j}}$ 's.

Lemma D.3. Suppose Assumption 3.1, 3.2, 6.1, 6.A.2, and C. 4 hold. There exists a network architecture $\mathcal{F}_{\mathrm{NN}}=\widetilde{\mathcal{F}}(L, p, R)$ satisfying

$$
L=O(\widetilde{L} \log \widetilde{L}), \quad p=O(\widetilde{p} \log \widetilde{p}), \quad R=M \quad \text { with } \quad \widetilde{L} \widetilde{p}=O\left(\left(n_{A_{j}}\right)^{\frac{d}{2(d+2 s)}}\right)
$$

such that for each $j=1, \ldots,|\mathcal{A}|$, the empirical risk minimizer $\widehat{\mu}_{A_{j}}$ in (Eq. 6.4) satisfies

$$
\mathbb{E}\left[\left\|\widehat{\mu}_{A_{j}}-\mu_{A_{j}}\right\|_{L^{2}}^{2}\right] \leq C_{1}\left(M^{2}+\sigma^{2}\right) n_{1}^{-\frac{2 s}{2 s+d}} \log ^{6} n_{1}
$$

where $C_{1}$ depends on $\log D, B, \tau$ and the surface area of $\mathcal{M}$.
Lemma D. 3 is obtained by a bias-variance tradeoff. Specifically, Lemma D. 2 already characterizes the bias term. The remaining task is to bound the variance term. A difficulty arises as $\widetilde{\mathcal{F}}$ can have unbounded weight parameters. However, we observe that the ReLU activation is positive homogeneous. Therefore, we can rescale layers in $\widetilde{\mathcal{F}}$ while maintaining the output unchanged. Combining with the output range bound, we can still bound the complexity of $\widetilde{\mathcal{F}}$ (A precise argument can be found in [223, Lemma 11-12]). The full proof can be found in the proof of Theorem 2 in [223], except we replace Lemma 8 in the proof of [223, Theorem 2] by Lemma D.2.

- Step 3: Statistical estimation guarantees of $e_{A_{j}}$ 's. The estimation error of propensity scores can be obtained very similar to Step 2. By repeating the argument in the proof of Lemma 6.1, with a replacement of Theorem 2 in [214] by Lemma D.2.

With estimation guarantees on $\mu_{A_{j}}$ and $e_{A_{j}}$ for $j=1, \ldots,|\mathcal{A}|$, we proceed to Stage 2 of the doubly robust method, where we choose proper policy network class for policy learning. Suppose we are competing with $\mathcal{C}^{\ell}$ oracle policies. That is, we denote $\pi_{\ell}^{*}$ as

$$
\pi_{\ell}^{*}=\underset{\pi \in \Pi_{\mathcal{C}^{\ell}}}{\operatorname{argmax}} \mathbb{E}[Q(\pi(\mathbf{x}))],
$$

where $\Pi_{\mathcal{C}^{\ell}}$ consists of policies
$\Pi_{\mathcal{C}^{\ell}}=\left\{\operatorname{Softmax}\left[\nu_{1}(\mathbf{x}), \ldots, \nu_{|\mathcal{A}|}(\mathbf{x})\right]^{\top}: \nu_{j} \in \mathcal{C}^{\ell}(\mathcal{M})\right.$ and $\left\|\nu_{j}\right\|_{\mathcal{C}^{\ell}(\mathcal{M})} \leq M$ for $\left.j=1, \ldots,|\mathcal{A}|\right\}$.

With a slight abuse of notation, we reload the policy network $\Pi_{\mathrm{NN}}^{|\mathcal{A}|}$ by
$\Pi_{\mathrm{NN}}^{|\mathcal{A}|}=\left\{\operatorname{Softmax}(f)\right.$ with $f=\left[f_{1}, \ldots, f_{|\mathcal{A}|}\right]^{\top}$ such that $\left.f_{k}: \mathcal{M} \rightarrow \mathbb{R} \in \widetilde{\mathcal{F}}\left(L_{\Pi}, p_{\Pi}, R_{\Pi}\right)\right\}$.

Recall $\widehat{\pi}_{\mathrm{DR}}$ is the optimal policy learned from $\Pi_{\mathrm{NN}}^{|\mathcal{A}|}$ using the doubly robust method. We establish the following Theorem Theorem 6.1 bounding its regret.

Theorem D.1. Suppose Assumption 3.1, 3.2, 6.1, 6.A.2, and C.4 hold. Under the setup in Lemma D.1, if the network parameters of $\Pi_{\mathrm{NN}}^{|\mathcal{A}|}$ are chosen with

$$
L_{\widetilde{\Pi}}=O(\widetilde{L} \log \widetilde{L}), \quad p_{\widetilde{\Pi}}=O(|\mathcal{A}| \widetilde{p} \log \widetilde{p}), \quad R_{\Pi}=M \quad \text { for } \quad \widetilde{L} \widetilde{p}=O\left(n^{\frac{d}{2(d+2 \ell)}}\right)
$$

then with probability no less than $1-C_{1}|\mathcal{A}| n^{-\frac{\ell}{2 \ell+d}}$ over the randomness of data $\mathcal{S}_{1}$ and $\mathcal{S}_{2}$, the following bound holds

$$
\begin{aligned}
& R\left(\pi_{\ell}^{*}, \widehat{\pi}_{\mathrm{DR}}\right) \leq C|\mathcal{A}|^{2} n^{-\frac{\ell}{2 \ell+d}} \log ^{3} n \\
& \quad+\eta^{-1}|\mathcal{A}| \sqrt{\frac{1}{n_{2}} \sum_{i=n_{1}+1}^{n}\left(\widehat{\mu}_{A_{j}}\left(\mathbf{x}_{i}\right)-\mu_{A_{j}}\left(\mathbf{x}_{i}\right)\right)^{2}} \sqrt{\frac{1}{n_{2}} \sum_{i=n_{1}+1}^{n}\left(\widehat{e}_{A_{j}}\left(\mathbf{x}_{i}\right)-e_{A_{j}}\left(\mathbf{x}_{i}\right)\right)^{2}}
\end{aligned}
$$

where $C_{1}>0$ is an absolute constant and $C$ depends on $\log D, d, B, M, \tau, \eta, \zeta$, and the surface area of $\mathcal{M}$.

Combining Theorem D. 1 and Lemma D.1, we obtain the following corollary providing a concrete convergence of $\widehat{\pi}_{\mathrm{DR}}$ to $\pi_{\ell}^{*}$.

Corollary D.1. Suppose Assumption 3.1, 3.2, 6.1, 6.A.2, and C.4 hold. If the network structures are chosen as in Lemma D.1 and Theorem D.1, the following regret bound holds with probability no less than $1-C_{1} n^{-\frac{s \wedge \ell}{2(s \wedge \ell)+d}} \log ^{6} n$,

$$
R\left(\pi_{\ell}^{*}, \widehat{\pi}_{\mathrm{DR}}\right) \leq C|\mathcal{A}|^{\frac{20 s+7 d}{2(2 s+d)}} n^{-\frac{s \wedge \ell}{2(s \wedge \ell)+d}} \log ^{3} n
$$

where $C_{1}$ is an absolute constant, and $C$ depends on $\log D, d, B, M, \sigma, \tau, \eta, s, \zeta$, and the surface area of $\mathcal{M}$.

In comparison with Corollary 6.1, we conclude that removing the uniform boundedness condition of weight parameters in neural networks does not deteriorate the performance of doubly robust policy learning method. In particular, the learned policy attains the same rate of convergence (up to a log factor) compared to the optimal policy in a constrained oracle class ( $\mathcal{C}^{\ell}$ policies).

We would like to point out that extensions to learning unconstrained policies as well as continuous-action settings are both plausible, using networks with unbounded weights. The analysis is almost identical, expect we invoke the approximation theory Lemma D. 2 and statistical estimation theory Lemma D.3. On the other hand, we suspect the analysis can be extended to general Hölder regularity, i.e., $\mathcal{H}^{\alpha}(\mathcal{M})$ for any $\alpha \geq 1$. Specifically, we can show Lemma D. 2 and D. 3 hold for any $f \in \mathcal{H}^{\alpha}(\mathcal{M})$ with $\alpha \in(0,1][225$, Theorem 1.1]. Then for any Hölder class $\mathcal{H}^{\alpha}(\mathcal{M})$, we decompose it into $\mathcal{C}^{\lfloor\alpha\rfloor}(\mathcal{M})$ and $\mathcal{H}^{\alpha-\lfloor\alpha\rfloor}(\mathcal{M})$, where we can apply Lemma D. 2 and D. 3 separately. Integrating together yields a result for general $\mathcal{H}^{\alpha}(\mathcal{M})$ regularity. However, detailed analysis can be tedious and a bit involved. We omit here for simplicity.

Proof of Theorem D.1. We rely on the analytical framework in the proof of Theorem 6.1. We first follow (Eq. D.16) to decompose the regret into $\left(\mathrm{I}_{1}\right)$ and $\left(\mathrm{II}_{2}\right)$. We then discuss necessary modifications in the proof of Theorem 6.1 in order to prove Theorem D.1.

- Bounding $\left(\mathrm{I}_{1}\right)$. To bound $\left(\mathrm{I}_{1}\right)$, instead of using [207], we use Lemma D. 2 and deduce that for any $\epsilon \in(0,1)$ and integers $\widetilde{L}, \widetilde{p}$ satisfying $\widetilde{L} \widetilde{p}=\epsilon^{-\frac{d}{2 \ell}}$, there exists a network architecture $\widetilde{\mathcal{F}}(L, p, R)$ with

$$
\begin{equation*}
L=O(\widetilde{L} \log \widetilde{L}), p=O(\widetilde{p} \log \widetilde{p}), R=M \tag{D.6}
\end{equation*}
$$

such that for each $\mu_{A_{j}}^{*} \in \mathcal{H}^{\ell}(\mathcal{M})$, there exists $\widetilde{\mu}_{A_{j}} \in \widetilde{\mathcal{F}}(L, p, R)$ satisfying

$$
\begin{equation*}
\left\|\widetilde{\mu}_{A_{j}}-\mu_{A_{j}}^{*}\right\|_{\infty} \leq \epsilon \tag{D.7}
\end{equation*}
$$

We denote $\widetilde{\pi}=\operatorname{Softmax}\left(\left[\widetilde{\mu}_{A_{1}}, \ldots, \widetilde{\mu}_{A_{|\mathcal{A}|}}\right]^{\top}\right) \in \mathbb{R}^{|\mathcal{A}|}$, which implies $\widetilde{\pi} \in \Pi_{\mathrm{NN}}^{|\mathcal{A}|}$ with

$$
\begin{equation*}
L_{\Pi}=L, \quad p_{\Pi}=|\mathcal{A}| p, \quad R_{\Pi}=R \tag{D.8}
\end{equation*}
$$

for $L, p, R$ defined in (Eq. D.6). We can then deduce

$$
\left\|\widetilde{\pi}-\pi_{\beta}^{*}\right\|_{\infty} \leq \epsilon,
$$

where $\left\|\widetilde{\pi}-\pi_{\beta}^{*}\right\|_{\infty}=\sup _{\mathbf{x} \in \mathcal{M}} \max _{j}\left|\left[\widetilde{\pi}(\mathbf{x})-\pi_{\beta}^{*}(\mathbf{x})\right]_{j}\right|$, and

$$
\begin{align*}
\left(\mathrm{I}_{1}\right)=Q\left(\pi_{\beta}^{*}\right)-Q\left(\widehat{\pi}^{*}\right) \leq Q\left(\pi_{\beta}^{*}\right)-Q(\widetilde{\pi}) & =\mathbb{E}\left[\left\langle\left[\mu_{A_{1}}(\mathbf{x}), \ldots, \mu_{A_{|\mathcal{A}|}}(\mathbf{x})\right]^{\top}, \pi^{*}(\mathbf{x})-\widetilde{\pi}(\mathbf{x})\right\rangle\right] \\
& \leq M|\mathcal{A}| \epsilon \tag{D.9}
\end{align*}
$$

- Bounding $\left(\mathrm{II}_{1}\right)$. The bound of $\left(\mathrm{II}_{2}\right)$ can be derived by exactly following the derivation in the proof of Theorem 6.1, except $\Pi_{N N}^{|\mathcal{A}|}$ is defined as in (Eq. D.5).
- Putting $\left(\mathrm{I}_{1}\right)$ and $\left(\mathrm{II}_{1}\right)$ together. Putting the upper bound of $\left(\mathrm{I}_{1}\right)$ in (Eq. D.9) and the upper bound of ( $\mathrm{II}_{1}$ ) in (Eq. D.40) together, we can get the same bound as in (Eq. D.41). We next derive an upper bound of the covering number $\mathcal{N}\left(\theta, \Pi_{\mathrm{NN}}^{|\mathcal{A}|},\|\cdot\|_{\Gamma}\right)$ using the concept of uniform covering number. Define a cover with respect to samples as

Definition D. 1 (Cover with respect to samples). Let $\mathcal{F}$ be a class of functions from $\mathbb{R}^{d_{1}}$ to $\mathbb{R}^{d_{2}}$. Given a set of samples $X=\left\{\mathbf{x}_{k}\right\}_{k=1}^{m} \subset \mathbb{R}^{d_{1}}$, for any $\delta>0$, a function set $\mathcal{S}_{f}(X)$ is a $\delta$-cover of $F$ with respect to $X$ iffor any $f \in \mathcal{F}$, there exists $f^{*} \in \mathcal{S}_{f}(X)$ such that

$$
\left\|f\left(\mathbf{x}_{k}\right)-f^{*}\left(\mathbf{x}_{k}\right)\right\|_{\infty} \leq \delta, \quad \forall 1 \leq k \leq m
$$

The uniform covering is defined as
Definition D. 2 (Uniform covering number, Section 10.2 of [226]). Let $\mathcal{F}$ be a class of functions from $\mathbb{R}^{d}$ to $\mathbb{R}$. For any set of samples $X=\left\{\mathbf{x}_{k}\right\}_{k=1}^{m} \subset \mathbb{R}^{d}$, denote

$$
\left.\mathcal{F}\right|_{X}=\left\{\left(f\left(\mathbf{x}_{1}\right), \ldots, f\left(\mathbf{x}_{m}\right)\right): f \in \mathcal{F}\right\} .
$$

For any $\delta>0$, the uniform covering number of $\mathcal{F}$ with $m$ samples is defined as

$$
\begin{equation*}
\mathcal{N}(\delta, \mathcal{F}, m)=\max _{X \subset \mathbb{R}^{d},|X|=m} \min _{\mathcal{S}_{f}(X)}\left\{\left|\mathcal{S}_{f}(X)\right|: \mathcal{S}_{f}(X) \text { is a } \delta \text {-cover of } \mathcal{F} \text { with respect to } X\right\} . \tag{D.10}
\end{equation*}
$$

Note that the metric $\|\cdot\|_{\Gamma}$ depends on the set $\left\{\mathbf{x}_{i}\right\}_{i=n_{1}+1}^{n}$. We can follow the proof of Lemma D. 5 to show that

$$
\begin{equation*}
\mathcal{N}\left(\theta, \Pi_{\mathrm{NN}}^{|\mathcal{A}|},\|\cdot\|_{\Gamma}\right) \leq \mathcal{N}\left(\theta /(|\mathcal{A}| M+2 M / \eta), \Pi_{\mathrm{NN}}^{|\mathcal{A}|}, n_{2}\right) \tag{D.11}
\end{equation*}
$$

In the proof, we modify the construction of $\pi^{(1)}, \pi^{(2)}$ so that $\left|\mu_{A_{j}}^{(1)}\left(\mathbf{x}_{i}\right)-\mu_{A_{j}}^{(2)}\left(\mathbf{x}_{i}\right)\right| \leq \theta$ for any $j=1, \ldots,|\mathcal{A}|$ and $i=n_{1}+1, \ldots, n$.

According to [223, Lemma 11-12], we have

$$
\begin{equation*}
\log \mathcal{N}\left(\theta, \Pi_{\mathrm{NN}}^{|\mathcal{A}|},\|\cdot\|_{\Gamma}\right) \leq C|\mathcal{A}| p_{\Pi}^{2} L_{\Pi}^{2} \log \left(p_{\Pi}^{2} L_{\Pi}\right)\left(\log R_{\Pi}+\log \theta^{-1}+\log n\right), \tag{D.12}
\end{equation*}
$$

and thus

$$
\begin{equation*}
\log \mathcal{N}\left(\theta, \Pi_{\mathrm{NN}}^{|\mathcal{A}|},\|\cdot\|_{\Gamma}\right) \leq C|\mathcal{A}| p_{\Pi}^{2} L_{\Pi}^{2} \log \left(p_{\Pi}^{2} L_{\Pi}\right)\left(\log R_{\Pi}+\log \theta^{-1}+\log n\right) \tag{D.13}
\end{equation*}
$$

Substituting the choice of the network architecture (Eq. D.8) into (Eq. D.13) gives rise to

$$
\begin{equation*}
\log \mathcal{N}\left(\theta, \Pi_{\mathrm{NN}}^{|\mathcal{A}|},\|\cdot\|_{\Gamma}\right) \leq C|\mathcal{A}| \epsilon^{-\frac{d}{\ell}} \log ^{5} \frac{1}{\epsilon}\left(\log \frac{1}{\theta}+\log n\right) \tag{D.14}
\end{equation*}
$$

Following the derivation of (Eq. D.45), we can prove Theorem D. 1 by substituting (Eq. D.14) and (Eq. D.43) into (Eq. D.41), and setting $\epsilon=\delta=\lambda=n_{2}^{-\frac{\ell}{2 \ell+d}}$.

## D. 2 Proof of Regret Bound

For readability, we present a proof sketch of Theorem 6.1, Theorem 6.2, Theorem 6.3 first and leave all the technical proofs to Appendix D.3.

## D.2.1 Proof of Learning Hölder Policy

Proof of Theorem 6.1. We denote

$$
\begin{equation*}
\widehat{\pi}^{*}=\underset{\pi \in \Pi_{\mathrm{NN}}^{\mid \mathcal{A}}}{\operatorname{argmax}} Q(\pi), \tag{D.15}
\end{equation*}
$$

which is the optimal policy given by the neural network class $\Pi_{\mathrm{NN}}^{|\mathcal{A}|}$ defined in (Eq. 6.19). The regret can be decomposed as

$$
\begin{equation*}
R\left(\pi_{\beta}^{*}, \widehat{\pi}_{\mathrm{DR}}\right)=\underbrace{Q\left(\pi_{\beta}^{*}\right)-Q\left(\widehat{\pi}^{*}\right)}_{\left(\mathrm{I}_{1}\right)}+\underbrace{Q\left(\widehat{\pi}^{*}\right)-Q\left(\widehat{\pi}_{\mathrm{DR}}\right)}_{\left(\mathrm{II}_{1}\right)} . \tag{D.16}
\end{equation*}
$$

In (Eq. D.16), ( $\mathrm{I}_{1}$ ) is the approximation error (bias) of the optimal Hölder policy $\pi_{\beta}^{*}$ by the neural network class $\Pi_{\mathrm{NN}}^{|\mathcal{A}|}$, and $\left(\mathrm{II}_{1}\right)$ represents the variance of the estimated policy in $\Pi_{\mathrm{NN}}^{|\mathcal{A}|}$. We next derive the bounds for both terms.

- Bounding $\left(\mathrm{I}_{1}\right)$. Recall that $\pi_{\beta}^{*}$ is the Hölder continuous optimal policy in $\Pi_{\mathcal{H}^{\beta}}$. By defnintion, we can write $\pi_{\beta}^{*}=\operatorname{Softmax}\left(\left[\mu_{A_{1}}^{*}, \ldots, \mu_{A_{|\mathcal{A}|}}^{*}\right]^{\top}\right) \in \mathbb{R}^{|\mathcal{A}|}$ where $\mu_{A_{j}}^{*} \in \mathcal{H}^{\beta}(\mathcal{M})$, for $j=1, \ldots,|\mathcal{A}|$. According to [214], Hölder functions can be uniformly approximated by a neural network class, if the network parameters are properly chosen. For any $\epsilon \in(0,1)$
there exists a network architecture $\mathcal{F}(L, p, K, \kappa, R)$ with
$L=O\left(\log \frac{1}{\epsilon}\right), p=O\left(\epsilon^{-\frac{d}{\beta}}\right), K=O\left(\epsilon^{-\frac{d}{\beta}} \log \frac{1}{\epsilon}\right), \kappa=\max \left\{B, M, \sqrt{d}, \tau^{2}\right\}, R=M$,
such that for each $\mu_{A_{j}}^{*} \in \mathcal{H}^{\beta}(\mathcal{M})$, there exists $\widetilde{\mu}_{A_{j}} \in \mathcal{F}(L, p, K, \kappa, R)$ satisfying

$$
\begin{equation*}
\left\|\widetilde{\mu}_{A_{j}}-\mu_{A_{j}}^{*}\right\|_{\infty} \leq \epsilon \tag{D.18}
\end{equation*}
$$

The constants hidden in $O(\cdot)$ depend on $\log D, d, B, M, \tau, \beta$, and the surface area of $\mathcal{M}$. We denote $\widetilde{\pi}=\operatorname{Softmax}\left(\left[\widetilde{\mu}_{A_{1}}, \ldots, \widetilde{\mu}_{A_{|\mathcal{A}|}}\right]^{\top}\right) \in \mathbb{R}^{|\mathcal{A}|}$, which implies $\widetilde{\pi} \in \Pi_{\mathrm{NN}}^{|\mathcal{A}|}$ with

$$
\begin{equation*}
L_{\Pi}=L, \quad p_{\Pi}=|\mathcal{A}| p, \quad K_{\Pi}=|\mathcal{A}| K, \quad \kappa_{\Pi}=\kappa, \quad R_{\Pi}=R \tag{D.19}
\end{equation*}
$$

for $L, p, K, \kappa, R$ defined in (Eq. D.17). Based on (Eq. D.18) and the Lipschitz continuity of the Softmax function, we have

$$
\left\|\widetilde{\pi}-\pi_{\beta}^{*}\right\|_{\infty} \leq \epsilon,
$$

where $\left\|\widetilde{\pi}-\pi_{\beta}^{*}\right\|_{\infty}=\sup _{\mathbf{x} \in \mathcal{M}} \max _{j}\left|\left[\widetilde{\pi}(\mathbf{x})-\pi_{\beta}^{*}(\mathbf{x})\right]_{j}\right|$ with $\left[\widetilde{\pi}(\mathbf{x})-\pi_{\beta}^{*}(\mathbf{x})\right]_{j}$ denoting the $j$-th element of $\widetilde{\pi}(\mathbf{x})-\pi_{\beta}^{*}(\mathbf{x})$. Therefore we bound $\mathrm{I}_{1}$ as

$$
\begin{align*}
\left(\mathrm{I}_{1}\right) & =Q\left(\pi_{\beta}^{*}\right)-Q\left(\widehat{\pi}^{*}\right) \leq Q\left(\pi_{\beta}^{*}\right)-Q(\widetilde{\pi}) \\
& =\mathbb{E}\left[\left\langle\left[\mu_{A_{1}}(\mathbf{x}), \ldots, \mu_{A_{|\mathcal{A}|}}(\mathbf{x})\right]^{\top}, \pi^{*}(\mathbf{x})-\widetilde{\pi}(\mathbf{x})\right\rangle\right] \leq M|\mathcal{A}| \epsilon \tag{D.20}
\end{align*}
$$

- Bounding $\left(\mathrm{II}_{1}\right)$. We introduce an intermediate reward function $\widetilde{Q}$ to decompose the
variance term $\left(\mathrm{II}_{1}\right)$. Define

$$
\begin{align*}
& \widetilde{Q}(\pi)=\frac{1}{n_{2}} \sum_{i=n_{1}+1}^{n}\left\langle\widetilde{\Gamma}_{i}, \pi\left(\mathbf{x}_{i}\right)\right\rangle \\
& \text { with } \widetilde{\Gamma}_{i}=\frac{y_{i}-\mu_{\mathbf{a}_{i}}\left(\mathbf{x}_{i}\right)}{e_{\mathbf{a}_{i}}\left(\mathbf{x}_{i}\right)} \cdot \mathbf{a}_{i}+\left[\mu_{A_{1}}\left(\mathbf{x}_{i}\right), \ldots, \mu_{A_{|\mathcal{A}|}}\left(\mathbf{x}_{i}\right)\right]^{\top} \in \mathbb{R}^{|\mathcal{A}|} . \tag{D.21}
\end{align*}
$$

Note that $\widetilde{Q}$ has the same form as $\widehat{Q}$ while the estimated propensity score $\widehat{e}_{\mathbf{a}}$ and expected reward $\widehat{\mu}_{\mathbf{a}}$ are replaced by their ground truth $e_{\mathbf{a}}$ and $\mu_{\mathbf{a}}$, respectively.

We decompose $\left(\mathrm{II}_{1}\right)$ as

$$
\begin{align*}
\left(\mathrm{II}_{1}\right)= & Q\left(\widehat{\pi}^{*}\right)-Q\left(\widehat{\pi}_{\mathrm{DR}}\right) \\
= & \widehat{Q}\left(\widehat{\pi}^{*}\right)-\widehat{Q}\left(\widehat{\pi}_{\mathrm{DR}}\right)+Q\left(\widehat{\pi}^{*}\right)-\widehat{Q}\left(\widehat{\pi}^{*}\right)+\widehat{Q}\left(\widehat{\pi}_{\mathrm{DR}}\right)-Q\left(\widehat{\pi}_{\mathrm{DR}}\right) \\
\leq & Q\left(\widehat{\pi}^{*}\right)-Q\left(\widehat{\pi}_{\mathrm{DR}}\right)+\widehat{Q}\left(\widehat{\pi}_{\mathrm{DR}}\right)-\widehat{Q}\left(\widehat{\pi}^{*}\right) \\
\leq & \sup _{\pi_{1}, \pi_{2} \in \Pi_{\mathrm{NN}}^{\mid \mathcal{A}}} Q\left(\pi_{1}\right)-Q\left(\pi_{2}\right)-\left(\widetilde{Q}\left(\pi_{1}\right)-\widetilde{Q}\left(\pi_{2}\right)\right) \\
& +\sup _{\pi_{1}, \pi_{2} \in \Pi_{\mathrm{NN}}^{|\mathcal{A}|}} \widetilde{Q}\left(\pi_{1}\right)-\widetilde{Q}\left(\pi_{2}\right)-\left(\widehat{Q}\left(\pi_{1}\right)-\widehat{Q}\left(\pi_{2}\right)\right) \\
\leq & \underbrace{\sup _{\pi_{1}, \pi_{2} \in \Pi_{\mathrm{NN}}^{\mid \mathcal{A N}}} \Delta\left(\pi_{1}, \pi_{2}\right)-\widetilde{\Delta}\left(\pi_{1}, \pi_{2}\right)}_{\mathcal{E}_{1}}+\underbrace{\sup _{\pi_{1}, \pi_{2} \in \Pi_{\mathrm{NN}}^{\mid \mathcal{A N}}} \widetilde{\Delta}\left(\pi_{1}, \pi_{2}\right)-\widehat{\Delta}\left(\pi_{1}, \pi_{2}\right)}_{\mathcal{E}_{2}}, \tag{D.22}
\end{align*}
$$

where $\Delta\left(\pi_{1}, \pi_{2}\right)=Q\left(\pi_{1}\right)-Q\left(\pi_{2}\right), \widetilde{\Delta}\left(\pi_{1}, \pi_{2}\right)=\widetilde{Q}\left(\pi_{1}\right)-\widetilde{Q}\left(\pi_{2}\right)$ and $\widehat{\Delta}\left(\pi_{1}, \pi_{2}\right)=\widehat{Q}\left(\pi_{1}\right)-$ $\widehat{Q}\left(\pi_{2}\right)$. The first inequality in (Eq. D.22) come from (Eq. D.15) which implies $\widehat{Q}\left(\widehat{\pi}_{\mathrm{DR}}\right) \leq$ $\widehat{Q}\left(\widehat{\pi}^{*}\right)$. In this decomposition, $\mathcal{E}_{1}$ corresponds to the difference between $Q$ and $\widetilde{Q}$ which can be bounded using the metric entropy argument, since $\widetilde{Q}$ is unbiased, i.e. $\mathbb{E}[\widetilde{Q}(\pi)]=Q(\pi)$. The second term $\mathcal{E}_{2}$ corresponds to the error between $\widetilde{Q}$ and $\widehat{Q}$, which can be bounded in terms of the estimation errors of the $e_{A_{j}}$ 's and the $\mu_{A_{j}}$ 's.
Bounding $\mathcal{E}_{1}$. We first show that $\mathbb{E}[\widetilde{Q}(\pi)]=Q(\pi)$ :

$$
\mathbb{E}[\widetilde{Q}(\pi)]=\mathbb{E}\left[\left\langle\mathbb{E}\left[\left.\frac{y-\mu_{\mathbf{a}}(\mathbf{x})}{e_{\mathbf{a}}(\mathbf{x})} \mathbf{a} \right\rvert\, \mathbf{x}\right], \pi(\mathbf{x})\right\rangle+\left\langle\left[\mu_{A_{1}}(\mathbf{x}), \ldots, \mu_{A_{|\mathcal{A}|}}(\mathbf{x})\right]^{\top}, \pi(\mathbf{x})\right\rangle\right]
$$

$$
\begin{equation*}
=\mathbb{E}\left[\left\langle\left[\mu_{A_{1}}(\mathbf{x}), \ldots, \mu_{A_{|\mathcal{A}|}}(\mathbf{x})\right]^{\top}, \pi(\mathbf{x})\right\rangle\right]=\mathbb{E}[Y(\pi(\mathbf{x}))]=Q(\pi) \tag{D.23}
\end{equation*}
$$

which further implies $\mathbb{E}\left[\widetilde{\Delta}\left(\pi_{1}, \pi_{2}\right)\right]=\Delta\left(\pi_{1}, \pi_{2}\right)$. In (Eq. D.23), the second equality holds since

$$
\mathbb{E}\left[\left.\frac{y-\mu_{\mathbf{a}}(\mathbf{x})}{e_{\mathbf{a}}(\mathbf{x})} \mathbf{a} \right\rvert\, \mathbf{x}\right]=\frac{\mathbb{E}[y \mid \mathbf{x}]-\mu_{\mathbf{a}}(\mathbf{x})}{e_{\mathbf{a}}(\mathbf{x})} \mathbb{E}[\mathbf{a} \mid \mathbf{x}]=0
$$

by Assumption 6.1. Therefore we can write

$$
\begin{equation*}
\mathcal{E}_{1}=\sup _{\pi_{1}, \pi_{2} \in \Pi_{\mathrm{NN}}^{| | \mathcal{N}}} \widetilde{\Delta}\left(\pi_{1}, \pi_{2}\right)-\mathbb{E}\left[\widetilde{\Delta}\left(\pi_{1}, \pi_{2}\right)\right] \tag{D.24}
\end{equation*}
$$

with

$$
\widetilde{\Delta}=\frac{1}{n_{2}} \sum_{i=n_{1}+1}^{n}\left\langle\widetilde{\Gamma}_{i}, \pi_{1}\left(\mathbf{x}_{i}\right)\right\rangle-\frac{1}{n_{2}} \sum_{i=n_{1}+1}^{n}\left\langle\widetilde{\Gamma}_{i}, \pi_{2}\left(\mathbf{x}_{i}\right)\right\rangle .
$$

We derive a bound of $\mathcal{E}_{1}$ using the following lemma which is be proved by symmetrization and Dudley's entropy integral [227, 221] in Appendix D.3.3:

Lemma D.4. Let $\Pi: \mathcal{M} \rightarrow \mathbb{R}^{|\mathcal{A}|}$ be a policy space on $|\mathcal{A}|$ actions such that any $\pi \in \Pi$ maps a covariate $\mathbf{x} \in \mathcal{M}$ to $\pi(\mathbf{x})$ in the simplex of $\mathbb{R}^{|\mathcal{A}|}$, and $\mathcal{S}_{n}=\left\{\left(\mathbf{x}_{i}, y_{i}\right)\right\}_{i=1}^{n}$ be a set of i.i.d. samples, where $\mathbf{x}_{i}$ is sampled from a probability distribution $\mathbb{P}$ supported on $\mathcal{M}$ and $y_{i} \in \mathbb{R}$. For any $(\mathbf{x}, y)$, we define $\Gamma(\mathbf{x}, y) \in \mathbb{R}^{|\mathcal{A}|}$ as a function of the sample $(\mathbf{x}, y)$. Assume that there exists a constant $J \geq 0$, such that

$$
\begin{equation*}
\sup _{(\mathbf{x}, y) \in \mathcal{M} \times \mathbb{R}}|\stackrel{\circ}{\Gamma}(\mathbf{x}, y)| \leq J \tag{D.25}
\end{equation*}
$$

For any policies $\pi_{1}, \pi_{2} \in \Pi$, define

$$
\begin{equation*}
\stackrel{\circ}{\Delta}\left(\pi_{1}, \pi_{2}\right)=\frac{1}{n} \sum_{i=1}^{n}\left\langle\stackrel{\circ}{\Gamma}_{i}, \pi_{1}\left(\mathbf{x}_{i}\right)\right\rangle-\frac{1}{n} \sum_{i=1}^{n}\left\langle\stackrel{\circ}{\Gamma}_{i}, \pi_{2}\left(\mathbf{x}_{i}\right)\right\rangle \quad \text { and } \tag{D.26}
\end{equation*}
$$

$$
\begin{equation*}
\mathcal{D}(\Pi)=\sup _{\pi_{1}, \pi_{2} \in \Pi} \AA\left(\pi_{1}, \pi_{2}\right)-\mathbb{E}\left[\dot{\Delta}\left(\pi_{1}, \pi_{2}\right)\right] \tag{D.27}
\end{equation*}
$$

with the shorthand $\stackrel{\circ}{\Gamma}_{i}=\stackrel{\circ}{\Gamma}\left(\mathbf{x}_{i}, y_{i}\right)$. Then the following bound holds

$$
\begin{equation*}
\mathcal{D}(\Pi) \leq \inf _{\lambda} 4 \lambda+\frac{96}{\sqrt{n}} \int_{\lambda}^{\max \| \pi}\|\pi\|_{\Gamma} \sqrt{\log \mathcal{N}\left(\theta, \Pi,\|\cdot\|_{\Gamma}\right)} d \theta+12 J \sqrt{\frac{\log 1 / \delta}{2 n}} \tag{D.28}
\end{equation*}
$$

with probability no less than $1-2 \delta$ over $\mathcal{S}_{n}$, where $\|\pi\|_{\Gamma}=\sqrt{\frac{1}{n} \sum_{i=1}^{n}\left\langle\stackrel{\circ}{\Gamma}_{i}, \pi\left(\mathbf{x}_{i}\right)\right\rangle^{2}}$.
A key observation is that when taking $\stackrel{\circ}{\Gamma}=\widetilde{\Gamma}$ defined in (Eq. D.21) and $\Pi=\Pi_{\mathrm{NN}}^{|\mathcal{A}|}$, we have $\mathcal{E}_{1}=\mathcal{D}(\Pi)$ in (Eq. D.24). To apply Lemma D. 4 for bounding $\mathcal{E}_{1}$, we only need to verify the assertion (Eq. D.25). In fact, due to Assumption 6.A.2, we see that $y, \mu_{A_{j}}(\mathbf{x})$, and $e_{A_{j}}(\mathbf{x})$ are all bounded. A simple calculation yields $\sup _{(\mathbf{x}, y) \in \mathcal{M} \times \mathbb{R}}|\Gamma(\mathbf{x}, y)| \leq J=$ $2 M / \eta+M$. Therefore, we bound $\mathcal{E}_{1}$ as
with probability no less than $1-2 \delta$.
Bounding $\mathcal{E}_{2}$. The $\mathcal{E}$ term depends on the difference between $\widetilde{\Gamma}_{i}$ and $\widehat{\Gamma}_{i}$, where $\widetilde{\Gamma}_{i}$ and $\widehat{\Gamma}_{i}$ are defined in (Eq. D.21) and (Eq. 6.7), respectively. In $\mathcal{E}_{2}$, we have

$$
\begin{aligned}
\widetilde{\Delta}\left(\pi_{1}, \pi_{2}\right)-\widehat{\Delta}\left(\pi_{1}, \pi_{2}\right) & =\frac{1}{n_{2}} \sum_{i=n_{1}+1}^{n}\left\langle\pi_{1}\left(\mathbf{x}_{i}\right)-\pi_{2}\left(\mathbf{x}_{i}\right), \widetilde{\Gamma}_{i}-\widehat{\Gamma}_{i}\right\rangle \\
& =\sum_{j=1}^{|\mathcal{A}|} \frac{1}{n_{2}} \sum_{i=n_{1}+1}^{n}\left(\pi_{1, j}\left(\mathbf{x}_{i}\right)-\pi_{2, j}\left(\mathbf{x}_{i}\right)\right)\left(\widetilde{\Gamma}_{i, j}-\widehat{\Gamma}_{i, j}\right),
\end{aligned}
$$

where $\pi_{k, j}$ and $\widetilde{\Gamma}_{i, j}$ denote the $j$-th element of $\pi_{k}$ and $\widetilde{\Gamma}_{i}$, respectively. Define

$$
\Lambda_{j}\left(\pi_{1}, \pi_{2}\right)=\frac{1}{n_{2}} \sum_{i=n_{1}+1}^{n}\left(\pi_{1, j}\left(\mathbf{x}_{i}\right)-\pi_{2, j}\left(\mathbf{x}_{i}\right)\right)\left(\widetilde{\Gamma}_{i, j}-\widehat{\Gamma}_{i, j}\right) \in \mathbb{R}, \quad \text { for } j=1, \ldots,|\mathcal{A}| .
$$

Then we can write $\widetilde{\Delta}\left(\pi_{1}, \pi_{2}\right)-\widehat{\Delta}\left(\pi_{1}, \pi_{2}\right)$ as

$$
\begin{equation*}
\widetilde{\Delta}\left(\pi_{1}, \pi_{2}\right)-\widehat{\Delta}\left(\pi_{1}, \pi_{2}\right)=\sum_{j=1}^{|\mathcal{A}|} \Lambda_{j}\left(\pi_{1}, \pi_{2}\right) \tag{D.30}
\end{equation*}
$$

The error term $\widetilde{\Gamma}_{i, j}-\widehat{\Gamma}_{i, j}$ in $\Lambda_{j}\left(\pi_{1}, \pi_{2}\right)$ depends on the estimation error of $\widehat{\mu}_{A_{j}}$ and $\widehat{e}_{A_{j}}$. Based on the source of the error, we decompose each $\Lambda_{j}\left(\pi_{1}, \pi_{2}\right)$ into three terms:

$$
\begin{align*}
\Lambda_{j}\left(\pi_{1}, \pi_{2}\right)= & \frac{1}{n_{2}} \sum_{i=n_{1}+1}^{n}\left(\pi_{1, j}\left(\mathbf{x}_{i}\right)-\pi_{2, j}\left(\mathbf{x}_{i}\right)\right)\left[\left(\frac{y_{i}-\mu_{A_{j}}\left(\mathbf{x}_{i}\right)}{e_{A_{j}}\left(\mathbf{x}_{i}\right)} \mathbb{1}_{\left\{\mathbf{a}_{i}=A_{j}\right\}}+\mu_{A_{j}}\left(\mathbf{x}_{i}\right)\right)\right. \\
& \left.-\left(\frac{y_{i}-\widehat{\mu}_{A_{j}}\left(\mathbf{x}_{i}\right)}{\widehat{e}_{A_{j}}\left(\mathbf{x}_{i}\right)} \mathbb{1}_{\left\{\mathbf{a}_{i}=A_{j}\right\}}+\widehat{\mu}_{A_{j}}\left(\mathbf{x}_{i}\right)\right)\right] \\
= & \frac{1}{n_{2}} \sum_{i=n_{1}+1}^{n}\left(\pi_{1, j}\left(\mathbf{x}_{i}\right)-\pi_{2, j}\left(\mathbf{x}_{i}\right)\right)\left(\mu_{A_{j}}\left(\mathbf{x}_{i}\right)-\widehat{\mu}_{A_{j}}\left(\mathbf{x}_{i}\right)\right) \\
& +\frac{1}{n_{2}} \sum_{i=n_{1}+1}^{n}\left(\pi_{1, j}\left(\mathbf{x}_{i}\right)-\pi_{2, j}\left(\mathbf{x}_{i}\right)\right) \mathbb{1}_{\left\{\mathbf{a}_{i}=A_{j}\right\}}\left(\frac{y_{i}-\mu_{A_{j}}\left(\mathbf{x}_{i}\right)}{e_{A_{j}}\left(\mathbf{x}_{i}\right)}-\frac{y_{i}-\widehat{\mu}_{A_{j}}\left(\mathbf{x}_{i}\right)}{\widehat{e}_{A_{j}}\left(\mathbf{x}_{i}\right)}\right) \\
= & S_{j}^{(1)}\left(\pi_{1, j}, \pi_{2, j}\right)+S_{j}^{(2)}\left(\pi_{1, j}, \pi_{2, j}\right)+S_{j}^{(3)}\left(\pi_{1, j}, \pi_{2, j}\right), \tag{D.31}
\end{align*}
$$

where

$$
\begin{aligned}
& S_{j}^{(1)}\left(\pi_{1, j}, \pi_{2, j}\right)=\frac{1}{n_{2}} \sum_{i=n_{1}+1}^{n}\left(\pi_{1, j}\left(\mathbf{x}_{i}\right)-\pi_{2, j}\left(\mathbf{x}_{i}\right)\right)\left(\mu_{A_{j}}\left(\mathbf{x}_{i}\right)-\widehat{\mu}_{A_{j}}\left(\mathbf{x}_{i}\right)\right)\left(1-\frac{\mathbb{1}_{\left\{\mathbf{a}_{i}=A_{j}\right\}}}{e_{A_{j}}\left(\mathbf{x}_{i}\right)}\right), \\
& S_{j}^{(2)}\left(\pi_{1, j}, \pi_{2, j}\right)=\frac{1}{n_{2}} \sum_{\left\{n_{1}+1 \leq i \leq n \mid \mathbf{a}_{i}=A_{j}\right\}}\left(\pi_{1, j}\left(\mathbf{x}_{i}\right)-\pi_{2, j}\left(\mathbf{x}_{i}\right)\right)\left(y_{i}-\mu_{A_{j}}\left(\mathbf{x}_{i}\right)\right)\left(\frac{1}{e_{A_{j}}\left(\mathbf{x}_{i}\right)}-\frac{1}{\widehat{e}_{A_{j}}\left(\mathbf{x}_{i}\right)}\right), \\
& S_{j}^{(3)}\left(\pi_{1, j}, \pi_{2, j}\right)=\frac{1}{n_{2}} \sum_{\left\{n_{1}+1 \leq i \leq n \mid \mathbf{a}_{i}=A_{j}\right\}}\left(\pi_{1, j}\left(\mathbf{x}_{i}\right)-\pi_{2, j}\left(\mathbf{x}_{i}\right)\right)\left(\widehat{\mu}_{A_{j}}\left(\mathbf{x}_{i}\right)-\mu_{A_{j}}\left(\mathbf{x}_{i}\right)\right)\left(\frac{1}{\widehat{e}_{A_{j}}\left(\mathbf{x}_{i}\right)}-\frac{1}{e_{A_{j}}\left(\mathbf{x}_{i}\right)}\right) .
\end{aligned}
$$

Here $S_{j}^{(1)}\left(\pi_{1, j}, \pi_{2, j}\right)$ and $S_{j}^{(2)}\left(\pi_{1, j}, \pi_{2, j}\right)$ can be bounded using Lemma D.4. $S_{j}^{(3)}\left(\pi_{1, j}, \pi_{2, j}\right)$ contains the product of the estimation error of $\widehat{\mu}_{A_{j}}$ and $\widehat{e}_{A_{j}}$, which gives the doubly robust
property. According to (Eq. D.30) and (Eq. D.31),

$$
\begin{align*}
\mathcal{E}_{2} & =\sup _{\pi_{1}, \pi_{2} \in \Pi_{\mathrm{NN}}^{\mid \mathcal{A} \mathcal{A}}}\left[\sum_{j=1}^{|\mathcal{A}|} S_{j}^{(1)}\left(\pi_{1, j}, \pi_{2, j}\right)+S_{j}^{(2)}\left(\pi_{1, j}, \pi_{2, j}\right)+S_{j}^{(3)}\left(\pi_{1, j}, \pi_{2, j}\right)\right] \\
& \leq \sum_{j=1}^{|\mathcal{A}|} \sup _{\pi_{1}, \pi_{2} \in \Pi_{\mathrm{NN}}^{|\mathcal{A}|}} S_{j}^{(1)}\left(\pi_{1, j}, \pi_{2, j}\right)+\sup _{\pi_{1}, \pi_{2} \in \Pi_{\mathrm{NN}}^{|\mathcal{A}|}} S_{j}^{(2)}\left(\pi_{1, j}, \pi_{2, j}\right)+\sup _{\pi_{1}, \pi_{2} \in \Pi_{\mathrm{NN}}^{|\mathcal{A}|}} S_{j}^{(3)}\left(\pi_{1, j}, \pi_{2, j}\right) . \tag{D.32}
\end{align*}
$$

In the rest of the proof, when there is no ambiguity, we omit the dependency on $\left(\pi_{1, j}, \pi_{2, j}\right)$ and use the notations $S_{j}^{(1)}, S_{j}^{(2)}$ and $S_{j}^{(3)}$. We next derive the bounds for the $S_{j}^{(1)}, S_{j}^{(2)}$ and $S_{j}^{(3)}$ terms in the right hand side of (Eq. D.32) respectively.

Bounding $\sup _{\pi_{1}, \pi_{2} \in \Pi_{\mathrm{NN}}^{|\mathcal{A}|}} S_{j}^{(1)}:$ For $S_{j}^{(1)}$, one can show that $\mathbb{E}\left[S_{j}^{(1)}\right]=0$ :

$$
\begin{aligned}
& \mathbb{E}\left[S_{j}^{(1)}\right] \\
= & \mathbb{E}\left[\frac{1}{n_{2}} \sum_{i=n_{1}+1}^{n} \mathbb{E}\left[\left.\left(\pi_{1, j}\left(\mathbf{x}_{i}\right)-\pi_{2, j}\left(\mathbf{x}_{i}\right)\right)\left(\mu_{A_{j}}\left(\mathbf{x}_{i}\right)-\widehat{\mu}_{A_{j}}\left(\mathbf{x}_{i}\right)\right)\left(1-\frac{\mathbb{1}_{\left\{\mathbf{a}_{i}=A_{j}\right\}}}{e_{A_{j}}\left(\mathbf{x}_{i}\right)}\right) \right\rvert\, \mathbf{x}_{i}\right]\right] \\
= & \mathbb{E}\left[\frac{1}{n_{2}} \sum_{i=n_{1}+1}^{n}\left(\pi_{1, j}\left(\mathbf{x}_{i}\right)-\pi_{2, j}\left(\mathbf{x}_{i}\right)\right)\left(\mu_{A_{j}}\left(\mathbf{x}_{i}\right)-\widehat{\mu}_{A_{j}}\left(\mathbf{x}_{i}\right)\right) \mathbb{E}\left[\left.1-\frac{\mathbb{1}_{\left\{\mathbf{a}_{i}=A_{j}\right\}}}{e_{A_{j}}\left(\mathbf{x}_{i}\right)} \right\rvert\, \mathbf{x}_{i}\right]\right]=0 .
\end{aligned}
$$

Denote

$$
\bar{\Gamma}^{(1, j)}\left(\mathbf{x}_{i}\right)=\left(\mu_{A_{j}}\left(\mathbf{x}_{i}\right)-\widehat{\mu}_{A_{j}}\left(\mathbf{x}_{i}\right)\right)\left(1-\frac{\mathbb{1}_{\left\{\mathbf{a}_{i}=A_{j}\right\}}}{e_{A_{j}}\left(\mathbf{x}_{i}\right)}\right) \in \mathbb{R},
$$

then we have

$$
\begin{align*}
& \sup _{\pi_{1}, \pi_{2} \in \Pi_{\mathrm{NN}}^{|\mathcal{A}|}} S_{j}^{(1)}=\sup _{\pi_{1}, \pi_{2} \in \Pi_{\mathrm{NN}}^{|\mathcal{A}|}} S_{j}^{(1)}-\mathbb{E}\left[S_{j}^{(1)}\right] \\
= & \sup _{\pi_{1}, \pi_{2} \in \Pi_{\mathrm{NN}}^{|\mathcal{A}|}} \frac{1}{n_{2}} \sum_{i=n_{1}+1}^{n}\left(\pi_{1, j}\left(\mathbf{x}_{i}\right)-\pi_{2, j}\left(\mathbf{x}_{i}\right)\right) \bar{\Gamma}^{(1, j)}\left(\mathbf{x}_{i}\right) \\
& -\mathbb{E}\left[\frac{1}{n_{2}} \sum_{i=n_{1}+1}^{n}\left(\pi_{1, j}\left(\mathbf{x}_{i}\right)-\pi_{2, j}\left(\mathbf{x}_{i}\right)\right) \bar{\Gamma}^{(1, j)}\left(\mathbf{x}_{i}\right)\right] . \tag{D.33}
\end{align*}
$$

The expression in (Eq. D.33) resembles the same form as $\mathcal{D}$ in (Eq. D.27) with $\stackrel{\circ}{\Gamma}=$ $\bar{\Gamma}^{(1, j)}(\mathbf{x})$ and $\Pi=\Pi_{\mathrm{NN}}^{|\mathcal{A}|}$. Therefore, we can estimate $\sup _{\pi_{1}, \pi_{2} \in \Pi_{\mathrm{NN}}^{|\mathcal{A}|}} S_{j}^{(1)}$ using Lemma D.4. Due to Assumption 6.A.2, for any $\mathbf{x} \in \mathcal{M}$, we have $\left|\bar{\Gamma}^{(1, j)}(\mathbf{x})\right| \leq 2 M / \eta$. After substituting $J=2 M / \eta$ in Lemma D.4, we have

$$
\begin{align*}
\sup _{\pi_{1}, \pi_{2} \in \Pi_{\mathrm{NN}}^{|\mathcal{A}|}} S_{j}^{(1)} \leq & \inf _{\lambda} 4 \lambda+\frac{96}{\sqrt{n_{2}}} \int_{\lambda}^{\max _{\pi \in \Pi_{\mathrm{NN}}^{\mid \mathcal{A}}}\|\pi\|_{\Gamma}} \sqrt{\log \mathcal{N}\left(\theta, \Pi,\|\cdot\|_{\Gamma}\right)} d \theta \\
& +(24 M / \eta) \sqrt{\frac{\log 1 / \delta}{2 n_{2}}} \tag{D.34}
\end{align*}
$$

with probability no less than $1-2 \delta$.
Bounding $\sup _{\pi_{1}, \pi_{2} \in \Pi_{\mathrm{NN}}^{|\mathcal{A}|}} S_{j}^{(2)}$ : Similarly, one can show $\mathbb{E}\left[S_{j}^{(2)}\right]=0$. Denote

$$
\bar{\Gamma}^{(2, j)}\left(\mathbf{x}_{i}, y_{i}\right)=\left(y_{i}-\mu_{A_{j}}\left(\mathbf{x}_{i}\right)\right)\left(\frac{1}{e_{A_{j}}\left(\mathbf{x}_{i}\right)}-\frac{1}{\widehat{e}_{A_{j}}\left(\mathbf{x}_{i}\right)}\right) \mathbb{1}_{\left\{\mathbf{a}_{i}=A_{j}\right\}} \in \mathbb{R} .
$$

We follow the same calculation in (Eq. D.33) to express $\sup _{\pi_{1}, \pi_{2} \in \Pi_{\mathrm{NN}}^{|\mathcal{A}|}} S_{j}^{(2)}$ in the same form as $\mathcal{D}$ in (Eq. D.27) with $\Gamma=\bar{\Gamma}^{(2, j)}$ and $\Pi=\Pi_{N N}^{|\mathcal{A}|}$.

An upper bound of $\sup _{(\mathbf{x}, y)}\left|\bar{\Gamma}^{(2, j)}(\mathbf{x})\right|$ can be derived as follows. With $\mathcal{G}_{\text {NN }}$ chosen in (Eq. 6.15), its output is bounded by $M$, which implies $\widehat{e}_{A_{j}} \geq\left(|\mathcal{A}| e^{2 M}\right)^{-1}$. Thus

$$
\left|\frac{1}{e_{A_{j}}\left(\mathbf{x}_{i}\right)}-\frac{1}{\widehat{e}_{A_{j}}\left(\mathbf{x}_{i}\right)}\right| \leq|\mathcal{A}| e^{2 M},
$$

since $M \geq-\log \eta$ by (Eq. 6.12). By Assumption 6.A. 2 and (Eq. 6.12), we have $\sup _{\mathbf{x}, y}\left|y-\mu_{A_{j}}(\mathbf{x})\right| \leq 2 M$ hold for any $j=1, \ldots,|\mathcal{A}|$. Therefore, we have

$$
\begin{equation*}
\sup _{(\mathbf{x}, y) \in \mathcal{M} \times \mathbb{R}}\left|\Gamma^{(2, j)}(\mathbf{x})\right| \leq 2|\mathcal{A}| e^{2 M} M \tag{D.35}
\end{equation*}
$$

Using Lemma D. 4 and substituting $J=2|\mathcal{A}| e^{2 M} M$ give rise to

$$
\begin{align*}
\sup _{\pi_{1}, \pi_{2} \in \Pi_{\mathrm{NN}}^{|\mathcal{A}|}} S_{j}^{(2)} \leq & \inf _{\lambda} 4 \lambda+\frac{96}{\sqrt{n_{2}}} \int_{\lambda}^{\underset{\pi \in \Pi_{\mathrm{NN}}^{\mid \mathcal{A}}}{\max }\|\pi\|_{\Gamma}} \sqrt{\log \mathcal{N}\left(\theta, \Pi,\|\cdot\|_{\Gamma}\right)} d \theta \\
& +\left(24|\mathcal{A}| e^{2 M} M\right) \sqrt{\frac{\log 1 / \delta}{2 n_{2}}} \tag{D.36}
\end{align*}
$$

with probability no less than $1-2 \delta$.

Bounding $\sup _{\pi_{1}, \pi_{2} \in \Pi_{\mathrm{NN}}^{|\mathcal{A}|}} S_{j}^{(3)}$ : We next derive an upper bound of $\sup _{\pi_{1}, \pi_{2} \in \Pi_{\mathrm{NN}}^{|\mathcal{A}|}} S_{j}^{(3)}$ as the product of the estimation errors of the $\widehat{\mu}_{A_{j}}$ 's and the $\widehat{e}_{A_{j}}$ 's:

$$
\begin{aligned}
& \sup _{\pi_{1}, \pi_{2} \in \Pi_{\mathrm{NN}}^{|\mathcal{A}|}} S_{j}^{(3)} \\
& =\frac{1}{n_{2}} \sup _{\pi_{1}, \pi_{2} \in \Pi_{\mathrm{NN}}^{|\mathcal{A}|}} \sum_{\left\{n_{1}+1 \leq i \leq n \mid \mathbf{a}_{i}=A_{j}\right\}}\left(\pi_{1, j}\left(\mathbf{x}_{i}\right)-\pi_{2, j}\left(\mathbf{x}_{i}\right)\right)\left(\widehat{\mu}_{A_{j}}\left(\mathbf{x}_{i}\right)-\mu_{A_{j}}\left(\mathbf{x}_{i}\right)\right)\left(\frac{1}{\widehat{e}_{A_{j}}\left(\mathbf{x}_{i}\right)}-\frac{1}{e_{A_{j}}\left(\mathbf{x}_{i}\right)}\right) \\
& \leq \frac{1}{n_{2}} \sum_{i=n_{1}+1}^{n}\left|\widehat{\mu}_{A_{j}}\left(\mathbf{x}_{i}\right)-\mu_{A_{j}}\left(\mathbf{x}_{i}\right)\right|\left|\frac{1}{\widehat{e}_{A_{j}}\left(\mathbf{x}_{i}\right)}-\frac{1}{e_{A_{j}}\left(\mathbf{x}_{i}\right)}\right|
\end{aligned}
$$

$$
\text { (since } \left.\left|\pi_{1, j}\left(\mathbf{x}_{i}\right)-\pi_{2, j}\left(\mathbf{x}_{i}\right)\right| \leq 1\right)
$$

$$
\leq \sqrt{\frac{1}{n_{2}} \sum_{i=n_{1}+1}^{n}\left(\widehat{\mu}_{A_{j}}\left(\mathbf{x}_{i}\right)-\mu_{A_{j}}\left(\mathbf{x}_{i}\right)\right)^{2}} \sqrt{\frac{1}{n_{2}} \sum_{i=n_{1}+1}^{n}\left(\frac{1}{\widehat{e}_{A_{j}}\left(\mathbf{x}_{i}\right)}-\frac{1}{e_{A_{j}}\left(\mathbf{x}_{i}\right)}\right)^{2}}
$$

(by Cauchy-Schwarz)

$$
\begin{equation*}
\leq \eta^{-1}|\mathcal{A}| e^{2 M} \sqrt{\frac{1}{n_{2}} \sum_{i=n_{1}+1}^{n}\left(\widehat{\mu}_{A_{j}}\left(\mathbf{x}_{i}\right)-\mu_{A_{j}}\left(\mathbf{x}_{i}\right)\right)^{2}} \sqrt{\frac{1}{n_{2}} \sum_{i=n_{1}+1}^{n}\left(\widehat{e}_{A_{j}}\left(\mathbf{x}_{i}\right)-e_{A_{j}}\left(\mathbf{x}_{i}\right)\right)^{2}} \tag{D.37}
\end{equation*}
$$

where the last inequality holds since $e_{A_{j}} \geq \eta$ by Assumption 6.A. 2 and $\widehat{e}_{A_{j}} \geq$

$$
\left(|\mathcal{A}| e^{2 M}\right)^{-1} . \text { We denote }
$$

$\omega_{j}=\eta^{-1}|\mathcal{A}| e^{2 M} \sqrt{\frac{1}{n_{2}} \sum_{i=n_{1}+1}^{n}\left(\widehat{\mu}_{A_{j}}\left(\mathbf{x}_{i}\right)-\mu_{A_{j}}\left(\mathbf{x}_{i}\right)\right)^{2}} \sqrt{\frac{1}{n_{2}} \sum_{i=n_{1}+1}^{n}\left(\widehat{e}_{A_{j}}\left(\mathbf{x}_{i}\right)-e_{A_{j}}\left(\mathbf{x}_{i}\right)\right)^{2}}$,
and write $\sup _{\pi_{1}, \pi_{2} \in \Pi_{\mathrm{NN}}^{|\mathcal{A}|}} S_{j}^{(3)} \leq \omega_{j}$.
Putting the $S_{j}^{(1)}$, $S_{j}^{(2)}$ and $S_{j}^{(3)}$ terms together: Combining (Eq. D.34), (Eq. D.36), (Eq. D.37) gives rise to

$$
\begin{aligned}
& \sup _{\pi_{1}, \pi_{2} \in \Pi_{\mathrm{NN}}^{|\mathcal{A}|}} \Lambda_{j}\left(\pi_{1}, \pi_{2}\right) \leq \sup _{\pi_{1}, \pi_{2} \in \Pi_{\mathrm{NN}}^{\mid \mathcal{A N}}} S_{j}^{(1)}+\sup _{\pi_{1}, \pi_{2} \in \Pi_{\mathrm{NN}}^{|\mathcal{A}|}} S_{j}^{(2)}+\sup _{\pi_{1}, \pi_{2} \in \Pi_{\mathrm{NN}}^{\mid \mathcal{A N}}} S_{j}^{(3)} \\
& \leq \inf _{\lambda} 8 \lambda+\frac{192}{\sqrt{n_{2}}} \int_{\lambda}^{\max \in \Pi_{\mathrm{NN}}^{\mid \mathcal{A}} \mid \pi \|_{\Gamma}} \sqrt{\log \mathcal{N}\left(\theta, \Pi_{\mathrm{NN}}^{|\mathcal{A}|},\|\cdot\|_{\Gamma}\right)} d \theta+48|\mathcal{A}| e^{2 M} M \sqrt{\frac{\log 1 / \delta}{2 n_{2}}}+\omega_{j}
\end{aligned}
$$

with probability no less than $1-4 \delta$ where we used $e^{2 M} \geq \eta^{-1}$ according to (Eq. 6.12).

According to (Eq. D.32), we can apply the union probability bound for $j=1, \ldots,|\mathcal{A}|$ and obtain

$$
\begin{align*}
\mathcal{E}_{2}= & \sup _{\pi_{1}, \pi_{2} \in \Pi_{\mathrm{NN}}^{\mid \mathcal{A N}}} \widetilde{\Delta}\left(\pi_{1}, \pi_{2}\right)-\widehat{\Delta}\left(\pi_{1}, \pi_{2}\right) \\
\leq & \inf _{\lambda} 8|\mathcal{A}| \lambda+\frac{192|\mathcal{A}|}{\sqrt{n_{2}}} \int_{\lambda}^{\max _{\lambda} \Pi_{\mathrm{NN}}^{\mathcal{A} \mid} \mid \pi \|_{\Gamma}} \sqrt{\log \mathcal{N}\left(\theta, \Pi_{\mathrm{NN}}^{|\mathcal{A}|},\|\cdot\|_{\Gamma}\right)} d \theta \\
& +48|\mathcal{A}|^{2} e^{2 M} M \sqrt{\frac{\log 1 / \delta}{2 n_{2}}}+\sum_{j=1}^{|\mathcal{A}|} \omega_{j} \tag{D.39}
\end{align*}
$$

with probability no less than $1-4|\mathcal{A}| \delta$.
Combining (Eq. D.29) and (Eq. D.39), we have

$$
\left(\mathrm{II}_{1}\right) \leq \inf _{\lambda}(8|\mathcal{A}|+4) \lambda+\frac{192|\mathcal{A}|+96}{\sqrt{n_{2}}} \int_{\lambda}^{\max _{\pi \in \Pi_{\mathrm{NN}} \mid \mathcal{A N}}\|\pi\|_{\Gamma}} \sqrt{\log \mathcal{N}\left(\theta, \Pi_{\mathrm{NN}}^{|\mathcal{A}|},\|\cdot\|_{\Gamma}\right)} d \theta
$$

$$
\begin{equation*}
+\sum_{j=1}^{|\mathcal{A}|} \omega_{j}+\left(72|\mathcal{A}|^{2} e^{2 M} M+12 M\right) \sqrt{\frac{\log 1 / \delta}{2 n_{2}}} \tag{D.40}
\end{equation*}
$$

with probability at least $1-6|\mathcal{A}| \delta$.

- Putting $\left(\mathrm{I}_{1}\right),\left(\mathrm{II}_{1}\right)$ together. Putting our estimates of $\left(\mathrm{I}_{1}\right)$ in (Eq. D.20) and $\left(\mathrm{II}_{1}\right)$ in (Eq. D.40) together, we get

$$
\begin{align*}
R\left(\pi_{\beta}^{*}, \widehat{\pi}_{\mathrm{DR}}\right) \leq & \left.|\mathcal{A}| M \epsilon+\inf _{\lambda}(8|\mathcal{A}|+4) \lambda+\frac{192|\mathcal{A}|+96}{\sqrt{n_{2}}} \int_{\lambda}^{\max _{\pi \in \Pi_{\mathrm{NN}}^{|\mathcal{A}|}\|\pi\|_{\Gamma}} \sqrt{\log \mathcal{N}\left(\theta, \Pi_{\mathrm{NN}}^{|\mathcal{A}|},\|\cdot\|_{\Gamma}\right)} d \theta} \begin{array}{l}
\text { (D.41) }
\end{array}\right)=\sum_{j=1}^{|\mathcal{A}|} \omega_{j}+84|\mathcal{A}|^{2} e^{2 M} M \sqrt{\frac{\log 1 / \delta}{2 n_{2}}}
\end{align*}
$$

with probability at least $1-6|\mathcal{A}| \delta$. The upper bound in (Eq. D.41) depends on the covering number $\mathcal{N}\left(\theta, \Pi_{\mathrm{NN}}^{|\mathcal{A}|},\|\cdot\|_{\Gamma}\right)$ and the integral upper limit $\max _{\pi \in \Pi_{\mathrm{NN}}^{|\mathcal{A}|}}\|\pi\|_{\Gamma}$ which can be estimated by the following lemmas (see the proofs in Appendix D.3.4 and Appendix D.3.5 respectively):

Lemma D.5. Suppose Assumption 6.A.2 and 6.A.3 hold and define $\Pi_{\mathrm{NN}}^{|\mathcal{A}|}$ according to (Eq. 6.19). Then

$$
\begin{equation*}
\mathcal{N}\left(\theta, \Pi_{\mathrm{NN}}^{|\mathcal{A}|},\|\cdot\|_{\Gamma}\right) \leq\left(\frac{2(|\mathcal{A}| M+2 M / \eta) L_{\Pi}^{2}\left(p_{\Pi} R /|\mathcal{A}|+2\right) \kappa_{\Pi}^{L}\left(p_{\Pi} /|\mathcal{A}|\right)^{L_{\Pi}+1}}{\theta}\right)^{K_{\Pi}} \tag{D.42}
\end{equation*}
$$

Lemma D.6. Suppose Assumptions 6.A.2 and 6.A.3 hold. For any $\pi \in \Pi_{N N}^{|\mathcal{A}|}$, the following holds

$$
\begin{equation*}
\|\pi\|_{\Gamma}^{2} \leq(2 M / \eta+|\mathcal{A}| M)^{2} \tag{D.43}
\end{equation*}
$$

Setting the network parameter as in (Eq. D.19) and using (Eq. D.42), we have

$$
\begin{equation*}
\log \mathcal{N}\left(\theta, \Pi_{\mathrm{NN}}^{|\mathcal{A}|},\|\cdot\|_{\Gamma}\right) \leq C_{1}|\mathcal{A}| \epsilon^{-\frac{d}{\beta}} \log \frac{1}{\epsilon}\left(\log ^{2} \frac{1}{\epsilon}+\log \frac{1}{\theta}\right) \tag{D.44}
\end{equation*}
$$

with $C_{1}$ depending on $\log D, d, B, \tau, \eta, \beta$, and the surface area of $\mathcal{M}$.
Substituting (Eq. D.44) and (Eq. D.43) into (Eq. D.41) gives

$$
\begin{align*}
R\left(\pi_{\beta}^{*}, \widehat{\pi}_{\mathrm{DR}}\right) \leq & |\mathcal{A}| M \epsilon+\sum_{j=1}^{|\mathcal{A}|} \omega_{j}+84|\mathcal{A}|^{2} e^{2 M} M \sqrt{\frac{\log 1 / \delta}{2 n_{2}}} \\
& +\inf _{\lambda} 12|\mathcal{A}| \lambda+\frac{288|\mathcal{A}|}{\sqrt{n_{2}}} \int_{\lambda}^{|\mathcal{A}| M+2 M / \eta} \sqrt{C_{1}|\mathcal{A}| \epsilon^{-\frac{d}{\beta}} \log \frac{1}{\epsilon}\left(\log ^{2} \frac{1}{\epsilon}+\log \frac{1}{\theta}\right)} d \theta \\
\leq & |\mathcal{A}| M \epsilon+\sum_{j=1}^{|\mathcal{A}|} \omega_{j}+84|\mathcal{A}|^{2} e^{2 M} M \sqrt{\frac{\log 1 / \delta}{2 n_{2}}}+\inf _{\lambda} 12|\mathcal{A}| \lambda \\
& +C_{2} \frac{288|\mathcal{A}|^{3 / 2}}{\sqrt{n_{2}}} M \eta^{-1} \epsilon^{-\frac{d}{2 \beta}} \sqrt{\log \frac{1}{\epsilon}\left(\log ^{2} \frac{1}{\epsilon}+\log \frac{1}{\lambda}\right)} \tag{D.45}
\end{align*}
$$

with probability no less than $1-6|\mathcal{A}| \delta$ and $C_{2}$ depending on $\log D, d, B, \tau, \eta, \beta$, and the surface area of $\mathcal{M}$. Setting $\epsilon=n_{2}^{-\frac{\beta}{2 \beta+d}}, \delta=n_{2}^{-\frac{\beta}{2 \beta+d}}, \lambda=n_{2}^{-\frac{\beta}{2 \beta+d}}$ implies (Eq. 6.20) and (Eq. 6.21) in Theorem 6.1.

## D.2.2 Proof of Corollary 6.1

Proof. Corollary 6.1 is proved based on Theorem 6.1 and Lemma 6.1. We first derive an upper bound of the $\omega_{j}$ 's using Lemma 6.1. Taking an expectation on the both sides of (Eq. D.38) gives rise to

$$
\begin{aligned}
\mathbb{E}\left[\omega_{j}\right] & \leq \eta^{-1}|\mathcal{A}| e^{2 M} \mathbb{E}\left[\sqrt{\frac{1}{n_{2}} \sum_{i=n_{1}+1}^{n}\left(\widehat{\mu}_{A_{j}}\left(\mathbf{x}_{i}\right)-\mu_{A_{j}}\left(\mathbf{x}_{i}\right)\right)^{2}} \sqrt{\frac{1}{n_{2}} \sum_{i=n_{1}+1}^{n}\left(\widehat{e}_{A_{j}}\left(\mathbf{x}_{i}\right)-e_{A_{j}}\left(\mathbf{x}_{i}\right)\right)^{2}}\right] \\
& \leq \eta^{-1}|\mathcal{A}| e^{2 M} \sqrt{\mathbb{E}\left[\left\|\widehat{\mu}_{A_{j}}-\mu_{A_{j}}\right\|_{L^{2}}^{2}\right]} \sqrt{\mathbb{E}\left[\left\|e_{A_{j}}-\widehat{e}_{A_{j}}\right\|_{L^{2}}^{2}\right]} \\
& \leq C_{1} e^{2 M}(M+\sigma) \eta^{-\frac{3 \alpha+d}{2 \alpha+d}}|\mathcal{A}|^{\frac{8 \alpha+3 d}{2(2 \alpha+d)}} n_{1}^{-\frac{2 \alpha}{2 \alpha+d}} \log ^{3} n_{1},
\end{aligned}
$$

where the second inequality is due to Jensen's inequality and the unconfoundedness condition in Assumption 6.1, the last inequality is due to Lemma 6.1, and $C_{1}$ is a constant
depending on $\log D, d, B, \tau, \alpha$ and the surface area of $\mathcal{M}$.
By Markov's inequality, for any $\delta>0$,

$$
\begin{equation*}
\mathbb{P}\left(\omega_{j}>\delta\right) \leq \frac{\mathbb{E}\left[\omega_{j}\right]}{\delta} \leq \frac{1}{\delta} C_{1} G_{1} n_{1}^{-\frac{2 \alpha}{2 \alpha+d}} \log ^{3} n_{1} \tag{D.46}
\end{equation*}
$$

where $G_{1}=e^{2 M}(M+\sigma) \eta^{-\frac{3 \alpha+d}{2 \alpha+d}}|\mathcal{A}|^{\frac{8 \alpha+3 d}{2(2 \alpha+d)}}$. Applying a union probability bound gives rise to

$$
\begin{equation*}
\mathbb{P}\left(\sum_{j=1}^{|\mathcal{A}|} \omega_{j}>|\mathcal{A}| \delta\right) \leq \frac{C_{1}}{\delta}|\mathcal{A}| G_{1} n_{1}^{-\frac{2 \alpha}{2 \alpha+\alpha}} \log ^{3} n_{1} \tag{D.47}
\end{equation*}
$$

Substituting (Eq. D.47) into (Eq. 6.21) and setting $\delta=C_{1}|\mathcal{A}| G_{1} n_{1}^{-\frac{\alpha}{2 \alpha+d}}$, we get

$$
\begin{aligned}
R\left(\pi_{\beta}^{*}, \widehat{\pi}_{\mathrm{DR}}\right) & \leq C_{2} e^{2 M}|\mathcal{A}|^{2}(M+\sigma) n_{2}^{-\frac{\beta}{2 \beta+d}} \log ^{3 / 2} n_{2}+C_{1}|\mathcal{A}|^{2} G_{1} n_{1}^{-\frac{\alpha}{2 \alpha+d}} \\
& \leq C_{3} e^{2 M}|\mathcal{A}|^{\frac{16 \alpha+7 d}{2(2 \alpha+d)}}(M+\sigma) n^{-\frac{\alpha \wedge \beta}{2(\alpha \wedge \beta)+d}} \log ^{3 / 2} n
\end{aligned}
$$

with probability no less than $1-C_{4} n^{-\frac{\alpha \wedge \beta}{2(\alpha \wedge \beta)+d}} \log ^{3} n$, where $C_{4}$ is an absolute constant, $C_{2}, C_{3}$ are constants depending on $\log D, d, B, \tau, \alpha, \beta, \eta$, and the surface area of $\mathcal{M}$.

## D.2.3 Proof of Learning Unconstrained Policy

Proof. Proof of Theorem Theorem 6.2.In Theorem 6.2, $\pi^{*}$ is the unconstrained optimal policy. We prove Theorem 6.2 in a similar manner as we prove Theorem 6.1. We first decompose the regret using an oracle inequality:

$$
\begin{equation*}
R\left(\pi^{*}, \widehat{\pi}_{\mathrm{DR}}\right)=\underbrace{Q\left(\pi^{*}\right)-Q\left(\widehat{\pi}^{*}\right)}_{\left(\mathrm{I}_{2}\right)}+\underbrace{Q\left(\widehat{\pi}^{*}\right)-Q\left(\widehat{\pi}_{\mathrm{DR}}\right)}_{\left(\mathrm{II}_{2}\right)}, \tag{D.48}
\end{equation*}
$$

where $\widehat{\pi}^{*}$ is the same as in (Eq. D.15). In (Eq. D.48), (I $I_{2}$ ) is the bias of approximating $\pi^{*}$ by the policy class $\Pi_{\mathrm{NN}(H)}^{|\mathcal{A}|}$, and $\left(\mathrm{II}_{2}\right)$ is the same as $\left(\mathrm{II}_{1}\right)$ in (Eq. D.16) which can be bounded
similarly.
Following the proof of Theorem Theorem 6.1 and Corollary 6.1, we can derive that

$$
\left(\mathrm{II}_{2}\right) \leq C_{1} e^{2 M}|\mathcal{A}|^{\frac{16 \alpha+7 d}{2(2 \alpha+d)}}(M+\sigma) n^{-\frac{\alpha}{2 \alpha+d}} \log ^{3 / 2} n \log ^{1 / 2}(1 / H)
$$

with probability no less than $1-C_{2} n^{-\frac{\alpha}{2 \alpha+d}} \log ^{3} n$ where $C_{2}$ is an absolute constant and $C_{1}$ depends on $\log D, d, B, \tau, \alpha$, and the surface area of $\mathcal{M}$. In addition, $\widehat{\pi}_{\mathrm{DR}} \in \Pi_{\mathrm{NN}(H)}^{|\mathcal{A}|}$ with $L_{\Pi}, p_{\Pi}, K_{\Pi}, \kappa_{\Pi}$ and $R_{\Pi}$ given in (Eq. 6.20). It remains to show $\left(\mathrm{I}_{2}\right) \leq 2 c M t^{q}+$ $M|\mathcal{A}|^{2} \exp \left[\left(-M t+2 n^{-\frac{2 \alpha}{2 \alpha+d}}\right) / H\right]$ for any $t \in(0,1)$.
Bounding $\left(\mathrm{I}_{2}\right)$. We estimate $Q\left(\pi^{*}\right)-Q\left(\widehat{\pi}^{*}\right)$ on two regions. The first region is, for any given $t \in(0,1)$,

$$
\chi_{t}=\left\{\mathbf{x} \mid \mathbf{x} \in \mathcal{M}, \mu_{A_{j^{*}(\mathbf{x})}}(\mathbf{x})-\max _{j \neq j^{*}(\mathbf{x})} \mu_{A_{j}}(\mathbf{x}) \leq M t\right\}
$$

with $j^{*}(\mathbf{x})=\operatorname{argmax}_{j} \mu_{A_{j}}(\mathbf{x})$. On $\chi_{t}$, the gap between $\mu_{A_{j^{*}(\mathbf{x})}}(\mathbf{x})$, the reward of the optimal action, and the reward of the second optimal action is smaller than $M t$. Assumption 6.A. 4 yields $\mathbb{P}\left(\chi_{t}\right) \leq c t^{q}$. The second region is

$$
\chi_{t}^{\complement}=\left\{\mathbf{x} \mid \mathbf{x} \in \mathcal{M}, \mu_{A_{j^{*}(\mathbf{x})}}(\mathbf{x})-\max _{j \neq j^{*}(\mathbf{x})} \mu_{A_{j}}(\mathbf{x})>M t\right\}
$$

on which the gap between $\mu_{A_{j^{*}}}(\mathbf{x})$ and the reward of any other action is larger than $M t$.
For any policy $\pi$, we have

$$
Q(\pi)=\mathbb{E}[Y(\pi(\mathbf{x}))]=\int_{\mathcal{M}}\langle\boldsymbol{\mu}(\mathbf{x}), \pi(\mathbf{x})\rangle d \mathbb{P}(\mathbf{x})
$$

where $\boldsymbol{\mu}(\mathbf{x})=\left[\mu_{A_{1}}(\mathbf{x}), \ldots, \mu_{A_{|\mathcal{A}|}}(\mathbf{x})\right]^{\top}$. According to $[214$, Theorem 2], for any $\epsilon \in(0,1)$, there is a neural network architecture $\mathcal{F}(L, p, K, \kappa, R)$ with
$L=O(\log 1 / \epsilon), p=O\left(\epsilon^{-\frac{d}{\alpha}}\right), K=O\left(\epsilon^{-\frac{d}{\alpha}} \log 1 / \epsilon\right), \kappa=\max \left\{B, M, \sqrt{d}, \tau^{2}\right\}, R=M$,
such that for each $\mu_{A_{j}}$, there exists $\widetilde{\mu}_{A_{j}} \in \mathcal{F}(L, p, K, \kappa, R)$ and $\left\|\widetilde{\mu}_{A_{j}}-\mu_{A_{j}}\right\|_{\infty} \leq \epsilon$.
Define $\widetilde{\pi}=\operatorname{Softmax}_{H}\left(\widetilde{\mu}_{A_{1}}, \ldots, \widetilde{\mu}_{A_{|\mathcal{A}|}}\right)$. Since $\widehat{\pi}^{*}=\arg \max _{\pi \in \Pi_{\mathrm{NN}(H)}^{\mid \mathcal{A} \mathcal{A}}} Q(\pi), \widetilde{\pi} \in$ $\Pi_{\mathrm{NN}(H)}^{|\mathcal{A}|}$, and $Q\left(\widehat{\pi}^{*}\right) \geq Q(\widetilde{\pi})$, we have

$$
\begin{align*}
Q\left(\pi^{*}\right)-Q\left(\widehat{\pi}^{*}\right) & \leq Q\left(\pi^{*}\right)-Q(\widetilde{\pi})=\int_{\mathcal{M}}\left\langle\boldsymbol{\mu}(\mathbf{x}), \pi^{*}(\mathbf{x})-\widetilde{\pi}(\mathbf{x})\right\rangle d \mathbb{P}(\mathbf{x}) \\
& =\int_{\chi_{t}}\left\langle\boldsymbol{\mu}(\mathbf{x}), \pi^{*}(\mathbf{x})-\widetilde{\pi}(\mathbf{x})\right\rangle d \mathbb{P}(\mathbf{x})+\int_{\chi_{t}^{\text {® }}}\left\langle\boldsymbol{\mu}(\mathbf{x}), \pi^{*}(\mathbf{x})-\widetilde{\pi}(\mathbf{x})\right\rangle d \mathbb{P}(\mathbf{x}) . \tag{D.49}
\end{align*}
$$

The first integral in (Eq. D.49) can be bounded as

$$
\begin{align*}
\int_{\chi_{t}}\left\langle\boldsymbol{\mu}(\mathbf{x}), \pi^{*}(\mathbf{x})-\widetilde{\pi}(\mathbf{x})\right\rangle d \mathbb{P}(\mathbf{x}) & \leq \int_{\chi_{t}}\|\boldsymbol{\mu}(\mathbf{x})\|_{\infty}\left\|\pi^{*}(\mathbf{x})-\widetilde{\pi}(\mathbf{x})\right\|_{1} d \mathbb{P}(\mathbf{x}) \\
& \leq 2 M \int_{\chi_{t}} 1 d \mathbb{P}(\mathbf{x}) \leq 2 c M t^{q} \tag{D.50}
\end{align*}
$$

where $\|\boldsymbol{\mu}(\mathbf{x})\|_{\infty}=\max _{j}\left|\mu_{A_{j}}(\mathbf{x})\right|$ and $\|\pi(\mathbf{x})\|_{1}=\sum_{j=1}^{|\mathcal{A}|}\left|[\pi(\mathbf{x})]_{j}\right|$. For the second integral, we first derive an upper bound of $\left\|\pi^{*}(\mathbf{x})-\widetilde{\pi}(\mathbf{x})\right\|_{\infty}$. Since $\pi^{*}$ is the unconstrained optimal policy, represented by a one-hot vector $\pi^{*}(\mathbf{x})=A_{j^{*}(\mathbf{x})}$, we deduce

$$
\begin{gathered}
{\left[\pi^{*}(\mathbf{x})-\widetilde{\pi}(\mathbf{x})\right]_{j}= \begin{cases}-\frac{\exp \left(\widetilde{\mu}_{A_{j}}(\mathbf{x}) / H\right)}{\sum_{k} \exp \left(\tilde{\mu}_{A_{k}}(\mathbf{x}) / H\right)} & \text { if } \pi^{*}(\mathbf{x}) \neq A_{j}, \\
\frac{\sum_{k \neq j} \exp \left(\widetilde{\mu}_{A_{k}}(\mathbf{x}) / H\right)}{\sum_{k} \exp \left(\widetilde{\mu}_{A_{k}}(\mathbf{x}) / H\right)} & \text { if } \pi^{*}(\mathbf{x})=A_{j},\end{cases} } \\
\left|\left[\pi^{*}(\mathbf{x})-\widetilde{\pi}(\mathbf{x})\right]_{j}\right| \leq \begin{cases}\frac{\max _{k \neq j^{*}} \exp \left(\left(\mu_{A_{k}}(\mathbf{x})+\epsilon\right) / H\right)}{\exp \left(\left(\mu_{A_{j^{*}}}(\mathbf{x})-\epsilon\right) / H\right)} & \text { if } j \neq j^{*}(\mathbf{x}), \\
\frac{|\mathcal{A}| \max _{k \neq j^{*}} \exp \left(\left(\mu_{A_{k}}(\mathbf{x})+\epsilon\right) / H\right)}{\exp \left(\left(\mu_{A_{j^{*}}}(\mathbf{x})-\epsilon\right) / H\right)} & \text { if } j=j^{*}(\mathbf{x}) .\end{cases}
\end{gathered}
$$

Therefore $\left\|\pi^{*}(\mathbf{x})-\widetilde{\pi}(\mathbf{x})\right\|_{\infty} \leq|\mathcal{A}| \exp \left(\max _{k \neq j^{*}(\mathbf{x})}\left(\mu_{A_{k}}(\mathbf{x})-\mu_{A_{j^{*}}}(\mathbf{x})+2 \epsilon\right) / H\right)$. Thus

$$
\int_{\chi_{t}^{\text {® }}}\left\langle\boldsymbol{\mu}(\mathbf{x}), \pi^{*}(\mathbf{x})-\widetilde{\pi}(\mathbf{x})\right\rangle d \mathbb{P}(\mathbf{x}) \leq \int_{\chi_{t}^{\text {® }}}\|\boldsymbol{\mu}(\mathbf{x})\|_{1}\left\|\left(\pi^{*}(\mathbf{x})-\widetilde{\pi}(\mathbf{x})\right)\right\|_{\infty} d \mathbb{P}(\mathbf{x})
$$

$$
\begin{equation*}
\leq \int_{\chi_{t}^{0}} M|\mathcal{A}|^{2} \exp ((-M t+2 \epsilon) / H) d \mathbb{P}(\mathbf{x}) \leq M|\mathcal{A}|^{2} \exp ((-M t+2 \epsilon) / H) \tag{D.51}
\end{equation*}
$$

Combining (Eq. D.50) and (Eq. D.51), and setting $\epsilon=n^{-\frac{\alpha}{2 \alpha+d}}$ give rise to $Q\left(\pi^{*}\right)-Q\left(\widehat{\pi}^{*}\right) \leq$ $2 c M t^{q}+M|\mathcal{A}|^{2} \exp \left(\left(-M t+2 n^{-\frac{\alpha}{2 \alpha+d}}\right) / H\right)$ which completes the proof.

## D.2.4 Proof of Policy Learning with Continuous Actions

Proof of Theorem Theorem 6.3. We denote

$$
\widehat{\pi}^{*}=\underset{\pi \in \Pi_{\mathrm{NN}(H)}^{V}}{\operatorname{argmax}} Q^{(\mathrm{D})}(\pi),
$$

where $Q^{(\mathrm{D})}(\pi)$ is defined in (Eq. 6.28). The regret can be decomposed as
$R\left(\pi_{\mathrm{C}}^{*}, \widehat{\pi}_{\mathrm{C}-\mathrm{DR}}\right)=\underbrace{Q\left(\pi_{\mathrm{C}}^{*}\right)-Q^{(\mathrm{D})}\left(\widehat{\pi}^{*}\right)}_{\left(\mathrm{I}_{3}\right)}+\underbrace{Q^{(\mathrm{D})}\left(\widehat{\pi}^{*}\right)-Q^{(\mathrm{D})}\left(\widehat{\pi}_{\mathrm{C}-\mathrm{DR}}\right)}_{\left(\mathrm{II}_{3}\right)}+\underbrace{Q^{(\mathrm{D})}\left(\widehat{\pi}_{\mathrm{C}-\mathrm{DR}}\right)-Q\left(\widehat{\pi}_{\mathrm{C}-\mathrm{DR}}\right)}_{\left(\mathrm{III}_{3}\right)}$.

In (Eq. D.52), $\left(\mathrm{I}_{3}\right)$ is the bias of approximating the optimal policy $\pi_{\mathrm{C}}^{*}$ using the neural network policy class $\Pi_{\mathrm{NN}(H)}^{V}$ in the discretized setting. $\left(\mathrm{II}_{3}\right)$ is the variance of the estimated policy in $\Pi_{\mathrm{NN}(H)}^{V}$. $\left(\mathrm{III}_{3}\right)$ characterizes the difference between the discretized policy reward and the continuous policy reward of $\widehat{\pi}_{\mathrm{C}-\mathrm{DR}}$. We next derive the bounds for each part.

Bounding $\left(\mathrm{I}_{3}\right)$. By Assumption 6.B.3, $\mu_{I_{j}} \in \mathcal{H}^{\alpha}(\mathcal{M})$. According to [214], Hölder functions can be uniformly approximated by a neural network class if the network parameters are properly chosen. For any $\epsilon \in(0,1)$ there exists a network architecture $\mathcal{F}(L, p, K, \kappa, R)$ with

$$
\begin{equation*}
L=O(\log 1 / \epsilon), p=O\left(\epsilon^{-\frac{d}{\alpha}}\right), K=O\left(\epsilon^{-\frac{d}{\alpha}} \log 1 / \epsilon\right), \kappa=\max \left\{B, M, \sqrt{d}, \tau^{2}\right\}, R=M \tag{D.53}
\end{equation*}
$$

such that if the weight parameters are properly chosen, we have $\widetilde{\mu}_{I_{j}} \in \mathcal{F}(L, p, K, \kappa, R)$ satisfying

$$
\left\|\widetilde{\mu}_{I_{j}}-\mu_{I_{j}}\right\|_{\infty} \leq \epsilon .
$$

We then define an intermediate policy

$$
\widetilde{\pi}=\operatorname{Softmax}_{H}\left(\widetilde{\mu}_{I_{1}}, \ldots, \widetilde{\mu}_{I_{V}}\right)
$$

Let $A^{*}(\mathbf{x})=\operatorname{argmax}_{A \in[0,1]} \mu(\mathbf{x}, A)$. Then $\pi_{\mathrm{C}}^{*}(\mathbf{x})=A^{*}(\mathbf{x})$. After defining $\boldsymbol{\mu}(\mathbf{x})=$ $\left[\mu_{I_{1}}(\mathbf{x}), \ldots, \mu_{I_{V}}(\mathbf{x})\right]^{\top} \in \mathbb{R}^{V}$, we can bound $\left(\mathrm{I}_{3}\right)$ as

$$
\begin{align*}
\left(\mathrm{I}_{3}\right)= & Q\left(\pi_{\mathrm{C}}^{*}\right)-Q^{(\mathrm{D})}\left(\widehat{\pi}^{*}\right) \leq Q\left(\pi_{\mathrm{C}}^{*}\right)-Q^{(\mathrm{D})}(\widetilde{\pi}) \\
= & \int_{\mathcal{M}} \mu\left(\mathbf{x}, A^{*}(\mathbf{x})\right) d \mathbb{P}(\mathbf{x})-\int_{\mathcal{M}}\langle\boldsymbol{\mu}(\mathbf{x}), \widetilde{\pi}(\mathbf{x})\rangle d \mathbb{P}(\mathbf{x}) \\
= & \underbrace{\int_{\mathcal{M}} \mu\left(\mathbf{x}, A^{*}(\mathbf{x})\right) d \mathbb{P}(\mathbf{x})-\int_{\mathcal{M}}\left\langle\boldsymbol{\mu}(\mathbf{x}),\left[\mathbb{1}_{\left\{A^{*}(\mathbf{x}) \in I_{1}\right\}}, \ldots, \mathbb{1}_{\left\{A^{*}(\mathbf{x}) \in I_{V}\right\}}\right]^{\top}\right\rangle d \mathbb{P}(\mathbf{x})}_{T_{1}} \\
& +\underbrace{\int_{\mathcal{M}}\left\langle\boldsymbol{\mu}(\mathbf{x}),\left[\mathbb{1}_{\left\{A^{*}(\mathbf{x}) \in I_{1}\right\}}, \ldots, \mathbb{1}_{\left\{A^{*}(\mathbf{x}) \in I_{V}\right\}}\right]^{\top}\right\rangle d \mathbb{P}(\mathbf{x})-\int_{\mathcal{M}}\langle\boldsymbol{\mu}(\mathbf{x}), \widetilde{\pi}(\mathbf{x})\rangle d \mathbb{P}(\mathbf{x})}_{T_{2}} \tag{D.54}
\end{align*}
$$

If $A^{*}(\mathbf{x}) \in I_{j}$, we denote $j^{*}(\mathbf{x})=j$ and $I_{*}(\mathbf{x})=I_{j}$. According to Assumption 6.B.3 and (Eq. 6.34), $M$ is a Lipschitz constant of the function $\mu(\mathrm{x}, \cdot)$ for any fixed $\mathrm{x} \in \mathcal{M}$. Since $A^{*}(\mathbf{x}) \in I_{*}(\mathbf{x}),\left|\mu\left(\mathbf{x}, A^{*}(\mathbf{x})\right)-\mu_{I_{*}(\mathbf{x})}(\mathbf{x})\right| \leq M / V$ for any $\mathbf{x} \in \mathcal{M}$. Hence $T_{1}$ can be bounded as

$$
\begin{equation*}
T_{1}=\int_{\mathcal{M}} \mu\left(\mathbf{x}, A^{*}(\mathbf{x})\right)-\mu_{I_{*}(\mathbf{x})}(\mathbf{x}) d \mathbb{P}(\mathbf{x}) \leq M / V \tag{D.55}
\end{equation*}
$$

We then derive the bound for $T_{2}$ on two regions. The first region is

$$
\chi_{t, \gamma}=\left\{\mathbf{x} \mid \mu\left(\mathbf{x}, A^{*}(\mathbf{x})\right)-\mu(\mathbf{x}, A) \leq M t \text { given }\left|A-A^{*}(\mathbf{x})\right| \geq \gamma\right\}
$$

and the second region is $\chi_{t, \gamma}^{\complement}$. According to Assumption 6.B.4, $\mathbb{P}\left(\chi_{t, \gamma}\right) \leq c t^{q}(1-\gamma)$. $T_{2}$ is decomposed as

$$
\begin{align*}
T_{2}= & \int_{\chi_{t, \gamma}}\left\langle\boldsymbol{\mu}(\mathbf{x}),\left[\mathbb{1}_{\left\{A^{*}(\mathbf{x}) \in I_{1}\right\}}, \ldots, \mathbb{1}_{\left\{A^{*}(\mathbf{x}) \in I_{V}\right\}}\right]^{\top}-\widetilde{\pi}(\mathbf{x})\right\rangle d \mathbb{P}(\mathbf{x}) \\
& +\int_{\chi_{t, \gamma}^{\complement}}\left\langle\boldsymbol{\mu}(\mathbf{x}),\left[\mathbb{1}_{\left\{A^{*}(\mathbf{x}) \in I_{1}\right\}}, \ldots, \mathbb{1}_{\left\{A^{*}(\mathbf{x}) \in I_{V}\right\}}\right]^{\top}-\widetilde{\pi}(\mathbf{x})\right\rangle d \mathbb{P}(\mathbf{x}) . \tag{D.56}
\end{align*}
$$

The first integral in (Eq. D.56) is bounded as

$$
\begin{equation*}
\int_{\chi t, \gamma}\left\langle\boldsymbol{\mu}(\mathbf{x}),\left[\mathbb{1}_{\left\{A^{*}(\mathbf{x}) \in I_{1}\right\}}, \ldots, \mathbb{1}_{\left\{A^{*}(\mathbf{x}) \in I_{V}\right\}}\right]^{\top}-\widetilde{\pi}(\mathbf{x})\right\rangle d \mathbb{P}(\mathbf{x}) \leq 2 c M t^{q}(1-\gamma) . \tag{D.57}
\end{equation*}
$$

We then derive an upper bound of the second integral in (Eq. D.56) in a way similar to the derivation of (Eq. D.51). Denote

$$
\Xi(\mathbf{x})=\left[-\frac{\exp \left(\widetilde{\mu}_{I_{1}}(\mathbf{x}) / H\right)}{\sum_{j=1}^{V} \exp \left(\widetilde{\mu}_{I_{j}}(\mathbf{x}) / H\right)}, \ldots, \frac{\sum_{j \neq j^{*}(\mathbf{x})} \exp \left(\widetilde{\mu}_{I_{j}}(\mathbf{x}) / H\right)}{\sum_{j=1}^{V} \exp \left(\widetilde{\mu}_{I_{j}}(\mathbf{x}) / H\right)}, \ldots,-\frac{\exp \left(\widetilde{\mu}_{I_{V}}(\mathbf{x}) / H\right)}{\sum_{j=1}^{V} \exp \left(\widetilde{\mu}_{I_{j}}(\mathbf{x}) / H\right)}\right]^{\top} .
$$

Similar to (Eq. D.51), we have

$$
\begin{align*}
& \int_{\chi_{\chi_{t, \gamma}^{\mathrm{C}}}}\left\langle\boldsymbol{\mu}(\mathbf{x}),\left[\mathbb{1}_{\left\{A^{*}(\mathbf{x}) \in I_{1}\right\}}, \ldots, \mathbb{1}_{\left\{A^{*}(\mathbf{x}) \in I_{V}\right\}}\right]^{\top}-\widetilde{\pi}(\mathbf{x})\right\rangle d \mathbb{P}(\mathbf{x})=\int_{\chi_{t, \gamma}^{\mathrm{G}}}\langle\boldsymbol{\mu}(\mathbf{x}), \Xi(\mathbf{x})\rangle d \mathbb{P}(\mathbf{x}) \\
\leq & \int_{\chi_{t, \gamma}^{\mathrm{G}}}\|\boldsymbol{\mu}(\mathbf{x})\|_{1}\|\Xi(\mathbf{x})\|_{\infty} d \mathbb{P}(\mathbf{x}) \leq V M \int_{\chi_{t, \gamma}^{\complement}}\|\Xi(\mathbf{x})\|_{\infty} d \mathbb{P}(\mathbf{x}) . \tag{D.58}
\end{align*}
$$

To derive an upper bound of $\|\Xi\|_{\infty}$, we need a lower bound of $\mu_{I_{*}(\mathbf{x})}(\mathbf{x})-\mu_{I_{j}}(\mathbf{x})$ for any $1 \leq j \leq V$ and $j \neq j^{*}(\mathbf{x})$. By Assumption 6.B.3, For any $j$ and $\widetilde{A} \in I_{j}$, one has

$$
\left|\mu(\mathbf{x}, \widetilde{A})-\mu\left(\mathbf{x}, A_{j}\right)\right| \leq M / V
$$

and

$$
\left|\mu_{I_{j}}(\mathbf{x})-\mu\left(\mathbf{x}, A_{j}\right)\right| \leq \frac{1}{\left|I_{j}\right|} \int_{I_{j}}\left|\mu(\mathbf{x}, A)-\mu\left(\mathbf{x}, A_{j}\right)\right| d A \leq M / V
$$

where $\left|I_{j}\right|=1 / V$ represents the length of $I_{j}$.
As a result, on $\chi_{t, \gamma}^{\complement}$, for any $j \neq j^{*}(\mathbf{x})$, we have

$$
\begin{aligned}
& \mu_{I_{*}(\mathbf{x})}(\mathbf{x})-\mu_{I_{j}}(\mathbf{x}) \geq \mu\left(\mathbf{x}, A_{j^{*}(\mathbf{x})}\right)-\mu\left(\mathbf{x}, A_{j}\right)-2 M / V \\
& \geq \mu\left(\mathbf{x}, A^{*}(\mathbf{x})\right)-\mu\left(\mathbf{x}, A_{j}\right)-\left|\mu\left(\mathbf{x}, A^{*}(\mathbf{x})\right)-\mu\left(\mathbf{x}, A_{j^{*}(\mathbf{x})}\right)\right|-2 M / V \geq M t-3 M / V
\end{aligned}
$$

where the last inequality holds for two reasons: (1) $A^{*}(\mathbf{x}) \in I_{*}(\mathbf{x})$ and $A_{j^{*}(\mathbf{x})} \in I_{*}(\mathbf{x})$; (2) We set $V<1 /(2 \gamma)$, and then $j \neq j^{*}(\mathbf{x})$ implies $\left|A_{j}-A^{*}(\mathbf{x})\right| \geq 1 /(2 V) \geq \gamma$. We then deduce

$$
\begin{equation*}
\|\Xi\|_{\infty} \leq(V-1) \exp (-(M t-3 M / V-2 \epsilon) / H) \tag{D.59}
\end{equation*}
$$

Plugging (Eq. D.59) into (Eq. D.58), we have

$$
\begin{align*}
& \int_{\chi_{t, \gamma}^{\mathrm{C}}}\left\langle\boldsymbol{\mu}(\mathbf{x}),\left[\mathbb{1}_{\left\{A^{*}(\mathbf{x}) \in I_{1}\right\}}, \ldots, \mathbb{1}_{\left\{A^{*}(\mathbf{x}) \in I_{V}\right\}}\right]^{\top}-\widetilde{\pi}(\mathbf{x})\right\rangle d \mathbb{P}(\mathbf{x}) \\
\leq & V M \cdot(V-1) \exp (-(M t-3 M / V-2 \epsilon) / H) \leq M V^{2} \exp (-(M t-3 M / V-2 \epsilon) / H) . \tag{D.60}
\end{align*}
$$

Substituting (Eq. D.55), (Eq. D.57) and (Eq. D.60) into (Eq. D.54), if $V<1 /(2 \gamma)$, we have

$$
\begin{equation*}
\left(\mathrm{I}_{3}\right) \leq \frac{M}{V}+2 c M t^{q}(1-\gamma)+M V^{2} \exp (-(M t-3 M / V-2 \epsilon) / H) \tag{D.61}
\end{equation*}
$$

Bounding $\left(\mathrm{II}_{3}\right)$. $\left(\mathrm{II}_{3}\right)$ has the same form as $\left(\mathrm{II}_{1}\right)$ in (Eq. D.16). We derive the upper bound by following the same procedure while $|\mathcal{A}|$ is replaced $V$. Besides, we need to express the estimation error of $\widehat{\mu}_{I_{j}}$ 's and $\widehat{e}_{I_{j}}$ 's in terms of $V$. Note that $e_{I_{j}} \geq \eta / V$. By Lemma 6.1, we
can find $\widehat{\mu}_{I_{j}} \in \mathcal{F}\left(L_{1}, p_{1}, K_{1}, \kappa_{1}, R_{1}\right)$ with

$$
\begin{gathered}
L_{1}=O\left(\log \left(\eta n_{1} / V\right)\right), \quad p_{1}=O\left(\left(\eta n_{1} / V\right)^{\frac{d}{2 \alpha+d}}\right), \quad K_{1}=O\left(\left(\eta n_{1} / V\right)^{\frac{d}{2 \alpha+d}} \log \left(\eta n_{1} / V\right)\right), \\
\kappa_{1}=\max \left\{B, M, \sqrt{d}, \tau^{2}\right\}, \quad R_{1}=M
\end{gathered}
$$

such that

$$
\begin{equation*}
\mathbb{E}\left[\left\|\widehat{\mu}_{I_{j}}-\mu_{I_{j}}\right\|_{L^{2}}^{2}\right] \leq C_{1}\left(M^{2}+\sigma^{2}\right)\left(\eta n_{1} / V\right)^{-\frac{2 \alpha}{2 \alpha+d}} \log ^{3}\left(\eta n_{1} / V\right) \tag{D.62}
\end{equation*}
$$

with $C_{1}$ being a constant depending on $\log D, B, \tau, \alpha$ and the surface area of $\mathcal{M}$. Similarly, we can find $\widehat{g} \in \mathcal{F}\left(L_{2}, p_{2}, K_{2}, \kappa_{2}, R_{2}\right)$ with

$$
\begin{gathered}
L_{2}=O\left(\log \left(n_{1} / V\right)\right), p_{2}=O\left(V^{\frac{2 \alpha}{2 \alpha+d}} n_{1}^{\frac{d}{2 \alpha+d}}\right), K_{2}=O\left(V^{\frac{2 \alpha}{2 \alpha+d}} n_{1}^{\frac{d}{2 \alpha+d}} \log \left(n_{1} / V\right)\right), \\
\kappa_{2}=\max \left\{B, M, \sqrt{d}, \tau^{2}\right\}, R_{2}=M
\end{gathered}
$$

such that

$$
\begin{equation*}
\mathbb{E}\left[\left\|\widehat{e}_{I_{j}}-e_{I_{j}}\right\|_{L^{2}}^{2}\right] \leq C_{2} M^{2} V^{\frac{4 \alpha+d}{2 \alpha+d}} n_{1}^{-\frac{2 \alpha}{2 \alpha+d}} \log ^{3} n_{1} \tag{D.63}
\end{equation*}
$$

with $C_{2}$ depending on $\log D, B, M, \alpha$ and the surface area of $\mathcal{M}$.
Following the proof of Corollary 6.1 and using (Eq. D.62) and (Eq. D.63), we rewrite (Eq. D.47) as

$$
\begin{equation*}
\mathbb{P}\left(\sum_{j=1}^{V} \omega_{j} \geq V \delta_{1}\right) \leq \frac{C_{3} G_{2}}{\delta_{1}} V^{\frac{14 \alpha+5 d}{2(2 \alpha+d)}} n_{1}^{-\frac{2 \alpha}{2 \alpha+d}} \log ^{3} n_{1} \tag{D.64}
\end{equation*}
$$

with $G_{2}=e^{2 M}(M+\sigma) \eta^{-\frac{3 \alpha+d}{2 \alpha+d}}$ and $C_{3}$ being an constant depending on $\log D, B, \tau, \eta, \alpha$ and the surface area of $\mathcal{M}$.

By replacing $|\mathcal{A}|$ by $V$ and $\eta$ by $\eta / V$ in $\mathcal{E}_{1}$ and $\mathcal{E}_{2}$ in the proof of Theorem 6.1, and
substituting (Eq. D.64), one derives

$$
\begin{aligned}
Q^{(\mathrm{D})}\left(\widehat{\pi}^{*}\right)-Q^{(\mathrm{D})}\left(\widehat{\pi}_{\mathrm{C}-\mathrm{DR}}\right) \leq & V \delta_{1}+84 e^{2 M} V^{2} M \sqrt{\frac{\log 1 / \delta}{2 n_{2}}}+\inf _{\lambda} 12 V \lambda \\
+ & \frac{288 V}{\sqrt{n_{2}}} \int_{\lambda}^{V M+2 V M / \eta}\left[K _ { \Pi } \operatorname { l o g } \left(\theta^{-1}(V M+2 V M / \eta) \times\right.\right. \\
& \left.\left.L_{\Pi}^{2}\left(p_{\Pi} B / V+2\right) \max \left(\kappa_{\Pi}, 1 / H\right)^{L_{\Pi}}\left(p_{\Pi} / V\right)^{L_{\Pi}+1}\right)\right]^{1 / 2} d \theta
\end{aligned}
$$

with probability no less than

$$
1-6 V \delta-\frac{C_{3} G_{2}}{\delta_{1}} V^{\frac{14 \alpha+5 d}{2(2 \alpha+d)}} n_{1}^{-\frac{2 \alpha}{2 \alpha+d}} \log ^{3} n_{1}
$$

Here $\widehat{\pi}_{\mathrm{C}-\mathrm{DR}} \in \Pi_{\mathrm{NN}(H)}^{V}$ where the network class $\Pi_{\mathrm{NN}(H)}^{V}$ has the parameters

$$
L_{\Pi}=L, p_{\Pi}=O(V p), K_{\Pi}=O(V K), \kappa_{\Pi}=\kappa, R_{\Pi}=R
$$

with $L, p, K, \kappa$ and $R$ defined in (Eq. D.53).
Setting $\epsilon=n^{-\frac{\alpha}{2 \alpha+d}}, \delta=n^{-\frac{\alpha}{2 \alpha+\alpha}}, \delta_{1}=C_{3} G_{2} V^{\frac{3}{2}} n_{1}^{-\frac{\alpha}{2 \alpha+d}}$ and $\lambda=V^{\frac{3}{2}} n_{2}^{-\frac{\alpha}{2 \alpha+d}}$ gives rise to

$$
\begin{gathered}
L_{\Pi}=O(\log n), p_{\Pi}=O\left(V n^{\frac{d}{2 \alpha+d}}\right), K_{\Pi}=O\left(V n^{\frac{d}{2 \alpha+d}} \log n\right), \\
\kappa_{\Pi}=\max \left\{B, M, \sqrt{d}, \tau^{2}\right\}, R_{\Pi}=M,
\end{gathered}
$$

and

$$
\begin{equation*}
\left(\mathrm{II}_{3}\right) \leq C_{4} e^{2 M}(M+\sigma) V^{\frac{5}{2}} n^{-\frac{\alpha}{2 \alpha+d}} \log ^{3 / 2} n \log ^{1 / 2}(1 / H) \tag{D.65}
\end{equation*}
$$

with probability no less than $1-C_{5} V^{\frac{4 \alpha+d}{2 \alpha+d}} n^{-\frac{\alpha}{2 \alpha+d}} \log ^{3} n$, where $C_{4}$ is a constant depending on $\log D, B, \tau, \eta, \alpha$, and the surface area of $\mathcal{M}, C_{5}$ is an absolute constant.

Bounding $\left(\mathrm{III}_{3}\right)$. According to Lemma 6.2,

$$
\begin{equation*}
\left(\mathrm{III}_{3}\right)=Q^{(\mathrm{D})}\left(\widehat{\pi}_{\mathrm{C}-\mathrm{DR}}\right)-Q\left(\widehat{\pi}_{\mathrm{C}-\mathrm{DR}}\right) \leq M / V \tag{D.66}
\end{equation*}
$$

Putting all ingredients together. Putting (Eq. D.61), (Eq. D.65) and (Eq. D.66) together and using $\epsilon=n^{-\frac{\alpha}{2 \alpha+d}}$ give rise to

$$
\begin{aligned}
R\left(\pi_{\mathrm{C}}^{*}, \widehat{\pi}_{\mathrm{C}-\mathrm{DR}}\right) \leq & \frac{2 M}{V}+C_{4} e^{2 M}(M+\sigma) V^{\frac{5}{2}} n^{-\frac{\alpha}{2 \alpha+d}} \log ^{3 / 2} n \log ^{1 / 2} 1 / H \\
& +2 c M t^{q}(1-\gamma)+M V^{2} \exp \left(-\left(M t-3 M / V-2 n^{-\frac{\alpha}{2 \alpha+d}}\right) / H\right)
\end{aligned}
$$

with probability no less than $1-C_{5} V^{\frac{4 \alpha+d}{2 \alpha+d}} n^{-\frac{\alpha}{2 \alpha+d}} \log ^{3} n$ for any $t$ and $\gamma<1 / 4 V$.
Setting $V=n^{\frac{2 \alpha}{7(2 \alpha+d)}}, \gamma=\frac{1}{4 V}$ and $t>\frac{2}{V}+2 \epsilon / M$, we get

$$
\begin{aligned}
R\left(\pi_{\mathrm{C}}^{*}, \widehat{\pi}_{\mathrm{C}-\mathrm{DR}}\right) \leq & C_{4} e^{2 M}(M+\sigma) n^{-\frac{2 \alpha}{\tau(2 \alpha+d)}} \log ^{3 / 2} n \log ^{1 / 2} 1 / H \\
& +2 c M t^{q}+M n^{\frac{4 \alpha}{7(2 \alpha+d)}} \exp \left(-\left(M t-4 M n^{-\frac{2 \alpha}{7(2 \alpha+d)}}\right) / H\right)
\end{aligned}
$$

for any $t \in\left(2(1+1 / M) n^{-\frac{2 \alpha}{7(2 \alpha+d)}}, 1\right)$ with probability no less than $1-C_{6} n^{-\frac{6 \alpha^{2}+5 \alpha d}{7(2 \alpha+d)^{2}}} \log ^{3} n$, where $C_{6}$ is an absolute constant. In addition, $\widehat{\pi}_{\mathrm{C}-\mathrm{DR}} \in \Pi_{\mathrm{NN}(H)}^{V}$ with $L_{\Pi}, p_{\Pi}, K_{\Pi}, \kappa_{\Pi}, R_{\Pi}$ defined in (Eq. 6.37), $\widehat{\mu}_{I_{j}} \in \mathcal{F}\left(L_{1}, p_{1}, K_{1}, \kappa_{1}, R_{1}\right)$ for $j=1, \ldots, V$ with the parameters defined in (Eq. 6.35), $\widehat{g} \in \mathcal{F}\left(L_{2}, p_{2}, K_{2}, \kappa_{2}, R_{2}\right)$ with the parameters defined in (Eq. 6.36).

## D. 3 Technical Proofs

## D.3.1 Proof of Lemma 6.1

Proof. We first derive the error bound $\left\|\widehat{\mu}_{A_{j}}-\mu_{A_{j}}\right\|_{L^{2}}$ for any $j$. Note that $\widehat{\mu}_{A_{j}} \in \mathcal{F}\left(L_{1}, p_{1}, K_{1}, \kappa_{1}, R_{1}\right)$ is the minimizer of (Eq. 6.4). If we choose

$$
\begin{gather*}
L_{1}=O\left(\log n_{A_{j}}\right), p_{1}=O\left(n_{A_{j}}^{\frac{d}{2 \alpha+d}}\right), K_{1}=O\left(n_{A_{j}}^{\frac{d}{2 \alpha+d}} \log n_{A_{j}}\right), \\
\kappa_{1}=\max \left\{B, M, \sqrt{d}, \tau^{2}\right\}, R_{1}=M \tag{D.67}
\end{gather*}
$$

then according to [214, Theorem 1], for each $j$, we have

$$
\begin{equation*}
\mathbb{E}\left[\left\|\widehat{\mu}_{A_{j}}-\mu_{A_{j}}\right\|_{L^{2}}^{2}\right] \leq C_{1}\left(M^{2}+\sigma^{2}\right) n_{A_{j}}^{-\frac{2 \alpha}{2 \alpha+d}} \log ^{3} n_{A_{j}} \tag{D.68}
\end{equation*}
$$

where $n_{A_{j}}=\sum_{i=1}^{n_{1}} \mathbb{1}_{\left\{\mathbf{a}_{i}=A_{j}\right\}}$ and $C_{1}$ is a constant only depending on $\log D, B, \tau$ and the surface area of $\mathcal{M}$. In (Eq. D.68) the expectation is taken with respect to the randomness of samples.

Next, we derive a high probability lower bound of $n_{A_{j}}$ for all $j$ 's in terms of $n_{1}$. By Assumption 6.A.2(ii), $\mathbb{E}\left(n_{A_{j}} / n_{1}\right) \geq \eta$. By [228, Lemma 29], we have

$$
\mathbb{P}\left(\left|\frac{n_{A_{j}}}{n_{1}}-\mathbb{E}\left(\frac{n_{A_{j}}}{n_{1}}\right)\right| \geq \frac{1}{2} \mathbb{E}\left(\frac{n_{A_{j}}}{n_{1}}\right)\right) \leq 2 \exp \left(-\frac{3}{28} n_{1} \mathbb{E}\left(\frac{n_{A_{j}}}{n_{1}}\right)\right)
$$

Thus $n_{A_{j}} \geq \eta n_{1} / 2$ holds with probability at least $1-2 \exp \left(-\frac{3}{28} \eta n_{1}\right)$. Denote the event $E_{1}=\left\{n_{A_{j}} \geq \eta n_{1} / 2\right\}$ and its complement by $E_{1}^{\complement}$. When $n_{1}$ (so as $n$ ) is large enough, we have

$$
\begin{aligned}
\mathbb{E}\left[\left\|\widehat{\mu}_{A_{j}}-\mu_{A_{j}}\right\|_{L^{2}}^{2}\right] & =\mathbb{E}\left[\left\|\widehat{\mu}_{A_{j}}-\mu_{A_{j}}\right\|_{L^{2}}^{2} \mid E_{1}\right] \mathbb{P}\left(E_{1}\right)+\mathbb{E}\left[\left\|\widehat{\mu}_{A_{j}}-\mu_{A_{j}}\right\|_{L^{2}}^{2} \mid E_{1}^{\complement}\right] \mathbb{P}\left(E_{1}^{\complement}\right) \\
& \leq C_{1}\left(M^{2}+\sigma^{2}\right)\left(\eta n_{1}\right)^{-\frac{2 \alpha}{2 \alpha+d}} \log ^{3}\left(\eta n_{1}\right)+2 C_{1}\left(M^{2}+\sigma^{2}\right) \exp \left(-\frac{3}{28} \eta n_{1}\right)
\end{aligned}
$$

$$
\leq C_{2}\left(M^{2}+\sigma^{2}\right)\left(\eta n_{1}\right)^{-\frac{2 \alpha}{2 \alpha+d}} \log ^{3}\left(\eta n_{1}\right),
$$

where $C_{2}$ is a constant depending on $\log D, B, \tau$ and the surface area of $\mathcal{M}$. Substituting $n_{A_{j}}=\eta n_{1}$ into (Eq. D.67) gives rise to $\widehat{\mu}_{A_{j}} \in \mathcal{F}\left(L_{1}, p_{1}, K_{1}, \kappa_{1}, R_{1}\right)$ with $L_{1}, p_{1}, K_{1}, \kappa_{1}, R_{1}$ in (Eq. 6.14).

To estimate $\mathbb{E}\left[\left\|\widehat{e}_{A_{j}}-e_{A_{j}}\right\|_{L^{2}}^{2}\right]$, we use $\mathcal{H}_{|\mathcal{A}|-1}^{\alpha}(\mathcal{M})$ to denote the space of the $|\mathcal{A}|-1$ dimensional vectors whose elements are in $\mathcal{H}^{\alpha}(\mathcal{M})$. We denote $g^{*}=\left[g_{A_{1}}, \ldots, g_{A_{|\mathcal{A}|-1}}\right]^{\top}$ with $g_{A_{j}}=\log \frac{e_{A_{j}}}{e_{A_{|\mathcal{A}|}}}$. According to Assumption 6.A.3, $g_{A_{j}}=\log e_{A_{j}}-\log e_{A_{|\mathcal{A}|}} \in \mathcal{H}^{\alpha}$, $\left\|g_{A_{j}}\right\|_{\mathcal{H}^{\alpha}} \leq M$ and $g^{*} \in \mathcal{H}_{|\mathcal{A}|-1}^{\alpha}(\mathcal{M})$. Let $\widehat{g}$ be the minimizer of (Eq. 6.5). From [229, Corollary 4] and the proof of [206, Theorem 2], setting $\mathcal{G}_{\mathrm{NN}}=\mathcal{F}(L, p, K, \kappa, R)$ gives rise to

$$
\begin{aligned}
& \left\|\widehat{g}-g^{*}\right\|_{L^{2}}^{2} \\
\leq & C_{3} M^{2}\left(\frac{|\mathcal{A}| L K \log K}{n_{1}} \log n_{1}+\frac{|\mathcal{A}|\left(\log \log n_{1}+\gamma\right)}{n_{1}}+|\mathcal{A}| \sup _{g^{\prime} \in \mathcal{H}_{|\mathcal{A}|-1}^{\alpha}(\mathcal{M})} \inf _{g \in \mathcal{G}_{N N}}\left\|g^{*}-g^{\prime}\right\|_{\infty}^{2}\right)
\end{aligned}
$$

with probability at least $1-\exp (-\gamma)$, where $C_{3}$ is an absolute constant.
According to [214, Theorem 2], for any $\epsilon_{2} \in(0,1)$, there exists a neural network architecture $\mathcal{F}(L, p, K, \kappa, R)$ with

$$
\begin{gathered}
L=O\left(\log \frac{1}{\epsilon_{2}}\right), p=O\left(|\mathcal{A}| \epsilon_{2}^{-\frac{d}{\alpha}}\right), K=O\left(|\mathcal{A}| \epsilon_{2}^{-\frac{d}{\alpha}} \log \frac{1}{\epsilon_{2}}\right), \\
\kappa=\max \left\{B, M, \sqrt{d}, \tau^{2}\right\}, R=M
\end{gathered}
$$

such that for any $g \in \mathcal{H}_{|\mathcal{A}|-1}^{\alpha}(\mathcal{M})$, there exists $\widetilde{g} \in \mathcal{F}(L, p, K, \kappa, R)$ with $\|\widetilde{g}-g\|_{\infty} \leq \epsilon_{2}$, where $\|g\|_{\infty}=\sup _{\mathbf{x} \in \mathcal{M}} \max _{j}\left|g_{j}(\mathbf{x})\right|$. Setting $\epsilon_{2}=|\mathcal{A}|^{\frac{\alpha}{2 \alpha+d}} n_{1}^{-\frac{\alpha}{2 \alpha+d}}, \gamma=|\mathcal{A}|^{-\frac{d}{2 \alpha+d}} n_{1}^{\frac{d}{2 \alpha+d}}$ gives rise to $\mathcal{G}_{\mathrm{NN}}=\mathcal{F}\left(L_{2}, p_{2}, K_{2}, \kappa_{2}, R_{2}\right)$ with

$$
L_{2}=O\left(\log \left(n_{1} /|\mathcal{A}|\right)\right), p_{2}=O\left(|\mathcal{A}|^{\frac{2 \alpha}{2 \alpha+d}} n_{1}^{\frac{d}{2 \alpha+d}}\right), K_{2}=O\left(|\mathcal{A}|^{\frac{2 \alpha}{2 \alpha+d}} n_{1}^{\frac{d}{2 \alpha+d}} \log \left(n_{1} /|\mathcal{A}|\right)\right)
$$

$$
\begin{equation*}
\kappa_{2}=\max \left\{B, M, \sqrt{d}, \tau^{2}\right\}, R_{2}=M \tag{D.69}
\end{equation*}
$$

which implies (Eq. 6.15).Then with probability no less than $1-\exp \left(-|\mathcal{A}|^{-\frac{d}{2 \alpha+d}} n_{1}^{\frac{d}{2 \alpha+d}}\right)$, we deduce

$$
\left\|\widehat{g}-g^{*}\right\|_{L^{2}}^{2} \leq C_{4} M^{2}|\mathcal{A}|^{\frac{4 \alpha+d}{2 \alpha+d}} n_{1}^{-\frac{2 \alpha}{2 \alpha+d}} \log ^{3} n_{1}
$$

with $C_{4}$ depending on $\log D, B, \tau$ and the surface area of $\mathcal{M}$. Denote the event

$$
E_{2}=\left\{\left\|\widehat{g}-g^{*}\right\|_{L^{2}}^{2} \leq C_{4} M^{2}|\mathcal{A}|^{\frac{4 \alpha+d}{2 \alpha+d}} n_{1}^{-\frac{2 \alpha}{2 \alpha+d}} \log ^{3} n_{1}\right\} .
$$

When $n_{1}$ (so as $n$ ) is large enough, we obtain

$$
\begin{aligned}
\mathbb{E}\left[\left\|\widehat{g}-g^{*}\right\|_{L^{2}}^{2}\right] & =\mathbb{E}\left[\left\|\widehat{g}-g^{*}\right\|_{L^{2}}^{2} \mid E_{2}\right] \mathbb{P}\left(E_{2}\right)+\mathbb{E}\left[\left\|\widehat{g}-g^{*}\right\|_{L^{2}}^{2} \mid E_{2}^{\complement}\right] \mathbb{P}\left(E_{2}^{\complement}\right) \\
& \leq C_{4} M^{2}|\mathcal{A}|^{\frac{4 \alpha+d}{2 \alpha+d}} n_{1}^{-\frac{2 \alpha}{2 \alpha+d}} \log ^{3} n_{1}+4\left(M^{2}+\sigma^{2}\right) \exp \left(-|\mathcal{A}|^{-\frac{d}{2 \alpha+d}} n_{1}^{\frac{d}{2 \alpha+d}}\right) \\
& \leq C_{5} M^{2}|\mathcal{A}|^{\frac{4 \alpha+d}{2 \alpha+d}} n_{1}^{-\frac{2 \alpha}{2 \alpha+d}} \log ^{3} n_{1}
\end{aligned}
$$

with $C_{5}$ depending on $\log D, B, \tau$ and the surface area of $\mathcal{M}$.
Define $r_{j}(g)=\frac{\exp \left([g]_{j}\right)}{1+\sum_{k=1}^{\mid \mathcal{A}-1} \exp \left([g]_{k}\right)}$ for $j=1, \ldots,|\mathcal{A}|-1$. Since $\left\|\nabla r_{j}\right\|_{\infty} \leq 1$ for any $j$, we have

$$
\begin{aligned}
\mathbb{E}\left[\left\|\widehat{e}_{A_{j}}-e_{A_{j}}\right\|_{L^{2}}^{2}\right] & =\mathbb{E}\left[\left\|r_{j}(\widehat{g})-r_{j}\left(g^{*}\right)\right\|_{L^{2}}^{2}\right] \\
& \leq \mathbb{E}\left[\left(\left\|\nabla r_{j}\right\|_{\infty}\left\|\widehat{g}-g^{*}\right\|_{L^{2}}\right)^{2}\right] \leq C_{5} M^{2}|\mathcal{A}|^{\frac{4 \alpha+d}{2 \alpha+d}} n_{1}^{-\frac{2 \alpha}{2 \alpha+d}} \log ^{3} n_{1} .
\end{aligned}
$$

Similarly, one can show $\mathbb{E}\left[\left\|\widehat{e}_{A_{|\mathcal{A}|}}-e_{A_{|\mathcal{A}|}}\right\|_{L^{2}}^{2}\right] \leq C_{5} M^{2}|\mathcal{A}|^{\frac{4 \alpha+d}{2 \alpha+d}} n_{1}^{-\frac{2 \alpha}{2 \alpha+d}} \log ^{3} n_{1}$.

## D.3.2 Proof of Lemma 6.2

Proof. Recall that

$$
\begin{aligned}
& Q^{(\mathrm{D})}(\pi)=\int_{\mathcal{M}}\left\langle\left[\mu_{I_{1}}(\mathbf{x}), \ldots, \mu_{I_{V}}(\mathbf{x})\right]^{\top}, \pi(\mathbf{x})\right\rangle d \mathbb{P}(\mathbf{x}), \\
& Q(\pi)=\int_{\mathcal{M}}\left\langle\left[\mu_{A_{1}}(\mathbf{x}), \ldots, \mu_{A_{V}}(\mathbf{x})\right]^{\top}, \pi(\mathbf{x})\right\rangle d \mathbb{P}(\mathbf{x}) .
\end{aligned}
$$

Since $L_{\mu}$ is a uniform Lipschitz constant of $\mu(\mathbf{x}, \cdot)$ for any $\mathbf{x} \in \mathcal{M}$, we derive

$$
Q^{(\mathrm{D})}(\pi)-Q(\pi)=\int_{\mathcal{M}}\left\langle\left[\mu_{I_{1}}(\mathbf{x})-\mu\left(\mathbf{x}, A_{1}\right), \ldots, \mu_{I_{V}}(\mathbf{x})-\mu\left(\mathbf{x}, A_{V}\right)\right]^{\top}, \pi(\mathbf{x})\right\rangle d \mathbb{P}(\mathbf{x}) \leq L_{\mu} / V
$$

## D.3.3 Proof of Lemma D. 4

Proof. We first use McDiarmid's inequality (Lemma D.11) to show $\mathcal{D}(\Pi)$ concentrates around $\mathbb{E}[\mathcal{D}(\Pi)]$ and then derive a bound of $\mathbb{E}[\mathcal{D}(\Pi)]$. To simplify the notation, we omit the domain $\Pi$ in $\mathcal{D}$.

We denote $\left\{\stackrel{\circ}{\Gamma}_{i}^{\prime}\right\}_{i=1}^{n}$ as the counterpart of $\{\stackrel{\circ}{\Gamma}\}_{i=1}^{n}$ when one sample $\left(\mathbf{x}_{k}, \Gamma_{k}\right)$ is replaced by $\left(\mathrm{x}_{k}, \Gamma_{k}^{\prime}\right)$ for any $k$ with $1 \leq k \leq n . \grave{\Delta}^{\prime}\left(\pi_{1}, \pi_{2}\right)$ and $\mathcal{D}^{\prime}$ are defined analogously. We have

$$
\begin{align*}
\left|\mathcal{D}-\mathcal{D}^{\prime}\right| & \leq \sup _{\pi_{1}, \pi_{2} \in \Pi} \stackrel{\circ}{\Delta}\left(\pi_{1}, \pi_{2}\right)-{\stackrel{\circ}{\Delta^{\prime}}\left(\pi_{1}, \pi_{2}\right) \leq \sup _{\pi_{1}, \pi_{2} \in \Pi} \frac{1}{n}\left\langle\stackrel{\circ}{\Gamma}_{k}-\stackrel{\circ}{\Gamma}_{k}^{\prime}, \pi_{1}\left(\mathbf{x}_{k}\right)-\pi_{2}\left(\mathbf{x}_{k}\right)\right\rangle} \leq \frac{1}{n}\left\|\stackrel{\circ}{\Gamma}_{k}-\stackrel{\circ}{\Gamma}_{k}^{\prime}\right\|_{\infty}\left\|\pi_{1}\left(\mathbf{x}_{k}\right)-\pi_{2}\left(\mathbf{x}_{k}\right)\right\|_{1} \leq \frac{2}{n}\left\|\stackrel{\circ}{\Gamma}_{k}-\stackrel{\circ}{\Gamma}_{k}^{\prime}\right\|_{\infty} \leq \frac{4}{n} J, \quad \text { D. } 7
\end{align*}
$$

where $\|\cdot\|_{\infty}$ and $\|\cdot\|_{1}$ stand for the $\ell^{\infty}$ and $\ell^{1}$ norm for vectors. Applying Lemma D. 11 with $f=\mathcal{D}$, we have

$$
\begin{equation*}
\mathbb{P}(\mathcal{D}-\mathbb{E}[\mathcal{D}] \geq t) \leq \exp \left(-2 n t^{2} /\left(16 J^{2}\right)\right) \tag{D.71}
\end{equation*}
$$

Setting $t=4 J \sqrt{\frac{\log 1 / \delta}{2 n}}$ gives rise to

$$
\begin{equation*}
\mathcal{D} \leq \mathbb{E}[\mathcal{D}]+4 J \sqrt{\frac{\log 1 / \delta}{2 n}} \tag{D.72}
\end{equation*}
$$

with probability no less than $1-\delta$.
We next derive a bound of $\mathbb{E}[\mathcal{D}]$ by symmetrization:

$$
\begin{aligned}
\mathbb{E}[\mathcal{D}] & =\mathbb{E}\left[\sup _{\pi_{1}, \pi_{2} \in \Pi} \AA\left(\pi_{1}, \pi_{2}\right)-\mathbb{E}\left[\stackrel{\circ}{\Delta}\left(\pi_{1}, \pi_{2}\right)\right]\right] \leq \mathbb{E}\left[\sup _{\pi_{1}, \pi_{2} \in \Pi} \stackrel{\circ}{\Delta}\left(\pi_{1}, \pi_{2}\right)-\AA_{\text {copy }}\left(\pi_{1}, \pi_{2}\right)\right] \\
& =\mathbb{E} \mathbb{E}_{\boldsymbol{\xi}}\left[\sup _{\pi_{1}, \pi_{2} \in \Pi} \boldsymbol{\xi} \odot\left(\stackrel{\circ}{\Delta}\left(\pi_{1}, \pi_{2}\right)-{\stackrel{\circ}{\Delta_{c o p y}}}\left(\pi_{1}, \pi_{2}\right)\right)\right]=2 \mathbb{E} \mathbb{E}_{\boldsymbol{\xi}}\left[\sup _{\pi_{1}, \pi_{2} \in \Pi} \boldsymbol{\xi} \odot \stackrel{\circ}{\Delta}\left(\pi_{1}, \pi_{2}\right)\right],
\end{aligned}
$$

where $\AA_{\text {copy }}$ denotes $\Delta$ using independent copies of samples and $\boldsymbol{\xi}=\left[\xi_{1}, \ldots, \xi_{n}\right]^{\top}$ with $\xi_{i}$ 's being i.i.d. Rademacher variables which take value 1 or -1 with the same probability. Here $\boldsymbol{\xi} \odot \stackrel{\Delta}{\Delta}$ denotes the entry-wise product of $\xi$ and $\Delta$, i.e.,

$$
\boldsymbol{\xi} \odot \AA\left(\pi_{1}, \pi_{2}\right):=\frac{1}{n} \sum_{i=1}^{n} \xi_{i}\left\langle\stackrel{\circ}{\Gamma}_{i}, \pi_{1}\left(\mathbf{x}_{i}\right)-\pi_{2}\left(\mathbf{x}_{i}\right)\right\rangle .
$$

We next apply Lemma D. 11 with $f=\mathbb{E}_{\boldsymbol{\xi}}\left[\sup _{\pi_{1}, \pi_{2} \in \Pi} \boldsymbol{\xi} \odot \Delta\left(\pi_{1}, \pi_{2}\right)\right]$. Again, we denote $\left\{\stackrel{\circ}{\Gamma}_{i}^{\prime}\right\}_{i=1}^{n}$ as the counterpart of $\{\stackrel{\circ}{\Gamma}\}_{i=1}^{n}$ when one sample $\left(\mathbf{x}_{k}, \stackrel{\circ}{\Gamma}_{k}\right)$ is replaced by $\left(\mathbf{x}_{k}^{\prime}, \Gamma_{k}^{\prime}\right)$ for any $k$ with $1 \leq k \leq n . \dot{\Delta}^{\prime}\left(\pi_{1}, \pi_{2}\right)$ is defined analogously. We get

$$
\begin{align*}
& \mathbb{E}_{\boldsymbol{\xi}}\left[\sup _{\pi_{1}, \pi_{2} \in \Pi} \boldsymbol{\xi} \odot \circ^{\circ}\left(\pi_{1}, \pi_{2}\right)\right]-\mathbb{E}_{\boldsymbol{\xi}}\left[\sup _{\pi_{1}, \pi_{2} \in \Pi} \boldsymbol{\xi} \odot \circ^{\prime}\left(\pi_{1}, \pi_{2}\right)\right] \\
\leq & \mathbb{E}_{\boldsymbol{\xi}}\left[\sup _{\pi_{1}, \pi_{2} \in \Pi} \frac{1}{n} \xi_{k}\left\langle\circ_{\Gamma}-\circ_{k}^{\prime}, \pi_{1}\left(\mathbf{x}_{k}\right)-\pi_{2}\left(\mathbf{x}_{k}\right)\right\rangle\right] \\
\leq & \frac{1}{n}\left\|\stackrel{\circ}{\Gamma}_{k}-\stackrel{\circ}{\Gamma}_{k}^{\prime}\right\|_{\infty}\left\|\pi_{1}\left(\mathbf{x}_{k}\right)-\pi_{2}\left(\mathbf{x}_{k}\right)\right\|_{1} \leq \frac{4}{n} J . \tag{D.73}
\end{align*}
$$

Applying Lemma D. 11 with $f=\mathbb{E}_{\boldsymbol{\xi}}\left[\sup _{\pi_{1}, \pi_{2} \in \Pi} \boldsymbol{\xi} \odot \widetilde{\Delta}\left(\pi_{1}, \pi_{2}\right)\right]$ gives rise to $\mathbb{P}\left(\mathbb{E}_{\boldsymbol{\xi}}\left[\sup _{\pi_{1}, \pi_{2} \in \Pi} \boldsymbol{\xi} \odot \stackrel{\circ}{\Delta}\left(\pi_{1}, \pi_{2}\right)\right]-\mathbb{E}_{\boldsymbol{\xi}}\left[\sup _{\pi_{1}, \pi_{2} \in \Pi} \boldsymbol{\xi} \odot \Delta\left(\pi_{1}, \pi_{2}\right)\right] \geq t\right) \leq \exp \left(-2 n t^{2} /\left(16 J^{2}\right)\right)$.

Setting $t=4 J \sqrt{\frac{\log 1 / \delta}{2 n_{2}}}$ gives rise to

$$
\begin{equation*}
\mathbb{P}\left(\mathbb{E} \mathbb{E}_{\boldsymbol{\xi}}\left[\sup _{\pi_{1}, \pi_{2} \in \Pi} \boldsymbol{\xi} \odot \dot{\Delta}\left(\pi_{1}, \pi_{2}\right)\right]-\mathbb{E}_{\boldsymbol{\xi}}\left[\sup _{\pi_{1}, \pi_{2} \in \Pi} \boldsymbol{\xi} \odot \dot{\Delta}\left(\pi_{1}, \pi_{2}\right)\right] \geq 4 J \sqrt{\frac{\log 1 / \delta}{2 n}}\right) \leq \delta \tag{D.75}
\end{equation*}
$$

The following lemma provides an upper bound of $\mathbb{E}_{\boldsymbol{\xi}}\left[\sup _{\pi_{1}, \pi_{2} \in \Pi} \boldsymbol{\xi} \odot \AA\left(\pi_{1}, \pi_{2}\right)\right]$ (see a proof in Appendix D.3.6):

Lemma D.7. Let $\boldsymbol{\xi}$ be a set of Rademacher random variable and $\Delta\left(\pi_{1}, \pi_{2}\right)$ defined in (Eq. D.26). Then the following bound holds

$$
\begin{equation*}
\mathbb{E}_{\boldsymbol{\xi}}\left[\sup _{\pi_{1}, \pi_{2} \in \Pi} \boldsymbol{\xi} \odot \grave{\Delta}\left(\pi_{1}, \pi_{2}\right)\right] \leq \inf _{\lambda} 2 \lambda+\frac{48}{\sqrt{n}} \int_{\lambda}^{\max \|\Pi\|_{\Gamma}} \sqrt{\log \mathcal{N}\left(\theta, \Pi,\|\cdot\|_{\Gamma}\right)} d \theta \tag{D.76}
\end{equation*}
$$

where $\mathcal{N}\left(\theta, \Pi_{\mathrm{NN}}^{|\mathcal{A}|},\|\cdot\|_{\Gamma}\right)$ is the $\theta$-covering number (see Definition $D .3$ ) of $\Pi$ with respect to the measure $\|\pi\|_{\Gamma}=\sqrt{\frac{1}{n} \sum_{i=1}^{n}\left\langle\stackrel{\circ}{\Gamma}_{i}, \pi\left(\mathbf{x}_{i}\right)\right\rangle^{2}}$.

Substituting (Eq. D.76) into (Eq. D.75) yields

$$
\begin{equation*}
\mathbb{E}[\mathcal{D}] \leq \inf _{\lambda} 4 \lambda+\frac{96}{\sqrt{n}} \int_{\lambda}^{\max \|\Pi\|_{\Gamma}} \sqrt{\log \mathcal{N}\left(\theta, \Pi,\|\cdot\|_{\Gamma}\right)} d \theta+8 J \sqrt{\frac{\log 1 / \delta}{2 n}} \tag{D.77}
\end{equation*}
$$

with probability no less than $1-\delta$.
Substituting (Eq. D.77) into (Eq. D.72) give rise to

$$
\begin{equation*}
\mathcal{D} \leq \inf _{\lambda} 4 \lambda+\frac{96}{\sqrt{n}} \int_{\lambda}^{\max \|\pi\|_{\Gamma}} \sqrt{\log \mathcal{N}\left(\theta, \Pi,\|\cdot\|_{\Gamma}\right)} d \theta+12 J \sqrt{\frac{\log 1 / \delta}{2 n}} \tag{D.78}
\end{equation*}
$$

with probability no less than $1-2 \delta$.

## D.3.4 Proof of Lemma D. 5

Proof. We derive the bound of the covering number $\mathcal{N}\left(\theta, \Pi_{\mathrm{NN}}^{|\mathcal{A}|},\|\cdot\|_{\Gamma}\right)$ using the covering number of the neural network class $\mathcal{N}\left(\theta, \mathcal{F}(L, p, K, \kappa, R),\|\cdot\|_{\infty}\right)$. Let $\pi^{(1)}=\operatorname{Softmax}\left(\mu_{A_{1}}^{(1)}, \ldots, \mu_{A_{|\mathcal{A}|}}^{(1)}\right)$ and $\pi^{(2)}=\operatorname{Softmax}\left(\mu_{A_{1}}^{(2)}, \ldots, \mu_{A_{|\mathcal{A}|}}^{(2)}\right)$ be two policies in $\Pi_{\mathrm{NN}}^{|\mathcal{A}|}\left(L_{\Pi}, p_{\Pi}, K_{\Pi}, \kappa_{\Pi}, R_{\Pi}\right)$ such that for each $j,\left\|\mu_{A_{j}}^{(1)}-\mu_{A_{j}}^{(2)}\right\|_{\infty} \leq \theta$. By Assumption 6.A. 2 and (Eq. 6.12), $\left\|\widetilde{\Gamma}_{i}\right\|_{1} \leq$ $2 M / \eta+|\mathcal{A}| M$ for any $n_{1} \leq i \leq n$. Therefore we have

$$
\begin{aligned}
& \left\|\pi^{(1)}-\pi^{(2)}\right\|_{\Gamma}^{2}=\frac{1}{n_{2}} \sum_{i=n_{1}+1}^{n}\left\langle\widetilde{\Gamma}_{i},\left(\pi^{(1)}-\pi^{(2)}\right)\left(\mathbf{x}_{i}\right)\right\rangle^{2} \\
\leq & \left.\frac{1}{n_{2}} \sum_{i=n_{1}+1}^{n}\left\|\widetilde{\Gamma}_{i}\right\|_{1}^{2}\left\|\left(\pi^{(1)}-\pi^{(2)}\right)\left(\mathbf{x}_{i}\right)\right\|_{\infty}^{2} \leq(|\mathcal{A}| M+2 M / \eta)\right)^{2} \theta^{2} .
\end{aligned}
$$

Thus we obtain

$$
\begin{equation*}
\mathcal{N}\left(\theta, \Pi_{\mathrm{NN}}^{|\mathcal{A}|},\|\cdot\|_{\Gamma}\right) \leq \mathcal{N}\left(\theta /(|\mathcal{A}| M+2 M / \eta), \Pi_{\mathrm{NN}}^{|\mathcal{A}|},\|\cdot\|_{\infty}\right) . \tag{D.79}
\end{equation*}
$$

Since for every $\pi \in \Pi_{\mathrm{NN}}^{|\mathcal{A}|}$ with $L_{\Pi}=L, p_{\Pi}=|\mathcal{A}| p, K_{\Pi}=|\mathcal{A}| K, \kappa_{\Pi}=\kappa, R_{\Pi}=R$, it contains $|\mathcal{A}|$ parallel ReLU networks in $\mathcal{F}(L, p, K, \kappa, R)$ with an additional softmax layer, we have $\mathcal{N}\left(\theta, \Pi_{\mathrm{NN}}^{|\mathcal{A}|},\|\cdot\|_{\infty}\right) \leq \mathcal{N}\left(\theta, \mathcal{F}(L, p, K, \kappa, R),\|\cdot\|_{\infty}\right)^{|\mathcal{A}|}$. From [214, Proof of Theorem 3.1], we have

$$
\mathcal{N}\left(\theta, \mathcal{F}(L, p, K, \kappa, R),\|\cdot\|_{\infty}\right) \leq\left(\frac{2 L^{2}(p R+2) \kappa^{L} p^{L+1}}{\theta}\right)^{K}
$$

We get

$$
\begin{equation*}
\mathcal{N}\left(\theta, \Pi_{\mathrm{NN}},\|\cdot\|_{\infty}\right) \leq\left(\frac{2 L^{2}(p R+2) \kappa^{L} p^{L+1}}{\theta}\right)^{|\mathcal{A}| K} . \tag{D.80}
\end{equation*}
$$

Combining (Eq. D.79) and (Eq. D.80) proves Lemma D.5.

## D.3.5 Proof of Lemma D. 6

Proof. For any $\pi \in \Pi_{\mathrm{NN}}^{|\mathcal{A}|}$,

$$
\|\pi\|_{\Gamma}^{2} \leq \frac{1}{n_{2}} \sum_{i=n_{1}+1}^{n}\left\langle\widetilde{\Gamma}_{i}, \pi\left(\mathbf{x}_{i}\right)\right\rangle^{2} \leq \frac{1}{n_{2}} \sum_{i=n_{1}+1}^{n}\left\|\widetilde{\Gamma}_{i}\right\|_{1}^{2}\left\|\pi\left(\mathbf{x}_{i}\right)\right\|_{\infty}^{2} \leq \frac{1}{n_{2}} \sum_{i=n_{1}+1}^{n}\left\|\widetilde{\Gamma}_{i}\right\|_{1}^{2} .
$$

By Assumption 6.A. 2 and (Eq. 6.12), $\left\|\widetilde{\Gamma}_{i}\right\|_{1} \leq 2 M / \eta+|\mathcal{A}| M$ for any $n_{1} \leq i \leq n$. Therefore we obtain

$$
\|\pi\|_{\Gamma}^{2} \leq(2 M / \eta+|\mathcal{A}| M)^{2} .
$$

## D.3.6 Proof of Lemma D. 7

We first define the covering number of a set.

Definition D.3. Let $\mathcal{F}$ be a set equipped with metric $\rho$. For any $\delta>0$, a $\delta$-covering of $\mathcal{F}$ is a set $\left\{f_{1}, \ldots, f_{N}\right\} \subset \mathcal{F}$ such that for any $f \in \mathcal{F}$, there exists $f_{k}$ for $1 \leq k \leq N$ with $\rho\left(f_{k}, f\right) \leq \theta$. The $\delta$-covering number of $\mathcal{F}$ is defined as

$$
\begin{equation*}
\mathcal{N}(\delta, \mathcal{F}, \rho)=\inf \left\{N: \text { there exists }\left\{f_{1}, \ldots, f_{N}\right\} \text { which is a } \theta \text {-covering of } \mathcal{F}\right\} . \tag{D.81}
\end{equation*}
$$

Proof of Lemma D.7. To bound $\mathbb{E}_{\boldsymbol{\xi}}\left[\sup _{\pi_{1}, \pi_{2} \in \Pi} \boldsymbol{\xi} \odot \AA\left(\pi_{1}, \pi_{2}\right)\right]$ with respect to the measure $\| \cdot$ $\|_{\Gamma}$, we construct a series of $I$ coverings of $\Pi$ with resolutions $\left\{\delta_{i}\right\}_{i=1}^{I}$ satisfying $\delta_{i+1}=\frac{1}{2} \delta_{i}$. The elements in the $(i)$-th covering are denoted as $\left\{\pi_{i}^{(i)}\right\}_{i=1}^{N^{(i)}}$, where the $N^{(i)}$ 's are to be determined later. Thus for any $\pi \in \Pi$, there exists $\pi^{(i)}$ in the $(i)$-th covering such that

$$
\sqrt{\frac{1}{n} \sum_{i=1}^{n}\left\langle\stackrel{\circ}{\Gamma}_{i}, \pi\left(\mathbf{x}_{i}\right)-\pi^{(i)}\left(\mathbf{x}_{i}\right)\right\rangle^{2}} \leq \delta_{i} .
$$

Let $\pi_{1}^{(i)}$ denote the closest element of $\pi_{1}$ in the $(i)$-th covering, and $\pi_{2}^{(i)}$ is defined analogously. We now expand $\pi_{1}-\pi_{2}$ using a telescoping sum:

$$
\begin{equation*}
\pi_{1}-\pi_{2}=\left(\pi_{1}-\pi_{1}^{(I)}+\sum_{i=1}^{I-1} \pi_{1}^{(i+1)}-\pi_{1}^{(i)}+\pi_{1}^{(1)}\right)-\left(\pi_{2}-\pi_{2}^{(I)}+\sum_{i=1}^{I-1} \pi_{2}^{(i+1)}-\pi_{2}^{(i)}+\pi_{2}^{(1)}\right) . \tag{D.82}
\end{equation*}
$$

Substituting (Eq. D.82) into $\mathbb{E}_{\boldsymbol{\xi}}\left[\sup _{\pi_{1}, \pi_{2} \in \Pi} \boldsymbol{\xi} \otimes \AA\left(\pi_{1}, \pi_{2}\right)\right]$, due to the bi-linearity of $\grave{\Delta}$, we have

$$
\begin{align*}
& \mathbb{E}_{\boldsymbol{\xi}}\left[\sup _{\pi_{1}, \pi_{2} \in \Pi} \boldsymbol{\xi} \otimes \Delta\left(\pi_{1}, \pi_{2}\right)\right] \\
\leq & \mathbb{E}_{\boldsymbol{\xi}}\left[\sup _{\pi_{1} \in \Pi} \frac{1}{n} \sum_{i=1}^{n} \xi_{i}\left\langle\stackrel{\circ}{\Gamma}_{i},\left(\pi_{1}-\pi_{1}^{(I)}+\sum_{i=1}^{I-1} \pi_{1}^{(i+1)}-\pi_{1}^{(i)}+\pi_{1}^{(1)}\right)\left(\mathbf{x}_{i}\right)\right\rangle\right] \\
& +\mathbb{E}_{\boldsymbol{\xi}}\left[\sup _{\pi_{2} \in \Pi} \frac{1}{n} \sum_{i=1}^{n} \xi_{i}\left\langle\widetilde{\Gamma}_{i},\left(\pi_{2}-\pi_{2}^{(I)}+\sum_{i=1}^{I-1} \pi_{2}^{(i+1)}-\pi_{2}^{(i)}+\pi_{2}^{(1)}\right)\left(\mathbf{x}_{i}\right)\right\rangle\right] . \tag{D.83}
\end{align*}
$$

By the construction of the coverings, we immediately have

$$
\begin{align*}
& \mathbb{E}_{\boldsymbol{\xi}}\left[\sup _{\pi_{1} \in \Pi} \frac{1}{n} \sum_{i=1}^{n} \xi_{i}\left\langle\stackrel{\circ}{\Gamma}_{i},\left(\pi_{1}-\pi_{1}^{(I)}\right)\left(\mathbf{x}_{i}\right)\right\rangle\right] \\
\leq & \mathbb{E}_{\boldsymbol{\xi}}\left[\sup _{\pi_{1} \in \Pi} \frac{1}{n}\|\boldsymbol{\xi}\|_{2} \sqrt{\sum_{i=1}^{n}\left\langle\stackrel{\circ}{\Gamma}_{i},\left(\pi_{1}-\pi_{1}^{(I)}\right)\left(\mathbf{x}_{i}\right)\right\rangle^{2}}\right] \leq \delta_{I} . \tag{D.84}
\end{align*}
$$

We can also check

$$
\begin{align*}
& \sqrt{\sum_{i=1}^{n}\left\langle\stackrel{\circ}{\Gamma}_{i}, \pi^{(i+1)}\left(\mathbf{x}_{i}\right)-\pi^{(i)}\left(\mathbf{x}_{i}\right)\right\rangle^{2}}=\sqrt{\sum_{i=1}^{n}\left\langle\stackrel{\circ}{\Gamma}_{i}, \pi^{(i+1)}\left(\mathbf{x}_{i}\right)-\pi\left(\mathbf{x}_{i}\right)+\pi\left(\mathbf{x}_{i}\right)-\pi^{(i)}\left(\mathbf{x}_{i}\right)\right\rangle^{2}} \\
\leq & \sqrt{2 \sum_{i=1}^{n}\left\langle\stackrel{\circ}{\Gamma}_{i}, \pi^{(i+1)}\left(\mathbf{x}_{i}\right)-\pi\left(\mathbf{x}_{i}\right)\right\rangle^{2}+2 \sum_{i=1}^{n}\left\langle\stackrel{\circ}{\Gamma}_{i}, \pi\left(\mathbf{x}_{i}\right)-\pi^{(i)}\left(\mathbf{x}_{i}\right)\right\rangle^{2}} \\
\leq & \sqrt{2 n\left(\delta_{i+1}^{2}+\delta_{i}^{2}\right)} \leq \sqrt{2 n}\left(\delta_{i+1}+\delta_{i}\right) \tag{D.85}
\end{align*}
$$

Using Lemma D.12, we have

$$
\begin{align*}
& \mathbb{E}_{\xi}\left[\sup _{\pi_{1} \in \Pi} \frac{1}{n} \sum_{i=1}^{n} \xi_{i}\left\langle\stackrel{\circ}{\Gamma}_{i}, \pi_{1}^{(i+1)}\left(\mathbf{x}_{i}\right)-\pi_{1}^{(i)}\left(\mathbf{x}_{i}\right)\right\rangle\right] \\
\leq & \frac{2\left(\delta_{i+1}+\delta_{i}\right) \sqrt{\log \left(\mathcal{N}\left(\delta_{i}, \Pi,\|\cdot\|_{\Gamma}\right) \mathcal{N}\left(\delta_{i+1}, \Pi,\|\cdot\|_{\Gamma}\right)\right)}}{\sqrt{n}} \leq \frac{4\left(\delta_{i+1}+\delta_{i}\right) \sqrt{\log \mathcal{N}\left(\delta_{i+1}, \Pi,\|\cdot\|_{\Gamma}\right)}}{\sqrt{n}} \tag{D.86}
\end{align*}
$$

where the metric in the covering is $\|\pi\|_{\Gamma}=\sqrt{\frac{1}{n} \sum_{i=1}^{n}\left\langle\stackrel{\circ}{\Gamma}_{i}, \pi\left(\mathbf{x}_{i}\right)\right\rangle^{2}}$. Substituting (Eq. D.84), (Eq. D.86) into (Eq. D.83), and invoking the identity $\delta_{i+1}+\delta_{i}=6\left(\delta_{i+1}-\delta_{i+2}\right)$ yield

$$
\begin{aligned}
& \mathbb{E}_{\boldsymbol{\xi}}\left[\sup _{\pi_{1}, \pi_{2} \in \Pi} \boldsymbol{\xi} \otimes \grave{\Delta}\left(\pi_{1}, \pi_{2}\right)\right] \leq 2 \delta_{I}+\sum_{i=1}^{I-1} \frac{8\left(\delta_{i+1}+\delta_{i}\right) \sqrt{\log \mathcal{N}\left(\delta_{i+1}, \Pi,\|\cdot\|_{\Gamma}\right)}}{\sqrt{n}} \\
\leq & 2 \delta_{I}+\frac{48\left(\delta_{i+1}-\delta_{i+2}\right) \sqrt{\log \mathcal{N}\left(\delta_{i+1}, \Pi,\|\cdot\|_{\Gamma}\right)}}{\sqrt{n}} \leq 2 \delta_{I}+\frac{48}{\sqrt{n}} \int_{\delta_{I}}^{\delta_{1}} \sqrt{\log \mathcal{N}\left(\tau, \Pi,\|\cdot\|_{\Gamma}\right)} d \tau
\end{aligned}
$$

Choosing $\delta_{1}=\max _{\pi \in \Pi}\|\pi\|_{\Gamma}$ so that the first covering only consists of one element, we derive

$$
\mathbb{E}_{\boldsymbol{\xi}}\left[\sup _{\pi_{1}, \pi_{2} \in \Pi} \boldsymbol{\xi} \odot \Delta\left(\pi_{1}, \pi_{2}\right)\right] \leq \inf _{\lambda} 2 \lambda+\frac{48}{\sqrt{n}} \int_{\lambda}^{\max \in\|\pi\|_{\Gamma}} \sqrt{\log \mathcal{N}\left(\theta, \Pi,\|\cdot\|_{\Gamma}\right)} d \theta
$$

## D. 4 Helper Lemmas

Lemma D.8. Let $f(\mathbf{x}, A)$ be any function defined on $\mathcal{M} \times[0,1]$. Assume there exists $M>0$ such that

$$
\begin{equation*}
\sup _{A \in[0,1]}\|f(\cdot, A)\|_{\mathcal{H}^{\alpha}(\mathcal{M})} \leq M \text { and } \sup _{\mathbf{x} \in \mathcal{M}}|f(\mathbf{x}, A)-f(\mathbf{x}, \widetilde{A})| \leq M|A-\widetilde{A}|, \forall A, \widetilde{A} \in[0,1] . \tag{D.87}
\end{equation*}
$$

Then $F^{(I)}=\int_{I} f(\mathbf{x}, A) d A \in \mathcal{H}^{\alpha}(\mathcal{M})$ satisfies $\left\|F^{(I)}\right\|_{\mathcal{H}^{\alpha}(\mathcal{M})} \leq M|I|$ for any interval $I \subset[0,1]$ where $|I|$ is the length of $I$.

Proof of Lemma D.8. To show $F^{(I)} \in \mathcal{H}^{\alpha}(\mathcal{M})$, it is sufficient to show $\left\|F^{(I)}\right\|_{\mathcal{H}^{\alpha}(U)}<\infty$ for any chart $(U, \phi)$ of $\mathcal{M}$. For simplicity, we denote

$$
F_{\phi}^{(I)}(\mathbf{z})=F^{(I)} \circ \phi^{-1}(\mathbf{z}), f_{\phi}(\mathbf{z}, A)=f\left(\phi^{-1}(\mathbf{z}), A\right)
$$

for $\mathbf{z} \in \phi(U)$. Then $F_{\phi}^{(I)}(\mathbf{z})=\int_{I} f_{\phi}(\mathbf{z}, A) d A$.
We first consider $0<\alpha \leq 1$. In this case, we have

$$
\begin{align*}
\left\|F_{\phi}^{(I)}\right\|_{\mathcal{H}^{\alpha}(\phi(U))} & =\sup _{\mathbf{z} \neq \mathbf{y} \in \phi(U)} \frac{\left|F_{\phi}^{(I)}(\mathbf{z})-F_{\phi}^{(I)}(\mathbf{y})\right|}{\|\mathbf{z}-\mathbf{y}\|_{2}^{\alpha}} \\
& \leq \sup _{\mathbf{z} \neq \mathbf{y} \in \phi(U)} \int_{I} \frac{\left|f_{\phi}(\mathbf{z}, A)-f_{\phi}(\mathbf{y}, A)\right|}{\|\mathbf{z}-\mathbf{y}\|_{2}^{\alpha}} d A \leq M|I|<\infty \tag{D.88}
\end{align*}
$$

which implies $F^{(I)} \in \mathcal{H}^{\alpha}(\mathcal{M})$.
Next we consider $\alpha>1$. We first show that $\partial^{\mathbf{s}} F_{\phi}^{(I)}(\mathbf{z})=\int_{I} \partial^{\widetilde{s}} f_{\phi}(\mathbf{z}, A) d A$ for any $|\mathbf{s}| \leq\lceil\alpha-1\rceil$ where $\widetilde{\mathbf{s}}=\left[\mathbf{s}^{\top}, 0\right]^{\top}$. Let $\left\{h_{n}\right\}_{n=1}^{\infty}$ be any sequence converging to 0 . When $|\mathbf{s}|=1$, by definition, we have

$$
\partial^{\mathbf{s}} F_{\phi}^{(I)}(\mathbf{z})=\lim _{n \rightarrow \infty} \frac{F_{\phi}^{(I)}\left(\mathbf{z}+h_{n} \mathbf{s}\right)-F_{\phi}^{(I)}(\mathbf{z})}{h_{n}}=\lim _{n \rightarrow \infty} \int_{I} \frac{f_{\phi}\left(\mathbf{z}+h_{n} \mathbf{s}, A\right)-f_{\phi}(\mathbf{z}, A)}{h_{n}} d A .
$$

Since $\left\|f_{\phi}(\mathbf{z}, A)\right\|_{\mathcal{H}^{\alpha}(\phi(U))} \leq M$ for any fixed $A \in[0,1]$, by the mean value theorem,

$$
\left|\frac{f_{\phi}\left(\mathbf{z}+h_{n} \mathbf{s}, A\right)-f_{\phi}(\mathbf{z}, A)}{h_{n}}\right| \leq \max _{\widetilde{\mathbf{z}} \in \phi(U)}\left|\partial^{\widetilde{\mathbf{s}}} f_{\phi}(\widetilde{\mathbf{z}}, A)\right| \leq M .
$$

Since

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{f_{\phi}\left(\mathbf{z}+h_{n} \mathbf{s}, A\right)-f_{\phi}(\mathbf{z}, A)}{h_{n}}=\partial^{\widetilde{\mathbf{s}}} f_{\phi}(\mathbf{z}, A) \tag{D.89}
\end{equation*}
$$

and by the dominated convergence theorem, we obtain

$$
\begin{aligned}
\partial^{\mathbf{s}} F_{\phi}^{(I)}(\mathbf{z}) & =\lim _{n \rightarrow \infty} \frac{F_{\phi}^{(I)}\left(\mathbf{z}+h_{n} \mathbf{s}\right)-F_{\phi}^{(I)}(\mathbf{z})}{h_{n}} \\
& =\int_{I} \lim _{n \rightarrow \infty} \frac{f_{\phi}\left(\mathbf{z}+h_{n} \mathbf{s}, A\right)-f_{\phi}(\mathbf{z}, A)}{h_{n}} d A=\int_{I} \partial^{\widetilde{\mathbf{s}}} f_{\phi}(\mathbf{z}, A) d A .
\end{aligned}
$$

Similarly, for any $|\mathbf{s}| \leq\lceil\alpha-1\rceil, \partial^{\widetilde{s}} f(\mathbf{x}, A)$ can be expressed in the form similar to (Eq. D.89) using the Taylor series. Following the same procedure, one can show

$$
\partial^{\mathbf{s}} F_{\phi}^{(I)}(\mathbf{z})=\int_{I} \partial^{\widetilde{\mathbf{s}}} f_{\phi}(\mathbf{z}, A) d A
$$

for any $|\mathbf{s}| \leq\lceil\alpha-1\rceil$. Therefore we have

$$
\begin{equation*}
\max _{|\mathbf{s}| \leq\lceil\alpha-1\rceil} \sup _{\mathbf{z} \in \phi(U)}\left|\partial^{\mathbf{s}} F_{\phi}^{(I)}\right| \leq M|I|<\infty \tag{D.90}
\end{equation*}
$$

where $|I|$ represents the length of $I$.
On the other hand,

$$
\begin{align*}
& \max _{|\mathbf{s}|=\lceil\alpha-1\rceil} \sup _{\mathbf{z} \neq \mathbf{y} \in \phi(U)} \frac{\left|\partial^{\mathbf{s}} F_{\phi}^{(I)}(\mathbf{z})-\partial^{\mathbf{s}} F_{\phi}^{(I)}(\mathbf{y})\right|}{\|\mathbf{z}-\mathbf{y}\|_{2}^{\alpha-\lceil\alpha-1\rceil}} \\
\leq & \max _{|\mathbf{s}|=\lceil\alpha-1\rceil} \sup _{\mathbf{z} \neq \mathbf{y} \in \phi(U)} \int \frac{\left|\partial^{\widetilde{s}} f_{\phi}(\mathbf{z}, A)-\partial^{\widetilde{s}} f_{\phi}(\mathbf{y}, A)\right|}{\|\mathbf{z}-\mathbf{y}\|_{2}^{\alpha-\lceil\alpha-1\rceil}} d A \leq M|I|<\infty . \tag{D.91}
\end{align*}
$$

Combining (Eq. D.90) and (Eq. D.91) gives $\left\|F^{(I)}\right\|_{\mathcal{H}^{\alpha}(U)}<\infty$ for any chart $(U, \phi)$ which implies $F^{(I)} \in \mathcal{H}^{\alpha}(\mathcal{M})$.

Lemma D.9. Assume Assumption 3.1 and 3.2 hold. Let $f, g \in \mathcal{H}^{\alpha}(\mathcal{M})$ with $\inf _{\mathbf{x} \in \mathcal{M}} g(\mathbf{x}) \geq$ $\eta>0$. Let $M>0$ be a constant such that $\|f\|_{\mathcal{H}^{\alpha}(\mathcal{M})} \leq M$ and $\|g\|_{\mathcal{H}^{\alpha}(\mathcal{M})} \leq M$. Then we have $f / g \in \mathcal{H}^{\alpha}(\mathcal{M})$ with $\|f / g\|_{\mathcal{H}^{\alpha}(\mathcal{M})} \leq 2^{\frac{5+\lceil\alpha-1\rceil}{2}\lceil\alpha-1\rceil}(M / \eta)^{2^{[\alpha\rceil}}(2 B+1)$.

Proof of Lemma D.9. It is sufficiently to show $\|f / g\|_{\mathcal{H}^{\alpha}(U)}<\infty$ for any chart $(U, \phi)$ of
$\mathcal{M}$. For simplicity, denote

$$
f_{\phi}(\mathbf{z})=f \circ \phi^{-1}(\mathbf{z}), g_{\phi}(\mathbf{z})=g \circ \phi^{-1}(\mathbf{z})
$$

for any $\mathbf{z} \in \phi(U)$.
We first consider $0<\alpha \leq 1$. In this case,

$$
\begin{align*}
& \|f / g\|_{\mathcal{H}^{\alpha}(U)}=\sup _{\mathbf{z} \neq \mathbf{y} \in \phi(U)} \frac{\left|\left(f_{\phi}(\mathbf{z}) / g_{\phi}(\mathbf{z})\right)-\left(f_{\phi}(\mathbf{y}) / g_{\phi}(\mathbf{y})\right)\right|}{\|\mathbf{z}-\mathbf{y}\|_{2}^{\alpha}} \\
\leq & \frac{\left|f_{\phi}(\mathbf{z}) g_{\phi}(\mathbf{y})-f_{\phi}(\mathbf{z}) g_{\phi}(\mathbf{z})+f_{\phi}(\mathbf{z}) g_{\phi}(\mathbf{z})-f_{\phi}(\mathbf{y}) g_{\phi}(\mathbf{z})\right|}{g_{\phi}(\mathbf{y}) g_{\phi}(\mathbf{z})\|\mathbf{z}-\mathbf{y}\|_{2}^{\alpha}} \\
\leq & \frac{1}{\eta^{2}}\left(M \frac{\left|g_{\phi}(\mathbf{y})-g_{\phi}(\mathbf{z})\right|}{\|\mathbf{z}-\mathbf{y}\|_{2}^{\alpha}}+M \frac{\left|f_{\phi}(\mathbf{z})-f_{\phi}(\mathbf{y})\right|}{\|\mathbf{z}-\mathbf{y}\|_{2}^{\alpha}}\right) \leq 2 M^{2} / \eta^{2}<\infty \tag{D.92}
\end{align*}
$$

which implies $f / g \in \mathcal{H}^{\alpha}(\mathcal{M})$.
We next consider the case $\alpha>1$. We first show $\left|\partial^{\mathbf{s}}\left(f_{\phi}(\mathbf{z}) / g_{\phi}(\mathbf{z})\right)\right|<\infty$ for $|\mathbf{s}| \leq$ $\lceil\alpha-1\rceil$. When $|\mathbf{s}|=1$, we have

$$
\left|\partial^{\mathbf{s}}\left(\frac{f_{\phi}(\mathbf{z})}{g_{\phi}(\mathbf{z})}\right)\right|=\left|\frac{\partial^{\mathbf{s}} f_{\phi}(\mathbf{z}) g_{\phi}(\mathbf{z})-f_{\phi}(\mathbf{z}) \partial^{\mathbf{s}} g_{\phi}(\mathbf{z})}{g_{\phi}^{2}(\mathbf{z})}\right| \leq 2 M^{2} / \eta^{2}
$$

For any $|\mathbf{s}| \leq\lceil\alpha-1\rceil$, following this process, one can show

$$
\begin{equation*}
\left|\partial^{\mathrm{s}}\left(\frac{f_{\phi}(\mathbf{z})}{g_{\phi}(\mathbf{z})}\right)\right|=\frac{\sum_{i=1}^{2^{\frac{1+|\mathbf{s}|}{2}|\mathbf{s}|}} G_{i}}{g_{\phi}^{2|\mathbf{s}|}} \leq 2^{\frac{1+|\mathbf{s}|}{2}|\mathbf{s}|}(M / \eta)^{2^{|\mathbf{s}|}}<\infty \tag{D.93}
\end{equation*}
$$

where each $G_{i}$ is the product of $2^{|\mathbf{s}|}$ terms from $\left\{\partial^{\overline{\mathbf{s}}} f_{\phi}, \partial^{\overline{\mathbf{s}}} f_{\phi}| | \overline{\mathbf{s}}|\leq|\mathbf{s}|\}\right.$.
On the other hand, note that for any s with $|\mathbf{s}|=1$, we have

$$
\begin{aligned}
& \left|\partial^{\mathbf{s}}\left(\frac{f_{\phi}(\mathbf{z})}{g_{\phi}(\mathbf{z})}\right)-\partial^{\mathbf{s}}\left(\frac{f_{\phi}(\mathbf{y})}{g_{\phi}(\mathbf{y})}\right)\right| \\
= & \left|\frac{\partial^{\mathbf{s}} f_{\phi}(\mathbf{z}) g_{\phi}(\mathbf{z})-f_{\phi}(\mathbf{z}) \partial^{\mathbf{s}} g_{\phi}(\mathbf{z})}{g_{\phi}^{2}(\mathbf{z})}-\frac{\partial^{\mathbf{s}} f_{\phi}(\mathbf{y}) g_{\phi}(\mathbf{y})-f_{\phi}(\mathbf{y}) \partial^{\mathbf{s}} g_{\phi}(\mathbf{y})}{g_{\phi}^{2}(\mathbf{y})}\right|
\end{aligned}
$$

$$
\begin{aligned}
= & \left|\frac{g_{\phi}^{2}(\mathbf{y}) \partial^{\mathbf{s}} f_{\phi}(\mathbf{z}) g_{\phi}(\mathbf{z})-g_{\phi}^{2}(\mathbf{z}) \partial^{\mathbf{s}} f_{\phi}(\mathbf{y}) g_{\phi}(\mathbf{y})-\left(g_{\phi}^{2}(\mathbf{y}) f_{\phi}(\mathbf{z}) \partial^{\mathbf{s}} g_{\phi}(\mathbf{z})-g_{\phi}^{2}(\mathbf{z}) f(\mathbf{y}) \partial^{\mathbf{s}} g_{\phi}(\mathbf{y})\right)}{g_{\phi}^{2}(\mathbf{z}) g_{\phi}^{2}(\mathbf{y})}\right| \\
\leq & \left.\frac{1}{\eta^{4}} \right\rvert\, g_{\phi}(\mathbf{y}) g_{\phi}(\mathbf{z})\left[\partial^{\mathbf{s}} f_{\phi}(\mathbf{z}) g_{\phi}(\mathbf{y})-\partial^{\mathbf{s}} f_{\phi}(\mathbf{z}) g_{\phi}(\mathbf{z})+\partial^{\mathbf{s}} f_{\phi}(\mathbf{z}) g_{\phi}(\mathbf{z})-\partial^{\mathbf{s}} f_{\phi}(\mathbf{y}) g_{\phi}(\mathbf{z})\right] \\
& +g_{\phi}^{2}(\mathbf{y}) f_{\phi}(\mathbf{z}) \partial^{\mathbf{s}} g_{\phi}(\mathbf{z})-g_{\phi}^{2}(\mathbf{y}) f_{\phi}(\mathbf{z}) \partial^{\mathbf{s}} g_{\phi}(\mathbf{y})+g_{\phi}^{2}(\mathbf{y}) f_{\phi}(\mathbf{z}) \partial^{\mathbf{s}} g_{\phi}(\mathbf{y})-g_{\phi}^{2}(\mathbf{y}) f_{\phi}(\mathbf{y}) \partial^{\mathbf{s}} g_{\phi}(\mathbf{y}) \\
& +g_{\phi}^{2}(\mathbf{y}) f_{\phi}(\mathbf{y}) \partial^{\mathbf{s}} g_{\phi}(\mathbf{y})-g_{\phi}(\mathbf{y}) g_{\phi}(\mathbf{z}) f_{\phi}(\mathbf{y}) \partial^{\mathbf{s}} g_{\phi}(\mathbf{y}) \\
& +g_{\phi}(\mathbf{y}) g_{\phi}(\mathbf{z}) f_{\phi}(\mathbf{y}) \partial^{\mathbf{s}} g_{\phi}(\mathbf{y})-g_{\phi}^{2}(\mathbf{z}) f_{\phi}(\mathbf{y}) \partial^{\mathbf{s}} g_{\phi}(\mathbf{y}) \mid \\
\leq & \frac{M^{3}}{\eta^{4}}\left[3\left|g_{\phi}(\mathbf{z})-g_{\phi}(\mathbf{y})\right|+\left|f_{\phi}(\mathbf{z})-f_{\phi}(\mathbf{y})\right|+\left|\partial^{\mathbf{s}} g_{\phi}(\mathbf{z})-\partial^{\mathbf{s}} g_{\phi}(\mathbf{y})\right|+\left|\partial^{\mathbf{s}} f_{\phi}(\mathbf{z})-\partial^{\mathbf{s}} f_{\phi}(\mathbf{y})\right|\right] \\
\leq & \frac{M^{3}}{\eta^{4}}\left[4 M\|\mathbf{z}-\mathbf{y}\|+\left|\partial^{\mathbf{s}} g_{\phi}(\mathbf{z})-\partial^{\mathbf{s}} g_{\phi}(\mathbf{y})\right|+\left|\partial^{\mathbf{s}} f_{\phi}(\mathbf{z})-\partial^{\mathbf{s}} f_{\phi}(\mathbf{y})\right|\right] .
\end{aligned}
$$

Analogously, for any $|\mathbf{s}| \leq\lceil\alpha-1\rceil$, one can show

$$
\begin{aligned}
& \left|\partial^{\mathbf{s}}\left(\frac{f_{\phi}(\mathbf{z})}{g_{\phi}(\mathbf{z})}\right)-\partial^{\mathbf{s}}\left(\frac{f_{\phi}(\mathbf{y})}{g_{\phi}(\mathbf{y})}\right)\right| \\
\leq & (M / \eta)^{2 \mathbf{s} \mid+1}-1 \\
& \left.C_{1} M\|\mathbf{z}-\mathbf{y}\|+C_{2}\left|\partial^{\mathbf{s}} g_{\phi}(\mathbf{z})-\partial^{\mathbf{s}} g_{\phi}(\mathbf{y})\right|+C_{3}\left|\partial^{\mathbf{s}} f_{\phi}(\mathbf{z})-\partial^{\mathbf{s}} f_{\phi}(\mathbf{y})\right|\right)
\end{aligned}
$$

for some absolute constants $C_{1}, C_{2}, C_{3}$ such that $C_{1}+C_{2}+C_{3}=2^{\frac{5+\mid s \mathrm{~s}}{2}|\mathrm{~s}|}$. Thus we deduce

$$
\begin{align*}
& \max _{|\mathbf{s}| \leq\lceil\alpha-1\rceil} \sup _{\mathbf{z} \neq \mathbf{y} \in \phi(U)} \frac{\left|\partial^{\mathbf{s}}\left(f_{\phi}(\mathbf{z}) / g_{\phi}(\mathbf{z})\right)-\partial^{\mathbf{s}}\left(f_{\phi}(\mathbf{y}) / g_{\phi}(\mathbf{y})\right)\right|}{\|\mathbf{z}-\mathbf{y}\|_{2}^{\alpha-\lceil\alpha-1\rceil}} \\
& \leq(M / \eta)^{2^{\lceil\alpha-1\rceil+1}-1}\left(2 C_{1} M B+\left(C_{2}+C_{3}\right) M\right)<2^{\frac{5+\lceil\alpha-1\rceil}{2}\lceil\alpha-1\rceil}(M / \eta)^{2^{[\alpha\rceil}}(2 B+1)<\infty . \tag{D.94}
\end{align*}
$$

Combining (Eq. D.93) and (Eq. D.94) yields

$$
\begin{equation*}
\|f / g\|_{\mathcal{H}^{\alpha}(U)}<2^{\frac{5+\lceil\alpha-1\rceil}{2}\lceil\alpha-1\rceil}(M / \eta)^{2^{\lceil\alpha\rceil}}(2 B+1)<\infty \tag{D.95}
\end{equation*}
$$

for any chart $(U, \phi)$ of $\mathcal{M}$ which implies $f / g \in \mathcal{H}^{\alpha}(\mathcal{M})$.

Lemma D.10. Assume Assumption 3.1 and 3.2. Let $f \in \mathcal{H}^{\alpha}(\mathcal{M})$ with $\alpha>1$ and $f(\mathbf{x}) \geq$
$\eta>0$. Let $M>0$ be a constant such that $\|f\|_{\mathcal{H}^{\alpha}(\mathcal{M})} \leq M$. Then we have $\log f \in \mathcal{H}^{\alpha}(\mathcal{M})$ with $\|\log f\|_{\mathcal{H}^{\alpha}(\mathcal{M})} \leq 2^{\frac{5+\lceil\alpha-2\rceil}{2}\lceil\alpha-2\rceil}(M / \eta)^{2^{\lceil\alpha-1\rceil}}(2 B+1)$.

Proof of Lemma D.10. It is sufficiently to show $\|\log f\|_{\mathcal{H}^{\alpha}(U)}<\infty$ for any chart $(U, \phi)$ of $\mathcal{M}$. For simplicity, denote $f_{\phi}(\mathbf{z})=f \circ \phi^{-1}(\mathbf{z})$ for any $\mathbf{z} \in \phi(U)$. We further denote $M>0$ such that $\|f\|_{\mathcal{H}^{\alpha}(U)} \leq M$.

For any $|\mathbf{s}|=1, \partial^{\mathbf{s}} \log f_{\phi}(\mathbf{z})=\frac{\partial^{\mathbf{s}} f_{\phi}(\mathbf{z})}{f_{\phi}(\mathbf{z})}$. Note that $\partial^{\mathbf{s}} f_{\phi}(\mathbf{z}) \in \mathcal{H}^{\alpha-1}(\phi(U))$. According to Lemma D.9,

$$
\begin{equation*}
\frac{\partial^{\mathbf{s}} f_{\phi}}{f_{\phi}} \in \mathcal{H}^{\alpha-1}(\phi(U)) \tag{D.96}
\end{equation*}
$$

for any $|\mathbf{s}|=1$. Combining (Eq. D.96) and

$$
\max _{|\mathbf{s}|=1, \mathbf{z} \in \phi(U)}\left|\frac{\partial^{\mathbf{s}} f_{\phi}(\mathbf{z})}{f_{\phi}(\mathbf{z})}\right| \leq M / \eta
$$

we have $\|\log f\|_{\mathcal{H}^{\alpha}(U)}<\infty$ with $\|\log f\|_{\mathcal{H}^{\alpha}(U)} \leq 2^{\frac{5+\lceil\alpha-2\rceil}{2}\lceil\alpha-2\rceil}(M / \eta)^{2^{[\alpha-1]}}(2 B+1)$ which proves Lemma D. 10 .

The following two lemmas are extensively used in the previous proofs.

Lemma D. 11 (McDiarmid's inequality ([230])). Let $\mathbf{x}_{1}, \ldots, \mathbf{x}_{n} \in \mathcal{X}$ be independent random variables and $f: \mathcal{X}^{n} \rightarrow \mathbb{R}$ be a map. If for any $i$ and $\mathbf{x}_{1}, \ldots, \mathbf{x}_{n}, \mathbf{x}_{i}^{\prime} \in \mathcal{X}$, the following holds

$$
\left|f\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{i-1}, \mathbf{x}_{i}, \mathbf{x}_{i+1}, \ldots, \mathbf{x}_{n}\right)-f\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{i-1}, \mathbf{x}_{i}^{\prime}, \mathbf{x}_{i+1}, \ldots, \mathbf{x}_{n}\right)\right| \leq c_{i}
$$

then for any $t>0$,

$$
\mathbb{P}\left(\left|f\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{n}\right)-\mathbb{E}[f] \geq t\right|\right) \leq \exp \left(\frac{-2 t^{2}}{\sum_{i=1}^{n} c_{i}^{2}}\right)
$$

Lemma D. 12 (Massart's lemma ([231, Lemma 5.2])). Let $\mathcal{X}$ be some finite set in $\mathbb{R}^{m}$ and $\epsilon_{1}, \ldots, \epsilon_{m}$ be independent Rademacher random variables. Then

$$
\mathbb{E}\left[\sup _{\mathbf{x} \in \mathcal{X}} \frac{1}{m} \sum_{i=1}^{m} \epsilon_{i} x_{i}\right] \leq \sup _{\mathbf{x} \in \mathcal{X}}\|\mathbf{x}\| \frac{\sqrt{2 \log |\mathcal{X}|}}{m} .
$$
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