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SUMMARY

Significant success of deep learning has brought unprecedented challenges to con-

ventional wisdom in statistics, optimization, and applied mathematics. In many high-

dimensional applications, e.g., image data of hundreds of thousands of pixels, deep learning

is remarkably scalable and mysteriously generalizes well. Although such appealing behav-

ior stimulates wide applications, a fundamental theoretical challenge – curse of data dimen-

sionality – naturally arises. Roughly put, the sample complexity in practical applications is

significantly smaller than that predicted by theory. It is a common belief that deep neural

networks are good at learning various geometric structures hidden in data sets. However,

little theory has been established to explain such a power. This thesis aims to bridge the gap

between theory and practice by studying function approximation and statistical theories of

deep neural networks in exploitation of geometric structures in data.

⋆ Function Approximation Theories on Low-dimensional Manifolds using Deep

Neural Networks. Function approximation by neural networks in Euclidean spaces has

been extensively studied in literature; the obtained rate of approximation, however, is ex-

tremely slow in high dimensions.

In Chapter 3, we first develop an efficient universal approximation theory for α-Hölder

functions on a d-dimensional Riemannian manifold isometrically embedded in RD (d ≪

D). A feedforward network architecture is constructed for function approximation, where

the size of the network grows like ϵ−d/α with ϵ being the approximation error.

Furthermore, we prove efficient approximation theory for convolutional residual net-

works in approximating Besov functions. We highlight two important contributions: 1)

Besov functions generalize Hölder functions by allowing inhomogeneous spatially varying

regularity; 2) Convolutional residual networks share the universal approximation ability,

while are free of cardinality constraints on weight parameters. As a consequence, convo-

lutional residual networks are shown to enjoy adaptability to both data intrinsic structures
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and function non-uniform regularity.

The aforementioned theories focus on function approximation in terms of function

value (function L∞-norm). Nonetheless, the constructed neural network approximator can

be highly nonsmooth. In this regard, we demonstrate the benefit of overparameterized neu-

ral networks in function approximation. Specifically, we show that large neural networks

are capable of accurately approximating a target function, and the network itself enjoys

benign Lipschitz continuity. This theory partially justifies the appealing performance and

robustness of deep and wide networks in practice.

⋆ Statistical Theories on Low-dimensional Data Structures using Deep Neural Net-

works. Efficient approximation theories of neural networks provide valuable guidelines to

properly choose network architectures, when data exhibit geometric structures. In combi-

nation with statistical tools, we prove that neural networks can circumvent the curse of data

dimensionality and enjoy fast statistical convergence in various learning problems.

In Chapter 4, we consider nonparametric regression/classification problems. Suppose

for example, the ground truth regression function is α-Hölder continuous and the response

is contaminated by sub-Gaussian noise. By minimizing the empirical squared loss over a

proper neural network class, the obtained empirical risk minimizer converges to the ground

truth at a rate Õ
(
n− α

2α+d

)
, where n is the sample size. Similar results are extended to

binary classification problems.

In Chapter 5, we study distribution estimation using Generative Adversarial Networks

(GANs). The target data distribution has either a nonparametric density function or intrin-

sic low-dimensional structures. In both cases, we show that the data distribution can be

represented as a pushforward distribution by the generator network. We in addition estab-

lish sample complexity bounds of GANs in estimating these distributions under the strong

Wasserstein distance. In particular, we show that GANs are adaptive to intrinsic structures

in data.

In Chapter 6, we consider doubly-robust policy learning using neural networks, when

xiv



the covariate has low-dimensional structures. We show nonasymptotic regret bounds of

the learned policy competing with optimal oracle policies in both discrete action and con-

tinuous action scenarios. This result amplifies the adaptability and flexibility of neural

networks.
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CHAPTER 1

INTRODUCTION

Deep learning has made astonishing breakthroughs in various real-world applications, such

as computer vision [1, 2, 3], natural language processing [4, 5, 6], healthcare [7, 8], robotics

[9], etc. For example, in image classification, the winner of the 2017 ImageNet challenge

retained a top-5 error rate of 2.25% [10], while the data set consists of about 1.2 million

labeled high resolution images in 1000 categories. In speech recognition, [11] reported

that deep neural networks outperformed humans with a 5.15% word error rate on the Lib-

riSpeech corpus constructed from audio books [12]. Such a data set consists of approxi-

mately 1000 hours of 16kHz read English speech from 8000 audio books.

The empirical success of deep learning brings new challenges to the conventional wis-

dom of machine learning. Data sets in these applications are in high-dimensional spaces. In

existing literature, a minimax lower bound has been established for the optimal algorithm of

learning Cs functions in RD [13, 14]. Denote the underlying function by f0. The minimax

lower bound suggests a pessimistic sample complexity: To obtain an estimator f̂ for each

Cs function f0 with an ϵ-error, uniformly for all Cs functions (i.e., supf0∈Cs ∥f̂−f0∥L2 ≤ ϵ

with ∥ · ∥L2 denoting the function L2 norm), the optimal algorithm requires the sample size

n ≳ ϵ−
2s+D

s in the worst scenario (i.e., when f0 is the most difficult for the algorithm to

estimate). We instantiate such a sample complexity bound to the ImageNet data set, which

consists of RGB images with a resolution of 224× 224. The theory above suggests that, to

achieve an ϵ-error, the number of samples has to scale as ϵ−224×224×3/s, where the smooth-

ness parameter s is significantly smaller than 224× 224× 3. Setting ϵ = 0.1 already gives

rise to a huge number of samples far beyond practical applications, which well exceeds 1.2

million labeled images in ImageNet. This is known as the curse of data dimensionality.

To bridge the aforementioned huge gap between theory and practice, we take the low

1



dimensional geometric structures in data sets into consideration. This is motivated by the

fact that real-world data sets often exhibit low dimensional structures. Many images con-

sist of projections of a three-dimensional object followed by some transformations, such

as rotation, translation, and skeleton. This generating mechanism induces a small num-

ber of intrinsic parameters [15, 16]. Speech data are composed of words and sentences

following the grammar, and therefore have small degrees of freedom [17]. More broadly,

visual, acoustic, textual, and many other types of data often have low dimensional geo-

metric structures due to rich local regularities, global symmetries, repetitive patterns, or

redundant sampling [18, 19, 20, 21]. It is therefore reasonable to assume that data lie on a

manifold M of dimension d≪ D.

This thesis shows that deep neural networks are adaptive to data intrinsic structures

in function approximation and statistical learning problems, and partially explains why

deep learning is free of the curse of data ambient dimensionality. We summarize the main

contributions as follows.

Function Approximation Theories on Low-dimensional Manifolds using Deep Neural

Networks. In Chapter 3, we first develop an efficient universal approximation theory for α-

Hölder functions on a d-dimensional Riemannian manifold isometrically embedded in RD

(d ≪ D). A feedforward network architecture is constructed for function approximation,

where the size of the network grows like ϵ−d/α with ϵ being the approximation error.

Furthermore, we prove efficient approximation theory for convolutional residual net-

works in approximating Besov functions. We highlight two important contributions: 1)

Besov functions generalize Hölder functions by allowing inhomogeneous spatially varying

regularity; 2) Convolutional residual networks share the universal approximation ability,

while are free of cardinality constraints on weight parameters. As a consequence, convo-

lutional residual networks are shown to enjoy adaptability to both data intrinsic structures

and function non-uniform regularity.

The last result goes beyond function value approximation, and ensures the obtained ap-

2



proximator having good continuity. Specifically, we demonstrate the benefit of overparam-

eterized neural networks in function approximation. We show that large neural networks

are capable of accurately approximating a target function in L∞ norm, and the network

itself enjoys desired Lipschitz continuity. This theory partially justifies the appealing per-

formance and robustness of deep and wide networks in practice.

Statistical Theories on Low-dimensional Data Structures using Deep Neural Networks.

In Chapter 4, we consider nonparametric regression/classification problems. Suppose for

example, the ground truth regression function is α-Hölder continuous and the response is

contaminated by sub-Gaussian noise. By minimizing the empirical squared loss over a

proper neural network class, the obtained empirical risk minimizer converges to the ground

truth at a rate Õ
(
n− α

2α+d

)
, where n is the sample size. Similar results are extended to

binary classification problems.

In Chapter 5, we study distribution estimation using Generative Adversarial Networks

(GANs). The target data distribution has either a nonparametric density function or intrin-

sic low dimensional structures. In both cases, we show that the data distribution can be

represented as a pushforward distribution by the generator network. We in addition estab-

lish sample complexity bounds of GANs in estimating these distributions under the strong

Wasserstein distance. In particular, we show GANs are adaptive to intrinsic structures in

data.

In Chapter 6, we consider doubly-robust policy learning using neural networks, when

the covariate has low-dimensional structures. We show nonasymptotic regret bounds of

the learned policy competing with optimal oracle policies in both discrete action and con-

tinuous action scenarios. This result amplifies the adaptability and flexibility of neural

networks.

1.1 List of Notations

Frequently used notations are listed in the following table.

3



Table 1.1: List of notations.

RD D-dimensional Euclidean space

M Low-dimensional Riemannian manifold

x,y, z Multi-dimensional vectors

s Multi-index of positive integers

∥·∥L2 Function L2 norm

∥·∥2 Vector Euclidean norm or matrix operator norm

∥·∥∞ Function L∞ norm or vector/matrix/tensor ℓ∞ norm

⌊a⌋ The largest integer smaller than a

⌈a⌉ The smallest integer no smaller than a

Ck k-th order continuously differentiable functions

Lp(X ) p-th order integrable functions on domain X
Hα(X ) Hölder functions on domain X
Wα,p(X ) Sobolev functions on domain X
Bα

p,q(X ) Besov functions on domain X
a ∨ b The smaller one of a and b

a ∧ b The larger one of a and b

W1(µ, ν) Wasserstein-1 distance between µ and ν

dHβ(µ, ν) β-Hölder IPM between µ and ν

T♯ρ Pushforward distribution of ρ under T

4



CHAPTER 2

PRELIMINARY

This chapter divides into three parts: 1) an introduction to manifolds; 2) definitions of

function spaces in Euclidean spaces and manifolds; 3) neural network architectures. These

preliminaries appear constantly in later chapters.

2.1 Riemannian Manifold

We briefly review manifolds and partition of unity defined on smooth manifolds. Details

can be found in [22] and [23]. Let M be a d-dimensional Riemannian manifold isometri-

cally embedded in RD.

Definition 2.1 (Chart). A chart for M is a pair (U, ϕ) such that U ⊂ M is open and

ϕ : U 7→ Rd, where ϕ is a homeomorphism (i.e., bijective, ϕ and ϕ−1 are both continuous).

The open set U is called a coordinate neighborhood, and ϕ is called a coordinate system

on U . A chart essentially defines a local coordinate system on M. Given a suitable coordi-

nate neighborhood U around a point c on the manifold M, we denote Pc as the orthogonal

projection onto the tangent space at c, which gives a particular coordinate system on U .

Example 2.1 (Projection to Tangent Space). Let Tc(M) be the tangent space of M at

the point c ∈ M (see a formal definition in [22, Section 8.1]). We denote v1, . . . ,vd as

an orthonormal basis of Tc(M). Then the orthogonal projection onto the tangent space

Tc(M) is defined as Pc(x) = V ⊤(x− c) for x ∈ U with V = [v1, . . . ,vd] ∈ RD×d.

We say two charts (U, ϕ) and (V, ψ) on M areCk compatible if and only if the transition

functions,

ϕ ◦ ψ−1 : ψ(U ∩ V ) 7→ ϕ(U ∩ V ) and ψ ◦ ϕ−1 : ϕ(U ∩ V ) 7→ ψ(U ∩ V )

5



are both Ck.

Definition 2.2 (Ck Atlas). A Ck atlas for M is a collection of pairwise Ck compatible

charts {(Ui, ϕi)}i∈A such that
⋃

i∈A Ui = M.

Definition 2.3 (Smooth Manifold). A smooth manifold is a manifold together with a C∞

atlas.

Classical examples of smooth manifolds are the Euclidean space RD, the torus, and

the unit sphere. We further define a Riemannian manifold as a pair (M, g), where M

is a smooth manifold and g is a Riemannian metric [24, Chapter 2]. To better interpret

Definition 2.2 and 2.3, we give an example of a C∞ atlas on the unit sphere in R3.

Example 2.2. We denote S2 as the unit sphere in R3, i.e., x2 + y2 + z2 = 1. The fol-

lowing atlas of S2 consists of 6 overlapping charts (U1,P1), . . . , (U6,P6) corresponding to

hemispheres:

U1 = {(x, y, z) | x > 0}, P1(x, y, z) = (y, z),

U2 = {(x, y, z) | x < 0}, P2(x, y, z) = (y, z),

U3 = {(x, y, z) | y > 0}, P3(x, y, z) = (x, z),

U4 = {(x, y, z) | y < 0}, P4(x, y, z) = (x, z),

U5 = {(x, y, z) | z > 0}, P5(x, y, z) = (x, y),

U6 = {(x, y, z) | z < 0}, P6(x, y, z) = (x, y).

Here Pi is the orthogonal projection onto the tangent space at the pole of each hemisphere.

Moreover, all the six charts are C∞ compatible, and therefore, (U1,P1), . . . , (U6,P6) form

an atlas of S2.

For a general compact smooth manifold M, we can construct an atlas using orthog-

onal projections to tangent spaces as local coordinate systems. Let Pc be the orthogonal

6



projection to the tangent space Tc(M) for c ∈ M. Let Uc be an open coordinate neigh-

borhood containing c such that Pc is a homeomorphism. Since M is compact, there exist

a finite number of points {ci} such that the charts {(Uci ,Pci)} form an atlas of M.

We next introduce the partition of unity, which plays a crucial role in our construction

of neural network function approximators.

Definition 2.4 (Partition of Unity, Definition 13.4 in [22]). A C∞ partition of unity on a

manifold M is a collection of nonnegative C∞ functions ρi : M 7→ R+ for i ∈ A such

that

1. the collection of supports, {supp(ρi)}i∈A is locally finite, i.e., every point on M has

a neighborhood that meets only finitely many of supp(ρi)’s;

2.
∑

ρi = 1.

For a smooth manifold, a C∞ partition of unity always exists.

Proposition 2.1 (Existence of a C∞ partition of unity, Theorem 13.7 in [22]). Let {Ui}i∈A
be an open cover of a compact smooth manifold M. Then there is a C∞ partition of unity

{ρi}i∈A where every ρi has a compact support such that supp(ρi) ⊂ Ui.

Proposition 2.1 gives rise to the decomposition f =
∑∞

i=1 fi with fi = fρi. Note that

the fi’s have the same regularity as f , since

fi ◦ ϕ−1
i = (f ◦ ϕ−1

i )× (ρi ◦ ϕ−1
i )

for a chart (Ui, ϕi). This decomposition implies that we can express f as a sum of the fi’s,

where every fi is only supported in a single chart.

To characterize the curvature of a manifold, we adopt the following geometric concept.

Definition 2.5 (Reach [25], Definition 2.1 in [26]). Denote

C(M) =

{
x ∈ RD : ∃ p ̸= q ∈ M, ∥p− x∥2 = ∥q− x∥2 = inf

y∈M
∥y − x∥2

}
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as the set of points that have at least two nearest neighbors on M. The reach τ > 0 is

defined as

τ = inf
x∈M,y∈C(M)

∥x− y∥2 .

Large ⌧
<latexit sha1_base64="fKNHLI5C5ExbR/gZzZNpO6xHyvs=">AAACB3icbVDLSsNAFL2pr1pfVZduBlvBVUnqwi4Lbly4qGAf0IQymUzaoZNJmJkIJfQD/AG3+gfuxK2f4Q/4HU7aLLT1wIXDOffF8RPOlLbtL6u0sbm1vVPereztHxweVY9PeipOJaFdEvNYDnysKGeCdjXTnA4SSXHkc9r3pze533+kUrFYPOhZQr0IjwULGcHaSO4dlmOK6q7GaX1UrdkNewG0TpyC1KBAZ1T9doOYpBEVmnCs1NCxE+1lWGpGOJ1X3FTRBJMpHtOhoQJHVHnZ4uc5ujBKgMJYmhIaLdTfExmOlJpFvumMsJ6oVS8X//UClS9cua7DlpcxkaSaCrI8HqYc6RjloaCASUo0nxmCiWTmf0QmWGKiTXQVE4yzGsM66TUbzlWjed+stVtFRGU4g3O4BAeuoQ230IEuEEjgGV7g1Xqy3qx362PZWrKKmVP4A+vzB2KXmWA=</latexit>

Small ⌧
<latexit sha1_base64="vBdcAHOfpTIU6FPoZZYSLqeYSbM=">AAACB3icbVDLSsNAFL2pr1pfVZduBlvBVUnqwi4LblxWtA9oQplMJu3QySTMTIQS+gH+gFv9A3fi1s/wB/wOJ20W2nrgwuGc++L4CWdK2/aXVdrY3NreKe9W9vYPDo+qxyc9FaeS0C6JeSwHPlaUM0G7mmlOB4mkOPI57fvTm9zvP1KpWCwe9CyhXoTHgoWMYG0k9z7CnKO6q3FaH1VrdsNeAK0TpyA1KNAZVb/dICZpRIUmHCs1dOxEexmWmhFO5xU3VTTBZIrHdGiowBFVXrb4eY4ujBKgMJamhEYL9fdEhiOlZpFvOiOsJ2rVy8V/vUDlC1eu67DlZUwkqaaCLI+HKUc6RnkoKGCSEs1nhmAimfkfkQmWmGgTXcUE46zGsE56zYZz1WjeNWvtVhFRGc7gHC7BgWtowy10oAsEEniGF3i1nqw36936WLaWrGLmFP7A+vwBeWyZbg==</latexit>

Rapid Change
<latexit sha1_base64="mXjvclsmbbGt3EGkxmEEuCvFg6k=">AAACB3icbVDLSsNAFJ34rPVVdelmsAiuSlIXdlnoxmUV+4A2lMnkph06mQwzE6GEfoA/4Fb/wJ249TP8Ab/DSZuFth64cDjnvjiB5Ewb1/1yNja3tnd2S3vl/YPDo+PKyWlXJ6mi0KEJT1Q/IBo4E9AxzHDoSwUkDjj0gmkr93uPoDRLxIOZSfBjMhYsYpQYKw3viWQhbk2IGMOoUnVr7gJ4nXgFqaIC7VHlexgmNI1BGMqJ1gPPlcbPiDKMcpiXh6kGSeiUjGFgqSAxaD9b/DzHl1YJcZQoW8Lghfp7IiOx1rM4sJ0xMRO96uXiv16o84Ur103U8DMmZGpA0OXxKOXYJDgPBYdMATV8Zgmhitn/MZ0QRaix0ZVtMN5qDOukW69517X6Xb3abBQRldA5ukBXyEM3qIluURt1EEUSPaMX9Oo8OW/Ou/OxbN1wipkz9AfO5w/3ppm9</latexit>

Slow Change
<latexit sha1_base64="i1c8ZnWMheX2Fx9Xq/Ai3mUCXLc=">AAACBnicbVC7TgJBFJ3FF+ILtbSZSEysyC4WUpLQWGKURwIbMjt7gQmzM5uZWQ3Z0PsDtvoHdsbW3/AH/A5nYQsFT3KTk3PuKyeIOdPGdb+cwsbm1vZOcbe0t39weFQ+PulomSgKbSq5VL2AaOBMQNsww6EXKyBRwKEbTJuZ330ApZkU92YWgx+RsWAjRomxUv+Oy0fcnBAxhmG54lbdBfA68XJSQTlaw/L3IJQ0iUAYyonWfc+NjZ8SZRjlMC8NEg0xoVMyhr6lgkSg/XTx8hxfWCXEI6lsCYMX6u+JlERaz6LAdkbETPSql4n/eqHOFq5cN6O6nzIRJwYEXR4fJRwbibNMcMgUUMNnlhCqmP0f0wlRhBqbXMkG463GsE46tap3Va3d1iqNeh5REZ2hc3SJPHSNGugGtVAbUSTRM3pBr86T8+a8Ox/L1oKTz5yiP3A+fwBXkZlo</latexit>

Figure 2.1: Manifolds with large and small reaches.

Reach has a straightforward geometrical interpretation: At each point x ∈ M, the

radius of the osculating circle is greater or equal to τ . Intuitively, a large reach for M

requires the manifold M not to change “rapidly” as shown in Figure 2.1.

In our proof for the universal approximation theory, reach determines a proper choice

of an atlas for M. Specifically, we choose each chart Ui to be contained in a ball of radius

no larger than τ/4. For smooth manifolds with a small τ , we need a large number of charts.

Therefore, reach of a smooth manifold reflects the complexity of the neural network for

function approximation on M.

2.2 Function Space

We provide definitions of Hölder, Sobolev, and Besov functions in both Euclidean spaces

and low dimensional Riemannian manifolds.

2.2.1 Regularity in Euclidean Space

We begin with Hölder functions.

Definition 2.6 (Hölder Function). Given a Hölder index α > 0, a function f : X 7→ R

belongs to the Hölder class Hα(X ), if and only if, for any multi-index s ∈ Nd with |s| =
∑d

i=1 si ≤ ⌊α⌋, the derivative ∂sf = ∂|s|f

∂x
s1
1 ...∂x

sd
d

exists, and for any s satisfying |s| = ⌊α⌋,
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we have

sup
x ̸=y

∣∣∂sf(x)− ∂sf(y)
∣∣

∥x− y∥α−⌊α⌋
2

<∞ for any x,y in the interior of X .

When f ∈ Hα(X ), we define its Hölder norm as

∥f∥Hα(X ) =
∑

0≤s≤⌊α⌋

∥∂sf∥∞ +
∑

|s|=⌊α⌋

sup
x ̸=y

∣∣∂sf(x)− ∂sf(y)
∣∣

∥x− y∥α−⌊α⌋
2

.

The Hölder continuity above can be generalized to multi-dimensional mappings. Specifi-

cally, for g = [g1, . . . , gd]
⊤ : X 7→ Rd, we say it is α-Hölder if and only if each coordinate

mapping gi is α-Hölder. In addition, the Hölder norm of g is defined as ∥g∥Hα(X ) =
∑d

i=1 ∥gi∥Hα(X ).

Next, we turn to Sobolev functions.

Definition 2.7 (Sobolev Function). Let α ≥ 0, 1 ≤ p ≤ ∞ be integers, and domain

X ⊂ RD. We define Sobolev space Wα,p(X ) as

Wα,p(X ) =
{
f ∈ Lp(X ) : Dsf ∈ Lp(X ) for all |s| ≤ α

}
,

where s is a multi-index.

For f ∈ Wα,p(X ), we define its Sobolev norm as

∥f∥Wα,p(X ) =
(∑

|s|≤α

∥Dsf∥pLp(X )

)1/p
.

In the special case of p = ∞, the Sobolev norm can be rewritten as ∥f∥Wα,∞(X ) =

max|s|≤α ∥Dsf∥L∞(X ). In this case, ∥f∥W 0,∞ < ∞ implies that the function value is

bounded, and ∥f∥W 1,∞ <∞ implies both the function value and its derivatives are bounded.

Our later approximation theories will provide error estimate in terms of Sobolev norms.

To allow more flexibility, we define fractional Sobolev norms, which can be viewed as a

9



generalization of Sobolev norms to non-integer α. The fractional Sobolev functions are

defined as follows.

Definition 2.8 (Sobolev-Slobodeckij space [27]). For 0 < α < 1 and 1 ≤ p ≤ ∞, we

define Wα,p(X ) as

Wα,p(X ) =
{
f ∈ Lp(X ) : ∥f∥Wα,p(X ) <∞

}

with

∥f∥Wα,p(X ) =
(
∥f∥pLp(X ) +

∫

X

∫

X

( |f(x)− f(y)|
∥x− y∥α+D/p

2

)p
dxdy

)1/p

for 1 ≤ p <∞ and

∥f∥Wα,∞(X ) = max

{
∥f∥L∞(X ), ess supx,y∈X

|f(x)− f(y)|
∥x− y∥α2

}
.

We restrict our attention to α < 1 for simplicity, as we later focus on approximation

guarantees up to first-order continuity.

Lastly, we define Besov functions. The Besov space Bα
p,q is a complete quasi-normed

space which is a Banach space when 1 ≤ p, q ≤ ∞. It generalizes more elementary func-

tion spaces such as the Sobolev and Hölder spaces. To define Besov space, we introduce

modulus of smoothness.

Definition 2.9 (Modulus of Smoothness [28]). Let X ⊂ RD. Let a function f : X → R be

in Lp(X ) for p > 0, the r-th modulus of smoothness of f is defined by

wr,p(f, t) = sup
∥h∥2≤t

∥∆r
h(f)∥Lp ,
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where

∆r
h(f)(x) =





∑r
j=0

(
r
j

)
(−1)r−jf(x+ jh) if x ∈ X ,x+ rh ∈ X ,

0 otherwise.

Definition 2.10 (Besov Space Bα
p,q(X )). For 0 < p, q ≤ ∞, α > 0, r = ⌊α⌋+1, define the

seminorm | · |Bα
p,q

as

|f |Bα
p,q

=





(∫ ∞

0

(t−αwr,p(f, t))
q dt

t

) 1
q

if q <∞,

supt>0 t
−αwr,p(f, t) if q = ∞.

The norm of the Besov space Bα
p,q(X ) is defined as ∥f∥Bα

p,q
:= ∥f∥Lp + |f |Bα

p,q
. The Besov

space is Bα
p,q(X ) = {f ∈ Lp(X ) : ∥f∥Bα

p,q
<∞}.

2.2.2 Regularity on Riemannian Manifold

The existence of an atlas on a manifold allows us to generalize function regularity in Eu-

clidean spaces to manifolds. Roughly speaking, regularity on manifold is characterized by

local regularity on each neighborhood of the manifold. We first define differentiability of a

function supported on a Riemannian manifold.

Definition 2.11 (Cs Function on Manifold). Let M be a d-dimensional Riemannian man-

ifold isometrically embedded in RD. A function f : M 7→ R is Cs if for any chart (U, ϕ),

the composition f ◦ ϕ−1 : ϕ(U) 7→ R is continuously differentiable up to order s.

Remark 2.1. The definition of Cs functions is independent of the choice of the chart (U, ϕ).

Suppose (V, ψ) is another chart and V
⋂
U ̸= ∅. Then we have

f ◦ ψ−1 = (f ◦ ϕ−1) ◦ (ϕ ◦ ψ−1).

Since M is a smooth manifold, (U, ϕ) and (V, ψ) are C∞ compatible. Thus, f ◦ ϕ−1 is Cs
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and ϕ ◦ ψ−1 is C∞, and their composition is Cs.

We next define Hölder functions on a smooth manifold M.

Definition 2.12 (Hölder Function on M). Let M be a d-dimensional compact Riemannian

manifold isometrically embedded in RD. Let {(Ui,Pi)}i∈A be an atlas of M where the Pi’s

are orthogonal projections onto tangent spaces. For a positive index α > 0, a function

f : M 7→ R is α-Hölder continuous if for each chart (Ui,Pi) in the atlas, we have

1. f ◦ P−1
i ∈ Cs with |Ds(f ◦ P−1

i )| ≤ 1 for any |s| ≤ ⌊α⌋,x ∈ Ui;

2. for any |s| = ⌊α⌋ and x1,x2 ∈ Ui,

∣∣∣Ds(f ◦ P−1
i )
∣∣
Pi(x1)

−Ds(f ◦ P−1
i )
∣∣
Pi(x2)

∣∣∣ ≤ ∥Pi(x1)− Pi(x2)∥α−⌊α⌋
2 . (2.1)

Moreover, we denote the collection of α-Hölder functions on M as Hα(M).

Definition 2.12 requires that all s-th order derivatives of f ◦P−1
i are Hölder continuous.

We recover the standard Hölder class on a Euclidean space if Pi is the identity mapping.

Following the same spirit, we define Sobolev functions on a manifold.

Definition 2.13 (Sobolev Function on Manifold). Let M be a compact Riemannian man-

ifold of dimension d. Let {(Ui, ϕi)}CM
i=1 be a finite atlas on M and {ρi}CM

i=1 be a partition

of unity on M such that supp(ρi) ⊂ Ui. For integers α ≥ 0 and 1 ≤ p ≤ ∞, a function

f : M → R is in the Sobolev space Wα,p(M) if

∥f∥Wα,p(M) =

CM∑

i=1

∥(fρi) ◦ ϕ−1
i ∥Wα,p(ϕi(Ui)) <∞.

Here we no longer restrict our attention to projections used in Definition 2.12. In fact,

we can replace Pi’s in Definition 2.12 by any given diffeomorphism on a chart, since they

are compatible as discussed in Remark 2.1.

Lastly, we define Besov functions on a manifold.
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Definition 2.14 (Besov Function on Manifold). Let M be a compact Riemannian manifold

of dimension d. Let {(Ui, ϕi)}CM
i=1 be a finite atlas on M and {ρi}CM

i=1 be a partition of unity

on M such that supp(ρi) ⊂ Ui. A function f : M 7→ R is in Bα
p,q(M) if

∥f∥Bα
p,q(M) =

CM∑

i=1

∥(fρi) ◦ ϕ−1
i ∥Bα

p,q(Rd) <∞.

Since ρi is supported on Ui, the function (fρi) ◦ ϕ−1
i is supported on ϕ(Ui). We can

extend (fρi) ◦ ϕ−1
i from ϕ(Ui) to Rd by setting the function to be 0 in Rd \ ϕ(Ui). The

extended function lies in the Besov space Bα
p,q(Rd) [29, Chapter 7].

2.3 Neural Network Architecture

2.3.1 Feedforward Neural Network

Feedforward neural networks has attracted many attentions due to its simple compositional

form:

f(x) = WL · ReLU(WL−1 · · ·ReLU(W1x+ b1) · · ·+ bL−1) + bL, (2.2)

with Wi’s and bi’s being weight matrices and intercepts, respectively. The ReLU activa-

tion function computes ReLU(a) = max{a, 0} and is applied entrywise. We define the

following feedforward network architecture:

FNN(R, κ, L, p,K) =
{
g
∣∣ g in the form of (Eq. 2.2),

with L layers and max width p,

∥gi∥∞ ≤ R, ∥Wi∥∞ ≤ κ, ∥bi∥∞ ≤ κ,

L∑

j=1

∥Wi∥0 + ∥bi∥0 ≤ K, for i = 1, . . . , L
}
,

(2.3)

where ∥·∥0 denotes the number of nonzero entries in a vector or a matrix.
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2.3.2 Convolutional Residual Network

Convolutional Residual Networks (ConvResNets) are widely used in computer vision and

natural language processing. We consider one-sided stride-one convolution in our network.

Let W = {Wj,k,l} ∈ RC′×K×C be a filter, where C ′ is the output channel size, K is the

filter size and C is the input channel size. For Z ∈ RD×C , the convolution of W with Z

gives Y = W ∗ Z ∈ RD×C′ with

Yi,j =
K∑

k=1

C∑

l=1

Wj,k,lZi+k−1,l,

where we setZi+k−1,l = 0 for i+k−1 > D. See a graphical demonstration in Figure 2.2(a).

(a) Convolution. (b) A residual block.

Figure 2.2: (a) Convolution of W ∗ Z, where the input is Z ∈ RD×C , and the output is
W ∗Z ∈ RD×C′ . Here W = {Wj,k,l} ∈ RC′×K×C is a filter where C ′ is the output channel
size, K is the filter size and C is the input channel size. Wj,:,: is a D × C matrix for the
j-th output channel. (b) A convolutional residual block.

In this thesis, we study ConvResNets equipped with the ReLU activation function. The

ConvResNet we consider consists consecutively of a padding layer, several residual blocks,

and finally a fully connected output layer.

Given an input vector x ∈ RD, the network first applies a padding operator P : RD →

RD×C for some integer C ≥ 1 such that

Z = P (x) =

[
x 0 · · · 0

]
∈ RD×C .
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Then the matrix Z is passed through M residual blocks. To ease the notation, we denote

the input matrix to the m-th block as Zm and its output as Zm+1 (Consequently, Z1 = Z).

In the m-th block, let Wm = {W(1)
m , ...,W(Lm)

m } and Bm = {B(1)
m , ..., B

(Lm)
m } be a

collection of filters and biases of proper sizes. The m-th residual block maps its input

matrix Zm from RD×C to RD×C by the operator

ConvWm,Bm + id,

where id is the identity mapping (also known as the shortcut connection) and

ConvWm,Bm(Zm) = ReLU
(
W(Lm)

m ∗ · · · ∗ ReLU
(
W(1)

m ∗ Zm +B(1)
m

)
· · ·+B(Lm)

m

)
,

with ReLU applied entrywise. We denote the mapping from input x to the output of the

M -th residual block as

Q(x) = (ConvWM ,BM
+ id) ◦ · · · ◦ (ConvW1,B1 + id) ◦ P (x). (2.4)

Given (Eq. 2.4), a ConvResNet applies an additional fully connected layer to Q and

outputs

f(x) = W ⊗Q(x) + b,

where W ∈ RD×C and b ∈ R are a weight matrix and a bias, respectively, and ⊗ denotes

sum of entrywise product, i.e., W ⊗ Q(x) =
∑

i,j Wi,j[Q(x)]i,j . To this end, we define

ConvResNet architecture as

CRN(M,L, J,K, κ1, κ2, R) =
{
f | f(x) = W ⊗Q(x) + b with ∥W∥∞ ∨ |b| ≤ κ2,

Q(x) in the form of (Eq. 2.4) with M residual blocks.
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The number of filters per block is bounded by L;

filter size is bounded by K;

the number of channels is bounded by J ;

max
m,l

∥W(l)
m ∥∞ ∨ ∥B(l)

m ∥∞ ≤ κ1, ∥f∥∞ ≤ R
}
. (2.5)
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CHAPTER 3

REPRESENTATION THEORY OF NEURAL NETWORKS

A line of research attempts to explain the empirical success of neural networks through the

lens of expressivity – neural networks can effectively approximate various classes of func-

tions. Among existing works, the most well-known results are the universal approximation

theorems, see [30, 31, 32, 33, 34, 35]. Specifically, [32] showed that neural networks

with one single hidden layer and continuous sigmoidal activations (σ(x) is sigmoidal, if

σ(x) → 0 as x → −∞, and σ(x) → 1 as x → ∞) can approximate continuous functions

in a unit cube with arbitrary accuracy. Later, [33] extended the universal approximation the-

orem to general feed-forward networks with a single hidden layer, while the width of the

network has to be exponentially large. Specific approximation rates of shallow networks

(with one hidden layer) with smooth activation functions were given in [36] and [37]. Re-

cently, [38] proved the universal approximation theorem for width-bounded deep neural

networks, and [39] improved the result with ReLU (Rectified Linear Units) activations,

i.e. ReLU(x) = max{0, x}. [40] further showed that deep ReLU networks can uniformly

approximate functions in Sobolev spaces, while the network size scales exponentially in

the approximation error with an exponent depending on the data dimension. Moreover, the

network size in [40] matches its lower bound.

The network size considered in applications, however, is significantly smaller than what

is predicted by the theory above. Recall from Chapter 1 that the ImageNet consists of RGB

images with a resolution of 224 × 224. The theory above suggests that, to achieve a ϵ

uniform approximation error, the number of neurons has to scale as ϵ−224×224×3/2 [36].

Setting ϵ = 0.1 already gives rise to 10224×224×3/2 neurons. However, the AlexNet [1]

only consists of 650000 neurons and 60 million parameters to beat the state-of-the-art.

To boost the performance on the ImageNet, several more sophisticated network structures

17



were proposed later, such as VGG16 [41] which consists of about 138 million parameters.

The size of both networks remains extremely small compared to 10224×224×3/2.

To bridge the gap between theory and practice, we exploit data manifold structures and

aim to answer a natural question:

Can deep neural networks efficiently approximate functions supported on low dimen-

sional manifolds?

In literature, function approximation on manifolds has been well studied using local

polynomials [42] and wavelets [43]. However, studies using neural networks are very lim-

ited. Two noticeable works are [44] and [45]. In [44], high order differentiable functions

on manifolds are approximated by neural networks with smooth activations, e.g., sigmoid

activations and rectified quadratic unit functions (σ(x) = (max{0, x})2). These smooth ac-

tivations, however, are rarely used in the mainstream applications such as computer vision

[1, 3, 10]. In [45], a 4-layer network with ReLU activations was proposed to approximate

C2 functions on low dimensional manifolds that have absolutely summable wavelet coeffi-

cients. However, this theory does not cover arbitrarily smooth functions, and the analysis

is built upon a restrictive assumption – there exists a linear transformation that maps the

input data to sparse coordinates, but such transformation is not explicitly given.

In this chapter, we propose a framework to construct deep neural networks with non-

smooth activations to approximate functions supported on a d-dimensional Riemannian

manifold isometrically embedded in RD. We prove that, in order to achieve a fixed approx-

imation error, the network size scales exponentially with respect to the intrinsic dimension

d, instead of the ambient dimension D. Our framework is flexible: 1). It applies to popular

network architectures with nonsmooth activations, e.g., ReLU and leaky ReLU activations;

2). It applies to a wide class of functions, such as Hölder, Sobolev, and Besov classes which

are typical examples in nonparametric statistics [13]; 3). It exploits high order smoothness

of functions for making the approximation as efficient as possible.

The rest of the chapter is organized as follows: Section 3.1 presents an efficient ap-
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proximation theory using feedforward neural networks for approximating Hölder functions

supported on a low dimensional Riemannian manifold; Section 3.2 extends to Convolu-

tional Residual Networks (ConvResNets) for approximating Besov functions supported on

a low dimensional Riemannian manifold; Section 3.3 demonstrates additional continuity of

wide and deep neural networks in approximating Sobolev functions; Section 3.4 provides

a conclusion and discusses related topics.

3.1 Efficient Approximation of Feedforward Neural Networks

We begin with some assumptions.

Assumption 3.1. M is a d-dimensional compact Riemannian manifold isometrically em-

bedded in RD. There exists a constant B such that for any point x ∈ M, we have |xi| ≤ B

for all i = 1, . . . , D.

Assumption 3.2. The reach of M is τ > 0.

Assumption 3.3. f : M 7→ R belongs to the Hölder space Hα(M) with a positive index

α > 1.

We now state our function approximation result.

Theorem 3.1. Suppose Assumption 3.1 and 3.2 hold. Given any ϵ ∈ (0, 1), there exists

a ReLU network structure such that, for any f : M → R satisfying Assumption 3.3,

if the weight parameters are properly chosen, the network yields a function f̂ satisfying

∥f̂ − f∥∞ ≤ ϵ. Such a network has no more than c1(log 1
ϵ
+ logD) layers, and at most

c2(ϵ
− d

α log 1
ϵ
+D log 1

ϵ
+D logD) neurons and weight parameters, where c1, c2 depend on

d, α, f , τ , and the surface area of M.

The network structure identified by Theorem 3.1 consists of three sub-networks as

shown in Figure 3.1:
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• Chart determination sub-network, which assigns the input to its corresponding neigh-

borhoods;

• Taylor approximation sub-network, which approximates f by polynomials in each

neighborhood;

• Pairing sub-network, which yields multiplications of the proper pairs of outputs from

the chart determination and the Taylor approximation sub-networks.

P
<latexit sha1_base64="PVOqlyFnedxpBSr3+6iiXLUv7WU=">AAACAXicbVC7TgJBFL2LL8QXamkzEUysyC4WUpLYWGIijwQ2ZHZ2FkZmZjczsyaEUPkDtvoHdsbWL/EH/A5nYQsFT3KTk3PuKydIONPGdb+cwsbm1vZOcbe0t39weFQ+PunoOFWEtknMY9ULsKacSdo2zHDaSxTFIuC0G0xuMr/7SJVmsbw304T6Ao8kixjBxkqd6kCnojosV9yauwBaJ15OKpCjNSx/D8KYpIJKQzjWuu+5ifFnWBlGOJ2XBqmmCSYTPKJ9SyUWVPuzxbdzdGGVEEWxsiUNWqi/J2ZYaD0Vge0U2Iz1qpeJ/3qhzhauXDdRw58xmaSGSrI8HqUcmRhlcaCQKUoMn1qCiWL2f0TGWGFibGglG4y3GsM66dRr3lXNvatXmo08oiKcwTlcggfX0IRbaEEbCDzAM7zAq/PkvDnvzseyteDkM6fwB87nD0HflyI=</latexit>

Input x
<latexit sha1_base64="dL0dMPLsW2Fg2clRUpJX4ZR3PQA=">AAACD3icbVDLTsJAFL3FF+Kr4tLNRDBxRVpc6JLEje4wkUcCDZkOU5gwnTYzUwNp+Ah/wK3+gTvj1k/wB/wOp9CFgieZ5OTc15njx5wp7ThfVmFjc2t7p7hb2ts/ODyyj8ttFSWS0BaJeCS7PlaUM0FbmmlOu7GkOPQ57fiTm6zeeaRSsUg86FlMvRCPBAsYwdpIA7t8J+JEo2o/xHrsB+l0Xh3YFafmLIDWiZuTCuRoDuzv/jAiSUiFJhwr1XOdWHsplpoRTuelfqJojMkEj2jPUIFDqrx04X2Ozo0yREEkzRMaLdTfEykOlZqFvunMLKrVWib+WxuqbOHKdR1ceynLvkwFWR4PEo50hLJw0JBJSjSfGYKJZMY/ImMsMdEmwpIJxl2NYZ206zX3subc1yuNeh5REU7hDC7AhStowC00oQUEpvAML/BqPVlv1rv1sWwtWPnMCfyB9fkDODWcgg==</latexit>

Chart Determination
<latexit sha1_base64="eYW/DtD3JxkNK4qnf8s9n3kGubQ=">AAACEHicbVDLSsNAFJ3UV62vapduBovgqiR1YZeFunBZwT6gDWUyuWmHTiZhZiKE0J/wB9zqH7gTt/6BP+B3OGmz0NYDFw7n3BfHizlT2ra/rNLW9s7uXnm/cnB4dHxSPT3rqyiRFHo04pEcekQBZwJ6mmkOw1gCCT0OA2/eyf3BI0jFIvGg0xjckEwFCxgl2kiTaq0zI1LjW9AgQyYKtW437CXwJnEKUkcFupPq99iPaBKC0JQTpUaOHWs3M4sZ5bCojBMFMaFzMoWRoYKEoNxs+fwCXxrFx0EkTQmNl+rviYyESqWhZzpDomdq3cvFfz1f5QvXruug5WZMxIkGQVfHg4RjHeE8HewzCVTz1BBCJTP/Y2oCItTEoyomGGc9hk3Sbzac60bzvllvt4qIyugcXaAr5KAb1EZ3qIt6iKIUPaMX9Go9WW/Wu/Wxai1ZxUwN/YH1+QN9/51D</latexit>

Taylor Approximation
<latexit sha1_base64="XO7DmYmkw5sml1IVBEt9AA149Z8=">AAACEXicbVA7TgMxFPSGXwi/8OloLCIkqmg3FKQMoqEMUn5Ssoq8Xm9ixWtbthexrHIKLkALN6BDtJyAC3AOnGQLSHjVaGbee6MJJKPauO6XU1hb39jcKm6Xdnb39g/Kh0cdLRKFSRsLJlQvQJowyknbUMNITyqC4oCRbjC5mende6I0FbxlUkn8GI04jShGxlLD8kkLpdYDr6VU4oHGOV1xq+584CrwclAB+TSH5e9BKHASE24wQ1r3PVcaP0PKUMzItDRINJEIT9CI9C3kKCbaz+bpp/DcMiGMbIhIcAPn7O+NDMVap3FgnTbeWC9rM/JfLdSzg0vfTVT3M8plYgjHi+dRwqARcFYPDKki2LDUAoQVtfkhHiOFsLEllmwx3nINq6BTq3qX1dpdrdKo5xUVwSk4AxfAA1egAW5BE7QBBo/gGbyAV+fJeXPenY+FteDkO8fgzzifP66Tne4=</latexit>

Pairing
<latexit sha1_base64="SEMrlTJf4KpMunKRiogQz4XSGQc=">AAACAnicbVDLSsNAFL3xWeur6tLNYBFclaQu7LLgxmUF+4A2lMlk2g6dTMLMjVBCd/6AW/0Dd+LWH/EH/A4nbRbaeuDC4Zz74gSJFAZd98vZ2Nza3tkt7ZX3Dw6Pjisnpx0Tp5rxNotlrHsBNVwKxdsoUPJeojmNAsm7wfQ297uPXBsRqwecJdyP6FiJkWAUrdRtUaGFGg8rVbfmLkDWiVeQKhRoDSvfgzBmacQVMkmN6Xtugn5GNQom+bw8SA1PKJvSMe9bqmjEjZ8t3p2TS6uEZBRrWwrJQv09kdHImFkU2M6I4sSsern4rxeafOHKdRw1/EyoJEWu2PL4KJUEY5LnQUKhOUM5s4QyLez/hE2opgxtamUbjLcawzrp1Gveda1+X682G0VEJTiHC7gCD26gCXfQgjYwmMIzvMCr8+S8Oe/Ox7J1wylmzuAPnM8ft9eX/w==</latexit>

�1
<latexit sha1_base64="F3h1zoHDXmmgsvSwmSaFr/3F4xA=">AAACAXicbVDLSsNAFL1TX7W+qi7dDBbBVUmqYJcFNy4r2FZoQ5lMJu3YySTMTIQSuvIH3OofuBO3fok/4Hc4abPQ1gMXDufcF8dPBNfGcb5QaW19Y3OrvF3Z2d3bP6geHnV1nCrKOjQWsbr3iWaCS9Yx3Ah2nyhGIl+wnj+5zv3eI1Oax/LOTBPmRWQkecgpMVbqDpIxH7rDas2pO3PgVeIWpAYF2sPq9yCIaRoxaaggWvddJzFeRpThVLBZZZBqlhA6ISPWt1SSiGkvm387w2dWCXAYK1vS4Ln6eyIjkdbTyLedETFjvezl4r9eoPOFS9dN2PQyLpPUMEkXx8NUYBPjPA4ccMWoEVNLCFXc/o/pmChCjQ2tYoNxl2NYJd1G3b2oN24va61mEVEZTuAUzsGFK2jBDbShAxQe4Ble4BU9oTf0jj4WrSVUzBzDH6DPH5ckl1o=</latexit>

�CM
<latexit sha1_base64="QDp9fSJqzOGvREr19Mu0d/Xrn48=">AAACEXicbVDLSsNAFJ3UV62v+Ni5GSyCq5JUwS4L3bgRKtgHNCFMJpN26GQSZiZCDfkKf8Ct/oE7cesX+AN+h5M2C209MHA45965h+MnjEplWV9GZW19Y3Orul3b2d3bPzAPj/oyTgUmPRyzWAx9JAmjnPQUVYwME0FQ5DMy8Kedwh88ECFpzO/VLCFuhMachhQjpSXPPHGSCfWyjudESE0wYtltnntm3WpYc8BVYpekDkp0PfPbCWKcRoQrzJCUI9tKlJshoShmJK85qSQJwlM0JiNNOYqIdLN5+hyeayWAYSz04wrO1d8bGYqknEW+niwyymWvEP/1All8uHRdhS03ozxJFeF4cTxMGVQxLOqBARUEKzbTBGFBdX6IJ0ggrHSJNV2MvVzDKuk3G/Zlo3l3VW+3yoqq4BScgQtgg2vQBjegC3oAg0fwDF7Aq/FkvBnvxsditGKUO8fgD4zPH8Gpnfs=</latexit>

d̂2
1

<latexit sha1_base64="/nKRVIb+wwcGaNuyb9PPB7nyDzA=">AAACBnicbVDLSsNAFJ3UV62vqks3g0VwVZIq2GXBjcsKthXaWCaTSTt0MhNmboQSuvcH3OofuBO3/oY/4Hc4abPQ1gMXDufcFydIBDfgul9OaW19Y3OrvF3Z2d3bP6geHnWNSjVlHaqE0vcBMUxwyTrAQbD7RDMSB4L1gsl17vcemTZcyTuYJsyPyUjyiFMCVuoPxgSycDb0HhrDas2tu3PgVeIVpIYKtIfV70GoaBozCVQQY/qem4CfEQ2cCjarDFLDEkInZMT6lkoSM+Nn85dn+MwqIY6UtiUBz9XfExmJjZnGge2MCYzNspeL/3qhyRcuXYeo6WdcJikwSRfHo1RgUDjPBIdcMwpiagmhmtv/MR0TTSjY5Co2GG85hlXSbdS9i3rj9rLWahYRldEJOkXnyENXqIVuUBt1EEUKPaMX9Oo8OW/Ou/OxaC05xcwx+gPn8wdqZJl0</latexit>

d̂2
CM

<latexit sha1_base64="B/N0upGd5GE5FqlQtZ78az+zfRo=">AAACFnicbVDLSsNAFJ34rPUVdSVuBovgqiRVsMtCN26ECvYBTQyTyaQdOpmEmYlQQvA3/AG3+gfuxK1bf8DvcNJmoa0HBg7n3NccP2FUKsv6MlZW19Y3Nitb1e2d3b198+CwJ+NUYNLFMYvFwEeSMMpJV1HFyCARBEU+I31/0i78/gMRksb8Tk0T4kZoxGlIMVJa8sxjZ4xUFuRe1vacCKkxRiy7yfP7hmfWrLo1A1wmdklqoETHM7+dIMZpRLjCDEk5tK1EuRkSimJG8qqTSpIgPEEjMtSUo4hIN5t9IYdnWglgGAv9uIIz9XdHhiIpp5GvK4sr5aJXiP96gSwGLmxXYdPNKE9SRTieLw9TBlUMi4xgQAXBik01QVhQfT/EYyQQVjrJqg7GXoxhmfQadfui3ri9rLWaZUQVcAJOwTmwwRVogWvQAV2AwSN4Bi/g1Xgy3ox342NeumKUPUfgD4zPH7SooBU=</latexit>

b1�
<latexit sha1_base64="gDkYxWJ3p16Y/ECTdAJ4ayGkePM=">AAACGnicbVDLSsNAFJ34rPVVdSlCsBVclaQu7LKgC5cV7AOaECaT23bo5MHMjVJCV/6GP+BW/8CduHXjD/gdTtoutPXAwOGc+5rjJ4IrtKwvY2V1bX1js7BV3N7Z3dsvHRy2VZxKBi0Wi1h2fapA8AhayFFAN5FAQ19Axx9d5X7nHqTicXSH4wTckA4i3ueMopa80knFeeABDClmTkhxGKjMnkw85xoE0opXKltVawpzmdhzUiZzNL3StxPELA0hQiaoUj3bStDNqETOBEyKTqogoWxEB9DTNKIhKDebfmNinmklMPux1C9Cc6r+7shoqNQ49HVlfqpa9HLxXy9Q+cCF7divuxmPkhQhYrPl/VSYGJt5TmbAJTAUY00ok1zfb7IhlZShTrOog7EXY1gm7VrVvqjWbmvlRn0eUYEck1NyTmxySRrkhjRJizDySJ7JC3k1now34934mJWuGPOeI/IHxucPWJqhbw==</latexit>

b1�
<latexit sha1_base64="gDkYxWJ3p16Y/ECTdAJ4ayGkePM=">AAACGnicbVDLSsNAFJ34rPVVdSlCsBVclaQu7LKgC5cV7AOaECaT23bo5MHMjVJCV/6GP+BW/8CduHXjD/gdTtoutPXAwOGc+5rjJ4IrtKwvY2V1bX1js7BV3N7Z3dsvHRy2VZxKBi0Wi1h2fapA8AhayFFAN5FAQ19Axx9d5X7nHqTicXSH4wTckA4i3ueMopa80knFeeABDClmTkhxGKjMnkw85xoE0opXKltVawpzmdhzUiZzNL3StxPELA0hQiaoUj3bStDNqETOBEyKTqogoWxEB9DTNKIhKDebfmNinmklMPux1C9Cc6r+7shoqNQ49HVlfqpa9HLxXy9Q+cCF7divuxmPkhQhYrPl/VSYGJt5TmbAJTAUY00ok1zfb7IhlZShTrOog7EXY1gm7VrVvqjWbmvlRn0eUYEck1NyTmxySRrkhjRJizDySJ7JC3k1now34934mJWuGPOeI/IHxucPWJqhbw==</latexit>

b⇥<latexit sha1_base64="5rKBV9G1ak+LnP3Hp02BoVHsI7A=">AAACD3icbVBLTsMwFHTKr5RfKEs2ES0SqyopC1hWsGFZJPqRmqhyHKe16jiR/QJUUQ/BBdjCDdghthyBC3AOnDYLaBnJ0mjmPc/T+AlnCmz7yyitrW9sbpW3Kzu7e/sH5mG1q+JUEtohMY9l38eKciZoBxhw2k8kxZHPac+fXOd+755KxWJxB9OEehEeCRYygkFLQ7Nadx9YQMcYMhdYRNWsPjRrdsOew1olTkFqqEB7aH67QUzSiAogHCs1cOwEvAxLYITTWcVNFU0wmeARHWgqsI7xsvntM+tUK4EVxlI/AdZc/b2R4UipaeTryQjDWC17ufivF6j8w6V0CC+9jIkkBSrIIjxMuQWxlZdjBUxSAnyqCSaS6fstMsYSE9AVVnQxznINq6TbbDjnjeZts9a6Kioqo2N0gs6Qgy5QC92gNuoggh7RM3pBr8aT8Wa8Gx+L0ZJR7ByhPzA+fwC18Zze</latexit>

bf(x)
<latexit sha1_base64="LY5VQBt2Xs9WRrZ7EQ5DF/pfpSU=">AAACFnicbVC7TsMwFHV4lvIKMCEWixapLFVSBhgrWBiLRB9SE1WO47RWHSeyHaCKIn6DH2CFP2BDrKz8AN+B02aAliNZOjrnvny8mFGpLOvLWFpeWV1bL22UN7e2d3bNvf2OjBKBSRtHLBI9D0nCKCdtRRUjvVgQFHqMdL3xVe5374iQNOK3ahITN0RDTgOKkdLSwDysOvfUJyOk0iCrOSFSIy9IH7LT6sCsWHVrCrhI7IJUQIHWwPx2/AgnIeEKMyRl37Zi5aZIKIoZycpOIkmM8BgNSV9TjkIi3XT6hQyeaMWHQST04wpO1d8dKQqlnISersxvlPNeLv7r+TIfOLddBRduSnmcKMLxbHmQMKgimGcEfSoIVmyiCcKC6vshHiGBsNJJlnUw9nwMi6TTqNtn9cZNo9K8LCIqgSNwDGrABuegCa5BC7QBBo/gGbyAV+PJeDPejY9Z6ZJR9ByAPzA+fwDg2p+b</latexit>

ef1
<latexit sha1_base64="GsA17F4fN5nHel44YuT3aQTycoU=">AAACDHicbVDLSsNAFJ3UV62PRl26GSyCq5JUwS4LblxWsA9oQ5lMbtqhk0mYmSgl9Bf8Abf6B+7Erf/gD/gdTtostPXAhcM598XxE86Udpwvq7SxubW9U96t7O0fHFbto+OuilNJoUNjHsu+TxRwJqCjmebQTySQyOfQ86c3ud97AKlYLO71LAEvImPBQkaJNtLIrg4fWQCa8QCycD5yR3bNqTsL4HXiFqSGCrRH9vcwiGkagdCUE6UGrpNoLyNSM8phXhmmChJCp2QMA0MFiUB52eLxOT43SoDDWJoSGi/U3xMZiZSaRb7pjIieqFUvF//1ApUvXLmuw6aXMZGkGgRdHg9TjnWM82RwwCRQzWeGECqZ+R/TCZGEapNfxQTjrsawTrqNuntZb9xd1VrNIqIyOkVn6AK56Bq10C1qow6iKEXP6AW9Wk/Wm/VufSxbS1Yxc4L+wPr8AaS3m70=</latexit>

efCM
<latexit sha1_base64="D7+S+hctqX0vuLu8b8jOjuEFUzk=">AAACGnicbVDLSsNAFJ34rPUVdSlCsAiuSlIFuyx040aoYB/QhDCZ3LRDJw9mJkoJWfkb/oBb/QN34taNP+B3OGmz0NYDA4dz7muOlzAqpGl+aSura+sbm5Wt6vbO7t6+fnDYE3HKCXRJzGI+8LAARiPoSioZDBIOOPQY9L1Ju/D798AFjaM7OU3ACfEoogElWCrJ1U/sB+qDpMyHLMjdrO3aIZZjgll2k+euXjPr5gzGMrFKUkMlOq7+bfsxSUOIJGFYiKFlJtLJMJeUMMirdiogwWSCRzBUNMIhCCebfSM3zpTiG0HM1YukMVN/d2Q4FGIaeqqyuFEseoX4r+eLYuDCdhk0nYxGSSohIvPlQcoMGRtFToZPORDJpopgwqm63yBjzDGRKs2qCsZajGGZ9Bp166LeuL2stZplRBV0jE7RObLQFWqha9RBXUTQI3pGL+hVe9LetHftY166opU9R+gPtM8fjP6iLQ==</latexit>

b⇥
⇣
( efi � �i), (b1� � bd2

i )
⌘

<latexit sha1_base64="3/H7GEKCN7N78z+GWJf39FkbtaM=">AAACcHicbVHbattAEF2pN8e9xG1fAn3Itk7BDsFI7kPzGGge+phCnASyrlitRtaQ1YXdUYsR+tD8QD4gP9CuHIe2TgcWDmfO2dk5G1caLQXBtec/evzk6bPeVv/5i5evtgev35zZsjYKZqrUpbmIpQWNBcwIScNFZUDmsYbz+OpL1z//AcZiWZzSsoJ5LhcFpqgkOSoa2D3xExPIJDWCMAfbcqEhpdFoxRPqBJq0jZALhUZxUWUY4fiAj/74cklZYpuwbSNxDJrkvfZekTj/9+lYGFxkNN6LBsNgEqyKPwThGgzZuk6iwY1ISlXnUJDS0trLMKho3khDqDS0fVFbqKS6kgu4dLCQbo95swqn5R8dk/C0NO4UxFfs345G5tYu89gpu0XsZq8j/9tLbHfhxnRKD+cNFlVNUKi74WmtOZW8S58naECRXjoglUH3fq4yaaQi90d9F0y4GcNDcDadhJ8m02/T4dHhOqIee8c+sBEL2Wd2xL6yEzZjil2zX17P2/Ju/R1/139/J/W9tect+6f8/d+/jb57</latexit>

...
<latexit sha1_base64="/4tyr2CRglXNS7iGErVDHQ3QOrY=">AAACDHicbVDLSsNAFJ3UV62PRl26GSyCq5JUQZdFNy4r2Ac0pUwmk3boZBJmbgol9Bf8Abf6B+7Erf/gD/gdTtostPXAwOGce+cejp8IrsFxvqzSxubW9k55t7K3f3BYtY+OOzpOFWVtGotY9XyimeCStYGDYL1EMRL5gnX9yV3ud6dMaR7LR5glbBCRkeQhpwSMNLSrXkRg7IeZNw1i0POhXXPqzgJ4nbgFqaECraH97QUxTSMmgQqidd91EhhkRAGngs0rXqpZQuiEjFjfUEkipgfZIvgcnxslwGGszJOAF+rvjYxEWs8i30zmMfWql4v/eoHOP1y5DuHNIOMySYFJujwepgJDjPNmcMAVoyBmhhCquMmP6ZgoQsH0VzHFuKs1rJNOo+5e1hsPV7XmbVFRGZ2iM3SBXHSNmugetVAbUZSiZ/SCXq0n6816tz6WoyWr2DlBf2B9/gAiAZwU</latexit>

...
<latexit sha1_base64="/4tyr2CRglXNS7iGErVDHQ3QOrY=">AAACDHicbVDLSsNAFJ3UV62PRl26GSyCq5JUQZdFNy4r2Ac0pUwmk3boZBJmbgol9Bf8Abf6B+7Erf/gD/gdTtostPXAwOGce+cejp8IrsFxvqzSxubW9k55t7K3f3BYtY+OOzpOFWVtGotY9XyimeCStYGDYL1EMRL5gnX9yV3ud6dMaR7LR5glbBCRkeQhpwSMNLSrXkRg7IeZNw1i0POhXXPqzgJ4nbgFqaECraH97QUxTSMmgQqidd91EhhkRAGngs0rXqpZQuiEjFjfUEkipgfZIvgcnxslwGGszJOAF+rvjYxEWs8i30zmMfWql4v/eoHOP1y5DuHNIOMySYFJujwepgJDjPNmcMAVoyBmhhCquMmP6ZgoQsH0VzHFuKs1rJNOo+5e1hsPV7XmbVFRGZ2iM3SBXHSNmugetVAbUZSiZ/SCXq0n6816tz6WoyWr2DlBf2B9/gAiAZwU</latexit>

...
<latexit sha1_base64="/4tyr2CRglXNS7iGErVDHQ3QOrY=">AAACDHicbVDLSsNAFJ3UV62PRl26GSyCq5JUQZdFNy4r2Ac0pUwmk3boZBJmbgol9Bf8Abf6B+7Erf/gD/gdTtostPXAwOGce+cejp8IrsFxvqzSxubW9k55t7K3f3BYtY+OOzpOFWVtGotY9XyimeCStYGDYL1EMRL5gnX9yV3ud6dMaR7LR5glbBCRkeQhpwSMNLSrXkRg7IeZNw1i0POhXXPqzgJ4nbgFqaECraH97QUxTSMmgQqidd91EhhkRAGngs0rXqpZQuiEjFjfUEkipgfZIvgcnxslwGGszJOAF+rvjYxEWs8i30zmMfWql4v/eoHOP1y5DuHNIOMySYFJujwepgJDjPNmcMAVoyBmhhCquMmP6ZgoQsH0VzHFuKs1rJNOo+5e1hsPV7XmbVFRGZ2iM3SBXHSNmugetVAbUZSiZ/SCXq0n6816tz6WoyWr2DlBf2B9/gAiAZwU</latexit>

...
<latexit sha1_base64="/4tyr2CRglXNS7iGErVDHQ3QOrY=">AAACDHicbVDLSsNAFJ3UV62PRl26GSyCq5JUQZdFNy4r2Ac0pUwmk3boZBJmbgol9Bf8Abf6B+7Erf/gD/gdTtostPXAwOGce+cejp8IrsFxvqzSxubW9k55t7K3f3BYtY+OOzpOFWVtGotY9XyimeCStYGDYL1EMRL5gnX9yV3ud6dMaR7LR5glbBCRkeQhpwSMNLSrXkRg7IeZNw1i0POhXXPqzgJ4nbgFqaECraH97QUxTSMmgQqidd91EhhkRAGngs0rXqpZQuiEjFjfUEkipgfZIvgcnxslwGGszJOAF+rvjYxEWs8i30zmMfWql4v/eoHOP1y5DuHNIOMySYFJujwepgJDjPNmcMAVoyBmhhCquMmP6ZgoQsH0VzHFuKs1rJNOo+5e1hsPV7XmbVFRGZ2iM3SBXHSNmugetVAbUZSiZ/SCXq0n6816tz6WoyWr2DlBf2B9/gAiAZwU</latexit>

Figure 3.1: The ReLU network identified by Theorem 3.1.

Specifically, we partition the manifold as M =
⋃CM

i=1 Ui, where the Ui’s are open sets

contained in a Euclidean ball of radius no larger than τ/4. CM depends on the reach τ , the

surface area of M, and the dimension d (see Section 3.1.1 for an explicit characterization).

For each chart, the chart determination sub-network computes an approximation of the in-

dicator function on Ui. The Taylor approximation sub-network provides a local polynomial

approximation of f on Ui. Then the pairing sub-network approximates the product for the

proper pairs of outputs in the previous two sub-networks. Finally, f̂ is obtained by taking a

sum over CM outputs from the pairing sub-network.

The size of our ReLU network matches its lower bound up to a logarithmic factor for the

approximation of functions in Hölder spaces. Denote Fα,d as functions defined on [0, 1]d

in the Hölder space Hα([0, 1]d). We state a lower bound due to [46].

Theorem 3.2. Fix d and α. Let W be a positive integer and κ : RW 7→ C([0, 1]d) be any

mapping. Suppose there is a continuous map Θ : Fα,d 7→ RW such that ∥f−κ(Θ(f))∥∞ ≤
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ϵ for any f ∈ Fα,d. Then W ≥ cϵ−
d
α with c depending on α only.

We take RW as the parameter space of a ReLU network, and κ as the network structure.

Then to approximate any f ∈ Fα,d, the ReLU network has at least cϵ−
d
α weight parameters.

Although Theorem 3.2 holds for functions on [0, 1]d, our network size remains in the same

order up to a logarithmic factor even when the function is supported on a manifold of

dimension d.

3.1.1 Proof – Construction of Network Approximator

This section contains a constructive proof of Theorem 3.1. Before we proceed, we show

how to approximate the multiplication operation using ReLU networks. This operation is

heavily used in the Taylor approximation sub-network, since Taylor polynomials involve a

sum of products. We first show ReLU networks can approximate quadratic functions.

Lemma 3.1 (Proposition 2 in [40]). The function f(x) = x2 with x ∈ [0, 1] can be approx-

imated by a ReLU network with any error ϵ > 0. The network has depth and the number of

neurons and weight parameters no more than c log(1/ϵ) with an absolute constant c, and

the width of the network is an absolute constant.

This lemma is proved in Appendix A.1.1. The idea is to approximate quadratic func-

tions using a weighted sum of a series of sawtooth functions. Those sawtooth functions are

obtained by compositing the triangular function

g(x) = 2ReLU(x)− 4ReLU(x− 1/2) + 2ReLU(x− 1),

which can be implemented by a single layer ReLU network.

We then approximate the multiplication operation by invoking the identity ab = 1
4
((a+

b)2−(a−b)2) where the two squares can be approximated by ReLU networks in Lemma 3.1.

Corollary 3.1 (Proposition 3 in [40]). Given a constant C > 0 and ϵ ∈ (0, C2), there is a

ReLU network which implements a function ×̂ : R2 7→ R such that: 1). For all inputs x
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and y satisfying |x| ≤ C and |y| ≤ C, we have |×̂(x, y)− xy| ≤ ϵ; 2). The depth and the

weight parameters of the network is no more than c log C2

ϵ
with an absolute constant c.

The ReLU network in Theorem 3.1 is constructed in the following 5 steps.

Step 1. Construction of an atlas. Denote the open Euclidean ball with center c and

radius r in RD by B(c, r). For any r, the collection {B(x, r)}x∈M is an open cover of M.

Since M is compact, there exists a finite collection of points ci for i = 1, . . . , CM such

that M ⊂ ⋃i B(ci, r).

The following lemma says that when the radius r is properly chosen, Ui = B(ci, r)∩M

is diffeomorphic to Rd.

Lemma 3.2. Suppose Assumption 3.1 and 3.2 hold and let r ≤ τ/4. Then the local neigh-

borhood Ui = B(ci, r)∩M is diffeomorphic to Rd. In particular, the orthogonal projection

Pi onto the tangent space Tci(M) at ci is a diffeomorphism.

The proof is provided in Appendix A.2.1, which utilizes the results in [47]. Therefore,

we pick radius r ≤ τ/4, and let {(Ui, ϕi)}CM
i=1 be an atlas on M as illustrated in Figure 3.2,

where ϕi is to be defined in Step 2. The number of charts CM is upper bounded by

CM ≤
⌈
SA(M)

rd
Td

⌉
,

where SA(M) is the surface area of M, and Td is the thickness of the Ui’s, which is defined

as the average number of Ui’s that contain a point on M (See Eq. (1) in Chapter 2 of [48]).

Remark 3.1. The thickness Td scales approximately linear in d. As shown in Eq. (19) in

Chapter 2 of [48], there exist coverings with d
e
√
e
≲ Td ≤ d log d+ d log log d+ 5d.

Step 2. Projection with rescaling and translation. We denote the tangent space at ci

as

Tci(M) = span(vi1, . . . ,vid),
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More Open 
Balls to Cover

⇢ [0, 1]d
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Figure 3.2: Curvature decides the number of charts: smaller reach requires more chart.

where {vi1, . . . ,vid} form an orthonormal basis. We obtain the matrix Vi = [vi1, . . . ,vid] ∈

RD×d by concatenating the vij’s as column vectors.

Define

ϕi(x) = bi(V
⊤
i (x− ci) + ui) ∈ [0, 1]d

for any x ∈ Ui, where bi ∈ (0, 1] is a scaling factor and ui is a translation vector. Since Ui

is bounded, we can choose proper bi and ui to guarantee ϕi(x) ∈ [0, 1]d. We rescale and

translate the projection to ease the notation for the development of local Taylor approxima-

tions in Step 4. We also remark that each ϕi is a linear function, and can be realized by a

single layer linear network.

Step 3. Chart determination. This step is to assign a given input x to the proper charts

to which x belongs. This avoids projecting x using unmatched charts (i.e., x ̸∈ Uj for some

j) as illustrated in Figure 3.3.

Unmatched
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Figure 3.3: Projecting xj using a matched chart (blue) (Uj, ϕj), and an unmatched chart
(green) (Ui, ϕi).

An input x can belong to multiple charts, and the chart determination sub-network
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determines all these charts. This can be realized by compositing an indicator function and

the squared Euclidean distance

d2i (x) = ∥x− ci∥22 =
D∑

j=1

(xj − ci,j)
2

for i = 1, . . . , CM. The squared distance d2i (x) is a sum of univariate quadratic functions,

thus, we can apply Lemma 3.1 to approximate d2i (x) by ReLU networks. Denote ĥsq as an

approximation of the quadratic function x2 on [0, 1] with an approximation error ν. Then

we define

d̂2i (x) = 4B2

D∑

j=1

ĥsq

(∣∣∣∣
xj − ci,j

2B

∣∣∣∣
)
.

as an approximation of d2i (x). The approximation error is ∥d̂2i − d2i ∥∞ ≤ 4B2Dν, by the

triangle inequality. We consider an approximation of the indicator function 1(x ∈ [0, r2])

as in Figure 3.4:

1̂∆(a) =





1 a ≤ r2 −∆+ 4B2Dν

− 1
∆−8B2Dν

a+ r2−4B2Dν
∆−8B2Dν

a ∈ [r2 −∆+ 4B2Dν, r2 − 4B2Dν]

0 a > r2 − 4B2Dν

, (3.1)

where ∆ (∆ ≥ 8B2Dν) will be chosen later according to the accuracy ϵ.
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b1� � bd2
i (x) = 1
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b1� � bd2
j (x) = 0

Figure 3.4: Chart determination utilizes the composition of approximated distance function
d̂2i and the indicator function 1̂∆.

To implement 1̂∆(a), we consider a basic step function g = 2ReLU(x − 0.5(r2 −
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4B2Dν))− 2ReLU(x− r2 + 4B2Dν). It is straightforward to check

gk(a) = g ◦ · · · ◦ g︸ ︷︷ ︸
k

(a)

=





0 a < (1− 2−k)(r2 − 4B2Dν)

2k(a− r2 + 4B2Dν) + r2 − 4B2Dν a ∈
[
(1− 1

2k
)(r2 − 4B2Dν), r2 − 4B2Dν

]

r2 − 4B2Dν a > r2 − 4B2Dν

.

Let 1̂∆ = 1 − 1
r2−4B2Dν

gk. It suffices to choose k satisfying (1 − 1
2k
)(r2 − 4B2Dν) ≥

r2 −∆+4B2Dν, which yields k =
⌈
log r2

∆

⌉
. We use 1̂∆ ◦ d̂2i to approximate the indicator

function on Ui:

• if x ̸∈ Ui, i.e., d2i (x) ≥ r2, we have 1̂∆ ◦ d̂2i (x) = 0;

• if x ∈ Ui and d2i (x) ≤ r2 −∆, we have 1̂∆ ◦ d̂2i (x) = 1.

We remark that although the approximate indicator function 1̂∆ is a piecewise linear func-

tion with two breakpoints, we implement it using a deep neural network to control the range

of weight parameters in the network. Otherwise, the parameter upper bound can be as large

as 1/∆ due to the steep slope in 1̂∆.

Step 4. Taylor approximation. In each chart (Ui, ϕi), we locally approximate f using

Taylor polynomials of order n as shown in Figure 3.5. Specifically, we decompose f as

f =

CM∑

i=1

fi with fi = fρi,

where ρi is an element in a C∞ partition of unity on M which is supported inside Ui.

The existence of such a partition of unity is guaranteed by Proposition 2.1. Since M is a

compact smooth manifold and ρi is C∞, fi preserves the regularity (smoothness) of f such

that fi ∈ Hα(M) for i = 1, . . . , CM.
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�i(Ui) ⇢ [0, 1]d
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M ⇢ RD
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fi � ��1
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fi(x) 2 Hs,↵(M)
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Figure 3.5: Locally approximate f in each chart (Ui, ϕi) using Taylor polynomials.

Lemma 3.3. Suppose Assumption 3.3 holds. For i = 1, . . . , CM, the function fi is Hölder

continuous on M, in the sense that there exists a Hölder coefficient Li depending on d,

the upper bounds of derivatives of the partition of unity ρi and coordinate system ϕi, up to

order s, such that for any |s| = ⌊α⌋, we have

∣∣∣Ds(fi ◦ ϕ−1
i )
∣∣
ϕi(x1)

−Ds(fi ◦ ϕ−1
i )
∣∣
ϕi(x2)

∣∣∣ ≤ Li ∥ϕi(x1)− ϕi(x2)∥α−⌊α⌋
2 , ∀x1,x2 ∈ Ui.

Proof Sketch. We provide a sketch here. More details are deferred to Appendix A.2.2.

Without loss of generality, suppose Assumption 3.3 holds with the atlas chosen in Step 1.

Denote g1 = f ◦ ϕ−1
i and g2 = ρi ◦ ϕ−1

i . By the Leibniz rule, we have

Ds(fi ◦ ϕ−1
i ) = Ds(g1 × g2) =

∑

|p|+|q|=⌊α⌋

(⌊α⌋
|p|

)
Dpg1D

qg2.

Consider each term in the sum: for any x1,x2 ∈ Ui,

∣∣Dpg1D
qg2|ϕi(x1) −Dpg1D

qg2|ϕi(x2)

∣∣

≤ |Dpg1(ϕi(x1))|
∣∣Dqg2|ϕi(x1) −Dqg2|ϕi(x2)

∣∣+ |Dqg2(ϕi(x2))|
∣∣Dpg1|ϕi(x1) −Dpg1|ϕi(x2)

∣∣

≤ λiθi,α ∥ϕi(x1)− ϕi(x2)∥α−⌊α⌋
2 + µiβi,α ∥ϕi(x1)− ϕi(x2)∥α−⌊α⌋

2 .

Here λi and µi are uniform upper bounds on the derivatives of g1 and g2 with order up to s,

respectively. The quantities θi,α and βi,α in the last inequality above is chosen as follows:
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by the mean value theorem, we have

∣∣Dqg2|ϕi(x1) −Dqg2|ϕi(x2)

∣∣ ≤
√
dµi ∥ϕi(x1)− ϕi(x2)∥2

=
√
dµi ∥ϕi(x1)− ϕi(x2)∥1−α+⌊α⌋

2 ∥ϕi(x1)− ϕi(x2)∥α−⌊α⌋
2

≤
√
dµi(2r)

1−α+⌊α⌋ ∥ϕi(x1)− ϕi(x2)∥α−⌊α⌋
2 ,

where the last inequality is due to the fact that ∥ϕi(x1)− ϕi(x2)∥2 ≤ bi ∥Vi∥ ∥x1 − x2∥2 ≤

2r. Then we set θi,α =
√
dµi(2r)

1−α+⌊α⌋ and by a similar argument, we set βi,α =
√
dλi(2r)

1−α+⌊α⌋. We complete the proof by taking Li = 2⌊α⌋+1
√
dλiµi(2r)

1−α+⌊α⌋.

Lemma 3.3 is crucial for the error estimation in the local approximation of fi ◦ ϕ−1
i by

Taylor polynomials. This error estimate is given in the following theorem, where some of

the proof techniques are from Theorem 1 in [40].

Theorem 3.3. Let fi = fρi as in Step 4. For any δ ∈ (0, 1), there exists a ReLU net-

work structure that, if the weight parameters are properly chosen, the network yields an

approximation of fi ◦ ϕ−1
i uniformly with an L∞ error δ. Such a network has

1. no more than c1
(
log 1

δ
+ 1
)

layers, with width bounded by c2δ−d/α,

2. at most c3δ−
d
α

(
log 1

δ
+ 1
)

neurons and weight parameters, with the range of weight

parameters bounded by κ = c4max{1,
√
d},

where c1, c2, c3 depend on α, d, τ , and the upper bound of derivatives of fi◦ϕ−1
i up to order

⌊α⌋, and c4 depends on the upper bound of the derivatives of ρi’s up to order ⌊α⌋.

Proof Sketch. The detailed proof is provided in Appendix A.2.3. The proof consists of two

steps:

1. Approximate fi ◦ ϕ−1
i using a weighted sum of Taylor polynomials;

2. Implement the weighted sum of Taylor polynomials using ReLU networks.
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Specifically, we set up a uniform grid and divide [0, 1]d into small cubes, and then approx-

imate fi ◦ ϕ−1
i by its ⌊α⌋-th order Taylor polynomial in each cube. To implement such

polynomials by ReLU networks, we recursively apply the multiplication ×̂ operator in

Corollary 3.1, since these polynomials are sums of the products of different variables.

Step 5. Estimating the total error. We have collected all the ingredients to implement

the entire ReLU network to approximate f on M. Recall that the network structure consists

of 3 main sub-networks as demonstrated in Figure 3.1. Let ×̂ be an approximation to the

multiplication operator in the pairing sub-network with error η. Accordingly, the function

given by the whole network is

f̃ =

CM∑

i=1

×̂(f̂i, 1̂∆ ◦ d̂2i ) with f̂i = f̃i ◦ ϕi,

where f̃i is the approximation of fi ◦ ϕ−1
i using Taylor polynomials in Theorem 3.3. The

total error can be decomposed into three components according to Lemma 3.4 below. We

denote 1(x ∈ Ui) as the indicator function of Ui. Let the approximation errors of the

multiplication operation ×̂ and the local Taylor polynomial in Theorem 3.3 be η and δ,

respectively.

Lemma 3.4. For any i = 1, . . . , CM, we have ∥f̃ − f∥∞ ≤ ∑CM
i=1 (Ai,1 + Ai,2 + Ai,3),

where

Ai,1 =
∥∥×̂(f̂i, 1̂∆ ◦ d̂2i )− f̂i × (1̂∆ ◦ d̂2i )

∥∥
∞ ≤ η,

Ai,2 =
∥∥f̂i × (1̂∆ ◦ d̂2i )− fi × (1̂∆ ◦ d̂2i )

∥∥
∞ ≤ δ,

Ai,3 =
∥∥fi × (1̂∆ ◦ d̂2i )− fi × 1(x ∈ Ui)

∥∥
∞ ≤ c(π + 1)

r(1− r/τ)
∆ for some constant c.

Lemma 3.4 is proved in Appendix A.2.4. In order to achieve an ϵ total approximation

error, i.e., ∥f − f̃∥∞ ≤ ϵ, we need to control the errors in the three sub-networks. In other

words, we need to decide ν for d̂2i , ∆ for 1̂∆, δ for f̃i, and η for ×̂. Note thatAi,1 is the error
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from the pairing sub-network, Ai,2 is the approximation error in the Taylor approximation

sub-network, and Ai,3 is the error from the chart determination sub-network. The error

bounds on Ai,1, Ai,2 are straightforward from the constructions of ×̂ and f̂i. The estimate

of Ai,3 involves some technical analysis since ∥1̂∆ ◦ d̂2i − 1(x ∈ Ui)∥∞ = 1. Note that we

have

1̂∆ ◦ d̂2i (x)− 1(x ∈ Ui) = 0

whenever ∥x− ci∥22 < r2 − ∆ or ∥x− ci∥22 > r2. Therefore, we only need to prove that

|fi(x)| is sufficiently small in the shell region

Ki = {x ∈ M : r2 −∆ ≤ ∥x− ci∥22 ≤ r2}.

We bound the maximum of fi on Ki using a first-order Taylor expansion. Since fi van-

ishes at the boundary of Ui due to the partition of unity ρi, we can show that supx∈Ki
|fi(x)|

is proportional to the width ∆ of Ki. In particular, there exists a constant c depending on

fi’s and ϕi’s such that

max
x∈Ki

|fi(x)| ≤
c(π + 1)

r(1− r/τ)
∆ for any i = 1, . . . , CM. (3.2)

Then (Eq. 3.2) immediately implies the upper bound on Ai,3. The formal statement of

(Eq. 3.2) and its proof are deferred to Lemma A.1 and Appendix A.2.5.

Given Lemma 3.4, we choose

η = δ =
ϵ

3CM
and ∆ =

r(1− r/τ)ϵ

3c(π + 1)CM
(3.3)

so that the approximation error is bounded by ϵ. Moreover, we choose

ν =
∆

16B2D
(3.4)
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to guarantee ∆ > 8B2Dν so that the definition of 1̂∆ is valid.

Finally we quantify the size of the ReLU network. Recall that the chart determination

sub-network has c1 log 1
ν

layers, the Taylor approximation sub-network has c2 log 1
δ

layers,

and the pairing sub-network has c3 log 1
η

layers. Here c2 depends on d, α, f , and c1, c3

are absolute constants. Combining these with (Eq. 3.3) and (Eq. 3.4) yields the depth in

Theorem 3.1. By a similar argument, we can obtain the number of neurons and weight

parameters. A detailed analysis is given in Appendix A.2.6.

3.2 Efficient Approximation of ConvResNets

Feedforward neural networks have attracted many theoretical studies due to its simplicity.

In practice, Convolutional Residual Networks (ConvResNets) give rise to the state-of-the-

art performance in wide applications. In this section, we build upon the framework devel-

oped in Section 3.1 and study the universal approximation properties of ConvResNets.

We shift our focus to Besov functions as a generalization of Hölder functions.

Assumption 3.4. Let 0 < p, q ≤ ∞, d/p + 1 ≤ α < ∞. Assume f ∈ Bα
p,q(M) and

∥f∥Bα
p,q(M) ≤ c0 from a constant c0 > 0. Additionally, we assume ∥f∥L∞ ≤ C for a

constant C > 0.

Our universal approximation guarantee of ConvResNets for Besov functions on M is

summarized in the following (Proof can be found in [49]). We recall the ConvResNet

architecture CRN(. . . ) from (Eq. 2.5).

Theorem 3.4. Assume Assumption 3.1 and 3.2 hold. For any function f satisfying Assump-

tion 3.4, any ϵ ∈ (0, 1), and positive integer K ∈ [2, D], there is a ConvResNet architec-

ture CRN(M,L, J,K, κ1, κ2,∞) such that if the weight parameters of this ConvResNet are

properly chosen, the network yields a function f̂ ∈ CRN(M,L, J,K, κ1, κ2,∞) satisfying

∥f̂ − f∥L∞ ≤ ϵ. (3.5)
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Figure 3.6: The ConvResNet in Theorem 3.4 contains a padding layer, M residual blocks,
and a fully connected (FC) layer.

Such a network architecture has

M = O
(
ϵ−d/α

)
, L = O(log(1/ϵ)), J = O(1), κ1 = O(1), log κ2 = O(log2(1/ϵ)).

The constant hidden in O(·) depend on d, D logD, α, 2d
αp−d

, p, q, c0, τ and the surface area

of M. In particular, the constant depends on D logD linearly.

The architecture of the ConvResNet in Theorem 3.4 is illustrated in Figure 3.6. It has

the following properties:

• The network has a fixed filter size and a fixed number of channels.

• There is no cardinality constraint (number of nonzero weight parameters).

• The network size depends on the intrinsic dimension d, and only weakly depends on

D.

Theorem 3.4 can be compared with [50] on the approximation theory for Besov func-

tions in RD by FNNs as follows: (1) To universally approximate Besov functions in RD

with ϵ error, the FNN constructed in [50] requiresO (log(1/ϵ)) depth,O
(
ϵ−D/α

)
width and

O
(
ϵ−D/α log(1/ϵ)

)
nonzero parameters. By exploiting the manifold model, our network

size depends on the intrinsic dimension d and weakly depends on D. (2) The ConvRes-

Net in Theorem 3.4 does not require any cardinality constraint, while such a constraint is

31



needed in [50].

3.3 Approximation with Smoothness Constraints

3.3.1 Benefits of Overparameterized Neural Networks

Deep neural networks of enormous sizes have achieved remarkable success in various ap-

plications. Some well-known examples include ViT-Huge of 632 million parameters [51],

BERT-Large of 336 million parameters [52], and the gigantic GPT-3 of 175 billion param-

eters [53]. In addition to outstanding testing accuracy, there has been evidence that large

neural networks favor smoothness and yield good robustness [54, 55].

Among vast literature on explaining the success of neural networks, universal approxi-

mation theories analyze how well neural networks can represent complex data models (see

literature in related work section). These works focus on approximating a target function

in terms of its function value (i.e., in function L∞ norm). However, other important prop-

erties, espcifically the smoothness of the neural networks, are less investigated. A few

early results provide asymptotic results on two-layer networks with smooth activation for

approximating both function value and derivatives [56, 57]. Recently, [58, 59] established

nonasymptotic approximation theory of feedforward networks in terms of Sobolev norms.

In real-world applications, on the other hand, practitioners empirically demonstrated a

close tie between the smoothness of a trained neural network to its adversarial robustness

[60, 61, 62, 63]. The intuition behind is relatively clear. Consider, for instance, adding

some adversarial perturbation to an input. A network of small (local) Lipschitz constant

produces less deviation to the original output, and therefore, is often resilient to adversar-

ial attackes. On the contrary, a network that is vulnerable to adversarial attacks usually

has a large Lipschitz constant. Over the years, many computational methods are proposed

and extensively tested in experiments for promoting network smoothness [64, 54, 63, 65].

Apart from these explicit training methodologies, the size of a network is also recognized

as a critical factor to its generalization and robustness [66, 54, 67]. Yet, theoretical under-
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standing is largely missing.

In this section, we investigate universal approximation ability of neural networks with

smoothness guarantees. We consider ConvResNet with ReLU activation as an example. We

measure the approximation error of ConvResNet in terms of not only the function value,

but also higher order smoothness. Specifically, suppose given a target function f belonging

to a Sobolev space in a D-dimensional hypercube. We provide an approximation error

estimate in terms of Sobolev norm as a function of the size of ConvResNet. We also extend

our theory to functions supported on a d-dimensional Riemannian manifold (d ≪ D). All

of the proofs can be found in [68].

3.3.2 W s,p-approximation in Euclidean Space

Consider a Sobolev function class defined on a unit hypercube (0, 1)D. We aim to use

convolutional residual networks for approximating functions in the target class in terms of

the W s,p norm. Here p is a positive integer and s can vary in [0, 1]; in particular, s = 0

corresponds to function value approximation, and s = 1 resembles the result in previous

sections. We formally define our target function class as a Sobolev norm ball.

Assumption 3.5. Let α ≥ 2, 1 ≤ p ≤ +∞ be integers. Assume the target function f

satisfies

f ∈ Wα,p
(
(0, 1)D

)
and ∥f∥Wα,p((0,1)D) ≤ 1.

We set the norm ball of radius 1 for the sake of simplicity, while the results in the sequel

hold for any constant radius. We also let α ≥ 2 for techincal convenience. In the following

theorem, we show that ConvResNets can approximate any functions in a Sobolev norm ball

in terms of W s,p norm (s ≤ 1). The approximation error is obtained as a function of the

network configuration.
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Theorem 3.5. For any positive integers K ∈ [2, D], M̃ , and J̃ > 0, we choose

L = O(log(M̃J̃)), J = O(J̃), κ1 = O((M̃J̃)1/D), κ2 = O((M̃J̃)1/D), M = O(M̃).

Then given s ∈ [0, 1], the ConvResNet architecture CRN(M,L, J,K, κ1, κ2) can approxi-

mate any function f satisfying Assumption 3.5, i.e., there exists f̂ ∈ CRN(M,L, J,K, κ1, κ2,∞)

with

∥f̂ − f∥W s,p((0,1)D) ≤ C1(M̃J̃)−
α−s
D

for some constant C1 depending on D,α, p.

Theorem 3.5 says that the approximation power of ConvResNet amplifies as its width

and depth increase. To better interpret the result, we choose s = 1 and p = ∞, which

corresponds to simultaneously approximating function value and first-order derivatives.

Corollary 3.2. In the setup of Theorem 3.5, taking s = 1 and p = ∞, the ConvResNet

architecture CRN(M,L, J,K, κ1, κ2,∞) can approximate any f satisfying Assumption 3.5

up to first-order, i.e., there exists f̂ ∈ CRN(M,L, J,K, κ1, κ2,∞) with

∥∥∥f̂ − f
∥∥∥
∞

≤ C2(M̃J̃)−
α−1
D and sup

i

∥∥∥∥∥
∂f̂

∂xi
− ∂f

∂xi

∥∥∥∥∥
∞

≤ C2(M̃J̃)−
α−1
D ,

where the constant C2 depends on D and α. In particular, we have Lipschitz continuity

bound

∥∥∥f̂
∥∥∥
Lip

≤ 1 + C2

√
D(M̃J̃)−

α−1
D .

Theorem 3.5 and Corollary 3.2 have rich implications.

Large network for smooth approximation. Taking s = 0 in Theorem 3.5 recovers func-

tion approximation in terms of L∞ norm. The corresponding approximation error scales as
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O((M̃J̃)−
α
D ). A quick comparison to Corollary 3.2 indicates that in order to additionally

capture the first-order information of a target function, large network is needed to achieve

the same function value error bound.

Arbitrary width and depth. [58, 59] provide approximation guarantees of feedforward

networks in terms of W s,p norm. Despite different network architectures, we remark that

our theory covers general networks with arbitrary width and depth. More specifically, for

a given approximation error ϵ, [58] set the network depth and width as O(log 1/ϵ) and

O(ϵ−D/(α−s)), respectively. Yet in our result, we only need to ensure M̃J̃ = O(ϵ−D/(α−s)),

which does not require any scaling relation between M̃ and J̃ .

3.3.3 W s,p-approximation on Manifold

Theorem 3.5 indicates a curse of data dimensionality: When data dimension D is large,

such as image data, Theorem 3.5 converges extremely slowly and becomes less attractive.

Motivated by applications, we model data as a low-dimensional Riemannian manifold M.

We will show that ConvResNet is still adaptable to manifold structures, even we impose

smoothness constraints on approximation. Analogous to the Euclidean case, we consider a

Sobolev norm ball on a manifold.

Assumption 3.6. Let α ≥ 2 be an integer. Assume the target function f satisfies

f ∈ Wα,∞ (M) and ∥f∥Wα,∞(M) ≤ 1.

We now present a counterpart of Theorem 3.5, showing an efficient approximation of

functions in a Sobolev norm ball on M.

Theorem 3.6. For any positive integers K ∈ [2, D], M̃ , and J̃ > 0, we choose

L = O(log(M̃J̃)) +D, J = O(DJ̃), κ1 = O((M̃J̃)1/d),

κ2 = O((M̃J̃)1/d), M = O(M̃).
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Then given k ∈ {0, 1}, the ConvResNet architecture CRN(M,L, J,K, κ1, κ2,∞) can ap-

proximate any function f satisfying Assumption 3.6, i.e., there exists f̂ ∈ C(M,L, J,K, κ1, κ2,∞)

with

∥f̂ − f∥Wk,∞(M) ≤ C3(M̃J̃)−
α−k
d ,

where constant C3 depends on d, α,B, τ , and the surface area of M.

As can be seen, the approximation error decays at a rate only depending on intrinsic

data dimension d, which is a significant improvement over Theorem 3.5 given d≪ D. We

also note that the size of ConvResNet has a weak dependence on D, yet it is inevitable due

to the residual connection preserves input dimensionality.

3.4 Conclusion and Discussion

In this chapter, we develop efficient function approximation theories of feedforward neural

networks and convolutional residual networks using the ReLU activation. We show that

these network architectures enjoy fast rate in approximating Hölder, Sobolev, and Besov

functions. We also prove wide and deep networks can not only approximate function value,

but first-order derivatives. We discuss related topics and future directions.

ReLU activations We consider neural networks with ReLU activations for a practical

concern — ReLU activations are widely used in deep networks. Moreover, ReLU networks

are easier to train compared with sigmoid or hyperbolic tangent activations, which are

known for their notorious vanishing gradient problem [69, 70].

Low-dimensional Manifolds The low dimensional manifold model plays a vital role to

reduce the network size. As shown in Theorem 3.2, to approximate functions in F n,D with

accuracy ϵ, the minimal number of weight parameters is O(ϵ−
D
n ). This lower bound is

huge, and can not be improved without low dimensional structures of data.
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Existence vs. Learnability and Generalization Our Theorem 3.1 shows the existence

of a ReLU network structure that gives efficient approximations of functions on low dimen-

sional manifolds, if the weight parameters are properly chosen. In practice, it is observed

that larger neural networks are easier to train and yield better generalization performances

[71, 72, 73]. This is referred to as overparameterization. Establishing the connection be-

tween learnability and generalization is an important future direction.

Convolutional Filters Convolutional neural networks (CNNs, [1]) are widely used in

computer vision, language modeling, etc. Empirical results reveal that different convolu-

tional filters can capture various patterns in images, e.g., edge detection filters. An inter-

esting question is whether convolutional filters serve as charts in our framework.

Equivalent Networks The ReLU network identified in Theorem 3.1 and ConvResNet in

Theorem 3.4 are capable of approximating same functions. Several other network struc-

tures can also yield the same function. It is interesting to investigate whether these network

structures also possess the universal approximation property and whether different archi-

tectures exhibit advantages in different scenarios.
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CHAPTER 4

NONPARAMETRIC REGRESSION/CLASSIFICATION USING NEURAL

NETWORKS

In approximation theories, we constructively show the existence of a network for approx-

imating target functions supported on manifolds. Such results provide valuable guidelines

for choosing proper network architectures depending on problem regularity. A followup

question naturally arises as “Can we establish sample complexity bounds of these net-

works in various learning problems?”. In Chapter 4, Chapter 5, and Chapter 6, we devote

to studying statistical applications using neural networks. In this chapter, we consider non-

parametric regression and classification problems [74, 13, 14] using neural networks in

exploitation of low-dimensional geometric structures of data; the corresponding results are

presented in Section 4.1 and Section 4.2, respectively. Section 4.3 concludes the chapter.

4.1 Nonparametric Regression

In nonparametric regression, the goal is to recover the regression function f0 supported on

a manifold M using samples Sn = {(xi, yi)}ni=1 with x ∈ M and y ∈ R. The xi’s are i.i.d.

sampled from a distribution Dx on M, and the response yi satisfies

yi = f0(xi) + ξi,

where ξi’s are i.i.d. sub-Gaussian noise independent of xi’s.

We use multi-layer ReLU (Rectified Linear Unit) neural networks to recover f0. We

denote F as a class of neural networks with bounded weight parameters and bounded out-
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put:

F(R, κ, L, p,K) = FNN(R, κ, L, p,K) (defined in (Eq. 2.3)). (4.1)

To obtain an estimator f̂ ∈ F(R, κ, L, p,K) of f0, we minimize the empirical quadratic

risk

f̂n = argmin
f∈F(R,κ,L,p,K)

R̂n(f) = argmin
f∈F(R,κ,L,p,K)

1

n

n∑

i=1

(f(xi)− yi)
2 . (4.2)

The subscript n emphasizes that the estimator is obtained using n pairs of samples.

Related work Nonparametric regression has been widely studied in statistics. A variety

of methods has been proposed to estimate the regression function, including kernel meth-

ods, wavelets, splines, and local polynomials [75, 76, 77, 14, 13]. Nonetheless, there is

limited study on regression using deep ReLU networks until recently. The earliest works

focused on neural networks with a single hidden layer and smooth activations (e.g., sig-

moidal and sinusoidal functions, [78, 79]). Later results achieved the minimax lower bound

for the mean squared error in the order ofO(n− 2s
2s+D ) up to a logarithmic factor forCs func-

tions in RD [80, 81, 82, 83]. Theories for deep ReLU networks were developed in [84],

where the estimate matches the minimax lower bound up to a logarithmic factor for Hölder

functions. Extensions to more general function spaces, such as Besov spaces, can be found

in [50] and results for classification problems can be found in [85, 86].

The rate of convergence in the results above cannot fully explain the success of deep

learning due to the curse of the data dimension with a largeD. Fortunately, many real-world

data sets exhibit low-dimensional geometric structures. It has been demonstrated that, some

classical methods are adaptive to the low-dimensional structures of data sets, and perform

as well as if the low-dimensional structures were known. Results in this direction include

local linear regression [87, 88], multiscale polynomial regression [89], k-nearest neighbor
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[90], kernel regression [91], and Bayesian Gaussian process regression [92], where optimal

rates depending on the intrinsic dimension were proved for functions having the second or-

der of continuity [87], globally Lipschitz functions [90], and Hölder functions with Hölder

index no more than 1 [91].

Recently, several independent works [93, 94, 95] justified the adaptability of deep neu-

ral networks to the low-dimensional data structures. [93] considered function approxima-

tion and regression of Hölder functions on a low-dimensional manifold, which is similar to

the setup in this paper. The proofs in [93] and this paper both utilize a collection of charts to

map each point on M into a local coordinate in Rd, and then approximate functions in Rd.

There are two differences in the detailed proof: (1) In exploitation of a positive reach prop-

erty of M, we construct local coordinates on the manifold given by orthogonal projections

onto the tangent spaces, while [93] assumed the existence of smooth local coordinates; (2)

A main novelty of our work is to explicitly construct a chart determination sub-network

which assigns each data point to its proper chart. In [93], the chart determination is real-

ized by the partition of unity. In order to approximate functions in Hα(M), [93] required

a uniform upper bound on the derivatives of each coordinate map and each function in the

partition of unity, up to order αD/d. Our proof does not rely on such regularity condi-

tions depending on the ambient dimension D. To describe the intrinsic dimensionality of

data, [94] applied the notion of Minkowski dimension, which can be defined for a broader

class of sets without smoothness restrictions. The intrinsic dimension of manifolds and

the Minkowski dimension are different notions for low-dimensional sets, and one does not

naturally imply the other. [93] and [94] established a O(n− 2α
2α+d ) convergence rate of the

mean squared error for learning functions in Hα(M), where d is the manifold dimension

in [93] and Minkowski dimension in [94], respectively. Recently [95] studied the approxi-

mation and regression error of ReLU neural networks for a class of functions in the form of

f(x) = g(πM(x)), where x is near the low-dimensional manifold M, πM is a projection

onto M, and g is a Hölder function on M.
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4.1.1 Statistical Estimation Guarantee

We characterize the convergence rate for the estimation of f0.

Theorem 4.1. Suppose Assumption 3.1 and 3.2 hold. Let f̂n be the minimizer of empirical

risk (Eq. 4.2) with the network class F(R, κ, L, p,K) properly designed such that

L = Õ

(
α

2α + d
log n

)
, p = Õ

(
n

d
2α+d

)
, K = Õ

(
α

2α + d
n

d
2α+d log n

)
,

R = ∥f0∥∞ , and κ = O(max{1, B,
√
d, τ 2}).

Then we have

E
[∫

M

(
f̂n(x)− f0(x)

)2
dDx(x)

]
≤ c(R2 + σ2)

(
n− 2α

2α+d +
D

n

)
log3 n,

where the expectation is taken over the training samples Sn, and c is a constant depending

on logD, d, α, τ , B, the surface area of M, and the upper bounds of derivatives of the

coordinate systems ϕi’s and partition of unity ρi’s, up to order ⌊α⌋.

Our theory implies that, in order to estimate an α-Hölder function up to an ϵ-error, the

sample complexity is n ≳ ϵ−
2α+d

α up to a log factor. This sample complexity depends on

the intrinsic dimension d, and thus largely improves on existing theories of nonparametric

regression using neural networks, where the sample complexity scales as Õ(ϵ−
2α+D

α ) [80,

81, 82, 83, 84]. Our result partially explains the success of deep ReLU neural networks in

tackling high-dimensional data with low-dimensional geometric structures.

Theorem 4.1 is established by a bias-variance trade-off. We decompose the mean

squared error to a squared bias term and a variance term. The bias is quantified by The-

orem 3.1, and the variance term is proportional to the network size. A detailed proof of

Theorem 4.1 is provided in Subsection 4.1.2. Here are some remarks:

1. The network class in Theorem 4.1 is sparsely connected, i.e. K = O(Lp), while
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densely connected networks satisfy K = O(Lp2).

2. The network class F(R, κ, L, p,K) has outputs uniformly bounded by R. Such a

requirement can be achieved by appending an additional clipping layer to the end of

the network structure, i.e.,

g(a) = max{−R,min{a,R}} = ReLU(a−R)− ReLU(a+R)−R.

3. Each weight parameter in our network class is bounded by a constant κ only depend-

ing on the curvature τ , the range B of the manifold M, and the manifold dimension

d. Such a boundedness condition is crucial to our theory and can be computationally

realized by normalization after each step of the stochastic gradient descent.

4.1.2 Proof – Bias-variance Tradeoff

To prove Theorem 4.1, we decompose the mean squared error of the estimator f̂n into

a squared bias term and a variance term. We bound the bias and variance separately,

where the bias is tackled using the approximation theory (Theorem 3.1), and the variance

is bounded using the metric entropy arguments [96, 13]. We begin with an oracle-type de-

composition of the L2 risk, in which we introduce the empirical L2 risk as the intermediate

term:

E
[∫

M

(
f̂n(x)− f0(x)

)2
dDx(x)

]

= 2E

[
1

n

n∑

i=1

(f̂n(xi)− f0(xi))
2

]

︸ ︷︷ ︸
T1

+ E
[∫

M

(
f̂n(x)− f0(x)

)2
dDx(x)

]
− 2E

[
1

n

n∑

i=1

(f̂n(xi)− f0(xi))
2

]

︸ ︷︷ ︸
T2

,
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where T1 reflects the squared bias of using neural networks for estimating f0 and T2 is the

variance term.

Bias Characterization – Bounding T1

Since T1 is the empirical L2 risk of f̂n evaluated on the samples Sn, we relate T1 to the

empirical risk (Eq. 4.2) by rewriting f0(xi) = yi − ξi. Substituting into T1, we derive the

following decomposition,

T1 = 2E

[
1

n

n∑

i=1

(f̂n(xi)− yi + ξi)
2

]

(i)
= 2E

[
1

n

n∑

i=1

[
(f̂n(xi)− yi)

2 + 2ξif̂n(xi)− ξ2i

]]

= 2E

[
inf

f∈F(R,κ,L,p,K)

1

n

n∑

i=1

[
(f(xi)− yi)

2 − ξ2i + 2ξif̂n(xi)
]]

(ii)

≤ 2 inf
f∈F(R,κ,L,p,K)

∫

M
(f(x)− f0(x))

2dDx(x)

︸ ︷︷ ︸
(A)

+4E

[
1

n

n∑

i=1

ξif̂n(xi)

]

︸ ︷︷ ︸
(B)

. (4.3)

Equality (i) is obtained by expanding the square, where the cross term E[ξiyi] = E[ξi(f0(xi)+

ξi)] = E[ξ2i ] due to the independence between xi and ξi. Inequality (ii) invokes the

Jensen’s inequalty to pass the expectation. To obtain term (A), we expand (f(xi)− yi)
2 =

(f(xi)−f0(xi)−ξi)2, and observe the cancellation of −ξ2i . Note that term (A) is the squared

approximation error of neural networks, and we will tackle it later using Theorem 3.1. We

bound term (B) by quantifying the complexity of the network class F(R, κ, L, p,K). A

precise upper bound of T1 is given in the following lemma, whose proof follows a similar

argument in [84, Lemma 4].

Lemma 4.1. Fix the neural network class F(R, κ, L, p,K). For any constant δ ∈ (0, 2R),
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we have

T1 ≤ 4 inf
f∈F(R,κ,L,p,K)

∫

M
(f(x)− f0(x))

2dDx(x)

+ 48σ2 logN (δ,F(R, κ, L, p,K), ∥·∥∞) + 2

n

+ (8
√
6

√
logN (δ,F(R, κ, L, p,K), ∥·∥∞) + 2

n
+ 8)σδ,

where N (δ,F(R, κ, L, p,K), ∥·∥∞) denotes the δ-covering number of F(R, κ, L, p,K)

with respect to the ℓ∞ norm, i.e., there exists a discretization of F(R, κ, L, p,K) into

N (δ,F(R, κ, L, p,K), ∥·∥∞) distinct elements, such that for any f ∈ F , there is f̄ in

the discretization satisfying
∥∥f̄ − f

∥∥
∞ ≤ ϵ.

Proof Sketch. Given the derivation in (Eq. 4.3), we need to bound term (B). We discretize

the neural network class F(R, κ, L, p,K) as {f ∗
i }

N (δ,F(R,κ,L,p,K),∥·∥∞)
i=1 . By the definition of

covering, there exists f ∗ such that ∥f̂n−f ∗∥∞ ≤ δ. Denoting ∥f − f0∥n = 1
n

∑n
i=1(f(xi)−

f0(xi))
2, we cast (B) into

(B) = E

[
1

n

n∑

i=1

ξi(f̂n(xi)− f ∗(xi) + f ∗(xi)− f0(xi))

]

(i)

≤ E

[
1

n

n∑

i=1

ξi(f
∗(xi)− f0(xi))

]
+ δσ

= E
[∥f ∗ − f0∥n√

n

∑n
i=1 ξi(f

∗(xi)− f0(xi))√
n ∥f ∗ − f0∥n

]
+ δσ

(ii)

≤
√
2E

[
∥f̂n − f0∥n + δ√

n

∣∣∣∣
∑n

i=1 ξi(f
∗(xi)− f0(xi))√

n ∥f ∗ − f0∥n

∣∣∣∣

]
+ δσ,

where (i) follows from Hölder’s inequality and (ii) is obtained by some algebraic manipu-

lation. To break the dependence between f ∗ and the samples, we replace f ∗ by any f ∗
j in the

δ-covering and observe that
∣∣∣
∑n

i=1 ξi(f
∗(xi)−f0(xi))√

n∥f∗−f0∥n

∣∣∣ ≤ maxj

∣∣∣
∑n

i=1 ξi(f
∗
j (xi)−f0(xi))√

n∥f∗
j −f0∥n

∣∣∣. Applying
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the Cauchy-Schwarz inequality, we can show

(B) ≤
√
2

(√
1

n
E
[
∥f̂n − f0∥2n

]
+

δ√
n

)√
E
[
max

j
z2j

]
+ δσ,

where zj =
∣∣∣
∑n

i=1 ξi(f
∗(xi)−f0(xi))√

n∥f∗−f0∥n

∣∣∣. Given x1, . . . ,xn, we note that zj is a sub-Gaussian

random variable with parameter σ (i.e., its variance is bounded by σ2). It is well established

in the existing literature on empirical processes [96] that the maximum of a collection of

squared sub-Gaussian random variables satisfies

E
[
max

j
z2j | x1, . . . ,xn

]
≤ 3σ2 logN (δ,F(R, κ, L, p,K), ∥·∥∞) + 6σ2.

Substituting the above inequality into (B) and combining (A) and (B), we have

T1 = 2E
[
∥f̂n − f0∥2n

]

≤ 2 inf
f∈F(R,κ,L,p,K)

E
[
(f(x)− f0(x))

2
]
+ 4δσ

+ 4
√
6σ

(√
E
[
∥f̂n − f0∥2n

]
+ δ

)√
logN (δ,F(R, κ, L, p,K), ∥·∥∞) + 2

n
.

Some manipulation gives rise to the desired result

T1 ≤ 4 inf
f∈F(R,κ,L,p,K)

∫

M
(f(x)− f0(x))

2dDx(x)

+ 48σ2 logN (δ,F(R, κ, L, p,K), ∥·∥∞) + 2

n

+ (8
√
6

√
logN (δ,F(R, κ, L, p,K), ∥·∥∞) + 2

n
+ 8)σδ.

See proof details in Appendix B.1.1.
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Variance Characterization – Bounding T2

We observe that T2 is the difference between the population L2 risk of f̂n and its empirical

counterpart. However, bounding such a difference is distinct from conventional concen-

tration results due to the scaling factor 2 before the empirical risk. In particular, we split

the empirical risk evenly into two parts, and bound one part using its higher-order moment

(fourth moment). Using Bernstein-type inequality allows us to establish a 1/n convergence

rate of T2; the corresponding upper bound is presented in the following lemma.

Lemma 4.2. For any constant δ ∈ (0, 2R), T2 satisfies

T2 ≤
104R2

3n
logN (δ/4R,F(R, κ, L, p,K), ∥·∥∞) +

(
4 +

1

2R

)
δ.

Proof Sketch. The detailed proof is deferred to Appendix B.1.2. For notational simplic-

ity, we denote ĝ(x) = (f̂n(x) − f0(x))
2 and ∥ĝ∥∞ ≤ 4R2. Applying the inequality

∫
M ĝ2dDx(x) ≤ 4R2

∫
M ĝdDx(x) [78], we rewrite T2 as

T2 = E

[∫

M
ĝ(x)dDx(x)−

2

n

n∑

i=1

ĝ(xi)

]

= 2E

[∫

M
ĝ(x)dDx(x)−

1

n

n∑

i=1

ĝ(xi)−
1

2

∫

M
ĝ(x)dDx(x)

]

≤ 2E

[∫

M
ĝ(x)dDx(x)−

1

n

n∑

i=1

ĝ(xi)−
1

8R2

∫

M
ĝ2(x)dDx(x)

]
.

We now utilize ghost samples of x to bound T2, which is a common technique in existing

literature on nonparametric statistics [96, 13]. Specifically, let x̄i’s be independent replica-

tions of xi’s. We bound T2 as

T2 ≤ 2E

[
sup
g∈G

∫

M
g(x)dDx(x)−

1

n

n∑

i=1

g(xi)−
1

8R2

∫

M
g2(x)dDx(x)

]

≤ 2Ex,x̄

[
sup
g∈G

1

n

n∑

i=1

(g(x̄i)− g(xi))−
1

16R2
Ex,x̄

[
g2(x) + g2(x̄)

]
]
,
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where G = {g = (f −f0)2 | f ∈ F(R, κ, L, p,K)}. We use the shorthand Ex,x̄[·] to denote

the double integral
∫
M

∫
M ·dDx(x)dDx(x̄) with respect to the joint distribution of (x, x̄).

The last inequality holds due to Jensen’s inequality. Note here g2(x) + g2(x̄) contributes

as the variance term of g(x̄i)− g(xi), which yields a fast convergence of T2 as n grows.

Similar to bounding T1, we discretize the function space G using a δ-covering denoted

by G∗. This allows us to replace the supremum by the maximum over a finite set:

T2 ≤ 2Ex̄,x

[
sup
g∗∈G∗

1

n

n∑

i=1

(g∗(x̄i)− g∗(xi))−
1

16R2
Ex,x̄

[
(g∗)2(x) + (g∗)2(x̄)

]
]

+

(
4 +

1

2R

)
δ.

We can bound the above maximum by the Bernstein’s inequality, which yields

T2 ≤
104R2

3n
logN (δ,G, ∥·∥∞) +

(
4 +

1

2R

)
δ.

The last step is to relate the covering number of G to that of F(R, κ, L, p,K). Specifi-

cally, consider any g1, g2 ∈ G with g1 = (f1 − f0)
2 and g2 = (f2 − f0)

2, respectively. We

can derive

∥g1 − g2∥∞ = sup
x∈M

|f1(x)− f2(x)| |f1(x) + f2(x)− 2f0(x)| ≤ 4R ∥f1 − f2∥∞ .

Therefore, the inequality N (δ,G, ∥·∥∞) ≤ N (δ/4R,F(R, κ, L, p,K), ∥·∥∞) holds, which

implies

T2 ≤
104R2

3n
logN (δ/4R,F(R, κ, L, p,K), ∥·∥∞) +

(
4 +

1

2R

)
δ.

The proof is complete.
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Covering Number of Neural Networks

The upper bounds of T1 and T2 in Lemma 4.1 and 4.2 both depend on the covering number

of the network class F(R, κ, L, p,K). In this section, we provide an upper bound on the

covering number N (δ,F(R, κ, L, p,K), ∥·∥∞) for a given a resolution δ > 0. Since each

weight parameter in the network is bounded by a constant κ, we construct a covering by

partitioning the range of each weight parameter into a uniform grid. By choosing a proper

grid size, we show the following lemma.

Lemma 4.3. Given δ > 0, the covering number of neural network class F(R, κ, L, p,K)

satisfies

N (δ,F(R, κ, L, p,K), ∥·∥∞) ≤
(
2L2(pB + 2)κLpL+1

δ

)K

. (4.4)

Proof Sketch. Consider f, f ′ ∈ F(R, κ, L, p,K) with each weight parameter differing at

most h. By an induction on the number of layers in the network, we show that the ℓ∞ norm

of the difference f − f ′ scales as

∥f − f ′∥∞ ≤ hL(pB + 2)(κp)L−1.

As a result, to achieve a δ-covering, it suffices to choose h such that hL(pB+2)(κp)L−1 =

δ. Moreover, there are
(
Lp2

K

)
≤ (Lp2)K different choices of K non-zero entries out of Lp2

weight parameters. Therefore, the covering number is bounded by

N (δ,F(R, κ, L, p,K), ∥·∥∞) ≤
(
Lp2
)K
(
2κ

h

)K

≤
(
2L2(pB + 2)κLpL+1

δ

)K

.

The detailed proof is provided in Appendix B.1.3.
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Putting Together and Tradeoff

We are ready to finish the proof of Theorem 4.1. Combining the upper bounds of T1 in

Lemma 4.1 and T2 in Lemma 4.2 together and substituting the covering number (Eq. 4.4),

we obtain

E
[∫

M

(
f̂n(x)− f0(x)

)2
dDx(x)

]
≤ 4 inf

f∈F(R,κ,L,p,K)

∫

M
(f(x)− f0(x))

2dDx(x)

+ 48σ2 logN (δ,F(R, κ, L, p,K), ∥·∥∞) + 2

n

+ 8
√
6

√
logN (δ,F(R, κ, L, p,K), ∥·∥∞) + 2

n
σδ

+
104R2

3n
logN (δ/4R,F(R, κ, L, p,K), ∥·∥∞)

+

(
4 +

1

2R
+ 8σ

)
δ.

It suffices to choose δ = 1/n, which gives rise to

E
[∫

M

(
f̂n(x)− f0(x)

)2
dDx(x)

]
≤ 4 inf

f∈F(R,κ,L,p,K)

∫

M
(f(x)− f0(x))

2dDx(x)

+ Õ

(
R2 + σ2

n
KL log(RκLpn) +

σ2

n

)
, (4.5)

where we also plug in the covering number upper bound in Lemma Eq. 4.4. We further

set the approximation error as ϵ, i.e., inff∈F(R,κ,L,p,K)∥f(x) − f0(x)∥∞ ≤ ϵ. Theorem 3.1

suggests that we choose L = Õ(log 1
ϵ
), p = Õ(ϵ−

d
α ), and K = Õ

(
ϵ−

d
α log 1

ϵ
+D log 1

ϵ

)
.

Substituting L, p, and K into (Eq. 4.5), we have

E
[∫

M

(
f̂n(x)− f0(x)

)2
dDx(x)

]
= Õ

(
ϵ2 +

R2 + σ2

n

(
ϵ−

d
α +D

)
log3

1

ϵ
+

1

n

)
.

To balance the error terms, we pick ϵ satisfying ϵ2 = 1
n
ϵ−

d
α , which gives ϵ = n− α

d+2α . The

proof of Theorem 4.1 is complete by plugging in ϵ = n− α
d+2α and rearranging the terms.
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4.2 Nonparametric Classification

This section studies binary classification on a smooth manifold. Different from regression

problems, in classification, we use neural networks for approximating likelihood functions.

Moreover, to measure the performance of a classifier, we focus on the excess risk by com-

peting with the optimal Bayes classifier. We impose the following data assumption.

Assumption 4.1. Assume the given data set {xi, yi}ni=1, where xi ∈ M and yi ∈ {−1, 1}

is the label, are i.i.d samples from a probability measure (x, y) ∼ µ.

Denote η(x) = E(1{y = 1} | x) as the probability that the label of x is 1 where

1{·} = 1 if {·} is true and is 0 otherwise.

Let Q be the class of all functions mapping M to {−1, 1}. The Bayes classifier, which

minimizes the misclassification error, is defined as

f ∗ = argmin
Q∈Q

E(1{Q(x) ̸= y}).

It can be shown that f ∗ = sign(η − 1/2). Given a classifier f , the excess risk is defined as

E(f, f ∗) = E(f)− E(f ∗) (4.6)

with E(f) = E
[
1
2
(1− yf(x))

]
being the misclassification risk of f .

While it is natural to define optimal classifier as the minimizer of E(f), E(f) is not

differentiable and is NP hard to minimize. Instead, surrogate loss is considered whose

minimizer has the same sign as f ∗ for all x. One popular choice is the logistic loss defined

as ϕ(z) = log(1 + exp(−z)). The logistic risk Eϕ(f) of a classifier f and its empirical risk

Eϕ,n(f) are defined as

Eϕ(f) = E(ϕ(yf)), Eϕ,n(f) =
1

n

n∑

i=1

ϕ(yif(xi)). (4.7)
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Denote the minimizer of Eϕ(f) and Eϕ,n(f) by

f ∗
ϕ = argmin

f
Eϕ(f), f̂ϕ,n = argmin

f
Eϕ,n(f).

One has f ∗
ϕ = log η(x)

1−η(x)
and sign(f ∗

ϕ) = f ∗. The logistic excess risk of a classifier f is

defined as

Eϕ(f, f ∗
ϕ) = Eϕ(f)− Eϕ(f ∗

ϕ). (4.8)

Related Work Statistical theories for binary classification by FNNs are established with

the hinge loss [86, 97] and the logistic loss [85]. Among these works, [97] uses a para-

metric model given by a teacher-student network. The nonparametric results in [86, 85]

are cursed by the data dimension, and therefore require a large number of samples for

high-dimensional data.

Binary classification by CNNs has been studied in [98, 99, 100, 101]. Image binary

classification is studied in [98, 99] in which the probability function is assumed to be in a

hierarchical max-pooling model class. ResNet-type classifiers are considered in [100, 101]

while the generalization error is not given explicitly.

4.2.1 Excess Risk Bound

We use ConvResNets to learn a classifier on a smooth manifold by minimizing the logistic

loss. In the following theorem, we establish an upper bound on the excess risk of the

learned classifier (A proof can be found in [49]).

Theorem 4.2. Suppose Assumption 3.1, 3.2 and 4.1 hold. Assume 0 < p, q ≤ ∞, 0 <

α < ∞, α > d/p + 1 and η ∈ U(Bα
p,q(M)). For any 2 ≤ K ≤ D and a ConvResNet

architecture C(n) defined as

C(n) =
{
f̄ | f̄ = ḡ2 ◦ h̄ ◦ ḡ1 ◦ η̄ where η̄ ∈ CRN (M1, L, p,K, κ1,∞,∞) ,
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ḡ1 ∈ CRN (1, 4, 8, 1, κ2,∞,∞) , h̄ ∈ CRN (M2, L, p, 1, κ1,∞,∞) ,

ḡ2 ∈ C (1, 3, 8, 1, κ3, 1, R) with

M1 = O
(
n

2d
α+2(α∨d)

)
, M2 = O

(
n

2α
α+2(α∨d)

)
, L = O(log(n)), p = O(1),

κ1 = O(1), log κ2 = O(log2 n), κ3 = O(log n), R = O(log n).
}

Let f̄ϕ,n be the minimizer of the empirical risk in (Eq. 4.7) among functions in C(n). We

have

E(Eϕ(f̄ , f ∗
ϕ)) ≤ Cn− α

2α+2(α∨d) log4 n

for some constant C. The constants hidden in O(·) depend on d, logD,α, 2d
αp−d

, τ and the

surface area of M.

The ConvResNet Cn in Theorem 4.2 consists of four sub-ConvResNets: η̄, ḡ1, h̄ and

ḡ2. η̄ is a network estimating the probability function η and ḡ1 is a function which truncates

η̄ to some range. h̄ approximates the function log z
log(1−z)

and ḡ2 truncates the output of h̄ to

some range. Recall that

f ∗
ϕ =

log η

log(1− η)
. (4.9)

h̄ approximates the operation on the right-hand side of (Eq. 4.9).

Theorem 4.2 shows that if the architecture of the ConvResNet is properly chosen, the

minimizer of the empirical logistic risk in (Eq. 4.7) has the excess risk in the order of

n− α
2α+2(α∨d) log3 n. The exponent in the rate only depends on the smoothness of the proba-

bility function η and the intrinsic dimension d, not the ambient dimension D. In the case

that s > d, we get rate O
(
n− 1

4 log3 n
)

. Compared with [85, Theorem 4] in which the

authors made assumptions on the smoothness of the decision boundary of the Bayes classi-

fier, the margin ([85, Assumption (M)]) and the behavior of f ∗
ϕ ([85, Assumption (E)]), in
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Theorem 4.2, only assumption on the smoothness of η is made.

4.3 Conclusion

In this chapter, we establish sample complexity bounds using neural networks for nonpara-

metric regression/classification, when data are sampled from a low-dimensional Rieman-

nian manifold. We demonstrate that properly chosen neural networks can circumvent the

curse of data ambient dimensionality.
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CHAPTER 5

DISTRIBUTION ESTIMATION OF GENERATIVE ADVERSARIAL NETWORKS

Generative Adversarial Networks (GANs, [2]) utilize two neural networks competing with

each other to generate new samples with the same distribution as the training data. They

have been successful in many applications including producing photorealistic images, im-

proving astronomical images, and modding video games [102, 103, 104, 105, 106, 107,

108].

Generator
Discriminator

Random Noise

Real Data

Fake Sample

Real

Fake

Figure 5.1: The architecture of GANs.

From the perspective of statistics, GANs have stood out as an important unsupervised

method for learning target data distributions. Different from explicit distribution estimators,

such as the kernel density estimator, GANs implicitly learn the data distribution and act as

samplers to generate new fake samples mimicking the data distribution (see Figure 5.1).

To estimate a data distribution µ, GANs solve the following minimax optimization

problem

(g∗, f ∗) ∈ argmin
g∈G

max
f∈F

Ez∼ρ[f(g(z))]− Ex∼µ[f(x)], (5.1)

where G denotes a class of generators, F denotes a symmetric class (if f ∈ F , then −f ∈

F) of discriminators, and z follows some easy-to-sample distribution ρ, e.g., a uniform

distribution. The estimator of µ is given by a pushforward distribution of ρ under g∗.

The inner maximization problem of (Eq. 5.1) is an Integral Probability Metric (IPM,

[109]), which quantifies the discrepancy between two distributions µ and ν w.r.t. the sym-
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metric function class F :

dF(µ, ν) = sup
f∈F

Ex∼µ[f(x)]− Ey∼ν [f(y)].

Accordingly, GANs essentially minimize an IPM between the generated distribution and

the data distribution. IPM unifies many standard discrepancy metrics. For example, when

F is taken to be all 1-Lipschitz functions, dF(·, ·) is the Wasserstein-1 distance W1(·, ·);

when F is the class of all indicator functions, dF(·, ·) is the total variation distance; when

F is taken as neural networks, dF(·, ·) is the so-called “neural net distance” [110].

In practical GANs, the generator and discriminator classes G and F are parametrized by

neural networks. We denote G = GNN and F = FNN to emphasize such a parameterization.

In this chapter, we focus on using feedforward ReLU networks, since it has wide applica-

tions [111, 70, 112] and can ease the notorious vanishing gradient issue during training,

which commonly arises with sigmoid or hyperbolic tangent activations [70, 69]

When n samples of the data distribution µ are given, denoted as {xi}ni=1, one can replace

µ in (Eq. 5.1) by its empirical counterpart µ̂n, and (Eq. 5.1) becomes

(g∗θ , f
∗
ω) ∈ argmin

gθ∈GNN

max
fω∈FNN

Ez∼ρ[fω(gθ(z))]−
1

n

n∑

i=1

fω(xi), (5.2)

where θ and ω are parameters in the generator and discriminator networks, respectively.

The empirical estimator of µ given by GANs is the pushforward distribution of ρ under g∗θ ,

denoted by (g∗θ)♯ρ.

In contrast to the prevalence of GANs in applications, there are very limited works on

the theoretical properties of GANs [110, 113, 114, 115, 116]. This chapter focuses on the

following fundamental questions from a theoretical point of view:

• (Q1). What types of distributions can be approximated by a deep neural network

generator?
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• (Q2). If the distribution can be approximated, what is the statistical rate of estimation

using GANs?

• (Q3). If further there are unknown low-dimensional structures in the data distribu-

tion, can GANs capture the low-dimensional data structure and enjoy a fast rate of

estimation?

5.1 Results in A Nutshell

Results in Euclidean space To address (Q1) and (Q2), we show that, if the generator and

discriminator network architectures are properly chosen, GANs can learn distributions with

Hölder densities supported on a convex domain. Specifically, we consider a data distribu-

tion µ supported on a compact convex subset X ⊂ RD, where D is the data dimension. We

assume µ has an α-Hölder density with respect to Lebesgue measure in RD and the density

is lower bounded away from 0 on X .

Our generator and discriminator network architectures are explicitly chosen – we spec-

ify the width and depth of the network, total number of neurons, and total number of weight

parameters (details are provided in Section 5.3). Roughly speaking, the generator needs to

be flexible enough to approximately transform an easy-to-sample distribution to the data

distribution, and the discriminator is powerful enough to distinguish the generated distri-

bution from the data distribution.

Let g∗θ be the optimal solution of (Eq. 5.2), and then (g∗θ)♯ρ is the generated data distri-

bution as an estimation of µ. Our main result can be summarized as, for any β ≥ 1, if the

generator and discriminator network architectures are properly chosen, then

E [dHβ ((g∗θ)♯ρ, µ)] = Õ
(
n− β

2β+D log2 n
)
, (5.3)

where the expectation is taken over the randomness of samples and Õ hides polynomial

factors in β,D. It shows that the β-Hölder IPM between the generated distribution and
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the data distribution converges at a rate depending on the Hölder index β and dimension

D. When β = 1, our theory implies that GANs can estimate any distribution with a

Hölder density under the Wasserstein-1 distance. A comparison to closely related works is

provided in Section 5.5.

In our analysis, we decompose the distribution estimation error into a statistical error

and an approximation error by an oracle inequality. A key step is to properly choose the

generator network architecture to control the approximation error. Specifically, the gen-

erator architecture allows an accurate approximation to a data transformation T such that

T♯ρ = µ. The existence of such a transformation T is guaranteed by optimal transport

theory [117], and holds universally for all the data distributions with Hölder densities.

Results in low-dimensional linear subspace Moreover, we provide a positive answer to

(Q3) by considering data distributions with low-dimensional linear structures. Specifically,

we assume the data support X ⊂ RD is a compact subset of a q-dimensional linear sub-

space. Let columns of A ∈ RD×q denote a set of orthonormal basis of the q-dimensional

linear subspace. We assume the pushforward A⊤
♯ µ of data distribution has a density func-

tion pµ defined in Rq, and pµ is α-Hölder continuous and lower bounded away from 0

on its support. We leverage the data geometric structures and generate samples by trans-

forming an easy-to-sample distribution ρ in Rq. With a proper choice of the generator and

discriminator network architectures, the statistical error of GANs converges at a fast rate

E [W1 ((g
∗
θ)♯ρ, µ)] = Õ

(
n− 1

2+q log2 n
)
. (5.4)

By taking β = 1 in (Eq. 5.3), we note that (Eq. 5.4) enjoys a faster statistical convergence

in the Wasserstein-1 distance, since the exponent only depends on the intrinsic dimension

q. Meanwhile, (Eq. 5.4) indicates that GANs can circumvent the curse of ambient dimen-

sionality when data are supported on a low-dimensional subspace. A detailed comparison

with existing works is given in Section 5.5.
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From a technical point of view, a key challenge in obtaining the fast rate in (Eq. 5.4) is

to prove that the generator can capture the unknown linear structure in data. We achieve

this by introducing a learnable linear projection layer in the generator, and pairing it with an

“anti-projection” layer in the discriminator. We show (see Lemma 5.9) that by optimizing

(Eq. 5.2), the linear projection layer in generator accurately recovers the linear subspace of

data.

The rest of the chapter is organized as follows: Section 5.2 briefly introduces IPM

and optimal transport theory. Section 5.3 presents the statistical guarantees of GANs for

learning data distributions with a Hölder density. Section 5.4 extends the statistical theory

to low-dimensional data, and shows that GANs can adapt to the intrinsic structures in data.

Section 5.5 comapres with existing works. Section 5.6 proves main results. Section 5.7

concludes the chapter and discusses related topics.

5.2 IPM and Optimal Transport

In order to measure the performance of GANs in estimating target distribution µ, we adopt

the Integral Probability Metric (IPM) with respect to Hölder discriminative functions. In

particular, suppose GAN generates a fake distribution ν. For any β ≥ 1, we denote

dHβ(µ, ν) = sup
f∈Hβ

Ex∼µ[f(x)]− Ey∼ν [f(y)].

Remark 5.1. It is convenient to restrict Hβ in IPM dHβ to have a bounded radius. Specif-

ically, for any f ∈ Hβ , we assume ∥f∥Hβ ≤ C for some constant C. Otherwise, we can

simply rescale f while maintaining the discriminative power of the IPM. In addition, since

IPMs are translation invariant, meaning that discriminative functions f and f + c for some

constant c are equivalent. Therefore, we also assume f(0) = 0 for simplicity.

In the special case of β = 1, dHβ(·, ·) shares the same discriminative power as Wasserstein-
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1 distance, which can be defined using the dual formulation,

W1(µ, ν) = sup
∥f∥Lip≤1

Ex∼µ[f(x)]− Ey∼ν [f(y)].

In the right-hand side above, ∥f∥Lip denotes the Lipschitz coefficient of f . It can be

checked that Lipschitz functions are Hölder continuous with Hölder index equal to 1.

Therefore, W1(·, ·) is equivalent to dH1(·, ·).

GANs are closely related to Optimal Transport (OT, [118, 119, 120, 121]), as the gener-

ator essentially learns a pushforward mapping of an easy-to-sample distribution. A typical

problem in OT is the following: Let X ,Z be subsets of RD. Given two probability spaces

(X , µ) and (Z, ρ), OT aims to find a transformation T : Z 7→ X , such that T (z) ∼ µ for

z ∼ ρ. In general, the transformation T may neither exist nor be unique. Fortunately, in

the case that µ and ρ have Hölder densities pµ and pρ, respectively, the Monge map ensures

the existence of a Hölder transformation T ∗, when X is convex. In particular, the Monge

map T ∗ is the solution to the following optimization problem:

T ∗ ∈ argmin
T

Ez∼ρ [ℓ(z, T (z))] , subject to T♯ρ = µ, (5.5)

where ℓ is a cost function. (Eq. 5.5) is known as the Monge problem. When X is convex and

the cost function is quadratic, the solution to (Eq. 5.5) satisfies the Monge-Ampère equation

[122]. The regularity of T ∗ was proved in [123, 124, 125] and [126, 127] independently.

Their main result is summarized in the following lemma.

Lemma 5.1 ([123]). Suppose µ and ρ both have α-Hölder densities, and the support X is

convex. Then there exists a transformation T ∗ : Z 7→ X such that T ∗
♯ ρ = µ. Moreover, this

transformation T ∗ belongs to the Hölder class Hα+1(Z).

We will see later that Lemma 5.1 provides important guidelines for choosing proper

generator networks in distribution estimation.
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5.3 Distribution Estimation in Euclidean Space

We consider a data distribution µ supported on a convex subset X ⊂ RD and assume

that µ has a density function pµ with respect to the Lebesgue measure in RD. GANs

seek to estimate the data distribution µ by transforming some easy-to-sample distribution

ρ supported on domain Z ⊂ RD, such as a uniform distribution. Our main results provide

statistical guarantees of GANs for the estimation of µ, based on the following assumptions.

Assumption 5.1. The domains X and Z are compact, and X is convex. There exists a

constant B > 0 such that for any x ∈ X or x ∈ Z , ∥x∥∞ ≤ B.

Assumption 5.2. Given a Hölder index α > 0, the density function pµ of µ (w.r.t. Lebesgue

measure in RD) belongs to the Hölder class Hα(X ) with ∥pµ∥Hα(X ) ≤ C for some constant

C > 0. Meanwhile, pµ is lower bounded, i.e.,

inf
x∈X

pµ(x) ≥ τ

for some constant τ > 0.

Assumption 5.3. The easy-to-sample distribution ρ has a C∞ (smooth) density function

pρ.

Hölder regularity is commonly used in literature on smooth density estimation [74, 14].

In the remaining of the paper, we occasionally omit the domain in Hölder spaces when it

is clear from the context. The condition of pµ being lower bounded is a common technical

assumption in the optimal transport theory [128, 125]. This condition and the convexity of

X guarantee that, there exists a Hölder transformation T such that T♯ρ = µ (see Lemma

5.1). Besides, Assumption 5.3 is always satisfied, since ρ is often taken as a uniform

distribution.
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Given Assumption 5.1 – 5.3, we set the generator network architecture as

GNN(R, κ, L, p, J) = FNN(R, κ, L, p, J) with input output dimension din = dout = d.

and the discriminator network architecture as

FNN(R̄, κ̄, L̄, p̄, J̄) = FNN(R̄, κ̄, L̄, p̄, J̄) with input output dimension din = d, dout = 1.

We first show a properly chosen generator network can universally approximate data

distributions with a Hölder density.

Theorem 5.1 (Distribution approximation theory). For any data distribution (X , µ) and

easy-to-sample distribution (Z, ρ) satisfying Assumption 5.1 - 5.3, there exists an (α+ 1)-

Hölder continuous transformation T : RD → RD such that T♯ρ = µ. Moreover, given any

ϵ ∈ (0, 1), there exists a generator network with configuration

L = O(log(1/ϵ)), p = O(Dϵ−
D

α+1 ), J = O(Dϵ−
D

α+1 log(1/ϵ)),

R = B, κ = max{C,B},
(5.6)

such that, if the weight parameters of this network are properly chosen, then it yields a

transformation gθ satisfying

max
z∈Z

∥gθ(z)− T (z)∥∞ ≤ ϵ and W1((gθ)♯ρ, µ) ≤
√
Dϵ.

In Theorem 5.1, the existence of a transformation T is guaranteed by optimal transport

theory (Lemma 5.1). Furthermore, we explicitly choose a generator network architecture to

approximately realize T , such that the easy-to-sample distribution is approximately trans-

formed to the data distribution.

Our statistical result is the following finite-sample estimation error bound in terms of the

Hölder IPM between (g∗θ)♯ρ and µ, where g∗θ is the optimal solution of GANs in (Eq. 5.2).
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We use O(·) to hide constant factors depending on B, C, α, and β; Õ(·) further hides

polynomial factors of D and logarithmic factors of n.

Theorem 5.2 (Statistical estimation theory). Suppose Assumption 5.1 – 5.3 hold. For any

β ≥ 1, choose ϵ = n− β
2β+D in Theorem 5.1 for the generator network and

L̄ = O

(
β

2β +D
log n

)
, p̄ = O

(
n

D
2β+D

)
, J̄ = O

(
β

2β +D
n

D
2β+D log n

)
,

R̄ = C, κ̄ = C,

for the discriminator network. Then it holds

E [dHβ((g∗θ)♯ρ, µ)] = Õ
(
n− β

2β+D log2 n
)
. (5.7)

Theorem 5.2 demonstrates that GANs can effectively learn data distributions, with a

convergence rate depending on the smoothness of the function class in IPM and the dimen-

sion D.

In the case that only m samples from the easy-to-sample distribution ρ are collected,

GANs solve the following empirical minimax problem

min
gθ∈GNN

max
fω∈FNN

1

m

m∑

i=1

fω(gθ(zi))−
1

n

n∑

j=1

fω(xj). (5.8)

We denote (g∗,mθ , f ∗,m
ω ) as the optimal solution of (Eq. 5.8). We show in the following

corollary that GANs retain similar statistical guarantees for distribution estimation with

finite generated samples.

Corollary 5.1. Suppose Assumption 5.1 – 5.3 hold and m ≥ n. We choose

L = O

(
α + 1

2(α + 1) +D
logm

)
, p = O

(
Dm

D
2(α+1)+D

)
,

J = O

(
D(α + 1)

2(α + 1) +D
m

D
2(α+1)+D logm

)
, R = B, κ = max{C,B},
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for the generator network and the same architecture as in Theorem 5.2 for the discriminator

network. Then it holds

E [dHβ((g∗,mθ )♯ρ, µ)] = Õ
(
n− β

2β+D +m− α+1
2(α+1)+D

)
.

Here Õ also hides a logarithmic factors m. As it is often cheap to obtain a large amount

of samples from ρ, the convergence rate in Corollary 5.1 is dominated by n− β
2β+D whenever

m ≥ n
β

α+1
2(α+1)+D

2β+D
∨1.

Theorem 5.2 and Corollary 5.1 suggest that GANs suffer from the curse of data di-

mensionality. However, such an exponential dependence on the dimension d is inevitable

without further assumptions on the data, as indicated by the minimax optimal rate of distri-

bution estimation: To estimate a distribution µ with a Hα(X ) density, the minimax optimal

rate under the Hβ IPM loss satisfies

inf
µ̃n

sup
µ∈Hα

E [dHβ(µ̃n, µ)] ≳ n− α+β
2α+D + n− 1

2 ,

where µ̃n is any estimator of µ based on n data points [114, 129].

5.4 Distribution Estimation in Low-dimensional Linear Subspace

In this section, we prove that GANs are adaptive to unknown low-dimensional linear struc-

tures in data. We consider the data domain X ⊂ RD being a compact subset of a q-

dimensional linear subspace with q ≪ D. Our analysis holds for general q ≤ D, while

q ≈ D is less of interest as practical data sets are often low-dimensional with intrinsic

dimension much smaller than ambient dimension [18, 19, 130].

Assumption 5.4. The data domain X is compact, i.e., there exists a constant B > 0 such

that for any x ∈ X , ∥x∥∞ ≤ B. Moreover, X is a convex subset of a q-dimensional linear

subspace in Rd, and the span of X is the q-dimensional subspace.
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q-Dim Linear Subspace

Figure 5.2: Low-dimensional linear structures in X .

Under Assumption 5.4, a data point x ∈ X can be represented as Ay, where y ∈ Rq

and A ∈ RD×q is a linear transformation (See graphical illustration in Figure 5.2). The

following lemma formally justifies the existence of the linear transformation A.

Lemma 5.2. Suppose Assumption 5.4 holds. Consider a matrix A ∈ RD×q with columns

being an orthonormal basis of the q-dimensional linear subspace. Then it holds that Y =

A⊤X = {A⊤x : x ∈ X} is a compact and convex subset of Rq, and AY = X .

The proof is deferred to Appendix C.4. The projected domain Y captures the intrinsic

geometric structures in X . More importantly, using transformation A allows us to define

smoothness of the target data distribution. Specifically, we consider a data distribution

µ supported on X . Since X is a low-dimensional space, µ does not have a well defined

density function with respect to the Lebesgue measure in RD. Thanks to Lemma 5.2, the

pushforward distribution A⊤
♯ µ has a well-defined density function. Accordingly, we make

the following data distribution assumption.

Assumption 5.5. Without loss of generality, we assume Y ⊂ [0, 1]q. Given a Hölder index

α > 0, the density function pµ of A⊤
♯ µ belongs to Hα(Y) with a bounded Hölder norm

∥pµ∥Hα(Y) ≤ C for some constant C > 0, and pµ ≥ τ > 0 on Y for some constant τ .

We assume Y ⊂ [0, 1]q for convenience. Otherwise, we can rescale input space X by

a constant c, so that the projected space Y ⊂ [0, 1]q. Since X is compact, the constant c is

bounded and will not undermine the statistical rate of convergence.

To generate samples mimicking data distribution µ, we consider transforming a q-

dimensional easy-to-sample distribution ρ supported on [0, 1]q to leverage the structural
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assumption in domain X . We define the generator network architecture G ld
NN(R, κ, L, p, J)

as

G ld
NN(R, κ, L, p, J) =

{
U ◦ g : U ∈ Rd×q with orthonormal columns and

g ∈ FNN(R, κ, L, p, J) with din = q, dout = d)
}
.

(5.9)

Note that U ∈ RD×q lifts the transformed easy-to-sample distribution (gθ)♯ρ to RD. We

expect U to extract the linear structures in data, while gθ approximates an optimal transport

plan for transforming ρ to A⊤
♯ µ.

In correspondence with the generator, we define the discriminator network architecture

F ld
NN(R̄, κ̄, L̄, p̄, J̄ , γ̄) as

F ld
NN(R̄, κ̄, L̄, p̄, J̄ , γ̄) =

{
f ◦ V ⊤ : V ∈ Rd×q with ∥V ∥2 ≤ 1,

f ∈ FNN(R̄, κ̄, L̄, p̄, J̄) with din = q, dout = 1, and

|f(x)− f(y)| ≤ γ̄ ∥x− y∥∞ for x,y ∈ [0, 1]q
}
.

(5.10)
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Rq

Figure 5.3: Learning data distribution µ with unknown linear structures using generator in
(Eq. 5.9) and discriminator in (Eq. 5.10).

Matrix V is chosen to “couple” with the linear structures learned by the generator (“anti-

projection”) and fω will approximate Lipschitz functions in Rq for approximating Wasser-
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stein distance. We remark that an appropriate choice of Lipschitz coefficient γ̄ on fω will

not undermine the approximation power of F ld
NN as confirmed in Lemma 5.8. Meanwhile,

the Lipschitz constraint of discriminator ensures that the generator can accurately capture

the linear structures in data. In practice, such a Lipschitz regularity is often enforced by

computational heuristics [131, 132, 133].

With proper configurations of network classes (Eq. 5.9) and (Eq. 5.10), we train GANs

using (Eq. 5.2) (see Figure 5.3 for illustration) and denote the optimizer as (U∗, g∗θ , V
∗, f ∗

ω),

i.e.,

(U∗, g∗θ , V
∗, f ∗

ω) ∈ argmin
fω◦V ⊤∈F ld

NN

max
U◦gθ∈Gld

NN

Ez∼ρ

[
(fω ◦ V ⊤) ◦ (U ◦ gθ)(z)

]

− 1

n

n∑

i=1

(fω ◦ V ⊤)(xi).

The following theorem establishes a fast statistical rate of convergence of (U∗ ◦ g∗θ)♯ρ to

data distribution µ.

Theorem 5.3. Suppose Assumption 5.4 and 5.5 hold. We choose

R = B, κ = max{B,C}, L = O

(
α

2α + q
log n

)
,

p = O
(
qn

qα
(α+1)(2α+q) ∨D

)
, J = O

(
Dq +

α

2α + q
n

qα
(α+1)(2α+q) log n

)
.

for the generator G ld
NN(R, κ, L, p, J) in (Eq. 5.9) and

R̄ = C, κ̄ = C, γ̄ = 10q, L̄ = O

(
1

2 + q
log n

)
,

p̄ = O
(
nq/(2+q) ∨D

)
, J̄ = O

(
Dq +

1

2 + q
nq/(2+q) log n

)
.

for the discriminator F ld
NN(R̄, κ̄, L̄, p̄, J̄ , γ̄) in (Eq. 5.10). Then it holds

E [W1((U
∗ ◦ g∗θ)♯ρ, µ)] = Õ

(
n− 1

2+q log2 n
)
.
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Compared to Theorem 5.2, we observe that the sizes of generator and discriminator

in Theorem 5.3 only weakly depend on D. Meanwhile, the rate of convergence is fast as

the exponent only depends on q. This result provides important understandings of why

GANs can circumvent the curse of dimensionality in real-world applications, since low-

dimensional intrinsic structures are often seen in real-world data sets. Nonetheless, linear

structures in Assumption 5.4 is largely simplified, as it is rare the case that real-world

data lie in a subset of a low-dimensional linear subspace. At the same time, real data are

often contaminated with observational noise and concentrate only near a low-dimensional

manifold.

Theorem 5.3 demonstrates that GANs with properly chosen generator and discrimina-

tor are adaptive to the unknown linear structures in data. Since data are concentrated on

a linear subspace, one may advocate PCA-like methods for estimating the linear structure

first and then learn the data distribution on a projected subspace. However, such a method

requires two-step learning and is rarely used in practical GANs. In fact, GANs simulta-

neously capture the linear structure and learning the target data distribution via optimizing

the empirical risk (Eq. 5.2).

A major difficulty in establishing Theorem 5.3 is proving GANs can capture unknown

linear structures in data. We exploit the optimality of (U∗, g∗θ) to prove that ∥U∗ − A∥F is

small, i.e., the column spaces of U∗ and the ground truth matrix A match closely. In partic-

ular, the mismatch ∥U∗ − A∥F depends on the approximation power of the generator and

discriminator (see Lemma 5.9). Built upon this crucial ingredient, the remaining analysis

focuses on tackling the projected Wasserstein distance with respect to the data transfor-

mation A (see [134, 135] for applications of projected Wasserstein distance in two-sample

test). In this way, we circumvent the curse of ambient dimensionality.
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5.5 Comparison with Existing Literature

• Distribution approximation using deep generative models. Using generator to ac-

curately approximate the data distribution is of essential importance in understanding the

statistical properties of GANs. [113] considered data distribution being exactly realized by

an invertible generator, i.e., all the weight matrices and activation functions are invertible.

Such an invertibility requires the width of the generator to be the same as input data di-

mension D. Existing literature has shown that such narrow networks lack approximation

ability [38, 136]. In fact, to ensure universal approximation for Lebesgue-integrable func-

tions and Lp functions in RD, the weakest width requirement needs to be D+4 and D+1,

respectively. Our work, in contrast, allows the generator to be wide and expressive for any

data distribution with Hölder densities.

⋆ Approximating empirical distribution using neural networks. After the release of an early

version of the manuscript, the authors were aware of a concurrent work studying distribu-

tion approximation using generative networks. Specifically, [137] established universal

approximation abilities of neural network generators for approximating sub-Gaussian data

distributions. They proved the existence of a properly chosen generator architecture for

achieving an ϵ approximation error of data distribution in Wasserstein-1 distance. Our The-

orem 5.1 shares a similar conclusion to [137] for data distributions with Hölder densities.

However, the analysis in [137] is very different and relies on memorizing discretized data

distribution using neural networks. More recently, [138] showed that GANs can approx-

imate any data distribution (in any dimension) by transforming an absolutely continuous

distribution. The idea is to memorize the empirical data distribution using ReLU networks.

Nonetheless, the designed generator may not be able to generate new samples (different

from the training data), which cannot explain the success of GANs in practice.

• Statistical properties of GANs. Statistical guarantees of generative models for distri-

bution estimation has been studied in several works. We compare with existing works in
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Table 5.1 and provide more details in following context.

Table 5.1: A comparison to closely related works in problem setups and statistical re-
sults. NN stands for neural networks and ‘—’ indicates no specific choice is given. Weak
metric refers to “neural net distance” in [110] and strong metric refers to IPMs with non-
parametric discriminative function classes, e.g., using 1-Lipschitz discriminative functions
corresponds to the Wasserstein-1 distance.

Generator Discriminator Distribution Metric
Generalization error bound

[110, 139, 140] NN NN General
(Euclidean)

Weak

[113, 141, 114] Invertible NN NN Realizable by invert-
ible NN generators
(Eulidean and low-d)

Strong

[142] Cs — Cs pushforward of sub-
Gaussian distributions
(Eulidean and low-d)

Sinkhorn

[116] — Hölder General
(Euclidean and low-
d)

Strong

Statistical estimation bound
[115] NN Lipschitz Cs pushforward of

uniform distributions
(low-d)

Strong

Ours NN NN Having Hölder densities
(Euclidean and low-d)

Strong

⋆ Generalization bound of GANs. [110] studied the generalization error of GANs. Lemma

1 in [110] shows that GANs cannot generalize under the Wasserstein distance and the

Jensen-Shannon divergence unless the sample size is Õ(ϵ−poly(D)), where ϵ is the gener-

alization gap. Alternatively, they defined a surrogate metric called “neural net distance”

dFNN(·, ·), where FNN is the class of discriminator networks. They proved that GANs gen-

eralize under the neural net distance, with sample complexity of Õ(ϵ−2). This result has

two limitations: 1). The sample complexity depends on some unknown parameters of the

discriminator network class (e.g., the Lipschitz constant of discriminators with respect to

parameters); 2). A small neural net distance does not necessarily imply that two distribu-

tions are close [110, Corollary 3.2], which in turn can not answer (Q1) firmly. Our results
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are explicit in the network architectures, and provide a statistical convergence of GANs

under the Wasserstein distance.

Some follow-up works attempted to address the first limitation in [110]. [139] explicitly

quantified the Lipschitz constant and the covering number of the discriminator network.

They improved the generalization bound in [110] with the technique in [143]. Whereas

the bound has an exponential dependence on the depth of the discriminator. [140] proved

a tighter generalization bound under spectral normalization applied to the discriminator,

where the bound has a polynomial dependence on the size of the discriminator. These

generalization theories rely on the assumption that the generator can approximate the data

distribution well with respect to the neural net distance, nonetheless, the existence of such

a generator is unknown.

[113] tackled the second limitation in [110], and studied the estimation error of GANs

under the Wasserstein distance for a special class of distributions implemented by a gen-

erator, while the discriminator is designed to guarantee zero bias (or approximation error).

Specifically, [113] showed that for certain generator classes, there exist corresponding dis-

criminator classes with a strong discriminative power against the generator. Particular ex-

amples include two-layer ReLU network discriminators (half spaces) for distinguishing

Gaussian distributions/mixture of Gaussians, and (L+2)-layer discriminators for (L+1)-

layer invertible generators. In these examples, if the data distribution can be exactly im-

plemented by some generator, then the neural net distance can provably approximate the

Wasserstein distance. Consequently, GANs can generalize under the Wasserstein distance.

As mentioned earlier, these results require an invertibility assumption on the generator.

Concurrent with [113], [114] studied the estimation error of GANs under the Sobolev

IPMs. [114] considered both nonparametric and parametric settings. In the nonparametric

setting, the generator and discriminator network architectures are not explicitly chosen, so

the bias of the distribution estimation remains unknown. As a result, the bound cannot

provide an explicit sample complexity for distribution estimation. Their parametric results
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are very similar to [113], which requires the same invertibility assumptions and the data

distribution needs to be exactly implementable by the generator.

⋆ Generative distribution estimation under IPMs. Recently, several works studied distri-

bution estimation under certain discrepancy measures using generative models, when data

exhibit low-dimensional structures [142, 115, 116]. The distribution estimation framework

is

g∗ ∈ argmin
g∈G

discrepancy(g♯ρ, µ)

and the corresponding statistical rate of estimation is free of the curse of data ambient di-

mensionality. Specifically, in [142], the generative models are assumed to be continuously

differentiable up to order s. By simultaneously optimize the choice of latent distribution ρ

and generative model g, they proved that the Sinkhorn divergence between the generated

distribution and data distribution converges only depending on data intrinsic dimension.

[115] consider data being generated by a ground truth pushfowrad mapping applied to la-

tent samples from a low-dimensional unit cube. Using Lipschitz generator, they proved

that the generalization bound in terms of Wassesrstein-1 distance converges only depend-

ing on the dimension of the latent space. More recently, [116] established a generalization

bound in terms of Hölder IPMs for generative models and the bound converges depending

on data intrinsic dimension. Nonetheless, how well the generator can represent the data

distribution remains unclear. All of the aforementioned results rely on training the gen-

erative model by minimizing certain discrepancy metric, e.g., Wasserstein-1 distance and

Sinkhorn divergence. There is no explicit discriminator network involved, nor there exists

any straightforward method to parameterize the discrepancy metric by a discriminator net-

work with performance guarantees. It is worth mentioning that [144] considered estimating

low-dimensional singular distributions using deep generative models. They adopted a like-

lihood approach, which is different from GANs. In this regard, these existing works does
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not directly apply to GANs and cannot precisely evaluate the distribution estimation power

of GANs.

⋆ Density estimation under IPMs. There is also a line of works considering nonparametric

density estimation under IPMs [145, 146]. [145] studied the minimax error under Sobolev

IPMs. Later, [146] generalized the minimax result to Besov IPMs for estimating distribu-

tions with Besov densities. Yet our work is different from these works. Specifically, the

distribution estimation framework in [145, 146] is

min
ν∈P

max
fω∈FNN

∫
fω(y)ν(y)dy −

1

n

n∑

i=1

fω(xi), (5.11)

where ν : X 7→ R is a density function and P denotes a class of density estimators, such as

the wavelet-thresholding estimator in [146]. Compared to our framework in (Eq. 5.2), we

consider the push-forward structure in GANs, where the generator gθ is a multidimensional

mapping. In contrast, (Eq. 5.11) considers density estimators, where ν : X 7→ R is some

density function parameterized by a neural network – involving NO generator architecture

which transforms the easy-to-sample distribution to the data distribution. Moreover, to

evaluate the integral in (Eq. 5.11), one needs to exactly know the feature space X , and

efficiently sample from X . Consequently, [145, 146] only apply to X = [0, 1]d. Besides,

only estimating the density function requires extensive extra efforts to sample from it, e.g.,

using Monte Carlo simulation, due to the lack of the push-forward structure. However, our

theories are applicable to push-forward GANs, and allow an efficient sampling of generated

(fake) data.

5.6 Proof Outline

We provide proofs of Theorem 5.1 and Theorem 5.2. The developed analytical frame-

work will also be adopted for proving Theorem 5.3 with additional treatments on low-

dimensional structures in Section 5.6.3.

72



5.6.1 Proof of Distribution Approximation Theory

Theorem 5.1 is obtained by combining Lemma 5.1 and Theorem 3.1 (take Euclidean space

itself as a manifold). Under Assumption 5.1 – 5.3, Lemma 5.1 ensures the existence of

a Hα+1(Z) data transformation T such that T♯ρ = µ. The remaining step is to choose a

proper generator network for approximating T .

If the latent space Z ⊂ [0, 1]D, we can directly apply Theorem 3.1 for constructing

the generator. Otherwise, if Z ⊂ [−B,B]D, we define a linear scaling function ϕ(z) =

(z + B1)/(2B) ∈ [0, 1]D for any z ∈ Z , where 1 denotes a vector of 1’s. For the data

transformation T , we rewrite it as T ◦ ϕ−1(ϕ(·)) so that it suffices to approximate T ◦ ϕ−1

supported on [0, 1]D. T ◦ϕ−1 retains the same Hölder smoothness as T , since ϕ is invertible

and linear. To this end, without loss of generality, we focus on Z ⊂ [0, 1]D.

Our generator network architecture is constructed in the following way. By denoting

T = [T1, . . . , TD]
⊤ with Ti : Z → R for i = 1, . . . , D, we approximate each coordinate

mapping Ti using Theorem 3.1. For a given error ϵ ∈ (0, 1), Ti can be approximated by a

ReLU network with O
(
log 1

ϵ

)
layers and O

(
δ−

D
α+1 log 1

ϵ

)
neurons and weight parameters.

Thus, mapping T can be approximated by D such networks and we denote as gθ. Further,

the distribution approximation error is

W1((gθ)♯ρ, µ) = sup
∥f∥Lip≤1

Ez∼ρ[f(gθ(z))]− Ex∼µ[f(x)]

≤ Ez∼ρ ∥gθ(z)− T (z)∥2

≤
√
Dϵ.

5.6.2 Proof of Statistical Estimation Theory

We prove an oracle inequality for establishing Theorem 5.2, which decomposes the dis-

tribution estimation error into the generator approximation error E1, the discriminator ap-

proximation error E2, and the statistical error E3.
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Lemma 5.3. Let Hβ(X ) be the Hölder function class defined on X with Hölder index

β ≥ 1. Define Hβ
∞(X ) =

{
f ∈ Hβ(X ) : |f(x)− f(y)| ≤ ∥x− y∥∞

}
. Then it holds

dHβ((g∗θ)♯ρ, µ) ≤ E1 + 4E2 + E3,

where E1 = infgθ∈GNN
dHβ

∞
((gθ)♯ρ, µ) , E2 = supf∈Hβ inffω∈FNN

∥f − fω∥∞, and E3 =

dHβ (µ, µ̂n) + dFNN
(µ, µ̂n).

The proof is provided in Appendix C.1.1. We next bound each error term separately. E1
and E2 can be controlled by proper choices of the generator and discriminator architectures.

E3 can be controlled based on empirical process [96, 13].

• Bounding Generator Approximation Error E1. We answer this question: Given ϵ1 ∈

(0, 1), how can we properly choose GNN to guarantee E1 ≤ ϵ1? Later, we will pick ϵ1 based

on the sample size n, and Hölder indexes β and α.

Lemma 5.4. Given ϵ1 ∈ (0, 1), there exists a ReLU network architecture GNN(R, κ, L, p,K)

with parameters given by (Eq. 5.6) with ϵ = ϵ1 such that, for any data distribution (X , µ)

and easy-to-sample distribution (Z, ρ) satisfying Assumptions 5.1 – 5.3, if the weight pa-

rameters of this network are properly chosen, then it yields a transformation gθ satisfying

dHβ
∞
((gθ)♯ρ, µ) ≤ ϵ1.

The proof is provided in Appendix C.1.2.

• Bounding Discriminator Approximation Error E2. Analogous to the generator, we

pre-define an error ϵ2 ∈ (0, 1), and determine the discriminator architecture.

The discriminator is expected to approximate any function f ∈ Hβ(X ). We have the

following result.

Lemma 5.5. Given any ϵ2 ∈ (0, 1), there exists a ReLU network architecture FNN(R̄, κ̄, L̄, p̄, J̄)

with

L̄ = O
(
log(1/ϵ2)

)
, p̄ = O

(
ϵ
−D/β
2

)
, J̄ = O

(
ϵ
−D/β
2 log(1/ϵ2)

)
,
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R̄ = C, κ̄ = C,

such that, for any discriminative function f ∈ Hβ(X ), if the weight parameters are prop-

erly chosen, this network architecture yields a function fω satisfying ∥fω − f∥∞ ≤ ϵ2.

The proof is provided in Appendix C.1.3.

• Bounding Statistical Error E3. The statistical error term is essentially the concentration

of empirical data distribution µ̂n to its population counterpart. Given a symmetric function

class F , we show E [dF(µ̂n, µ)] scales with the complexity of the function class F .

Lemma 5.6. For a symmetric function class F with supf∈F ∥f∥∞ ≤M for a constant M ,

we have

E [dF(µ̂n, µ)] ≤ 2 inf
0<δ<M

(
2δ +

12√
n

∫ M

δ

√
logN (ϵ,F , ∥·∥∞)dϵ

)
,

where N (ϵ,F , ∥·∥∞) denotes the ϵ-covering number of F with respect to the L∞ norm.

The proof is provided in Appendix C.1.4. Now we need to find the covering number

of Hölder class and that of the discriminator network. Classical result shows that the δ-

covering number of Hβ satisfies logN (δ,Hβ, ∥ · ∥∞) ≤ C(1/δ)
D
β
∨2 [147].

On the other hand, Lemma 4.3 quantifies the covering number of FNN:

N
(
δ,FNN(R̄, κ̄, L̄, p̄, K̄), ∥·∥∞

)
≤
(

2L̄2(p̄B+2)(κ̄p̄)L̄+1

δ

)J̄
.

Combining Lemma 5.6 and the covering numbers, the statistical error can be bounded

by

E [dHβ(µ̂n, µ) + dFNN(µ, µ̂n)]

≤ 4 inf
δ1∈(0,C)

(
δ1 +

6√
n

∫ C

δ1

√
logN (ϵ,Hβ, ∥·∥∞)dϵ

)
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+ 4 inf
δ2∈(0,C)

(
δ2 +

6√
n

∫ C

δ2

√
logN (ϵ,FNN, ∥·∥∞)dϵ

)

(i)

≤ 4 inf
δ1∈(0,C)


δ1 +

6√
n

∫ C

δ1

√

c

(
1

ϵ

)(D
β
∨2)
dϵ




+ 4 inf
δ2∈(0,C)

(
δ2 +

6√
n

∫ C

δ2

√
J̄ log

L̄(p̄B + 2)(κ̄p̄)L̄

ϵ
dϵ

)
.

We find that the first infimum in step (i) is attained at δ1 = n− β
D . It suffices to take δ2 = 1

n

in the second infimum. By omitting constants and polynomial dependence on β, we derive

E [dHβ(µ̂n, µ) + dFNN(µ, µ̂n)] = Õ

(
1

n
+ n− β

D +
1√
n

√
J̄ L̄ log

(
nL̄p̄

))
.

• Balancing the Approximation Error and Statistical Error. Combining the previous

three ingredients, by invoking the oracle inequality (Lemma 5.3), we can establish

E [dHβ((g∗θ)♯ρ, µ)] = Õ


ϵ1 + ϵ2 +

1

n
+ n− β

D +

√
J̄ L̄ log

(
nL̄p̄

)

n




= Õ


ϵ1 + ϵ2 +

1

n
+ n− β

D +

√√√√ϵ
−D

β

2 log 1
ϵ2
log
(
nϵ

−D
β

2

)

n


 .

We choose ϵ1 = n− β
2β+D , and ϵ2 satisfying ϵ2 = n− 1

2 ϵ
− D

2β

2 , i.e., ϵ2 = n− β
2β+D . This yields

(Eq. 5.7).

When given finite generated fake samples, we need an extra concentration argument.

This is tackled by an alternative oracle inequality (Eq. 5.12) shown in below. The rest of

the proof utilizes the same argument in Theorem 5.2.

Proof of Corollary 5.1. We show an alternative oracle inequality for finite generated sam-
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ples as follows. Inequality (Eq. C.1) in the proof of Lemma 5.3 yields

dHβ((g∗,mθ )♯ρ, µ) ≤ dFNN((g
∗,m
θ )♯ρ, µ̂n) + 2 sup

f∈Hβ

inf
fω∈FNN

∥f − fω∥∞

+ dHβ(µ̂n, µ).

We further expand the first term on the right-hand side above as

dFNN((g
∗,m
θ )♯ρ, µ̂n) ≤ dFNN((g

∗,m
θ )♯ρ, (g

∗,m
θ )♯ρ̂m) + dFNN((g

∗,m
θ )♯ρ̂m, µ̂n).

By the optimality of g∗,mθ , for any gθ ∈ GNN, we have

dFNN((g
∗,m
θ )♯ρ̂m, µ̂n)

≤ dFNN((gθ)♯ρ̂m, µ̂n)

≤ dFNN((gθ)♯ρ̂m, (gθ)♯ρ) + dFNN((gθ)♯ρ, µ) + dFNN(µ, µ̂n)

≤ dFNN((gθ)♯ρ, µ) + sup
gθ∈GNN

dFNN((gθ)♯ρ̂m, (gθ)♯ρ) + dFNN(µ, µ̂n)

≤ dHβ
∞
((gθ)♯ρ, µ) + 2 sup

f∈Hβ

inf
fω∈FNN

∥f − fω∥∞ + 2dFNN(µ, µ̂n)

+ sup
gθ∈GNN

dFNN((gθ)♯ρ̂m, (gθ)♯ρ),

where the last inequality follows the same argument in the proof of Lemma 5.6. Combining

all the inequalities together, we have

dHβ((g∗,mθ )♯ρ, µ)

≤ inf
gθ∈GNN

dHβ
∞
((gθ)♯ρ, µ) + 4 sup

f∈Hβ

inf
fω∈FNN

∥f − fω∥∞ + 2dFNN(µ, µ̂n)

+ dHβ(µ̂n, µ) + sup
gθ∈GNN

dFNN((gθ)♯ρ̂m, (gθ)♯ρ) + dFNN((g
∗,m
θ )♯ρ, (g

∗,m
θ )♯ρ̂m).

(5.12)
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Given the proof of Theorem 5.2, we only need to bound the extra statistical error terms

sup
gθ∈GNN

dFNN((gθ)♯ρ̂m, (gθ)♯ρ) and dFNN((g
∗,m
θ )♯ρ, (g

∗,m
θ )♯ρ̂m).

In fact, 5.6 and Lemma 4.3 together imply

sup
gθ∈GNN

dFNN((gθ)♯ρ̂m, (gθ)♯ρ) = Õ

(
1√
m

√
J̄ L̄ log

(
mL̄p̄

)
+ JL log (mLp)

)
,

dFNN((g
∗,m
θ )♯ρ, (g

∗,m
θ )♯ρ̂m) = Õ

(
1√
m

√
J̄ L̄ log

(
mL̄p̄

))
,

where the first inequality is obtained by taking F = FNN ◦ GNN in Lemma 5.6, and its

covering number is upper bounded by the product of the covering numbers of FNN and

GNN. Putting together, the estimation error dHβ((g∗,mθ )♯ρ, µ) can be bounded analogously

to Theorem 5.2 as

E [dHβ((g∗,mθ )♯ρ, µ)]

= Õ


ϵ1 + ϵ2 +

1

n
+

1

m
+ n− β

D +

√
ϵ
−D

β

2

n
+

√
ϵ
− D

α+1

1 + ϵ
−D

β

2

m


 .

It suffices to choose ϵ2 = n− β
2β+D and ϵ1 = m− α+1

2(α+1)+D , which yields

E [dHβ((g∗,mθ )♯ρ, µ)] = Õ


n− β

2β+D +m− α+1
2(α+1)+D +

√
n

D
2β+D

m


 .

In the case of m ≥ n, we have
√

n
D

2β+D

m
≤ n− β

2β+D . The proof is complete.

5.6.3 Proof of Statistical Theory in Low-dimensional Space

The proof idea follows that of Theorem 5.2, with extra attentions to the exploitation of low-

dimensional structures in data. We first slightly modify the oracle inequality in Lemma 5.3
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to decompose the distribution estimation error.

Lemma 5.7. Let (U∗, g∗θ , V
∗, f ∗

ω) be the global optimizer of (Eq. 5.2). The following error

decomposition holds,

W1((U
∗ ◦ g∗θ)♯ρ, µ)

≤ inf
gθ:A◦gθ∈Gld

NN

∥∥A ◦ gθ − A ◦ T ld
∥∥
∞

︸ ︷︷ ︸
generator approximation error

+W1(µ̂n, µ) + dF ld
NN
(µ̂n, µ)︸ ︷︷ ︸

statistical error

+ sup
f∈Lip1(RD)

inf
fω◦V ⊤∈F ld

NN

∥∥f ◦ U∗ − fω ◦ V ⊤U∗∥∥
∞ +

∥∥f ◦ A− fω ◦ V ⊤A
∥∥
∞

︸ ︷︷ ︸
discriminator approximation error (HARD)

+ 2 sup
f∈Lip1(RD)

inf
fω◦V ⊤∈F ld

NN

∥∥f ◦ A− fω ◦ V ⊤A
∥∥
∞

︸ ︷︷ ︸
discriminator approximation error (EASY)

.

(5.13)

The proof is provided in Appendix C.2.1. In the sequel, we bound error terms in

(Eq. 5.13) respectively. The generator approximation error can be reduced to approximat-

ing T ld. By some manipulation on the intrinsic structures of data distribution, we expect

that the statistical error scales with the subspace dimension q. The main difficulty stems

from bounding the discriminator approximation error. A quick comparison to Lemma 5.3

indicates that the (EASY) error term may be bounded similarly as in Theorem 5.2. In

contrast, the (HARD) error term involves simultaneously approximating the discriminative

function projected into the column space of U∗ and A. In general, such an approximation

error is hardly small unless U∗, A share approximately the same column space. Fortu-

nately, this is indeed the case as shown in Lemma 5.9 so that the (HARD) error term can

be controlled.

• Bounding Generator Approximation Error. Suppose that we require the generator

approximation error to be bounded by ϵ1 > 0, i.e.,

inf
g:U◦gω∈Gld

NN

∥∥U ◦ gω − A ◦ T ld
∥∥
∞ ≤ ϵ1.
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It suffices to choose a proper generator architecture G ld
NN such that there exists g̃ω satisfying

∥∥g̃ω − T ld
∥∥
∞ ≤ ϵ1/q. To see this, we take U = A and substitute g̃ω into the generator

approximation error,

∥∥A ◦ g̃ω − A ◦ T ld
∥∥
∞ =

∥∥∥∥∥

q∑

j=1

A:,j[g̃ω − T ld]j

∥∥∥∥∥
∞

≤
q∑

j=1

∥A:,j∥∞
∥∥g̃ω − T ld

∥∥
∞

≤ ϵ1,

where the last inequality holds since A has orthonormal columns. We can apply Theo-

rem 3.1 and Lemma 5.4 for choosing proper network configuration of G ld
NN to ensure the

existence of g̃ω. We recall that T ld is a Hα+1 continuous mapping in Rq by Lemma 5.1.

Therefore, the resulting network architecture has the following configuration

R = B, κ = O(1), L = O

(
log

1

ϵ1

)
,

p = O
(
qϵ

− q
α+1

1

)
, K = O

(
Dq + ϵ

− q
α+1

1 log
1

ϵ1

)
.

(5.14)

We will choose ϵ1 later in the last step of the proof to balance all the error terms.

• Bounding Discriminator Approximation Error. We first consider the (EASY) error

term. Suppose that we require the (EASY) discriminator approximation error to be bounded

by ϵ2 > 0. We check that once f : RD 7→ R is 1-Lipschitz andA has orthonormal columns,

then f ◦ A : Rq 7→ R is also 1-Lipschitz. To see this, for any x,y ∈ RD, we have

|f(Ax)− f(Ay)| ≤ ∥Ax− Ay∥2 ≤ ∥A∥2 ∥x− y∥2 = ∥x− y∥2 .

By taking V = A in the (EASY) term, it suffices to ensure that fω can approximate any

1-Lipschitz function in a compact subset of [0, 1]q. Due to the additional γ̄-Lipschitz con-

tinuity constraint in (Eq. 5.10), we need a stronger universal approximation theory of the
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discriminator. The following lemma shows that ReLU neural networks can accurately ap-

proximating 1-Lipschitz functions in L∞-norm, while the Lipschitz continuity of the net-

work remains independent of the approximation error.

Lemma 5.8. For any ϵ2 ∈ (0, 1), there exists a ReLU network architecture F(R̄, κ̄, L̄, p̄, J̄),

such that for any target 1-Lipschitz function f defined on [0, 1]q with f(0) = 0, the archi-

tecture yields an approximation f̂ satisfying ∥f − f̂∥∞ ≤ ϵ2. Moreover, the Lipschitz

continuity of f̂ is bounded by

∣∣∣f̂(x)− f̂(y)
∣∣∣ ≤ 10q ∥x− y∥∞ for any x,y ∈ [0, 1]q.

The configuration of F is

R̄ =
√
q, κ̄ = O(1), L̄ = O (log 1/ϵ2 + q) ,

p̄ = O
(
ϵ−q
2

)
, J̄ = O

(
ϵ−q
2 (log 1/ϵ2 + q)

)
.

The proof is defered to Appendix C.2.2. Lemma 5.8 improves the approximation guar-

antee in Theorem 3.1 with the additional Lipschitz continuity characterization, while the

newtork size shares the same order of magnitude when specializing Theorem 3.1 to d = q

and β = 1. We take F ld
NN(R̄, κ̄, L̄, p̄, J̄ , γ̄) with γ̄ = 10q and all the other parameters the

same as in Lemma 5.8. Since the (EASY) error term is invariant with respect to translations

on f , we can always assume f(0) = 0 without loss of generality. It then holds

(EASY) Error Term ≤ 2ϵ2.

We next bound the (HARD) term. Recall that we need the column spaces of U∗ and

A to be approximately identical for controlling this error. Thanks to the choice of both the

generator and discriminator class, we can show that the column spans of U∗ and A match

up to some error.
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Lemma 5.9. Given ϵ1, ϵ2 ∈ (0, 1). Suppose Assumption 5.5 and 5.4 hold. Let the generator

G ld
NN be chosen as (Eq. 5.14) and discriminator F ld

NN be chosen as in Lemma 5.8 with γ̄ =

10q. For the global optimizer (U∗, g∗θ), it holds

∥U∗ − A∥2F

≤ 4q

(
1 + 4

√
q
(
min

i
Ez∼ρ

[
T ld
i (z)

])−1

Ez∼ρ [∥g∗θ(z)∥2]
)2

·
(
min

i
Ez∼ρ

[
T ld
i (z)

])−2

ϵ2,

where ϵ = 10qϵ1 + 3ϵ2.

The full proof is deferred to Appendix C.2.3. We remark that Ez∼ρ[T
ld
i (z)] is always

lower bounded by a positive constant τ for any i = 1, . . . , q, since its density is positive

on the support by Assumption 5.5. To establish Lemma 5.9, we leverage the optimality

of U∗, g∗θ and the corresponding discriminator network. We show by contraction that if

the column spaces of U∗ and A do not match closely, there exists a discriminator network

capable of distinguishing the generated distribution and data distribution.

Given Lemma 5.9, we are ready to derive an upper bound for the (HARD) discriminator

approximation error term.

sup
f∈Lip1(RD)

inf
fω◦V ⊤∈F ld

NN

∥∥f ◦ U∗ − fω ◦ V ⊤U∗∥∥
∞ +

∥∥f ◦ A− fω ◦ V ⊤A
∥∥
∞

(i)

≤ sup
f∈Lip1(RD)

inf
fω◦A⊤∈F ld

NN

∥∥f ◦ U∗ − fω ◦ A⊤U∗∥∥
∞ + ∥f ◦ A− fω∥∞

(ii)

≤ sup
f∈Lip1(RD)

inf
fω◦A⊤∈F ld

NN

∥f ◦ U∗ − f ◦ A∥∞ +
∥∥fω − fω ◦ A⊤U∗)

∥∥
∞

+ 2 ∥f ◦ A− fω∥∞ , (5.15)

where (i) is obtained by taking V = A, and inequality (ii) is obtained by the triangle
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inequality

∥∥f ◦ U∗ − fω ◦ A⊤U∗∥∥
∞ ≤ ∥f ◦ U∗ − f ◦ A∥∞ + ∥f ◦ A− fω∥∞

+
∥∥fω − fω ◦ A⊤U∗∥∥

∞ .

The first term on the right-hand side of (Eq. 5.15) can be bounded using the Lipschitz

continuity of f , i.e.,

∥f ◦ U∗ − f ◦ A∥∞

≤ sup
x∈[0,1]q

∥U∗ − A∗∥2 ∥x∥2

≤ 2q
(
1 + 4

√
q
(
min

i
Ez∼ρ

[
T ld
i (z)

])−1

Ez∼ρ [∥g∗θ(z)∥2]
)
max

i
E−1

z∼ρ

[
T ld
i (z)

]
ϵ.

A similar argument applies to

∥∥fω − fω ◦ A⊤U∗∥∥
∞

≤ sup
x∈[0,1]q

10q
∥∥I − A⊤U∗∥∥

2
∥x∥2

≤ sup
x∈[0,1]q

10q3/2 ∥A− U∗∥2

≤ 20q2
(
1 + 4

√
q
(
min

i
Ez∼ρ

[
T ld
i (z)

])−1

Ez∼ρ [∥g∗θ(z)∥2]
)
max

i
E−1

z∼ρ

[
T ld
i (z)

]
ϵ.

The last term in the right-hand side of (Eq. 5.15) is the discriminator approximation error,

which is bounded by ϵ2. As a result, the (HARD) error term is upper bounded by

(HARD) Error Term

≤ 2q
(
1 + 4

√
q
(
min

i
Ez∼ρ

[
T ld
i (z)

])−1

Ez∼ρ [∥g∗θ(z)∥2]
)
max

i
E−1

z∼ρ

[
T ld
i (z)

]
ϵ

+ 20q2
(
1 + 4

√
q
(
min

i
Ez∼ρ

[
T ld
i (z)

])−1

Ez∼ρ [∥g∗θ(z)∥2]
)
max

i
E−1

z∼ρ

[
T ld
i (z)

]
ϵ

+ 2ϵ2
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= O(ϵ2 + q3ϵ),

where the last step is obtained by ∥g∗θ(z)∥2 ≤
√
q due to g∗θ(z) ∈ [0, 1]q.

• Bounding Statistical Error. Similar to the statistical error in Lemma 5.3, we can bound

it via finite-sample concentration. Yet we can pursue a faster convergence rate here by

rewriting the data distribution as a pushforward of a low-dimensional distribution.

Lemma 5.10. Suppose Assumption 5.4 and 5.5 hold. Statistical error terms in Lemma 5.7

are bounded by

W1(µ̂n, µ) = O
(
n−1/q log n

)
,

dF ld
NN
(µ̂n, µ) = O

(
1

n
+

1√
n

√
J̄ L̄ log(L̄p̄κ̄n)

)
.

From Lemma 5.10, we observe that the statistical error W1(µ̂n, µ) only depends on

dimension q. To make sense the result, we rewrite the data distribution µ = A♯(A
⊤
♯ µ).

In this way, we can translate the concentration of µ̂n to µ in RD into a counterpart in Rq.

Recall that A⊤
♯ µ is a distribution with a Hα(Rq) density by Assumption 5.5. Threfore, we

can apply Lemma 5.6 to complete the proof. See detailed arguments in Appendix C.2.4.

• Balancing the Approximation Error and Statistical Error. We collect all the error

terms in the oracle inequality of Lemma 5.7 and choose optimal scalings on ϵ1 and ϵ2. We

list all the error upper bounds in the following for a quick reference.

1. Generator approximation error O(ϵ1).

2. Statistical error O
(
n−1/q log n+ 1√

n

√
J̄ L̄ log(L̄p̄κ̄n)

)
.

3. (EASY) discriminator approximation error O(ϵ2).

4. (HARD) discriminator approximation error O(ϵ2 + q3ϵ).
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Summing up four error bounds above yields

W1((U
∗ ◦ g∗θ)♯ρ, µ) = O

(
ϵ1 + ϵ2 + n−1/q log n+ q3ϵ+

1√
n

√
J̄ L̄ log(L̄p̄κ̄n)

)
.

Substituting the configuration of F ld
NN in Lemma 5.8 into the last display, we set ϵ1 = ϵ2 =

n− 1
2+q . By collecting terms, we derive

W1 ((U
∗ ◦ g∗θ)♯ρ, µ) = Õ

(
n− 1

2+q log2 n
)
.

The corresponding configurations of generator G ld
NN and discriminator F ld

NN is obtained by

substituting ϵ1 and ϵ2 in (Eq. 5.14) and Lemma 5.8, respectively.

5.7 Conclusion and Discussion

We establish statistical convergence of distribution estimation using GANs. Specifically,

with proper generator and discriminator network architecture, we show GANs are consis-

tent estimator of data distribution in terms of the Wasserstein distance. Moreover, when

data have intrinsic low-dimensional linear structures, we show GANs can capture the un-

known linear structure and enjoy a faster statistical rate of estimation, which is free of the

curse of dimensionality. Compared to existing works, our theory exploits the pushforward

structure of GANs and network architectures are explicitly given without invertibility con-

straints. In the sequel, we discuss several related topics and future directions.

Convolutional filters and residual connections Convolutional filters [1] are widely used

in GANs for image generating and processing. Empirical results show that convolutional

filters can learn hidden representations aligned with various patterns in images [148, 149],

e.g., textures and skeletons. An interesting question is to understand how convolutional

filters capture the aforementioned low-dimensional structures in data sets.
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Smoothness of data distributions and regularized distribution Estimation Theorem 5.2

indicates a convergence rate independent of the smoothness of the data distribution. The

reason behind is that the empirical data distribution µ̂n cannot inherit the same smoothness

as the underlying data distribution. This limitation exists in all previous works [141, 145,

146]. It is interesting to investigate whether GANs can achieve a faster convergence rate

(e.g., attain the minimax optimal rate).

From a theoretical perspective, [114] suggested first obtaining a smooth kernel estima-

tor from µ̃n, and then replacing µ̂n by µ̃n to train GANs. In practice, kernel smoothing is

hardly used in GANs. Instead, regularization (e.g., entropy regularization) and normaliza-

tion (e.g., spectral normalization and batch-normalization) are widely applied as implicit

regularizers to promote the smoothness of the learned distribution. Several empirical stud-

ies of GANs suggest that divergence-based and mutual information-based regularization

can stabilize the training and improve the performance [150, 151] of GANs. We leave the

studies on statistical properties of regularized GANs for future investigation.

Computational concerns Our statistical results hold for global optimizer of (Eq. 5.2),

whereas solving (Eq. 5.2) is often difficult. In practice, it is observed that larger neural

networks are easier to train and yield better statistical performance [72, 152, 153, 154, 155,

156, 157, 158, 159]. This is referred to as overparameterization. Establishing a connection

between computation and statistical properties of GANs is an important direction.
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CHAPTER 6

OFFLINE DOUBLY-ROBUST POLICY LEARNING USING NEURAL

NETWORKS

6.1 Personalized Offline Policy Learning

Causal inference studies the causal connection between actions and rewards, which has

wide applications in healthcare [160, 161], digital advertising [162], product recommenda-

tion [163], and policy formulation [164]. For example in healthcare, each patient can be

characterized by a set of covariates (also called features), and the actions are a set of treat-

ments. Each patient has the corresponding reactions, or rewards, to different treatments.

Causal inference enables one to personalize the treatment to each patient to maximize the

total rewards. Such a personalized decision-making rule is referred to as a policy, which is a

map from the covariate set to the action set. In off-policy learning, a batch of observational

data is given, which typically consists of a covariate, the action taken (e.g. medical treat-

ments and recommendations), and the observed reward. In this chapter, we are interested

in learning an optimal policy that targets personalized treatments or services to different in-

dividuals based on the logged data. This is also known as the optimal treatment assignment

in literature [165, 166].

Conventional causal inference methods often rely on parametric models [161, 167, 168,

169], which can introduce a large bias when the real model is not in the assumed parametric

form. Many nonparametric methods are proposed [170, 169, 171, 172, 173, 174, 175, 176,

177, 178, 179], while the statistical theories often suffer from the curse of dimensionality.

Recently neural networks became a popular modeling tool for causal inference. Many re-

sults have shown that neural networks outperform conventional nonparametric approaches,

especially when the learning task involves high-dimensional complex data. For example,
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[180] proposed to discover causal and anticausal features in images from ImageNet using

a 20-layer residual network. [181] used recurrent neural networks to study the causality

between group forming loans and the funding time on an online non-profit financial plat-

form. Other examples can be found in diverse areas, including climate analysis, medical

diagnosis, cognitive science, and online recommendations [182, 183, 184, 185, 186].

Despite the great progress of causal inference, there is still a huge gap between theory

and practice. In casual inference, many existing theories on nonparametric or neural net-

works approaches are asymptotic, and suffer from the curse of dimensionality. Specifically,

to achieve an ϵ accuracy, the sample complexity needs to grow in the order of ϵ−D, whereD

is the covariate dimension. Such theories can not explain the empirical success when D is

large. For example, in [180], the RGB images in ImageNet are of resolution 3×224×224.

To obtain a 0.1 error, the sample complexity needs to scale like 10−3×224×224, which well

exceeds the training size of 99, 309. Besides, the curse of dimensionality is inevitable un-

less additional data structures are considered. [187] proved that, for binary policy learning

problems, the sample complexity obtained by the optimal algorithm still grows exponen-

tially in the covariate dimension D in the order of ϵ−D.

This chapter establishes statistical guarantees of policy learning in causal inference

using neural networks. We consider the doubly robust method (see Section 6.2 for details),

and use deep ReLU neural networks to parameterize the policy class, the propensity score,

and the conditional expected reward. We summarize our contributions as follows.

1. We establish nonasymptotic regret bounds for doubly robust policy learning in the

finite-action scenario (Theorem 6.1 and Theorem 6.2). Our nonasymptotic theory op-

timally balances bias and variance under general regularity conditions (see a detailed

discussion after Theorem 6.1). We highlight that we develop novel policy approxima-

tion theory using neural networks, which can efficiently approximate deterministic

policies that are not continuous with respect to its input covariate (Theorem 6.2).

2. We leverage low-dimensional intrinsic structures in covariates. The obtained nonasymp-
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totic regret bound of learned policy converges at a fast rate dependent on covariate

intrinsic dimension, instead of the covariate ambient dimension D (Theorem 6.1 –

Theorem 6.3). This partially explains the success of deep learning-based causal in-

ference in high-dimensional applications.

3. We consider a discretization method and propose new analysis for policy learning in

the continuous-action setting. A nonasymptotic regret bound is established (Theo-

rem 6.3), where we carefully balance the discretization error in addition to the bias

and variance in the finite-action scenario.

6.1.1 Related Work

In off-policy learning, one line of research learns the optimal policy by evaluating the

expected reward of candidate policies and then finding the policy with the largest expected

reward. The procedure of evaluating a target policy from the given data is called off-policy

evaluation, which has been intensively studied in literature. The simplest way to evaluate

a policy is the direct method which estimates the empirical reward of the target policy

from collected data [188]. The direct method is unbiased if one specifies the reward model

correctly. However, model specification is a difficult task in practice. Another method is the

inverse propensity weighting [189, 168], which uses the importance weighting to correct

the mismatch between the propensity scores of the target policy and the data collection

policy. This method is unbiased if the data collection policy can be exactly estimated, yet

it has a large variance especially when some actions are rarely observed. A more robust

method is the doubly robust method [190, 167, 191], which integrates the direct method and

the inverse propensity weighting. This method is unbiased if the reward model is correctly

specified or the data collection policy is known.

The aforementioned methods have been used in [169, 171, 192, 193] for off-policy

learning. [169] used the inverse propensity weighting, and [192] and [171] used the doubly

robust method to learn the optimal policy with binary actions. In [193], an algorithm based
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on decision trees was proposed to learn the optimal policy with multiple actions using the

doubly robust method. [194] proposed a balanced method which minimizes the worst-

case conditional mean squared error to evaluate and learn the optimal policy with multiple

actions.

Another line of research learns the optimal policy without evaluating policies. In [195,

196], the authors transformed the policy learning task with binary actions into a classifica-

tion problem. Other works on off-policy learning include [197, 198], and [199].

Most of the aforementioned works provide asymptotic regret bounds with finite actions,

which are valid when the number of samples goes to infinity. A nonasymptotic bound was

derived in [169], but this work requires that the propensity score is known and the algo-

rithm only works for policy learning with binary actions. Meanwhile, off-policy learning

with continuous actions has not been addressed until recently [200, 201, 202, 203]. [201]

developed a semi-parametric off-policy learning algorithm, which relies on the special form

of the reward function. Then a regret bound was derived, while explicit dependency of the

bound on the number of samples is not given. Although their algorithm can be applied

when the reward model is misspecified, in this case the regret between the learned policy

and the optimal one (not restricted to the semi-parametric model) is unclear. [200] applied

a kernel method to extend the inverse propensity weighting and the doubly robust method

to the continuous-action setting. Incorporated with the kernel method, the framework pro-

posed in [204] can be used to learn policies with continuous actions. However, such an

extension is only discussed in [204], without explicit statistical guarantees provided. [203]

proposed a kernel based nonparametric double debiased machine learning estimator for

causal effects with continuous actions. These works on continuous actions did not provide

a nonasymptotic regret bound with an explicit dependency on the number of samples.

The rest of the chapter is organized as follows: Section 6.2 presents the doubly robust

estimation framework; Section 6.3 states our regret bounds of the learned policy; Sec-

tion 6.4 concludes the chapter and discusses related topics.
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6.2 Doubly-robust Learning Framework

We introduce a two-stage policy learning scheme using neural networks. Suppose we re-

ceive n i.i.d. triples {(xi, ai, yi)}ni=1, where xi ∈ M denotes a covariate independently

sampled from an unknown distribution on M, ai ∈ A denotes the action taken, and yi ∈ R

is the observed reward. To incorporate the low-dimensional geometric structures of the

covariates, we assume M is a d-dimensional Riemannian manifold isometrically embed-

ded in RD. The action space A can be either finite or continuous. For each covariate and

action pair (x, a), there is an associated random reward. We adopt the unconfoundedness

assumption to simplify the model, which is commonly used in existing literature on causal

inference [205, 193].

Assumption 6.1 (Unconfoundedness). The reward is independent of a conditioned on x.

To interpret Assumption 6.1, we first consider a finite action space A = {A1, . . . , A|A|},

where Aj is a one-hot vector, i.e. Aj = [0, . . . , 0, 1, 0, . . . , 0]⊤ with 1 appearing at the j-

th position. Given the covariate x, there is a reward {Y (x, A1), . . . , Y (x, A|A|)} for each

action, where the randomness of Y (x, Aj) depends on x and the noise in the reward. The

observed reward yi is a realization of Y (xi, Aj) with ai = Aj .

6.2.1 Policy Learning with Discrete Action

When the action space is finite, a policy π : M → ∆|A| maps a covariate on M to a vector

on the |A|-dimensional simplex

∆|A| =

{
z ∈ R|A| : zi ≥ 0 and

∑

i

zi = 1

}
.

The j-th entry of π(x) denotes the probability of choosing the action Aj given x. A policy

in the interior of the simplex is called a randomized policy. If π(x) is a one-hot vector, it is
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called a deterministic policy. The expected reward of deploying a policy π is

Q(π) = E[Y (π(x))] = E
[〈
[Y (x, A1), . . . , Y (x, A|A|)]

⊤, π(x)
〉]
. (6.1)

We investigate the doubly robust approach [190, 168, 191] for policy learning, which

consists of two stages. After receiving the training data, we split them into two groups

S1 = {(xi, ai, yi)}n1
i=1 and S2 = {(xi, ai, yi)}ni=n1+1. (6.2)

We denote n2 = n− n1 and choose n1, n2 to be proportional to n such that n1/n is a con-

stant. In the first stage, we solve nonparametric regression problems using S1 to estimate

two important functions — the propensity score and the conditional expected reward. For

any action Aj , the propensity score

eAj
(x) = P(a = Aj | x)

quantifies the probability of choosing Aj given the covariate x, and the expected reward of

choosing Aj is

µAj
(x) = E[Y (x, Aj) | x].

Substituting the definition above into (Eq. 6.1), we can write

Q(π) = E
〈
[µA1(x), ..., µA|A|(x)]

⊤, π(x)
〉
=

∫

M

〈
[µA1(x), ..., µA|A|(x)]

⊤, π(x)
〉
dx.

(6.3)

In the second stage, we learn a policy using S2 based on our estimated eAj
’s and µAj

’s,

which only requires that either the eAj
’s or the µAj

’s are accurately estimated.

• Stage 1: Estimating µAj
and eAj

. For each action Aj , we use a neural network to
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Algorithm 1 A two-stage algorithm for doubly-robust off-policy learning with discrete
actions.

Input: Collected data {(xi, ai, yi)}ni=1. Network architectures FNN,GNN and ΠNN.
Stage 1: Estimating µAj

and eAj
.

For each action Aj ,

• For each action Aj , estimate the reward function µAj
by minimizing (Eq. 6.4),

• Estimate eAj
’s by solving (Eq. 6.5) – (Eq. 6.6).

Stage 2: Policy Learning.

• Learn the optimal policy by solving (Eq. 6.7) – (Eq. 6.8).

Output: Learned policy π̂DR.

estimate the reward function µAj
by minimizing the following empirical quadratic loss

µ̂Aj
(x) = argmin

f∈FNN

1

nAj

n1∑

i=1

(yi − f(xi))
21{ai = Aj} with nAj

=

n1∑

i=1

1{ai = Aj},

(6.4)

where FNN : M → R is a properly chosen network class defined in Lemma 6.1.

An estimator of the propensity score eAj
is obtained by minimizing the multinomial

logistic loss. Let GNN : M 7→ R|A|−1 be a properly chosen network class defined in

Lemma 6.1. We obtain êAj
(x) via

ĝ(x) = argmin
g∈GNN

1

n1

n1∑

i=1

−[g(xi)
⊤, 1]ai + log

(
1 +

|A|−1∑

j=1

exp([g(xi)]j)
)
, (6.5)

êAj
(x) =

exp([ĝ(x)]j)

1 +
∑|A|−1

j=1 exp([ĝ(x)]j)
for j ≤ |A| − 1, and êA|A|(x) =

1

1 +
∑|A|−1

j=1 exp([ĝ(x)]j)
.

(6.6)

Here [g]j denotes the j-th entry, and [g⊤, 1] ∈ R|A| is obtained by augmenting g by 1.

• Stage 2: Policy Learning. Given µ̂Aj
and êAj

, we learn an optimal policy by maximizing
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a doubly robust empirical reward:

Q̂(π) :=
1

n2

n∑

i=n1+1

π(xi)
⊤Γ̂i

with Γ̂i =
yi − µ̂ai

(xi)

êai
(xi)

· ai + [µ̂A1(xi), . . . , µ̂A|A|(xi)]
⊤ ∈ R|A|. (6.7)

A doubly robust optimal policy is learned by

π̂DR = argmax
π∈ΠNN

Q̂(π), (6.8)

where ΠNN is a properly chosen network class (see Section 6.3 for the configurations of

ΠNN, e.g., (Eq. 6.19) and (Eq. 6.20)). The doubly robust reward Q̂ can tolerate a relatively

large estimation error in either µ̂Aj
or êAj

(see the discussion after Theorem 6.1). Our

algorithm is summarized in Algorithm 1.

In the proposed two-stage method, one only needs to estimate the reward functions and

propensity scores, and then learn the optimal policy. Although the covariates are defined

on a low-dimensional manifold, we do not need to explicitly learn the manifold. Instead,

neural networks are adaptive to the low-dimensional structure and the manifold is learned

implicitly during the estimation process.

6.2.2 Policy Learning with Continuous Action

Continuous actions, e.g. doses of drugs, often arise in applications, but there are limited

studies on policy learning with continuous actions. In this chapter, we consider the contin-

uous action space A = [0, 1] and use a ∈ A to denote an action. When the random action a

takes the value A ∈ [0, 1], we denote Y (x, A) as its random reward. The propensity score

and conditional expected reward are defined analogously to the finite action case:

e(x, A) =
d

dA
P(a ≤ A,A ∈ A | x) and µ(x, A) = E[Y (x, A) | x].
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Note that e(x, A) is a probability density function.

In this scenario, we can learn an optimal policy by replicating the two-stage scheme

with a discretization technique on the continuous action space. Specifically, we uniformly

partition the action space A into V sub-intervals and denote Ij = [(j − 1)/V, j/V ] for

j = 1, . . . V . Accordingly, we define the discretized propensity score and conditional

expected reward for the sub-interval Ij as

eIj(x) = P(a ∈ Ij | x) and µIj(x) = E[Y (x, a)1{a ∈ Ij} | x]/eIj . (6.9)

After the discretization on the action space, we identify all the actions a belonging to a

single sub-interval Ij as the midpoint Aj = (2j − 1)/2V of Ij and equips Aj with the

average expected reward µIj . After discretization, we resemble the setup in the finite-

action scenario, and then apply the aforementioned two-stage doubly robust approach to

learn a discretized policy concentrated on the Aj’s. In the first stage, we obtain µ̂Ij and êIj

as estimators of µIj and eIj , respectively. In the second stage, we use neural networks for

policy learning by maximizing the discretized doubly robust empirical reward. Specifically,

we define I(ai) = Ij for ai ∈ Ij which maps the continuous action to the corresponding

discretized sub-interval. For ai ∈ Ij , we denote ai ∈ {0, 1}V as the one-hot vector with the

j-th element being 1, which encodes the action ai. The discretized doubly robust empirical

reward is defined as

Q̂(D)(π) =
1

n2

n∑

i=n1+1

〈
Γ̂
(D)
i , π(xi)

〉

with Γ̂
(D)
i =

yi − µ̂I(ai)(xi)

êI(ai)(xi)
· ai + [µ̂I1(xi), . . . , µ̂IV (xi)]

⊤, (6.10)

where the superscript (D) denotes the discretized quantities. We learn an optimal policy by
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solving the following maximization problem:

π̂ C-DR = argmax
π∈ΠNN

Q̂(D)(π) (6.11)

where ΠNN is a properly chosen neural network. See Section Subsection 6.3.2 for more

details of the learning procedure, a proper choice of V , and the statistical guarantees of the

learned policy.

6.3 Policy Regret Bound

Our main results are nonasymptotic regret bounds (see Definition 6.1) on the policy learned

by the two-stage scheme in Section 6.2, when the covariates are concentrated on a low-

dimensional manifold.

The regret of a policy π against a reference policy π̄ is defined as the difference between

their respective expected rewards. The formal definition is given as follows.

Definition 6.1. Let π̄ be a fixed reference policy. For any policy π, the regret of π against

π̄ is

R(π̄, π) = Q(π̄)−Q(π).

HereQ(π) is the expected reward either in the finite-action scenario defined in (Eq. 6.1)

or the continuous-action scenario which is defined later in (Eq. 6.26). We consider two ref-

erence policies: 1) the optimal Hölder policy that maximizes the expected reward; 2) the

unconstrained optimal policy that maximizes the expected reward. We establish high prob-

ability bounds on the regret of the learned policy for both discrete actions (Section 6.3.1)

and continuous actions (Section 6.3.2).
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6.3.1 Regret with Discrete Action

Our theory is based on the following assumptions, including some standard assumptions

on the smoothness of the propensity score and the reward.

Assumption 6.A.2. The propensity score and random reward satisfy:

(i) Overlap: eAj
(x) ≥ η for j = 1, . . . , |A|, where η > 0 is a constant;

(ii) Bounded Reward: Y (x, Aj) is bounded and has a bounded variance, i.e., we have

supx∈M |Y (x, Aj)| ≤ M1 and Var[Y (x, Aj)|x] ≤ σ2 for any j = 1, . . . , |A|, where

M1 > 0 and σ > 0 are constants.

Assumption 6.A.2 is a standard assumption for statistical guarantees of all learning

approaches using the inverse propensity score [205, 206, 193]. Assumption 6.A.2 implies

that expected reward µAj
is bounded since |µAj

(x)| ≤ E[|Y (x, Aj)| | x] ≤ M1 for every

x ∈ M.

Assumption 6.A.3. Assume covariate x lies on M. Given a Hölder index α ≥ 1, we

further assume µAj
(x) ∈ Hα(M) and eAj

(x) ∈ Hα(M) for j = 1, . . . , |A|. Moreover,

for a fixed C∞ atlas of M, there exists M2 > 0 such that

max
j

∥∥µAj

∥∥
Hα ≤M2 and max

j
∥ log eAj

∥Hα ≤M2.

Thanks to Assumption 6.A.2 (i), eAj
∈ Hα implies log eAj

∈ Hα (see Lemma D.10

in Appendix D.4). In the first part of Assumption 6.A.3, all covariates are located on M.

Since all of µAj
’s and eAj

’s are functions of x, they are defined on the same manifold M.

The second part of Assumption 6.A.3 characterizes the smoothness of these functions. Now

we are ready to derive the following estimation bounds for µAj
and eAj

using nonparametric

regression techniques [14]. To simplify the notation, we denote

M = max{1,M1, 2M2,− log η}. (6.12)
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Estimation Bounds of µAj
(x) and eAj

(x)

By choosing networks

FNN = F(L1, p1, K1, κ1, R1) and GNN = F(L2, p2, K2, κ2, R2) (6.13)

to estimate µAj
and eAj

in (Eq. 6.4) and (Eq. 6.6), respectively, we prove the following

estimation error bounds for the estimators µ̂Aj
and êAj

(Lemma 6.1 is proved in Ap-

pendix D.3.1). We use O(·) to hide absolute constants and polynomial factors of α, Hölder

norm, logD, d, τ , |A|, and the surface area of M.

Lemma 6.1. Suppose Assumption 3.1, 3.2, 6.1, and 6.A.2 – 6.A.3 hold. We choose

L1 = O(log ηn1), p1 = O
(
(ηn1)

d
2α+d

)
, K1 = O

(
(ηn1)

d
2α+d log ηn1

)
,

κ1 = max{B,M,
√
d, τ 2}, R1 =M

(6.14)

for FNN and

L2 = O(log n1), p2 = O
(
|A| 2α

2α+dn
d

2α+d

1

)
, K2 = O

(
|A| 2α

2α+dn
d

2α+d

1 log n1

)
,

κ2 = max{B,M,
√
d, τ 2}, R2 =M,

(6.15)

for GNN in (Eq. 6.13). Then for any j = 1, . . . , |A|, we have

ES1

[∥∥µ̂Aj
− µAj

∥∥2
L2

]
≤ C1(M

2 + σ2)(ηn1)
− 2α

2α+d log3(ηn1), (6.16)

ES1

[∥∥êAj
− eAj

∥∥2
L2

]
≤ C2M

2|A| 4α+d
2α+dn

− 2α
2α+d

1 log3 n1, (6.17)

where C1, C2 depend on logD, B, τ and the surface area of M.

In (Eq. 6.16) and (Eq. 6.17), the expectation is taken with respect to S1 defined in

(Eq. 6.2). Lemma 6.1 provides performance guarantees of neural networks to solve regres-

sion problems (Eq. 6.4) and (Eq. 6.6) in order to estimate µAj
and eAj

. When the covariates
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x are on a manifold, we prove that the estimation errors converge at a fast rate in which the

exponent only depends on the intrinsic dimension d instead of the ambient dimension D.

Such a fast convergence is consistent with [93, 207] and indicates the adaptability of neural

networks to data intrinsic structures. Note that the network architectures in (Eq. 6.14) and

(Eq. 6.15) only require the knowledge of generic information of the data manifold: mani-

fold dimension d, reach τ , and range B. Local geometries of the manifold is automatically

captured by the network during empirical risk minimization in Stage 1 of the doubly robust

learning method.

Regret Bound of Learned Policy versus Constrained Oracle Policy

Our first main result is a regret bound of π̂DR obtained in (Eq. 6.8) against the oracle policy

in a Hölder policy class:

π∗
β = argmax

π∈ΠHβ

E[Q(π(x))],

where the Hölder policy class ΠHβ is defined as

ΠHβ =
{

Softmax[ν1(x), . . . , ν|A|(x)]
⊤ : νj ∈ Hβ(M) and ∥νj∥Hβ ≤M for j = 1, . . . , |A|

}
.

(6.18)

Accordingly, we pick the neural network policy class as

Π
|A|
NN = {Softmax(f) with f : M → R|A| ∈ F(LΠ, pΠ, KΠ, κΠ, RΠ)}. (6.19)

Our first theorem shows that π̂DR is a consistent estimator of the oracle Hölder policy

π∗
β as long as the network parameters LΠ, pΠ, KΠ, κΠ, RΠ are properly chosen.

Theorem 6.1. Suppose Assumption 3.1, 3.2, 6.1, and 6.A.2 – 6.A.3 hold. Under the setup
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in Lemma 6.1, if the network parameters of Π|A|
NN are chosen with

LΠ = O(log n), pΠ = O
(
|A|n d

2β+d
)
, KΠ = O

(
|A|n d

2β+d log n
)
,

κΠ = max{B,M,
√
d, τ 2}, RΠ =M,

(6.20)

then with probability no less than 1 − C1|A|n− β
2β+d over the randomness of data S1 and

S2, the following bound holds

R(π∗
β, π̂DR) ≤ C|A|2n− β

2β+d log3/2 n

+ η−1|A|

√√√√ 1

n2

n∑

i=n1+1

(
µ̂Aj

(xi)− µAj
(xi)

)2
√√√√ 1

n2

n∑

i=n1+1

(
êAj

(xi)− eAj
(xi)

)2
,

(6.21)

where C1 > 0 is an absolute constant and C depends on logD, d, B, M , τ , η, β, and the

surface area of M.

Theorem 6.1 is proved in Appendix D.2.1. Theorem 6.1 corroborates the doubly robust

property of π̂DR. The regret of π̂DR is not sensitive to the individual estimation error of ei-

ther µ̂Aj
or êAj

, since the bound depends on the product of the estimation errors. Combining

Theorem 6.1 and Lemma 6.1 yields the following corollary (see proof in Appendix D.2.2).

Corollary 6.1. Suppose Assumption 3.1, 3.2, 6.1, and 6.A.2 – 6.A.3 hold. If the network

structures are chosen as in Lemma 6.1 and Theorem 6.1, the following regret bound holds

with probability no less than 1− C1n
− α∧β

2(α∧β)+d log3 n

R(π∗
β, π̂DR) ≤ C|A|

16α+7d
2(2α+d)n− α∧β

2(α∧β)+d log3/2 n (6.22)

where C1 is an absolute constant, and C depends on logD, d, B, M , σ, τ , η, α, β, and the

surface area of M.

In comparison with existing works, our theory has several advantages:
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• We allow competing the learned policy π̂DR with the best oracle policy, while sev-

eral closely related works [206, 193] only consider competing with the best in-class

policy. Specifically, our learnable policy class Π|A|
NN is chosen depending on the sam-

ple size n and regularity of oracle policies. In Theorem 6.1, we established a regret

bound on R(π∗
β, π̂DR). Note that π∗

β ∈ ΠHβ does not necessarily belong to Π
|A|
NN. In

contrast, [193] only applies to a comparison of π̂DR to the best policy π∗
NN ∈ Π

|A|
NN,

with Π
|A|
NN being given a priori. Figure 6.1 demonstrates such a difference.
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Figure 6.1: Learned policy π̂DR competes with best in-class policy π∗
NN and best oracle

policy π∗
β . [193] analyzed the regret between π̂DR and π∗

NN, while our analysis applies to
π̂DR compared to π∗

β .

• By considering the low-dimensional geometric structures of the covariates, we obtain

a fast rate depending on the intrinsic dimension d. Our theory partially justifies the

success of off-policy learning by neural networks for high-dimensional data with

low-dimensional structures.

• Our assumptions on the propensity score and expected reward are weak in the sense

that the Hölder index α ≥ 1 can be arbitrary. In [206] and [193], the Hölder index

α of the propensity score and expected reward needs to satisfy 2α > D. This con-

dition is hard to satisfy when the covariates are high-dimensional, unless µAj
’s and

eAj
’s are super smooth with bounded high-order derivatives. Moreover, our theory is

obtained by optimally choosing the policy network class Π|A|
NN, yet [193, Assumption

3] requires a pre-fixed policy class with certain bounded complexity.
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• Our theory is nonasymptotic, while most existing works focus on asymptotic analysis

[193, 192, 206].

Remark 6.1. In Lemma 6.1 and Theorem 6.1, we consider the weight parameters in net-

work classes being uniformly bounded. Such a condition is often implicitly implemented in

practice, such as using weight decay (ℓ2-norm penalty), weight normalization [208, 209]

and weight clipping. From a theoretical point of view, the boundedness condition is only

imposed for technical convenience to control the complexity of the network class (see the

covering number in Lemma D.5). In fact, we can remove such a condition and obtain the

same nonasymptotic policy learning guarantees up to a logarithmic factor in n, when the

propensity score and expected reward functions are α-Hölder continuous on manifold M

with α ≥ 1 being an integer. We provide a detailed analysis in Appendix D.1.

Regret Bound of Learned Policy versus Unconstrained Optimal Policy

We have shown that neural networks can accurately learn an oracle Hölder policy in Corol-

lary 6.1. In this section, we enlarge the oracle policy class to capture all possible poli-

cies, including highly nonsmooth polices, e.g., deterministic policies. We show that neural

networks can still achieve a small regret, due to their strong expressive power. The rela-

tionship between the Hölder policy class, neural network policy class, and unconstrained

policy class is depicted in Figure 6.2.

The unconstrained optimal policy is defined as

π∗ = argmax
π

Q(π).

To establish the regret bound of π̂DR in (Eq. 6.8) against π∗, we need the following assump-

tion on the µAj
’s.

Assumption 6.A.4 (Noise Condition). Let q ≥ 1 and denote j∗(x) = argmaxj µAj
(x).
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Deterministic Policy

Figure 6.2: The unconstrained policy class is the whole probability simplex with vertices
being deterministic polices. The inclusion relation of the neural network policy class and
the Hölder policy class indicates that for any Hölder continuous policy, there is an approx-
imation given by a neural network policy.

There exists c > 0, such that

P
[∣∣µAj∗(x)(x)− max

j ̸=j∗(x)
µAj

(x)
∣∣ ≤Mt

]
≤ ctq, for any t ∈ (0, 1).

Assumption 6.A.4 implies that, with high probability, there exists an optimal action

whose expected reward is larger than those of others by a positive margin. This is an

analogue of Tsybakov low-noise condition [210] in multi-class classification problems,

which appears similarly in [211]. A similar noisy condition for policy learning with binary

actions are proposed in [169]. Assumption 6.A.4 is a generalization of that in [169] to

multiple actions. We illustrate the noise condition in a binary-action scenario in Figure 6.3.

We utilize a temperature parameter H in the Softmax layer of the neural network to

better learn the unconstrained optimal policy. Under the Hölder continuity in Assumption

6.A.3, there exists a deterministic optimal policy π∗, i.e., π∗(x) = Aj∗(x), which is a one-

hot vector. In contrast, the output of the Softmax function is a randomized policy (i.e., a

vector in the interior of the simplex), unless the output of the neural network is positive

infinity. Accordingly, we adopt the Softmax function with a tunable temperature parameter
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|µA1(x) � µA2(x)| /M

Figure 6.3: Noise condition in a binary-action scenario. “Large” noise corresponds to high
densities when |µA1(x)− µA2(x)| is small; “Small” noise corresponds to low densities near
the origin.

H to push the learned policy to a one-hot vector. This idea has given many empirical

successes in reinforcement learning [212, 213]. Specifically, we set

Π
|A|
NN(H) = {SoftmaxH(f) with f : M 7→ R|A| ∈ F(LΠ, pΠ, KΠ, κΠ, RΠ)}, (6.23)

where [SoftmaxH(f)]i = exp(fi/H)∑
j exp(fj/H)

. A small temperature H will push the output of

Π
|A|
NN(H) towards a one-hot vector, which can better approximate the deterministic policy

π∗.

Our main result is the following regret bound of π̂DR (see proof in Appendix D.2.3).

Theorem 6.2. Suppose Assumption 3.1, 3.2, 6.1, and 6.A.2 – 6.A.4 hold. Assume the

network structures defined in Lemma 6.1 are used to estimate the µAj
’s and the eAj

’s. If

the network parameters of Π|A|
NN(H) are chosen with

LΠ = O (log n) , pΠ = O
(
|A|n d

2α+d

)
, KΠ = O

(
|A|n d

2α+d log n
)
,

κΠ = max{B,M,
√
d, τ 2, 1/H}, RΠ =M,

then the following bound holds with probability no less than 1− C1n
− α

2α+d log3 n,

R(π∗, π̂DR) ≤ C|A|
16α+7d
2(2α+d)n− α

2α+d log3/2 n log1/2 (1/H)︸ ︷︷ ︸
T1
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+ min
t∈(0,1)

2cMtq +M |A|2 exp
[(

−Mt+ 2n− α
2α+d

)
/H
]

︸ ︷︷ ︸
T2

,

(6.24)

where C1 is an absolute constant, and C depends on logD, d, B, M , σ, τ , η, α, and the

surface area of M.

We observe that our choice of the policy network Π
|A|
NN(H) is adaptive to the smoothness

in the propensity score and expected reward. However, the policy network Π
|A|
NN(H) is con-

structed for approximating a deterministic optimal policy π∗ (akin to a classifier) that is not

smooth with respect to its input covariate. Indeed, we propose novel policy approximation

technique beyond existing function approximation theories of neural networks on mani-

folds [214, 93]. Specifically, we compute SoftmaxH [µ̃A1 , . . . , µ̃A|A| ]
⊤ to approximate π∗,

where µ̃ is an approximation to the expected reward function µ. There are two advantages.

On the one hand, SoftmaxH [µ̃A1 , . . . , µ̃A|A| ]
⊤ maintains the preference to the optimal ac-

tion returned by π∗, thanks to the noise condition in Assumption 6.A.4. On the other hand,

by Assumption 6.A.3, we can efficiently approximate the expected reward functions using

neural networks as they are α-Hölder smooth.

The regret R(π∗, π̂DR) consists of two parts: a variance term T1 and a bias term T2.

When the temperature H is fixed, the variance T1 converges at the rate n− α
2α+d , while

the bias T2 does not vanish. This is because π̂DR is a random policy as the output of a

softmax function, while π∗ is deterministic as a one-hot vector under Assumption 6.A.4.

Furthermore, π̂DR is asymptotically consistent with π∗ when H → 0. If we choose H =

n− 2α
2α+d and t = 2n− α

2α+d , then T2 converges at the rate n− qα
2α+d and T1 converges at the rate

n− α
2α+d . We have the following corollary.

Corollary 6.2. Suppose Assumption 3.1, 3.2, 6.1, and 6.A.2 – 6.A.4 hold. In the setup of
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Theorem 6.2, setting H = n− 2α
2α+d and t = 2n− α

2α+d gives rise to

R(π∗, π̂DR) ≤ C|A|
16α+7d
2(2α+d)n− (1∧q)α

2α+d log2 n (6.25)

with probability no less than 1 − C1n
− α

2α+d log3 n, where C1 is an absolute constant, and

C depends on logD, d, B, M , σ, τ , η, α, and the surface area of M.

6.3.2 Regret with Continuous Action

Our analysis can be extended to the continuous-action scenario. For simplicity, we let the

action space be a unit interval, i.e., A = [0, 1]. In such a continuous-action scenario, a

policy π(x, ·), either randomized or deterministic, is a probability distribution on [0, 1] for

each covariate x ∈ M. The expected reward of the policy π is defined as

Q(π) =

∫

M

∫ 1

0

µ(x, A)π(x, A)dAdP(x), (6.26)

where P is the marginal distribution of covariate x.

As mentioned in Section 6.2.2, we tackle the continuous-action scenario using a dis-

cretization technique on the action space. This is motivated by practical applications where

continuous objects are often quantized. The action space A is uniformly partitioned into

V sub-intervals Ij = [(j − 1)/V, j/V ] for j = 1, . . . , V , where V is to be determined in

Theorem 6.3. The discretized version of the propensity score and the expected reward on

Ij are defined in (Eq. 6.9).

We also consider discretized policies on A. In particular, we identify all the actions

belonging to a single sub-interval Ij as its midpoint Aj = 2j−1
2V

. A discretized policy is

defined as

π(D)(x, A) =
V∑

j=1

pj(x)δAj
(A), (6.27)
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where δAj
is the Dirac delta function at Aj and pj(x) denotes the probability of choosing

action Aj , which satisifes
∑V

j=1 pj(x) = 1. In fact, π(D)(x, ·) can be interpreted as a vector

in the V -dimensional simplex, since it is only supported on V discretized actions. For

simplicity, we denote vector π(D)(x) = [p1(x), . . . , pV (x)]
⊤ with pj(x) representing the

probability of choosing the action Aj , as an equivalent notation of π(D)(x, ·).

For the discretized policy in (Eq. 6.27), the discretized expected reward is defined as

Q(D)(π(D)) =

∫

M

〈
[µI1(x), . . . , µIV (x)]

⊤, π(D)(x)
〉
dP(x). (6.28)

We observe the analogy between (Eq. 6.28) and (Eq. 6.3) — the discrete conditional reward

µAj
is replaced by the discretized conditional reward µIj , and the number of discrete actions

|A| becomes the number of discretized actions V . On the other hand, the expected reward

of a discretized policy is

Q(π(D)) =

∫

M

∫ 1

0

µ(x, A)
V∑

j=1

πj(x)δAj
(A)dAdP(x)

=

∫

M

〈
[µ(x, A1), . . . , µ(x, AV )]

⊤, π(D)(x)
〉
dP(x). (6.29)

The following lemma shows that if the µ(x, A) is Lipschitz in A uniformly for any

x ∈ M, Q(D)(π(D)) is close to Q(π(D)) when V is large (see proof in Appendix D.3.2).

Lemma 6.2. Assume there exists a constant Lµ > 0 such that

sup
x∈M

|µ(x, A)− µ(x, Ã)| ≤ Lµ|A− Ã| for any A, Ã ∈ [0, 1].

Then for any discretized policy π(D) given in (Eq. 6.27), we have

|Q(π(D))−Q(D)(π(D))| ≤ Lµ/V.

We remark a key difference between (Eq. 6.28) and (Eq. 6.29). To evaluate (Eq. 6.29),
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one needs to accurately estimate the µ(x, Aj)’s, which requires the action Aj to be re-

peatedly observed. However, this is prohibitive in the continuous-action scenario, since

an action Aj is observed with probability 0. In contrast, (Eq. 6.28) relies on the average

expected reward on a sub-interval, which can be estimated using standard nonparametric

methods in the following Section 6.3.2. Moreover, thanks to Lemma 6.2, we can well

approximate Q(π(D)) by Q(D)(π(D)) up to a small discretization error. This is crucial to

establish the regret bound in Theorem 6.3.

Doubly Robust Policy Learning with Continuous Actions

After discretization, we can apply the doubly robust framework to learn an optimal dis-

cretized policy.

In the first stage, we estimate the µIj ’s and eIj ’s. In the sequel, we use the plain font ai

to denote the observed action of the i-th sample. The bold font ai ∈ {0, 1}V denotes the

one-hot vector with the j-th element being 1, if ai ∈ Ij . Similar to (Eq. 6.4) – (Eq. 6.6)

in the finite-action case, we obtain estimators of the µIj ’s and eIj ’s by minimizing the

following empirical risks:

µ̂Ij(x) = argmin
f∈FNN

1

nIj

n1∑

i=1

(yi − f(xi))
21{ai ∈ Ij} with nIj =

n1∑

i=1

1{ai ∈ Ij},

(6.30)

and

ĝ(x) = argmin
g∈GNN

1

n1

n1∑

i=1

−
〈
[g(xi)

⊤, 1]⊤, ai

〉
+ log

(
1 +

V−1∑

j=1

exp([g(xi)]j)
)
, (6.31)

êIj(x) =
exp([ĝ(x)]j)

1 +
∑V−1

j=1 exp([ĝ(x)]j)
for j ≤ V − 1, and êIV (x) =

1

1 +
∑V−1

j=1 exp([ĝ(x)]j)
,

(6.32)

where FNN : M → R and GNN : M → RV−1 are neural networks.
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Algorithm 2 A two–stage algorithm for doubly-robust off-policy learning with continuous
actions.

Input: Collected data {(xi, ai, yi)}ni=1. Network architectures FNN,GNN and ΠV
NN(H).

Stage 1: Estimating µAj
and eAj

.
For each action Aj ,

• For each action Aj , estimate the reward function µAj
by solving (Eq. 6.30),

• Estimate eAj
’s by solving (Eq. 6.31) – (Eq. 6.32).

Stage 2: Policy Learning.

• Learn the optimal policy by solving (Eq. 6.33).

Output: Learned policy π̂DR.

Remark 6.2. Although our method suggests partitioning the continuous action space into

V sub-intervals, we do not require training V independent neural networks for estimating

the expected reward and propensity score functions. In practice, the networks for estimating

expected reward functions often share a large amount of parameters. The shared part is

expected to extract useful data embeddings, while the remaining network layers adapt to

individual target expected reward functions. In addition, to estimate the propensity score,

we directly train a single multi-dimensional input-output neural network.

In the second stage, we learn an optimal discretized policy using the µ̂Ij ’s and êIj ’s.

Recall that we define a mapping I(ai) := Ij for ai ∈ Ij to index which sub-interval ai

belongs to. We use neural networks to learn a discretized policy by maximizing the doubly

robust empirical reward in (Eq. 6.10) and (Eq. 6.11), i.e.,

π̂ C-DR = argmax
π∈ΠV

NN(H)

Q̂(D)(π), (6.33)

where ΠV
NN(H) represents the network class in (Eq. 6.10), which is defined as (Eq. 6.23).

We emphasize that π̂C-DR is a discretized policy and the output π̂C-DR(x) is a V -dimensional

vector in the simplex. Our algorithm for learning policies with continuous actions is sum-

marized in Algorithm 2.
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Regret Bound of Learned Discretized Policy

We begin with several assumptions, which are the continuous counterparts of Assumptions

6.A.2 – 6.A.4 in the finite-action scenario.

Assumption 6.B.2. The propensity score and random reward satisfy:

(i) Overlap: e(x, A) ≥ η for any A ∈ A, where η > 0 is a constant.

(ii) Bounded Reward: |Y (x, A)| ≤ M1 for any (x, A) ∈ M× [0, 1], where M1 > 0 is a

constant.

Assumption 6.B.3. Given a Hölder index α ≥ 1, we have both the expected reward

µ(·, A) ∈ Hα(M) and the propensity score e(·, A) ∈ Hα(M) for any fixed action A.

Moreover, the Hölder norms of µ(·, A) and e(·, A) are uniformly bounded for any A ∈

[0, 1], i.e.,

sup
A∈[0,1]

∥µ(·, A)∥Hα ≤M2, and sup
A∈[0,1]

∥e(·, A)∥Hα ≤M2

for some constant M2 > 0. Furthermore, there exists a constant M3 > 0 such that

sup
x∈M

|µ(x, A1)− µ(x, A2)| ≤M3|A1 − A2| for any A1, A2 ∈ [0, 1].

There also exists a constant M4 > 0 such that

∥∥∥∥log
(∫

I1

e(x, A)dA/

∫

I2

e(x, A)dA

)∥∥∥∥
Hα

≤M4

for any intervals I1, I2 ⊂ [0, 1] of the same length.

Let pI(x) =
∫
I
e(x, A)dA denote the probability of choosing actions in I given x. In

Assumption 6.B.3, the condition e(·, A) ∈ Hα(M) for any given A implies pI ∈ Hα(M)

(see Lemma D.8). Combining this and Assumption 6.B.2 (ii) of e(x, A) ≥ η > 0, one

deduces that log(pI1(x)/pI2(x)) belongs to Hα(M) with a bounded Hölder norm. See

110



Lemma D.9 – D.10 in Appendix D.4 for a formal justification. For simplicity, we denote

M = max{1,M1, 2M2,M3,M4,− log η}. (6.34)

Assumption 6.B.4 (Continuous Noise Condition). The following two conditions hold:

(i) For each fixed x ∈ M, µ(x, A) is unimodal with respect to A: there exists a unique

optimal action A∗(x) ∈ A such that µ(x, A∗(x)) = maxA∈A µ(x, A).

(ii) There exist constants q ≥ 1 and c > 0, such that

P [µ(x, A∗(x))− µ(x, A) ≤Mt given |A− A∗(x)| ≥ γ] ≤ ctq(1− γ),

holds for any t ∈ (0, 1) and any γ ∈ (0, 1), where P denotes the marginal distribution

on x.

Assumption 6.B.4 generalizes the noise condition for finite actions in Assumption

6.A.4, to the continuous-action scenario. Assmption 6.B.4 (i) assures the uniqueness of the

optimal action given each covariate. Assumption 6.B.4 (ii) means that, with high probabil-

ity, there is a gap between the reward at the optimal action and the rewards in its neighbors.

Such a noise condition is important to derive the regret bound of the learned policy against

the unconstrained optimal policy.

We establish a regret bound of π̂C-DR against the unconstrained optimal (deterministic)

policy

π∗
C = argmax

π
Q(π)

where Q(π) is defined in (Eq. 6.26). Due to Assumption 6.B.4 (i), π∗
C is deterministic with

π∗
C(x, ·) = δA∗(x)(·). The following theorem establishes the regret bound of π̂C-DR against

π∗
C.
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Theorem 6.3. Suppose Assumption 3.1, 3.2, 6.1, and 6.B.2 – 6.B.4 hold. Set FNN =

F(L1, p1, K1, κ1, R1) in (Eq. 6.30) and GNN = F(L2, p2, K2, κ2, R2) in (Eq. 6.31) with

L1 = O(log n), p1 = O

(
η

d
2α+dn

12αd+7d2

7(2α+d)2

)
, K1 = O

(
η

d
2α+dn

12αd+7d2

7(2α+d)2 log n

)
,

κ1 = max{B,M,
√
d, τ 2}, R1 =M,

(6.35)

and

L2 = O(log n), p2 = O

(
n

4α2+14αd+7d2

7(2α+d)2

)
, K2 = O

(
n

4α2+14αd+7d2

7(2α+d)2 log n

)
,

κ2 = max{B,M,
√
d, τ 2}, R2 =M.

(6.36)

If the network parameters in ΠV
NN(H) are chosen as

LΠ = O(log n), pΠ = O
(
n

2α+7d
7(2α+d)

)
, KΠ = O

(
n

2α+7d
7(2α+d) log n

)
,

κΠ = max{B,M,
√
d, τ 2}, RΠ =M, (6.37)

and we set V = O
(
n2α/7(2α+d)

)
, the following bound holds with probability no less than

1− C1n
− 6α2+5αd

7(2α+d)2 log3 n

R(π∗
C, π̂C−DR) ≤ Cn− 2α

7(2α+d) log3/2 n log1/2 1/H

+
[
2cMtq +Mn

4α
7(2α+d) exp

(
−
(
Mt− 4Mn− 2α

7(2α+d)

)
/H
)]

(6.38)

for any t ∈
(
2(1 + 1/M)n− 2α

7(2α+d) , 1
)

, where C1 is an absolute constant and C depends

on logD, d, B, M, σ, τ, η, α, and the surface area of M.

Theorem 6.3 is proved in Appendix D.2.4. Rewriting V = O

(
n

1

7(1+ d
2α)
)

, Theorem 6.3

suggests that

• When d and α are fixed, as sample size n grows, we form finer discretization (large

V ) to solve the problem with higher accuracy.
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• If the intrinsic dimension d is large or smoothness index α is small, the problem is

of high complexity. Therefore, when the sample size n is fixed, the discretization

is coarse (small V ), to ensure a good estimation using sufficient samples in each

sub-interval.

This indeed matches intuition: It is an indication of increased complexity if either the

intrinsic dimension d is large or smoothness index α is small. Therefore, we need to be

conservative in discretization as a compromise of limited training sample budget.

Similar to (Eq. 6.24) in Theorem 6.2, the bound in Theorem 6.3 contains a variance

term (the first term) and a bias term (the second term in square brackets). In particular,

the bias term consists of problem reduction error, neural network approximation error and

the discretization error. The network approximation error is the same one as that in Theo-

rem 6.2. The problem reduction error is due to a nontrivial reduction of the policy learning

problem with continuous actions to a policy learning problem with discrete actions. The

discretization error is due to the discretization of the action domain and the difference be-

tween µIj ’s and µAj
’s. See the term I3 and III3 in (Eq. D.52) for details. In our proof,

new techniques are developed to bound the additional error terms. Note that the variance

converges in the rate of n− 2α
7(2α+d) . For a fixed H , the bias term does not vanish as n goes to

infinity. If we setH = n− 2α
7(2α+d) and t = 4(1+M+1/M)n− α

7(2α+d) , the bias term converges

in the rate of n− 2qα
7(2α+d) . Under this choice, the behavior of R(π∗

C, π̂C−DR) is summarized in

the following corollary.

Corollary 6.3. Suppose Assumption 3.1, 3.2, 6.1, and 6.B.2 – 6.B.4 hold. In the setup of

Theorem 6.3, setting H = n− 2α
7(2α+d) and t = 4(1 +M + 1/M)n− α

7(2α+d) gives rise to

R(π∗
C, π̂C−DR) ≤ Cn− 2α

7(2(q∧1)α+d) log2 n (6.39)

with probability no less than 1−C1n
− 6α2+5αd

7(2α+d)2 log3 n, where C1 is an absolute constant and

C depends on logD , d, B, M, σ, τ, η, α, and the surface area of M.
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There are limited theoretical guarantees for causal inference with continuous actions.

[172] proposed a doubly robust method to estimate continuous treatment effects. The

asymptotic behavior of the method was analyzed while the policy learning problem was

not addressed. To our knowledge, Theorem 6.3 and Corollary 6.3 is the first finite-sample

performance guarantee of policy learning with continuous actions.

6.4 Conclusion and Discussion

This chapter establishes statistical guarantee for doubly robust off-policy learning by neu-

ral networks. The covariate is assumed to be on a low-dimensional manifold. Non-

asymptotic regret bounds for the learned policy are proved in the finite-action scenario

and in the continuous-action scenario. Our results show that when the covariates exhibit

low dimensional-structures, neural networks provide a fast convergence rate whose expo-

nent depends on the intrinsic dimension of the manifold instead of the ambient dimension.

Our results partially justify the success of neural networks in causal inference with high-

dimensional covariates.

We finally provide some discussions in connection with the existing literature.

Sample Complexity Lower Bound without Low-dimensional Structures [187] estab-

lished a lower bound of the sample complexity for policy evaluation (or treatment effect

estimation), when the covariates are in RD and do not have low-dimensional structures.

Specifically, they assume that both the initial policy and reward functions belong to a

Hölder space. The sample complexity needs to be at least exponential in the dimension

D. This result shows that the rate can not be improved unless additional assumptions are

made. By assuming that the covariates are on a d-dimensional manifold, our sample com-

plexity only depends on the intrinsic dimension d. We remark that [187] studied the Hölder

space with a Hölder index α ∈ (0, 1], while we focus on the case of α ≥ 1. In the case that

α = 1, if we have q ≥ 1 (in Assumption 6.A.4), Corollary 6.2 gives the convergence rate
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O
(
n− 1

2+d log3 n
)

. This rate is better than the minimax rate O
(
n− 1

2+D

)
from [187] thanks

to the low-dimensional structures of the covariates.

Nonconvex Optimization of Deep Neural Networks Our theoretical guarantees hold

for the global optimum of (Eq. 6.4)-(Eq. 6.8). However, solving these optimization can be

difficult in practice. Some recent empirical and theoretical results have shown that large

neural networks help to ease the optimization without sacrificing statistical efficiency [157,

158]. This is also referred to as an overparameterization phenomenon. We will leave it for

future investigation.

Inference on the Optimal Expected Value Function Our analysis provides nonasymp-

totic regret bounds of learned policies, which can provide a rough confidence interval of

the optimal expected value function. For example, Corollary 6.1 implies

E[Q(π∗
β)]

∈
[
Q(π̂DR)− C|A|

16α+7d
2(2α+d)n− α∧β

2(α∧β)+d log2 n, Q(π̂DR) + C|A|
16α+7d
2(2α+d)n− α∧β

2(α∧β)+d log2 n
]

with probability 1− Õ(n− α∧β
2(α∧β)+d ). Nonetheless, the constant C is not exactly given.

It is yet relatively difficult to establish precise asymptotic confidence intervals for the

optimal expected value function. The optimal value function is obtained by optimizing

policy among a properly chosen class ΠNN (neural network policy class). Therefore, we

need to study the asymptotic distribution of supπ∈ΠNN
E[Q(π(x))], which can be viewed as

the supremum of a stochastic process indexed by π ∈ ΠNN. As can be seen, this is much

more difficult compared to policy evaluation problems, where the target policy is fixed.

We suspect that Stein’s method [215, 216] can provide an initial analytical framework,

however, a rigorous analysis is beyond the scope of the chapter.
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CHAPTER 7

CONCLUDING REMARKS

In this thesis, we show deep neural networks are adaptive to data intrinsic structures in

function approximation and statistical applications. Specifically, when data concentrate

on a low-dimensional Riemannian manifold, neural networks are capable of efficiently

approximating Hölder, Sobolev, and Besov functions. The size of the network grows de-

pending on the manifold dimension. Besides approximating a target function in terms of

function value, we extend approximation guarantees to first-order derivatives.

Turning towards statistical applications, we show that by choosing network architec-

tures according to our approximation theories, neural networks can circumvent the curse

of data ambient dimensionality. In particular, for nonparametric regression/classification,

distribution estimation, and causal inference problems, we obtain fast statistical guaran-

tees. The convergence rate weakly depends on the data ambient dimension. These results

partially explain the remarkable success of neural networks in practice.

7.1 Future Directions

Besides future directions presented in the end of each previous chapter, we discuss addi-

tional future topics.

Robust function approximation and generalization guarantees Existing works on func-

tion approximation theories focus on how well a neural network can approximate target

function value under certain metrics, e.g., function L∞ norm. However, such approxima-

tion theories may fail to control the Lipschitz continuity of the network, and the obtained

neural network can be highly zigzagging. This leaves a significant vacancy in theory on

understanding whether neural network can well approximate the target function beyond
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zero-th order. I aim to establish robust function approximation theories, showing that over-

parameterized neural networks not only recover function value, but also replicate target

function’s Lipschitz continuity.

Furthermore, in practice, Lipschitzness or even higher-order smoothness is often in-

duced by computational heuristics, e.g., weight decay and spectral normalization, and the

trained networks yield better generalization performance and are robust against adversarial

attacks. I plan to study whether popular optimization algorithms can optimize the net-

work architecture suggested by the robust function approximation theory and bias towards

the desired network. This will build upon my preliminary understandings of algorithmic

behaviors of first-order methods in nonconvex problems [217, 218, 219]. I foresee these

results possess intimate connections to max-margin classification, adversarial training, and

transfer learning.

Deep reinforcement learning Deep reinforcement learning creates astounding AI game

players like AlphaGo to convincingly beat top professional human players. In multi-player

games, deep reinforcement learning is also competitive or even better than human be-

ings. However, the success of deep reinforcement learning lacks theoretical understand-

ing. Many existing works of RL are established under simplified assumptions, e.g., linear

function approximation in reward and transition kernels. I plan to study neural network-

parameterized policy learning and evaluation problems in general online/off-line RL. This

will leverage the efficient function approximation theories and statistical analyzing tools.

In addition, I expect neural networks can adapt to geometric structures in the state-action

space, and circumvent the curse of data dimensionality.

In addition, for multi-agent environment, the joint state-action space grows exponen-

tially in the number of agents (curse of many agents). I tackle such a challenge by utilizing

the rotational invariance among agents [220], which results in a mean-field formulation of

multi-agent RL problems. I am interested in exploring other structural interactions between
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agents, e.g., interaction according to a sparsely connected graph, for potential mitigation of

the curse of many agents.

Transfer learning Transfer learning is widely used in modern deep learning applications,

including natural language processing and computer vision. Adapting large pre-trained

models to downstream tasks gives rise to the state-of-the-art performance. More interest-

ingly, empirical results suggest that fine-tuning a small fraction of the pre-trained model

or adding simple adaptation layers already yield superior performance, and therefore, the

adaptation is both computation and sample efficient. Despite empirical successes, limited

theory has been developed to understand the power of pre-trained models and their ability

of adaptation. I plan to study transfer learning through the function approximation and

statistical perspective. In particular, I aim to investigate the following questions:

• Under what conditions, fine-tuning a small fraction of parameters in a large network

allows rich function approximation?

• Under what conditions, adding simple adaptation layers allows rich function approx-

imation?

• From a statistical perspective, does adapting a pre-trained model gives rise to better

sample complexity in comparison to training from scratch?

The first two questions are closely related to perturbation analysis of neural networks.

Different from conventional studies, the perturbation is now added on the model parame-

ters. Therefore, I expect to utilize tools from constructive function approximation as well

as develop new ones. The third question targets at a statistical measure of useful informa-

tion extracted from the pre-training stage. The information can be viewed as increasing the

“effective” sample complexity of downstream tasks. Nonetheless, a systematic measure of

the information is very open.
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APPENDIX A

OMITTED PROOFS IN CHAPTER 3

A.1 Proofs of Preliminary Results in Section 3.1

A.1.1 Proof of Lemma 3.1

Proof. We partition the interval [0, 1] uniformly into 2N subintervals Ik = [ k
2N
, k+1

2N
] for k =

0, . . . , 2N − 1. We approximate f(x) = x2 on these subintervals by a linear interpolation

f̂k =
2k + 1

2N

(
x− k

2N

)
+

k2

22N
, for x ∈ Ik.

It is straightforward to check that f̂k meets f at the endpoints k
2N
, k+1

2N
of Ik.

We evaluate the approximation error of f̂k on the interval Ik:

max
x∈Ik

∣∣∣f(x)− f̂k(x)
∣∣∣ = max

x∈Ik

∣∣∣∣x2 −
2k + 1

2N
x+

k2 + k

22N

∣∣∣∣

= max
x∈Ik

∣∣∣∣∣

(
x− 2k + 1

2N+1

)2

− 1

22N+2

∣∣∣∣∣

=
1

22N+2
.

Note that this approximation error does not depend on k. Thus, in order to achieve an ϵ

approximation error, we only need

1

22N+2
≤ ϵ =⇒ N ≥ log 1

ϵ

2 log 2
− 1.

Since 2 log 2 > 1, we let N =
⌈
log 1

ϵ

⌉
and denote fN =

∑2N−1
k=0 f̂k1{x ∈ Ik}. We compute
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the increment from fN−1 to fN for x ∈
[

k
2N−1 ,

k+1
2N−1

]
as

fN−1 − fN =





k2

22(N−1) +
2k+1
2N−1

(
x− k

2N−1

)
− k2

22(N−1) − 4k+1
2N

(
x− k

2N−1

)
, x ∈

[
k

2N−1 ,
2k+1
2N

)

k2

22(N−1) +
2k+1
2N−1

(
x− k

2N−1

)
− (2k+1)2

22N
− 4k+3

2N

(
x− 2k+1

2N

)
, x ∈

[
2k+1
2N

, k+1
2N−1

)

=





1
2N
x− k

22N−1 , x ∈
[

k
2N−1 ,

2k+1
2N

)

− 1
2N
x+ k+1

22N−1 , x ∈
[
2k+1
2N

, k+1
2N−1

) .

We observe that fN−1 − fN is a triangular function on
[

k
2N−1 ,

k+1
2N−1

]
. The maximum is

1
22N

independent of k attained at x = 2k+1
2N

. The minimum is 0 attained at the endpoints

k
2N−1 ,

k+1
2N−1 . To implement fN , we consider a triangular function representable by a one-

layer ReLU network:

g(x) = 2σ(x)− 4σ(x− 0.5) + 2σ(x− 1).

Denote by gm = g ◦ g ◦ · · · ◦ g the composition of totally m functions g. Observe that

gm is a sawtooth function with 2m−1 peaks at 2k+1
2m

for k = 0, . . . , 2m−1 − 1, and we have

gm
(
2k+1
2m

)
= 1 for k = 0, . . . , 2m−1−1. Then we have fN−1−fN = 1

22N
gN . By induction,

we have

fN = fN−1 −
1

22N
gN

= fN−2 −
1

22N
gN − 1

22N−2
gN−1

= · · ·

= x−
N∑

k=1

1

22k
gk.

Therefore, fN can be implemented by a ReLU network of depth
⌈
log 1

ϵ

⌉
≤ log 1

ϵ
+ 1.

Meanwhile, each layer consists of at most 3 neurons. Hence, the total number of neurons

and weight parameters is no more than c log 1
ϵ

for an absolute constant c.
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A.1.2 Proof of Corollary 3.1

Proof. Let f̂δ be an approximation of the quadratic function on [0, 1] with error δ ∈ (0, 1).

We set

×̂(x, y) = C2

(
f̂δ

( |x+ y|
2C

)
− f̂δ

( |x− y|
2C

))
.

Now we determine δ. We bound the error of ×̂

∣∣×̂(x, y)− xy
∣∣ = C2

∣∣∣∣f̂δ
( |x+ y|

2C

)
− |x+ y|2

4C2
− f̂δ

( |x− y|
2C

)
+

|x− y|2
4C2

∣∣∣∣

≤ C2

∣∣∣∣f̂δ
( |x+ y|

2C

)
− |x+ y|2

4C2

∣∣∣∣+
∣∣∣∣f̂δ
( |x− y|

2C

)
− |x− y|2

4C2

∣∣∣∣

≤ 2C2δ.

Thus, we pick δ = ϵ
2C2 to ensure

∣∣×̂(x, y)− xy
∣∣ ≤ ϵ for any inputs x and y. As shown

in Lemma 3.1, we can implement f̂δ using a ReLU network of depth at most c′ log 1
δ
=

c log C2

ϵ
with absolute constants c′, c. The proof is complete.

A.2 Proof of Approximation Theory of Feedforward Network (Theorem 3.1)

This section consists of the detailed proofs of Lemma 3.2, Lemma 3.3, local approximation

theory Theorem 3.3, error decomposition in Lemma 3.4 and a technical Lemma A.1 for

bounding the error, as well as the configuration of the desired ReLU network class for

universally approximating Hölder functions. For notational simplicity, we let s = ⌊α⌋ and

reload α = α− ⌊α⌋.

A.2.1 Proof of Lemma 3.2

Proof. We first show Pi defined on Ui is a homeomorphism, which implies (Ui,Pi) is a

chart on the manifold. Then by Proposition 6.10 in [22], we conclude Pi is a diffeomor-

phism.

To show Pi is a homeomorphism on Ui, we only need to show Pi has a continuous
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inverse. By Lemma 5.4 in [47], the derivative of Pi is nonsingular in Ui. The inverse func-

tion theorem implies that Pi is locally invertible in an open neighborhood B(ci, cτ)
⋂M

for some constant c > 0. In the following, we show by contradiction that the constant

c ≥ 1/4. Suppose not, there exist distinct points a,b ∈ Ui such that Pi(a) = Pi(b)

with ∥a− ci∥2 < τ/4 and ∥b− ci∥2 < τ/4. Using the triangle inequality, we obtain

∥a− b∥2 < τ/2. Applying Proposition 6.3 in [47], we derive

dM(a,b) < τ and dM(a, ci) < τ(1−
√
2/2)

with dM(·, ·) being the geodesic distance.

Furthermore, using Proposition 6.2 in [47], we lower bound the angle between the tangent

spaces Tci(M) and Ta(M) by

cos (∠(Ta(M), Tci(M)))
△
= min

u∈Ta(M)
max

v∈Tci (M)
| ⟨u,v⟩ | ≥ 1− 1

τ
dM(a, ci) >

√
2/2.

(A.1)

On the other hand, we consider a unit speed geodesic γ(t) starting from a and ending at b,

with γ(0) = a, γ(dM(a,b)) = b, and ∥γ̇∥2 = 1. Integration by parts yields

b− a = γ(dM(a,b))− γ(0)

=

∫ dM(a,b)

0

γ̇(t)dt

= γ̇(0)dM(a,b) +

∫ dM(a,b)

0

∫ t

0

γ̈(s)dsdt.

Rearranging terms gives rise to

∥b− a− γ̇(0)dM(a,b)∥2 ≤
∫ dM(a,b)

0

∫ t

0

∥γ̈(s)∥2 dsdt ≤
d2M(a,b)

2τ
, (A.2)

where the last inequality follows from Proposition 6.1 in [47]. Dividing (Eq. A.2) by
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dM(a,b) and plugging in dM(a,b) ≤ τ , we have

∥∥∥∥
b− a

dM(a,b)
− γ̇(0)

∥∥∥∥
2

<
1

2
.

For any unit vector v ∈ Tci(M), we evaluate the inner product

|⟨γ̇(0),v⟩| ≤
∣∣∣∣
〈
γ̇(0)− b− a

dM(a,b)
,v

〉∣∣∣∣+
∣∣∣∣
〈

b− a

dM(a,b)
,v

〉∣∣∣∣
(i)
=

∣∣∣∣
〈
γ̇(0)− b− a

dM(a,b)
,v

〉∣∣∣∣

≤
∥∥∥∥

b− a

dM(a,b)
− γ̇(0)

∥∥∥∥
2

<
1

2
, (A.3)

where
∣∣∣
〈

b−a
dM(a,b)

,v
〉∣∣∣ = 0 in equality (i), since Pi(a) = Pi(b) by our assertion. Combining

(Eq. A.1) and (Eq. A.3), we obtain

√
2

2
< cos (∠(Ta(M), Tci(M))) ≤ max

v∈Tci (M)
|⟨γ̇(0),v⟩| < 1

2
,

which is a contradiction. Therefore, we conclude that Pi is injective, and hence invertible

on the local neighborhood B(ci, τ/4)
⋂M. The continuity of Pi follows from its defi-

nition, and the inverse map of a continuous map is also continuous. Therefore, Pi is a

homeomorphism on B(ci, r)
⋂M for r ≤ τ/4.

The last step is to show Pi is also a diffeomorphism. We leverage the following propo-

sition.

Proposition A.1 (Proposition 6.10 in [22]). If (U, ϕ) is a chart on a manifold M, then the

coordinate map ϕ : U 7→ ϕ(U) is a diffeomorphism.

Since Pi is a homeomorphism, we deduce that (Ui,Pi) is a chart of M. Applying

Proposition A.1, we conclude that Pi is a diffeomorphism.
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A.2.2 Proof of Lemma 3.3

Proof. Recall that we choose local coordinate neighborhood Ui in Step 1 in Section 3.1.1.

Let Pi be the projection onto the tangent space Tci(M). Then {(Ui,Pi)} is an atlas of

M. Without loss of generality, we assume that {(Ui,Pi)} verifies the Hölder condition in

Definition 2.12. Now we rewrite fi ◦ ϕ−1
i as

(f ◦ ϕ−1
i )︸ ︷︷ ︸

g1

× (ρi ◦ ϕ−1
i )︸ ︷︷ ︸

g2

. (A.4)

By the definition of the partition of unity, we know g2 is C∞. This implies that g2 is

(s + 1) continuously differentiable. Since supp(ρi) is compact, the k-th derivative of g2 is

uniformly bounded by λi,k for any k ≤ s + 1. Let λi = maxk≤n+1 λi,k. We have for any

|n| ≤ n and x1,x2 ∈ Ui,

|Dng2(ϕi(x1))−Dng2(ϕi(x2))| ≤
√
dλi ∥ϕi(x1)− ϕi(x2)∥2

≤
√
dλib

1−α
i ∥x1 − x2∥1−α

2 ∥ϕi(x1)− ϕi(x2)∥α2 .

The last inequality follows from ϕi(x) = bi(V
⊤
i (x − ci) + ui) and ∥Vi∥2 = 1. Observe

that Ui is bounded, hence, we have ∥x1 − x2∥1−α
2 ≤ (2r)1−α. Absorbing ∥x1 − x2∥1−α

2

into
√
dλib

1−α
i , we have the derivative of g2 is Hölder continuous. We denote βi,α =

√
dλib

1−α
i (2r)1−α ≤

√
dλi(2r)

1−α. Similarly, g1 is Cs−1 by Assumption 3.3. Then there

exists a constant µi such that the k-th derivative of g1 is uniformly bounded by µi for

any k ≤ n − 1. These derivatives are also Hölder continuous with coefficient θi,α ≤
√
dµi(2r)

1−α.

By the Leibniz rule, for any |s| = s, we expand the s-th derivative of fi ◦ ϕ−1
i as

Ds(g1 × g2) =
∑

|p|+|q|=s

(
s

|p|

)
Dpg1D

qg2.
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Consider each summand in the above right-hand side. For any x1,x2 ∈ Ui, we derive

∣∣Dpg1(ϕi(x1))D
qg2(ϕi(x1))−Dpg1(ϕi(x2))D

qg2(ϕi(x2))
∣∣

=
∣∣Dpg1(ϕi(x1))D

qg2(ϕi(x1))−Dpg1(ϕi(x1))D
qg2(ϕi(x2))

+Dpg1(ϕi(x1))D
qg2(ϕi(x2))−Dpg1(ϕi(x2))D

qg2(ϕi(x2))
∣∣

≤|Dpg1(ϕi(x1))||Dqg2(ϕi(x1))−Dqg2(ϕi(x2))|

+ |Dqg2(ϕi(x2))||Dpg1(ϕi(x1))−Dpg1(ϕi(x2))|

≤µiθi,α ∥ϕi(x1)− ϕi(x2)∥α2 + λiβi,α ∥ϕi(x1)− ϕi(x2)∥α2

≤2
√
dµiλi(2r)

1−α ∥ϕi(x1)− ϕi(x2)∥α2 .

Observe that there are totally 2s summands in the right hand side of (Eq. A.4). Therefore,

for any x1,x2 ∈ Ui and |s| = s, we have

∣∣∣Ds(fi ◦ ϕ−1
i )
∣∣
ϕi(x1)

−Ds(fi ◦ ϕ−1
i )
∣∣
ϕi(x2)

∣∣∣ ≤ 2s+1
√
dµiλi(2r)

1−α ∥ϕi(x1)− ϕi(x2)∥α2 .

A.2.3 Proof of Taylor Polynomial Approximation

Proof of Theorem 3.3. The proof consists of two steps. We first approximate fi ◦ ϕ−1
i by a

Taylor polynomial, and then implement the Taylor polynomial using a ReLU network. To

ease the analysis, we extend fi ◦ϕ−1
i to the whole cube [0, 1]d by assigning fi ◦ϕ−1

i (x) = 0

for ϕi(x) ∈ [0, 1]d \ ϕi(Ui). It is straightforward to check that this extension preserves the

regularity of fi ◦ ϕ−1
i , since fi vanishes on the complement of the compact set supp(ρi) ⊂

Ui. For notational simplicity, we denote fϕ
i = fi ◦ ϕ−1

i with the extension. Accordingly,

Lemma 3.3 can be extended to the whole cube [0, 1]d without changing its proof, i.e., for
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any x1,x2 ∈ [0, 1]d and |s| = s, we have

∣∣∣Dsfϕ
i

∣∣
x1

−Dsfϕ
i

∣∣
x2

∣∣∣ ≤ 2s+1
√
dµiλi(2r)

1−α ∥x1 − x2∥α2 . (A.5)

Step 1. We define a trapezoid function

ψ(x) =





1 |x| < 1

2− |x| 1 ≤ |x| ≤ 2

0 |x| > 2

.

Note that we have ∥ψ∥∞ = 1. LetN be a positive integer, we form a uniform grid on [0, 1]d

by dividing each coordinate into N subintervals. We then consider a partition of unity on

these grid defined by

ζm(x) =
d∏

k=1

ψ
(
3N
(
xk −

mk

N

))
.

We can check that
∑

m ζm(x) = 1 as in Figure A.1.
<latexit sha1_base64="bT7d2xX5qKYuYnH9TjDOmvK1CkU=">AAACHnicbVDLSgMxFM3UV62vqks3wVaoC8tMfS4LblyVCvYBnTJk0kwbmnmQ3BHL0C9x46+4caGI4Er/xrSdhbYeCPdwzr3c3ONGgiswzW8js7S8srqWXc9tbG5t7+R395oqjCVlDRqKULZdopjgAWsAB8HakWTEdwVrucPrid+6Z1LxMLiDUcS6PukH3OOUgJac/HnRjgbcFsyD0mltVh+cIT7BticJTXxnOE5qY1vy/gCO01J08gWzbE6BF4mVkgJKUXfyn3YvpLHPAqCCKNWxzAi6CZHAqWDjnB0rFhE6JH3W0TQgPlPdZHreGB9ppYe9UOoXAJ6qvycS4is18l3d6RMYqHlvIv7ndWLwrroJD6IYWEBni7xYYAjxJCvc45JRECNNCJVc/xXTAdGxgE40p0Ow5k9eJM1K2boon91WCtVKGkcWHaBDVEIWukRVdIPqqIEoekTP6BW9GU/Gi/FufMxaM0Y6s4/+wPj6ASaKodo=</latexit>

�
�
3N
�
xk � mk

N

�� <latexit sha1_base64="dDSC/+pwv97CiiK+2/B24V0Xsz4=">AAACIHicbVDLSgMxFM34rPVVdekm2AoVscxUsS4LblyVCvYBnTJk0kwbmnmQ3BHL0E9x46+4caGI7vRrTNtZaOuBcA/n3MvNPW4kuALT/DKWlldW19YzG9nNre2d3dzeflOFsaSsQUMRyrZLFBM8YA3gIFg7koz4rmAtd3g98Vv3TCoeBncwiljXJ/2Ae5wS0JKTqxTsaMBtwTwontdm9cEZ4jNse5LQxHeGp9Y4qY1tyfsDOElLwcnlzZI5BV4kVkryKEXdyX3avZDGPguACqJUxzIj6CZEAqeCjbN2rFhE6JD0WUfTgPhMdZPpgWN8rJUe9kKpXwB4qv6eSIiv1Mh3dadPYKDmvYn4n9eJwbvqJjyIYmABnS3yYoEhxJO0cI9LRkGMNCFUcv1XTAdEBwM606wOwZo/eZE0yyXrsnRxW85Xy2kcGXSIjlARWaiCqugG1VEDUfSIntErejOejBfj3fiYtS4Z6cwB+gPj+wcb0qJK</latexit>

�
�
3N
�
xk � mk+1

N

��

<latexit sha1_base64="MG7DenSjhG4BYgMqJ6WYWCciiSI=">AAAB+HicbVBNS8NAEJ3Ur1o/GvXoJdgKnkpSRD0WvHiSCrYW2hA22027dHcTdjdCDfklXjwo4tWf4s1/47bNQVsfDDzem2FmXpgwqrTrflultfWNza3ydmVnd2+/ah8cdlWcSkw6OGax7IVIEUYF6WiqGeklkiAeMvIQTq5n/sMjkYrG4l5PE+JzNBI0ohhpIwV2tT6IJMIZDyZ5dpvXA7vmNtw5nFXiFaQGBdqB/TUYxjjlRGjMkFJ9z020nyGpKWYkrwxSRRKEJ2hE+oYKxInys/nhuXNqlKETxdKU0M5c/T2RIa7UlIemkyM9VsveTPzP66c6uvIzKpJUE4EXi6KUOTp2Zik4QyoJ1mxqCMKSmlsdPEYmCG2yqpgQvOWXV0m32fAuGud3zVqrWcRRhmM4gTPw4BJacANt6ACGFJ7hFd6sJ+vFerc+Fq0lq5g5gj+wPn8AeOyS7Q==</latexit>

mk

N

<latexit sha1_base64="QvkT9gxajUyjJBNWRusgCPV8VLg=">AAAB+nicbVBNS8NAEJ34WetXqkcvi60gCCUpoh4LXjxJBfsBbSib7aZdutmE3Y1SYn6KFw+KePWXePPfuG1z0NYHA4/3ZpiZ58ecKe0439bK6tr6xmZhq7i9s7u3b5cOWipKJKFNEvFIdnysKGeCNjXTnHZiSXHoc9r2x9dTv/1ApWKRuNeTmHohHgoWMIK1kfp2qdILJCZp2B+fuVl6m1X6dtmpOjOgZeLmpAw5Gn37qzeISBJSoQnHSnVdJ9ZeiqVmhNOs2EsUjTEZ4yHtGipwSJWXzk7P0IlRBiiIpCmh0Uz9PZHiUKlJ6JvOEOuRWvSm4n9eN9HBlZcyESeaCjJfFCQc6QhNc0ADJinRfGIIJpKZWxEZYROFNmkVTQju4svLpFWruhfV87tauV7L4yjAERzDKbhwCXW4gQY0gcAjPMMrvFlP1ov1bn3MW1esfOYQ/sD6/AFYPpNd</latexit>

mk+1
N
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Figure A.1: Illustration of the construction of ζm on the k-th coordinate.

We also observe

supp(ζm) =

{
x :
∣∣∣xk −

mk

N

∣∣∣ ≤ 2

3N
, k = 1, . . . , d

}
⊂
{
x :
∣∣∣xk −

mk

N

∣∣∣ ≤ 1

N
, k = 1, . . . , d

}
.

We use the slightly enlarged support set of length 2/N to simplify the constant computation.
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Now we construct a Taylor polynomial of degree s for approximating fϕ
i at m

N
:

Pm(x) =
∑

|s|≤s

Dsfϕ
i

s!

∣∣∣∣
x=m

N

(
x− m

N

)s
.

Define f̄i =
∑

m∈{0,...,N}d ζmPm. We bound the approximation error
∥∥∥f̄i − fϕ

i

∥∥∥
∞

:

max
x∈[0,1]d

∣∣∣f̄i(x)− fϕ
i (x)

∣∣∣ = max
x

∣∣∣∣∣
∑

m

ϕm(x)(Pm(x)− fϕ
i (x))

∣∣∣∣∣

≤ max
x

∑

m:|xk−
mk
N |≤ 1

N

∣∣∣Pm(x)− fϕ
i (x)

∣∣∣

≤ max
x

2d max
m:|xk−

mk
N |≤ 1

N

∣∣∣Pm(x)− fϕ
i (x)

∣∣∣

(i)

≤ max
x

2dds

s!

(
1

N

)s

max
|s|=s

∣∣∣Dsfϕ
i

∣∣
m
N

−Dsfϕ
i

∣∣
y

∣∣∣
(ii)

≤ max
x

2dds

s!

(
1

N

)s

2s+1
√
dµiλi(2r)

1−α
∥∥∥m
N

− x
∥∥∥
α

2

≤
√
dµiλi(2r)

1−α2
d+s+1ds+α/2

s!

(
1

N

)s+α

.

Here y is the linear interpolation of m
N

and x, determined by the Taylor remainder, and

inequality (i) follows from the Taylor expansion of fϕ
i around m/N . Note that only s-

th order derivative remains in step (i) and there are at most ds terms. Inequality (ii) is

obtained by the Hölder continuity in the inequality (Eq. A.5).

By setting
√
dµiλi(2r)

1−α2
d+s+1ds+α/2

s!

(
1

N

)s+α

≤ δ

2
,

we getN ≥
(√

dµiλi(2r)
1−α2d+s+2ds+α/2

δs!

) 1
s+α

. Accordingly, the approximation error is bounded

by ∥f̄i − fϕ
i ∥∞ ≤ δ

2
.

Step 2. We next implement f̃i by a ReLU network that approximates f̄i up to an error
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δ
2
. We denote

Pm(x) =
∑

|s|≤s

am,s

(
x− m

N

)s
,

where am,s =
Dsfϕ

i

s!

∣∣∣∣
x=m

N

. Then we rewrite f̄i as

f̄i(x) =
∑

m∈{0,...,N}d

∑

|s|≤s

am,sζm(x)
(
x− m

N

)s
. (A.6)

Note that (Eq. A.6) is a linear combination of products ζm
(
x− m

N

)s. Each product in-

volves at most d + n univariate terms: d terms for ζm and n terms for
(
x− m

N

)s. We

recursively apply Corollary 3.1 to implement the product. Specifically, let ×̂ϵ be the ap-

proximation of the product operator in Corollary 3.1 with error ϵ, which will be chosen

later. Consider the following chain application of ×̂ϵ:

f̃m,s(x) = ×̂ϵ

(
ψ(3Nx1 − 3m1), ×̂ϵ

(
. . . , ×̂ϵ

(
ψ(3Ndxd −md), ×̂ϵ

(
x1 −

m1

N
, . . .

))))
.

Now we estimate the error of the above approximation. Note that we have |ψ(3Nxk −

3mk)| ≤ 1 and
∣∣xk − mk

N

∣∣ ≤ 1 for all k ∈ {1, . . . , d} and x ∈ [0, 1]d. We then have

∣∣∣f̃m,s(x)− ζm

(
x− m

N

)s∣∣∣

=

∣∣∣∣×̂ϵ

(
ψ(3Nx1 − 3m1), ×̂ϵ

(
. . . , ×̂ϵ(x1 −

m1

N
, . . . )

))
− ζm

(
x− m

N

)s ∣∣∣∣

≤
∣∣×̂ϵ

(
ψ(3Nx1 − 3m1), ×̂ϵ(ψ(3Nx2 − 3m2), . . . )

)

− ψ(3N1 − 3m1)×̂ϵ(ψ(3Nx2 − 3m2), . . . )
∣∣

+ |ψ(3Nx1 −m1)|
∣∣×̂ϵ(ψ(3Nx2 − 3m2), . . . )− ψ(3Nx2 − 3m2)×̂ϵ(. . . )

∣∣

+ . . .

≤ (s+ d)ϵ.
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Moreover, we have f̃m,s(x) = ζm
(
x− m

N

)s
= 0, if x ̸∈ supp(ζm). Now we define

f̃i =
∑

m∈{0,...,N}d

∑

|s|≤s

am,sf̃m,s.

The approximation error is bounded by

max
x

∣∣∣f̃i(x)− f̄i(x)
∣∣∣ =

∣∣∣∣∣∣
∑

m∈{0,...,N}d

∑

|s|≤n

am,s

(
f̃m,n(x)− ζm

(
x− m

N

)s)
∣∣∣∣∣∣

≤ max
x

λiµi2
d+s+1 max

m:x∈supp(ζm)

∑

|s|≤s

∣∣∣f̃m,s(x)− ζm

(
x− m

N

)s∣∣∣

≤ λiµi2
d+s+1ds(d+ s)ϵ.

We choose ϵ = δ
λiµi2d+s+2ds(d+s)

, so that ∥f̄i − f̃i∥∞ ≤ δ
2
. Thus, we eventually have

∥f̃i − fϕ
i ∥∞ ≤ δ. Now we compute the depth and computational units for implement

f̃i. f̃i can be implemented by a collection of parallel sub-networks that compute each

f̃m,s. The total number of parallel sub-networks is bounded by ds(N + 1)d. For each sub-

network, we observe that ψ can be exactly implemented by a single layer ReLU network,

i.e., ψ(x) = ReLU(x+ 2)− ReLU(x+ 1)− ReLU(x− 1) + ReLU(x− 2). Corollary 3.1

shows that ×̂ϵ can be implemented by a depth c1 log 1
ϵ

ReLU network. Therefore, the whole

network for implementing f̃i has no more than c′1
(
log 1

ϵ
+ 1
)

layers with width bounded

by O(ds(N + 1)d) and c′1d
s(N + 1)d

(
log 1

ϵ
+ 1
)

neurons and weight parameters. With

ϵ = δ
λiµi2d+s+2ds(d+s)

and N =
⌈(µiλi(2r)

1−α2d+s+2ds+α/2

δs!

) 1
s+α

⌉
, we obtain that the whole

network has no more than L = c1 log
1
δ

layers, with width bounded by p = c2δ
− d

s+α , and

at most K = c2δ
− d

s+α

(
log 1

δ
+ 1
)

neurons and weight parameters, for constants c1, c2, c3

depending on d, s, τ , and upper bound of derivatives of fi ◦ϕ−1
i , up to order s. Lastly, from

(Eq. A.6), we see each parameter has a range bounded by the upper bound of derivatives of

fi ◦ ϕ−1
i up to order s – scales as

√
d as in (Eq. A.5).
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A.2.4 Proof of Lemma 3.4

Proof. We expand the estimation error as

∥∥∥f̂ − f
∥∥∥
∞

=

∥∥∥∥∥
CM∑

i=1

×̂(f̂i, 1̂∆ ◦ d̂2i )− f

∥∥∥∥∥
∞

=

∥∥∥∥∥
CM∑

i=1

×̂(f̂i, 1̂∆ ◦ d̂2i )− fρi1(x ∈ Ui)

∥∥∥∥∥
∞

≤
CM∑

i=1

∥∥∥×̂(f̂i, 1̂∆ ◦ d̂2i )− fi1(x ∈ Ui)
∥∥∥
∞

≤
CM∑

i=1

∥∥∥×̂(f̂i, 1̂∆ ◦ d̂2i )− f̂i · (1̂∆ ◦ d̂2i ) + f̂i · (1̂∆ ◦ d̂2i )− fi · (1̂∆ ◦ d̂2i )

+ fi · (1̂∆ ◦ d̂2i )− fi · 1(x ∈ Ui)
∥∥∥
∞

≤
CM∑

i=1

∥∥∥×̂(f̂i, 1̂∆ ◦ d̂2i )− f̂i × (1̂∆ ◦ d̂2i )
∥∥∥
∞︸ ︷︷ ︸

Ai,1

+
∥∥∥f̂i × (1̂∆ ◦ d̂2i )− fi × (1̂∆ ◦ d̂2i )

∥∥∥
∞︸ ︷︷ ︸

Ai,2

+
∥∥∥fi × (1̂∆ ◦ d̂2i )− fi × 1(x ∈ Ui)

∥∥∥
∞︸ ︷︷ ︸

Ai,3

.

The first two terms Ai,1, Ai,2 are straightforward to handle, since by the construction we

have

Ai,1 =
∥∥∥×̂(f̂i, 1̂∆ ◦ d̂2i )− f̂i · (1̂∆ ◦ d̂2i )

∥∥∥
∞

≤ η, and

Ai,2 =
∥∥∥f̂i × (1̂∆ ◦ d̂2i )− fi · (1̂∆ ◦ d̂2i )

∥∥∥
∞

≤
∥∥∥f̂i − fi

∥∥∥
∞

∥∥∥1̂∆ ◦ d̂2i
∥∥∥
∞

≤ δ.

By Lemma A.1, we have maxx∈Ki
|fi(x)| ≤ c(π+1)

r(1−r/τ)
∆ for a constant c depending on fi.

Then we bound Ai,3 as

Ai,3 =
∥∥∥fi × (1̂∆ ◦ d̂2i )− fi × 1(x ∈ Ui)

∥∥∥
∞

≤ max
x∈Ki

|fi(x)| ≤
c(π + 1)

r(1− r/τ)
∆.
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A.2.5 Helper Lemma for Bounding Ai,3 and Its Proof

Lemma A.1. For any i = 1, . . . , CM, denote

Ki = {x ∈ M : r2 −∆ ≤ ∥x− ci∥22 ≤ r2}.

Then there exists a constant c depending on the upper bounds of the first derivatives of the

partition of unity ρi’s and coordinate system ϕi’s such that

max
x∈Ki

|fi(x)| ≤
c(π + 1)

r(1− r/τ)
∆.

Proof. We extend fi◦ϕ−1
i to the whole cube [0, 1]d as in the proof of Theorem Theorem 3.3.

We also have fi(x) = 0 for ∥x− ci∥2 = r. By the first order Taylor expansion, for any

x,y ∈ Ui, we have

|fi(x)− fi(y)| =
∣∣fi ◦ ϕ−1

i (ϕi(x))− fi ◦ ϕ−1
i (ϕi(y))

∣∣

≤
∥∥∇(fi ◦ ϕ−1

i )(z)
∥∥
2
∥ϕi(x)− ϕi(y)∥2

≤
∥∥∇(fi ◦ ϕ−1

i )(z)
∥∥
2
bi ∥Vi∥2 ∥x− y∥2 ,

where z is a linear interpolation of ϕi(x) and ϕi(y) satisfying the mean value theorem.

Since fi◦ϕ−1
i isCs in [0, 1]d, the first derivative is uniformly bounded, i.e.,

∥∥∇fi ◦ ϕ−1
i (z)

∥∥
2
≤

αi for any z ∈ [0, 1]d. Let y ∈ Ui satisfying fi(y) = 0. In order to bound the function

value for any x ∈ Ki, we only need to bound the Euclidean distance between x and y.

More specifically, for any x ∈ Ki, we need to show that there exists y ∈ Ui satisfying

fi(y) = 0, such that ∥x− y∥2 is sufficiently small.

Before continuing with the proof, we introduce some notations. Let γ(t) be a geodesic

on M parameterized by the arc length. In the following context, we use γ̇ and γ̈ to denote
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the first and second derivatives of γ with respect to t. By the definition of geodesic, we

have ∥γ̇(t)∥2 = 1 (unit speed) and γ̈(t) ⊥ γ̇(t).

Without loss of generality, we shift ci to 0. We consider a geodesic starting from x with

initial “velocity” γ̇(0) = v in the tangent space of M at x. To utilize polar coordinate, we

define two auxiliary quantities: ℓ(t) = ∥γ(t)∥2 and θ(t) = arccos γ(t)⊤γ̇(t)
∥γ(t)∥2

∈ [0, π]. As can

be seen in Figure Figure A.2, ℓ and θ have clear geometrical interpretations: ℓ is the radial

distance from the center ci, and θ is the angle between the velocity and γ(t).

ci
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Figure A.2: Illustration of ℓ and θ along a parametric curve γ.

Suppose y = γ(T ), we need to upper bound T . Note that ℓ(T )−ℓ(0) ≤ r−
√
r2 −∆ ≤

∆/r. Moreover, observe that the derivative of ℓ is ℓ̇(t) = cos θ(t), since γ has unit speed.

It suffices to find a lower bound on ℓ̇(t) = cos θ(t) so that T ≤ ∆
r inft ℓ̇(t)

.

We immediately have the second derivative of ℓ as ℓ̈(t) = − sin θ(t)θ̇(t). Meanwhile,

using the equation ℓ(t) =
√
γ(t)⊤γ(t), we also have

ℓ̈(t) =

(
γ̈(t)⊤γ(t) + γ̇(t)⊤γ̇(t)

)√
γ(t)⊤γ(t)−

(
γ(t)⊤γ̇(t)

)2
/
√
γ(t)⊤γ(t)

γ(t)⊤γ(t)
. (A.7)

Note that by definition, we have γ̇(t)⊤γ̇(t) = 1 and γ(t)⊤γ̇(t) = cos θ(t)
√
γ(t)⊤γ(t).

Plugging into (Eq. A.7), we can derive

ℓ̈(t) =
1 + γ̈(t)⊤γ(t)− cos2 θ(t)

ℓ(t)
=

sin2 θ(t) + γ̈(t)⊤γ(t)

ℓ(t)
. (A.8)
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Now we find a lower bound on γ̈(t)⊤γ(t). Specifically, by Cauchy-Schwarz inequality, we

have

γ̈(t)⊤γ(t) ≥ −∥γ̈(t)∥2 ∥γ(t)∥2 |cos∠ (γ̈(t), γ(t))|

≥ − r
τ
|cos∠ (γ̈(t), γ(t))| .

The last inequality follows from ∥γ̈(t)∥2 ≤ 1
τ

[47] and ∥γ(t)∥2 ≤ r. We now need to

bound ∠(γ̈(t), γ(t)), given ∠ (γ(t), γ̇(t)) = θ(t) and γ̈(t) ⊥ γ̇(t). Consider the following

optimization problem,

min a⊤x, (A.9)

subject to x⊤x = 1,

b⊤x = 0.

By assigning a = γ(t)
∥γ(t)∥2

and b = γ̇(t)
∥γ̇(t)∥2

, the optimal objective value is exactly the minimum

of cos∠ (γ̈(t), γ). Additionally, we can find the maximum of cos∠ (γ̈(t), γ) by replacing

the minimization in (Eq. A.9) by maximization. We solve (Eq. A.9) by the Lagrangian

method. More precisely, let

L(x, λ, µ) = −a⊤x+ λ(x⊤x− 1) + µ(b⊤x).

We have the optimal solution x∗ satisfying ∇xL = 0, which implies x∗ = 1
2λ∗ (a−µ∗b) with

µ∗ and λ∗ being the optimal dual variable. By the primal feasibility, we have µ∗ = a⊤b

and λ∗ = −1
2

√
1− (a⊤b)2. Therefore, the optimal objective value is −

√
1− (a⊤b)2.

Similarly, the maximum is
√

1− (a⊤b)2. Note that a⊤b = cos θ(t), we then get

γ̈(t)⊤γ(t) ≥ − r
τ
sin θ(t).
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Substituting into (Eq. A.8), we have the following lower bound

ℓ̈(t) =
sin θ2(t) + γ̈(t)⊤γ(t)

ℓ(t)
≥ 1

ℓ(t)

(
sin2 θ(t)− r

τ
sin θ(t)

)
.

Now combining with ℓ̈(t) = − sin θ(t)θ̇(t), we can derive

θ̇(t) ≤ − 1

ℓ(t)

(
sin θ(t)− r

τ

)
. (A.10)

Inequality (Eq. A.10) has an important implication: When sin θ(t) > r
τ
, as t increasing,

θ(t) is monotone decreasing until sin θ(t′) = r
τ

for some t′ = t. Thus, we distinguish two

cases depending on the value of θ(0). Indeed, we only need to consider θ(0) ∈ [0, π/2].

The reason behind is that if θ(0) ∈ (π/2, π], we only need to set the initial velocity in the

opposite direction.

Case 1: θ(0) ∈
[
0, arcsin r

τ

]
. We claim that θ(t) ∈

[
0, arcsin r

τ

]
for all t ≤ T . In fact,

suppose there exists some t1 ≤ T such that θ(t1) > arcsin r
τ
. By the continuity of θ, there

exists t0 < t1, such that θ(t0) = arcsin r
τ

and θ(t) ≥ arcsin r
τ

for t ∈ [t0, t1]. This already

gives us a contradiction:

θ(t0) < θ(t1) = θ(t0) +

∫ t1

t0

θ̇(t)dt

︸ ︷︷ ︸
≤0

≤ θ(t0).

Therefore, we have ℓ̇(t) ≥ cos arcsin r
τ
=
√

1− r2

τ2
, and thus T ≤ ∆

r
√

1− r2

τ2

.

Case 2: θ(0) ∈
(
arcsin r

τ
, π/2

]
. It is enough to show that θ(0) can be bounded suffi-

ciently away from π/2. Let γc,x ⊂ M be a geodesic from ci to x. We analogously define

θc,x and ℓc,x as for the geodesic from x to y. Let Tr/2 = sup {t : ℓc,x(t) ≤ r/2−∆/r},

and denote z = γc,x(Tr/2). We must have θc,x(Tr/2) ∈ [0, π/2] and ℓc,x(Tr/2) = r/2−∆/r,

otherwise there exists T ′
r/2 > Tr/2 satisfying ℓc,x(T

′
r/2) ≤ r/2. Denote Tx satisfying
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x = γc,x(Tx). We bound θc,x(Tx) as follows,

θc,x(Tx) = θc,x(Tr/2) +

∫ Tx

Tr/2

θ̇c,x(t)dt

≤ π

2
−
∫ Tx

Tr/2

1

ℓc,x(t)

(
sin θc,x(t)−

r

τ

)
dt.

If there exists some t ∈ (Tr/2, Tx] such that sin θc,x(t) ≤ r
τ
, by the previous reasoning, we

have sin θc,x(Tx) ≤ r
τ
. Thus, we only need to handle the case when sin θc,x(t) >

r
τ

for all

t ∈ (Tr/2, Tx]. In this case, θc,x(t) is monotone decreasing, hence we further have

θc,x(Tx) ≤
π

2
−
∫ Tx

Tr/2

1

ℓc,x(t)

(
sin θc,x(Tx)−

r

τ

)
dt

≤ π

2
− (Tx − Tr/2)

1

r

(
sin θc,x(Tx)−

r

τ

)

≤ π

2
− 1

2

(
sin θc,x(Tx)−

r

τ

)
.

The last inequality follows from Tx − Tr/2 ≥ r/2. Using the fact, sinx ≥ 2
π
x, we can

derive

θc,x(Tx) ≤
π

2
− 1

2

(
2

π
θc,x(Tx)−

r

τ

)

=⇒ θc,x(Tx) ≤
π

2

(
π + r/τ

π + 1

)
.

We can then set θ(0) = θc,x(Tx), and thus

cos θ(0) ≥ cos

(
π

2

π + r/τ

π + 1

)
= cos

(
π

2

(
1− 1− r/τ

π + 1

))

= sin

(
π

2

1− r/τ

π + 1

)

≥ 1− r/τ

π + 1
.

Therefore, we have T ≤ ∆
r cos θ(0)

≤ π+1
r(1−r/τ)

∆. By the choice of r ≤ τ/4, we immediately
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have τ√
τ2−r2

< π+1
1−r/τ

. Hence, combining case 1 and case 2, we conclude

T ≤ π + 1

r(1− r/τ)
∆.

Therefore, the function value f(x) on Ki is bounded by αi
π+1

r(1−r/τ)
∆. It suffices to set

c = maxi αibi ∥Vi∥2, and we complete the proof.

A.2.6 Characterization of the Size of the ReLU Network

Proof. We evenly split the error ϵ into 3 parts for Ai,1, Ai,2, and Ai,3, respectively. We pick

η = ϵ
3CM

so that
∑CM

i=1 Ai,1 ≤ ϵ
3
. The same argument yields δ = ϵ

3CM
. Analogously, we

can choose ∆ = r(1−r/τ)ϵ
3c(π+1)CM

. Finally, we pick ν = ∆
16B2D

so that 8B2Dν < ∆.

Now we compute the number of layers, width, the number of neurons and weight pa-

rameters, and the range of each weight parameter in the ReLU network identified by The-

orem 3.1.

1. For the chart determination sub-network, 1̂∆ can be implemented by a ReLU network

with
⌈
log r2

∆

⌉
layers and 2 neurons in each layer. The weight parameters in the net-

work is bounded by O(max{τ 2, 1}). The approximation of the distance function d̂2i

can be implemented by a network of depth O
(
log 1

ν

)
, width bounded by a constant,

and the number of neurons and weight parameters is at most O
(
log 1

ν

)
. Each weight

parameter is bounded by B. Plugging in our choice of ν and ∆, we have the depth

is no greater than c1
(
log 1

ϵ
+ logD

)
with c1 depending on d, f, τ , and the surface

area of M. The number of neurons and weight parameters is also c′1
(
log 1

ϵ
+ logD

)

except for a different constant. Note that there are D parallel networks computing

d̂2i for i = 1, . . . , CM. Hence, the total number of neurons and weight parameters is

c′1CMD
(
log 1

ϵ
+ logD

)
with c′1 depending on d, f, τ , and the surface area of M. As

can be seen, the width of the chart-determination network is bounded by O(CMD),

and the weight parameter is bounded by O(max{1, τ 2, B}).
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2. For the Taylor polynomial sub-network, ϕi can be implemented by a linear network

with at mostDd weight parameters. To implement each f̂i, we need a ReLU network

of depth c4 log 1
δ
. The number of neurons and weight parameters is c′4δ

− d
s+α log 1

δ
,

and the width is bounded by c′′4δ
− d

s+α . Here c4, c′4, c
′′
4 depend on s, d, τ, fi ◦ ϕ−1

i . In

addition, all the weight parameters are bounded by the upper bound of the derivatives

of fi◦ϕ−1
i up to order s (which scales as

√
d as in Lemma 3.3). Substituting δ = ϵ

3CM
,

we get the depth is c2 log 1
ϵ

and the number of neurons and weight parameters is

c′2ϵ
− d

s+α log 1
ϵ
. There are totally CM parallel f̂i’s, hence the width is further bounded

by c′′2CMϵ−
d

s+α . Meanwhile, the total number of neurons and weight parameters is

c′2CMϵ−
d

s+α log 1
ϵ
. Here constants c′2 and c′′2 depend on d, s, fi◦ϕ−1

i , τ , and the surface

area of M.

3. For the product sub-network, the analysis is similar to the chart determination sub-

network. The depth is O
(
log 1

η

)
, the width is bounded by a constant, he number

of neurons and weight parameters is O
(
log 1

η

)
, and all the weight parameters are

bounded by a constant. The choice of η yields that the depth is c3 log 1
ϵ
, and the

number of neurons and weight parameters is c′3 log
1
ϵ
. There are CM parallel pairs

of outputs from the chart determination and the Taylor polynomial sub-networks.

Hence, the total number of weight parameters is c′3CM log 1
ϵ

with c′3 depending on

d, τ , and the surface area of M.

Combining these 3 sub-networks, and redefining the constants c1, c2, c3 and c4 in the sequel,

we obtain that the depth of the full network is L = c1
(
log 1

ϵ
+ logD

)
for some constant

c1 depending on d, s, τ , and the surface area of M. The depth of the neural network is

bounded by p = c2(ϵ
− d

s+α + D) with c2 depending on d, s, τ , the surface area of M, and

the upper bounds on derivatives of ϕi’s and ρi’s, up to order s. The total number of neurons

and weight parameters is K = c3

(
ϵ−

d
s+α log 1

ϵ
+D log 1

ϵ
+D logD

)
for some constant

c3 depending on d, s, f, τ , and the surface area of M. Lastly, all the weight parameters in

the network is bounded by c4max{1, τ 2, B,
√
d} with c4 depends on the upper bound of
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derivatives of ρi’s up to order s.
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APPENDIX B

OMITTED PROOFS IN CHAPTER 4

B.1 Proof of Nonparametric Regression (Theorem 4.1)

This section consists of the detailed proofs, in Appendix B.1.1, Appendix B.1.2 and Ap-

pendix B.1.3, respectively, for upper bounding bias in Lemma 4.1, upper bounding variance

in Lemma 4.2, and upper bounding covering number in Lemma 4.3. Lastly, the statistical

bound in Theorem 4.1 is established in Appendix B.1.4 by choosing a proper approxima-

tion error and covering accuracy via the bias-variance trade-off argument.

B.1.1 Proof of Lemma 4.1

Proof. T1 essentially reflects the bias of estimating f0:

T1 = E

[
2

n

n∑

i=1

(f̂n(xi)− f0(xi)− ξi + ξi)
2

]

=
2

n
E

[
n∑

i=1

(f̂n(xi)− f0(xi)− ξi)
2 + 2ξi(f̂n(xi)− f0(xi)− ξi) + ξ2i

]

(i)
=

2

n
E

[
n∑

i=1

(f̂n(xi)− f0(xi)− ξi)
2 + 2ξif̂n(xi)− ξ2i

]

=
2

n
E

[
n∑

i=1

(f̂n(xi)− yi)
2 + 2ξif̂n(xi)− ξ2i

]

=
2

n
E

[
inf

f∈F(R,κ,L,p,K)

n∑

i=1

(f(xi)− yi)
2 + 2ξif̂n(xi)− ξ2i

]

(ii)

≤ 2 inf
f∈F(R,κ,L,p,K)

E

[
1

n

n∑

i=1

(f(xi)− f0(xi)− ξi)
2 − ξ2i

]
+ E

[
4

n

n∑

i=1

ξif̂n(xi)

]

= 2 inf
f∈F(R,κ,L,p,K)

E

[
1

n

n∑

i=1

(f(xi)− f0(xi))
2 − 2ξi(f(xi)− f0(xi))

]
+ E

[
4

n

n∑

i=1

ξif̂n(xi)

]
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= 2 inf
f∈F(R,κ,L,p,K)

∫

M
(f(x)− f0(x))

2dDx(x) + E

[
4

n

n∑

i=1

ξif̂n(xi)

]
, (B.1)

where (i) follows from E[ξif0(xi)] = 0 due to the independence between ξi and x, and

(ii) follows from Jensen’s inequality. Now we need to bound E
[
1
n

∑n
i=1 ξif̂n(xi)

]
. We

discretize the class F(R, κ, L, p,K) into F∗(R, κ, L, p,K) = {f ∗
i }

N (δ,F(R,κ,L,p,K),∥·∥∞)
i=1 ,

where N (δ,F(R, κ, L, p,K), ∥·∥∞) denotes the δ-covering number with respect to the ℓ∞

norm. Accordingly, there exists f ∗ such that ∥f ∗ − f̂n∥∞ ≤ δ. Denote ∥f̂n − f0∥2n =

1
n

∑n
i=1(f̂n(xi)− f0(xi))

2. Then we have

E

[
1

n

n∑

i=1

ξif̂n(xi)

]
= E

[
1

n

n∑

i=1

ξi(f̂n(xi)− f ∗(xi) + f ∗(xi)− f0(xi))

]

(i)

≤ E

[
1

n

n∑

i=1

ξi(f
∗(xi)− f0(xi))

]
+ δσ

= E
[∥f ∗ − f0∥n√

n

∑n
i=1 ξi(f

∗(xi)− f0(xi))√
n ∥f ∗ − f0∥n

]
+ δσ

(ii)

≤
√
2E

[
∥f̂n − f0∥n + δ√

n

∣∣∣∣
∑n

i=1 ξi(f
∗(xi)− f0(xi))√

n ∥f ∗ − f0∥n

∣∣∣∣

]
+ δσ. (B.2)

Here (i) is obtained by applying Hölder’s inequality to ξi(f̂n(xi) − f ∗(xi)) and invoking

the Jensen’s inequality:

E

[
1

n

n∑

i=1

ξi(f̂n(xi)− f ∗(xi))

]
≤ E

[
1

n

n∑

i=1

|ξi|
∥∥∥f ∗ − f̂n

∥∥∥
∞

]

≤ 1

n

n∑

i=1

E[|ξi|]δ

≤ 1

n

n∑

i=1

√
E[|ξi|2]δ

≤ δσ.
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Step (ii) holds, since by invoking the inequality 2ab ≤ a2 + b2, we have

∥f ∗ − f0∥n =

√√√√ 1

n

n∑

i=1

(f ∗(xi)− f̂n(xi) + f̂n(xi)− f0(xi))2

≤

√√√√ 2

n

n∑

i=1

(f ∗(xi)− f̂n(xi))2 + (f̂n(xi)− f0(xi))2

≤

√√√√ 2

n

n∑

i=1

[
δ2 + f̂n(xi)− f0(xi))2

]

≤
√
2
∥∥∥f̂n − f0

∥∥∥
n
+
√
2δ.

To bound the expectation term in (Eq. B.2), we first break the dependence between f ∗ and

the samples (xi, yi). In detail, we replace f ∗ by any f ∗
j in the δ-covering, and observe

that
∑n

i=1 ξi(f
∗(xi)−f0(xi))√

n∥f∗−f0∥n
≤ maxj

∑n
i=1 ξi(f

∗
j (xi)−f0(xi))√

n∥f∗
j −f0∥n . For notational simplicity, we denote

zj =
∑n

i=1 ξi(f
∗
j (xi)−f0(xi))√

n∥f∗
j −f0∥n . Applying Cauchy-Schwarz inequality, we cast the expectation

term in (Eq. B.2) as

E

[
∥f̂n − f0∥n + δ√

n

∣∣∣∣
∑n

i=1 ξi(f
∗(xi)− f0(xi))√

n ∥f ∗ − f0∥n

∣∣∣∣

]

≤ E

[
∥f̂n − f0∥n + δ√

n
max

j
|zj|
]

= E

[
∥f̂n − f0∥n√

n
max

j
|zj|+

δ√
n
max

j
|zj|
]

≤ E

[(√
1

n
E
[
∥f̂n − f0∥2n

]
+

δ√
n

)√
E
[
max

j
z2j

]]
. (B.3)

For given x1, . . . ,xn, each term
∑n

i=1 ξi(f
∗
j (xi)−f0(xi))√

n∥f∗
j −f0∥n is sub-guassian with parameter σ. Con-

sequently, the last inequality (Eq. B.3) involves the maximum of a collection of squared

sub-Gaussian random variables z2j . Indeed, z2j is sub-exponential for each j. We can bound
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it using the moment generating function: For any t > 0, we have

E
[
max

j
z2j | x1, . . . ,xn

]
=

1

t
log exp

(
tE[max

j
z2j | x1, . . . ,xn]

)

(i)

≤ 1

t
logE

[
exp

(
tmax

j
z2j

)
|x1, . . . ,xn

]

≤ 1

t
logE

[∑

j

exp
(
tz2j
)
|x1, . . . ,xn

]

≤ 1

t
logN (δ,F(R, κ, L, p,K), ∥·∥∞)

+
1

t
logE[exp(tz21)|x1, . . . ,xn]. (B.4)

Since z1 is σ2-sub-Gaussian given x1, . . . ,xn, we derive

E[exp(tz21)|x1, . . . ,xn] = 1 +
∞∑

p=1

tpE[z2p1 |x1, . . . ,xn]

p!

= 1 +
∞∑

p=1

[
tp

p!

∫ ∞

0

P(|z1| ≥ u1/2p)du

]

≤ 1 + 2
∞∑

p=1

[
tp

p!

∫ ∞

0

exp

(
−u

1/p

2σ2

)
du

]

= 1 + 2
∞∑

p=1

(2tσ2)p.

Taking t = (3σ2)−1 and substituting into (Eq. B.4), we deduce E
[
maxj z

2
j | x1, . . . ,xn

]
is

bounded by

E
[
max

j
z2j | x1, . . . ,xn

]
≤ 3σ2 logN (δ,F(R, κ, L, p,K), ∥·∥∞) + 3σ2 log 5

≤ 3σ2 logN (δ,F(R, κ, L, p,K), ∥·∥∞) + 6σ2. (B.5)
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Combining (Eq. B.5), (Eq. B.3), (Eq. B.2), and substituting back into (Eq. B.1), we obtain

the following implicit error estimation on T1:

T1 = 2E
[
∥f̂n − f0∥2n

]

≤ 2 inf
f∈F(R,κ,L,p,K)

∫

M
(f(x)− f0(x))

2dDx(x) + 4δσ

+ 4
√
6σ

(√
E
[
∥f̂n − f0∥2n

]
+ δ

)√
logN (δ,F(R, κ, L, p,K), ∥·∥∞) + 2

n
.

We denote v =

√
E
[
∥f̂n − f0∥2n

]
. Then the above implicit bound on T1 implies

v2 ≤ b+ 2av (B.6)

with a =
√
6σ

√
logN (δ,F(R, κ, L, p,K), ∥·∥∞) + 2

n
,

b = inf
f∈F(R,κ,L,p,K)

∫

M
(f(x)− f0(x))

2dDx(x)

+

(
2
√
6

√
logN (δ,F(R, κ, L, p,K), ∥·∥∞) + 2

n
+ 2

)
σδ.

Rearranging (Eq. B.6) for a, b > 0, we deduce (v− a)2 ≤ b+ a2. Some manipulation then

yields v2 ≤ 4a2 + 2b, which implies

T1 = 2v2 ≤ 4 inf
f∈F(R,κ,L,p,K)

∫

M
(f(x)− f0(x))

2dDx(x)

+ 48σ2 logN (δ,F(R, κ, L, p,K), ∥·∥∞) + 2

n

+

(
8
√
6

√
logN (δ,F(R, κ, L, p,K), ∥·∥∞) + 2

n
+ 8

)
σδ.

The proof is complete.
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B.1.2 Proof of Lemma 4.2

Proof. Recall that we denote ĝ(x) = (f̂n(x)− f0(x))
2. We rewrite T2 as

T2 = E

[∫

M
ĝ(x)dDx(x)−

2

n

n∑

i=1

ĝ(xi)

]

= 2E

[∫

M
ĝ(x)dDx(x)−

1

n

n∑

i=1

ĝ(xi)−
1

2

∫

M
ĝ(x)dDx(x)

]

≤ 2E

[∫

M
ĝ(x)dDx(x)−

1

n

n∑

i=1

ĝ(xi)−
1

8R2

∫

M
ĝ2(x)dDx(x)

]
.

We lower bound
∫
M ĝ(x)dDx(x) by its second moment:

∫

M
ĝ(x)dDx(x) =

∫

M

(
f̂n(x)− f0(x)

)4
dDx(x)

=

∫

M

(
f̂n(x)− f0(x)

)2
ĝ(x)dDx(x)

≤
∫

M
4R2ĝ(x)dDx(x).

The last inequality follows from
∣∣∣f̂n(x)− f0(x)

∣∣∣ ≤ 2R. Now we cast T2 into

T2 ≤ 2E

[∫

M
ĝ(x)dDx(x)−

1

n

n∑

i=1

ĝ(xi)−
1

8R2

∫

M
ĝ2(x)dDx(x)

]
. (B.7)

Introducing the second moment allows us to establish a fast convergence of T2. Specifically,

we denote x̄i’s as independent copies of xi’s following the same distribution. We also

denote

G =
{
g(x) = (f(x)− f0(x))

2
∣∣ f ∈ F(R, κ, L, p,K)

}

as the function class induced by F(R, κ, L, p,K). Then we upper bound (Eq. B.7) as

T2 ≤ 2E

[
sup
g∈G

(∫

M
g(x̄)dDx(x̄)−

1

n

n∑

i=1

g(xi)−
1

8R2

∫

M
g2(x)dDx(x)

)]
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(i)

≤ 2Ex,x̄

[
sup
g∈G

1

n

n∑

i=1

(g(x̄i)− g(xi))−
1

16R2
Ex,x̄[g

2(x̄) + g2(x)]

]
, (B.8)

where (i) follows from Jensen’s inequality and shorthand Ex,x̄[·] denotes the expectation

(double integral
∫
M

∫
M ·dDx(x)dDx(x̄)) with respect to the joint distribution of (x, x̄).

We discretize G with respect to the ℓ∞ norm. The δ-covering number is denoted as

N (δ,G, ∥·∥∞) and the elements in the covering is denoted as G∗ = {g∗i }
N (δ,G,∥·∥∞)
i=1 , that is,

for any g ∈ G, there exists a g∗ satisfying ∥g − g∗∥∞ ≤ δ.

We replace g ∈ G by g∗ ∈ G∗ in bounding T2, which then boils down to deriving

concentration results on a finite concept class. Specifically, for g∗ satisfying ∥g − g∗∥∞ ≤

δ, we have

g(x̄i)− g(xi) = g(x̄i)− g∗(x̄i) + g∗(x̄i)− g∗(xi) + g∗(xi)− g(xi)

≤ g∗(x̄i)− g∗(xi) + 2δ.

We also have

g2(x̄) + g2(x)

=
[
g2(x̄)− (g∗)2(x̄)

]
+
[
(g∗)2(x̄) + (g∗)2(x)

]
−
[
(g∗)2(x)− g2(x)

]

= (g∗)2(x̄) + (g∗)2(x) + (g(x̄)− g∗(x̄))(g(x̄) + g∗(x̄)) + (g∗(x)− g(x))(g∗(x) + g(x))

≥ (g∗)2(x̄) + (g∗)2(x)− |g(x̄)− g∗(x̄)| |g(x̄) + g∗(x̄)| − |g∗(x)− g(x)| |g∗(x) + g(x)|

≥ (g∗)2(x̄) + (g∗)2(x)− 2Rδ − 2Rδ.

Plugging the above two items into (Eq. B.8), we upper bound T2 as

T2 ≤ 2Ex,x̄

[
sup
g∗∈G∗

1

n

n∑

i=1

(g∗(x̄i)− g∗(xi))−
1

16R2
Ex,x̄[(g

∗)2(x̄) + (g∗)2(x)]

]
+

(
4 +

1

2R

)
δ

= 2Ex,x̄

[
max

j

1

n

n∑

i=1

(
g∗j (x̄i)− g∗j (xi)

)
− 1

16R2
Ex,x̄[(g

∗
j )

2(x̄) + (g∗j )
2(x)]

]
+

(
4 +

1

2R

)
δ.
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Denote hj(i) = g∗j (x̄i) − g∗j (xi). By symmetry, it is straightforward to see E[hj(i)] = 0.

The variance of hj(i) is computed as

Var[hj(i)] = E
[
h2j(i)

]
= E

[(
g∗j (x̄i)− g∗j (xi)

)2] (i)

≤ 2E
[
(g∗j )

2(x̄i) + (g∗j )
2(xi)

]
.

The last inequality (i) utilizes the identity (a− b)2 ≤ 2(a2 + b2). Therefore, we derive the

following upper bound for T2,

T2 ≤ 2E

[
max

j

1

n

n∑

i=1

hj(i)−
1

32R2

1

n

n∑

i=1

Var[hj(i)]

]
+

(
4 +

1

2R

)
δ.

We invoke the moment generating function to bound T2. Note that we have ∥hj∥∞ ≤

(2R)2. Then by Taylor expansion, for 0 < t/n < 3
4R2 and any j, we have

E
[
exp

(
t

n
hj(i)

)]
= E

[
1 +

t

n
hj(i) +

∞∑

k=2

(t/n)khkj (i)

k!

]

≤ E

[
1 +

t

n
hj(i) +

∞∑

k=2

(t/n)kh2j(i)(4R
2)k−2

2× 3k−2

]

= E

[
1 +

t

n
hj(i) +

(t/n)2h2j(i)

2

∞∑

k=2

(t/n)k−2(4R2)k−2

3k−2

]

= E
[
1 +

t

n
hj(i) +

(t/n)2h2j(i)

2

1

1− 4tR2/(3n)

]

= 1 + (t/n)2Var[hj(i)]
1

2− 8tR2/(3n)
(i)

≤ exp

(
Var[hj(i)]

3(t/n)2

6− 8tR2/n

)
. (B.9)

Step (i) follows from the fact 1 + x ≤ exp(x) for x ≥ 0. Given (Eq. B.9), we proceed

to bound T2. To ease the presentation, we temporarily neglect
(
4 + 1

2R

)
δ term and denote

T ′
2 = T2 −

(
4 + 1

2R

)
δ. Then for 0 < t/n < 3

4R2 , we have

exp

(
t
T ′
2

2

)
= exp

(
tE

[
max

j

1

n

n∑

i=1

hj(i)−
1

32R2

1

n

n∑

i=1

Var[hj(i)]

])
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(i)

≤ E

[
exp

(
tmax

j

1

n

n∑

i=1

hj(i)−
1

32R2

1

n

n∑

i=1

Var[hj(i)]

)]

≤ E

[∑

j

exp

(
t

n

n∑

i=1

hj(i)−
1

32R2

t

n

n∑

i=1

Var[hj(i)]

)]

(ii)

≤ E

[∑

j

exp

(
n∑

i=1

Var[hj(i)]
3(t/n)2

6− 8tR2/n
− 1

32R2

t

n
Var[hj(i)]

)]

= E

[∑

j

exp

(
n∑

i=1

t

n
Var[hj(i)]

(
3t/n

6− 8tR2/n
− 1

32R2

))]
.

Step (i) follows from Jensen’s inequality, and step (ii) invokes (Eq. B.9) for each h(i). We

now choose t so that 3t/n
6−8tR2/n

− 1
32R2 = 0, which yields t = 3n

52R2 <
3n
4R2 . Substituting our

choice of t into exp(tT ′
2/2), we have

t
T ′
2

2
≤ log

∑

j

exp(0) =⇒ T ′
2 ≤

2

t
logN (δ,G, ∥·∥∞) =

104R2

3n
logN (δ,G, ∥·∥∞).

To complete the proof, we relate the covering number of G to that of F(R, κ, L, p,K).

Consider any g1, g2 ∈ G with g1 = (f1 − f0)
2 and g2 = (f2 − f0)

2, respectively, for

f1, f2 ∈ F(R, κ, L, p,K). We can derive

∥g1 − g2∥∞ = sup
x

∣∣(f1(x)− f0(x))
2 − (f2(x)− f0(x))

2
∣∣

= sup
x

|f1(x)− f2(x)| |f1(x) + f2(x)− 2f0(x)|

≤ 4R ∥f1 − f2∥∞ .

The above characterization immediately implies N (δ,G, ∥·∥∞) ≤ N (δ/4R,F(R, κ, L, p,K), ∥·∥∞).

Therefore, we derive the desired upper bound on T2:

T2 ≤
104R2

3n
logN (δ/4R,F(R, κ, L, p,K), ∥·∥∞) +

(
4 +

1

2R

)
δ.
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B.1.3 Proof of Lemma 4.3

Proof. To construct a covering for F(R, κ, L, p,K), we discretize each weight parame-

ter by a uniform grid with grid size h. Recall we write f ∈ F(R, κ, L, p,K) as f =

WL · ReLU(WL−1 · · ·ReLU(W1x + b1) · · · + bL−1) + bL. Let f, f ′ ∈ F with all the

weight parameters at most h from each other. Denoting the weight matrices in f, f ′ as

WL, . . . ,W1,bL, . . . ,b1 and W ′
L, . . . ,W

′
1,b

′
L, . . . ,b

′
1, respectively, we bound the ℓ∞ dif-

ference ∥f − f ′∥∞ as

∥f − f ′∥∞

=
∥∥WL · ReLU(WL−1 · · ·ReLU(W1x+ b1) · · ·+ bL−1) + bL

− (W ′
L · ReLU(W ′

L−1 · · ·ReLU(W ′
1x+ b′

1) · · ·+ b′
L−1)− b′

L)
∥∥
∞

≤ ∥bL − b′
L∥∞ + ∥WL −W ′

L∥1 ∥WL−1 · · ·ReLU(W1x+ b1) · · ·+ bL−1∥∞

+ ∥WL∥1
∥∥WL−1 · · ·ReLU(W1x+ b1) · · ·+ bL−1 − (W ′

L−1 · · ·ReLU(W ′
1x+ b′

1) · · ·+ b′
L−1)

∥∥
∞

≤ h+ hp ∥WL−1 · · ·ReLU(W1x+ b1) · · ·+ bL−1∥∞

+ κp
∥∥WL−1 · · ·ReLU(W1x+ b1) · · ·+ bL−1 − (W ′

L−1 · · ·ReLU(W ′
1x+ b′

1) · · ·+ b′
L−1)

∥∥
∞ .

We derive the following bound on ∥WL−1 · · ·ReLU(W1x+ b1) · · ·+ bL−1∥∞:

∥WL−1 · · ·ReLU(W1x+ b1) · · ·+ bL−1∥∞

≤ ∥WL−1(· · ·ReLU(W1x+ b1) · · · )∥∞ + ∥bL−1∥∞

≤ ∥WL−1∥1 ∥WL−2(· · ·ReLU(W1x+ b1) · · · ) + bL−2∥∞ + κ

≤ κp ∥WL−2(· · ·ReLU(W1x+ b1) · · · ) + bL−2∥∞ + κ

(i)

≤ (κp)L−1B + κ

L−3∑

i=0

(κp)i

≤ (κp)L−1B + κ(κp)L−2,
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where (i) is obtained by induction and ∥x∥∞ ≤ B. The last inequality holds, since κp > 1.

Substituting back into the bound for ∥f − f ′∥∞, we have

∥f − f ′∥∞

≤ κp
∥∥WL−1 · · ·ReLU(W1x+ b1) · · ·+ bL−1 − (W ′

L−1 · · ·ReLU(W ′
1x+ b′

1) · · ·+ b′
L−1)

∥∥
∞

+ h+ hp
[
(κp)L−1B + κ(κp)L−2

]

≤ κp
∥∥WL−1 · · ·ReLU(W1x+ b1) · · ·+ bL−1 − (W ′

L−1 · · ·ReLU(W ′
1x+ b′

1) · · ·+ b′
L−1)

∥∥
∞

+ h(pB + 2)(κp)L−1

(i)

≤ (κp)L−1 ∥W1x+ b1 −W ′
1x− b′

1∥∞ + h(L− 1)(pB + 2)(κp)L−1

≤ hL(pB + 2)(κp)L−1,

where (i) is obtained by induction. We choose h satisfying hL(pB + 2)(κp)L−1 = δ.

Then discretizing each parameter uniformly into 2κ/h grid points yields a δ-covering on

F . Note that there are
(
Lp2

K

)
≤ (Lp2)K different choices of K non-zero entries out of Lp2

total weight parameters. Therefore, the covering number is upper bounded by

N (δ,F(R, κ, L, p,K), ∥·∥∞) ≤ (Lp2)K
(
2κ

h

)K

≤
(
2L2(pB + 2)κLpL+1

δ

)K

.

B.1.4 Proof of Bias-variance Trade-off

Proof of Theorem 4.1. We recall the bias and variance decomposition

E
[∫

M

(
f̂n(x)− f0(x)

)2
dDx(x)

]

= E

[
2

n

n∑

i=1

(f̂n(xi)− f0(xi))
2

]

︸ ︷︷ ︸
T1
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+ E
[∫

M

(
f̂n(x)− f0(x)

)2
dDx(x)

]
− E

[
2

n

n∑

i=1

(f̂n(xi)− f0(xi))
2

]

︸ ︷︷ ︸
T2

.

Combining the upper bounds on T1 and T2 in Lemma 4.1 and 4.2, we can derive

E
[∫

M

(
f̂n(x)− f0(x)

)2
dDx(x)

]
≤ 4 inf

f∈F(R,κ,L,p,K)

∫

M
(f(x)− f0(x))

2dDx(x)

+ 48σ2 logN (δ,F(R, κ, L, p,K), ∥·∥∞) + 2

n

+ 8
√
6

√
logN (δ,F(R, κ, L, p,K), ∥·∥∞) + 2

n
σδ

+
104R2

3n
logN (δ/4R,F(R, κ, L, p,K), ∥·∥∞)

+

(
4 +

1

2R
+ 8σ

)
δ.

By our choice of F(R, κ, L, p,K), there exists a network class which can yield a function f

satisfying ∥f − f0∥∞ ≤ ϵ for ϵ ∈ (0, 1). We will choose ϵ later for the bias-variance trade-

off. Such a network consists of L = Õ
(
log 1

ϵ

)
layers and K = Õ

((
ϵ−

d
s+α +D

)
log 1

ϵ

)

weight parameters. Invoking the upper bound of the covering number in Lemma 4.3, we

derive

E
[∫

M

(
f̂n(x)− f0(x)

)2
dDx(x)

]

≤ 4ϵ2 +
48σ2

n

(
K log

(
2R2L2(pB + 2)κLpL+1/δ

)
+ 2
)

+ 8
√
6

√
K log (2RL2(pB + 2)κLpL+1/δ)

n
σδ

+
104R2

3n
K log

(
8R2L2(pB + 2)κLpL+1/δ

)

+

(
4 +

1

2R
+ 8σ

)
δ

= Õ

(
ϵ2 +

R2 + σ2

n

(
ϵ−

d
s+α +D

)
log

1

ϵ
log

L2(κp)L+1

δ

+ σδ

√√√√
(
ϵ−

d
s+α +D

)
log 1

ϵ
log L2(κp)L+1

δ

n
+ σδ +

σ2

n

)
. (B.10)
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Now we choose ϵ to satisfy ϵ2 = 1
n
ϵ−

d
s+α , which gives ϵ = n− s+α

d+2(s+α) . It suffices to pick

δ = 1
n

. Substitute both ϵ and δ into (Eq. B.10), we deduce the desired estimation error

bound

E
[∫

M

(
f̂n(x)− f0(x)

)2
dDx(x)

]

= Õ

(
ϵ2 +

R2 + σ2

n

(
ϵ−

d
s+α +D

)
log

1

ϵ
log

L2(κp)L+1

δ

+ σδ

√√√√
(
ϵ−

d
s+α +D

)
log 1

ϵ
log L2(κp)L+1

δ

n
+ σδ +

σ2

n

)

≤ c(R2 + σ2)

(
n− 2(s+α)

d+2(s+α) +
D

n

)
log3 n,

where constant c depends on depending on logD, d, s, τ , B, the surface area of M, and

the upper bounds of derivatives of the coordinate systems ϕi’s and partition of unity ρi’s,

up to order s.
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APPENDIX C

OMITTED PROOFS IN CHAPTER 5

C.1 Detailed Proofs in Euclidean Space

In this section, we no longer use bold-faced letters to represent vectors; instead, we use

normal font lower-case letters. We also slightly alter the dimension notation D to lower

case letter d.

C.1.1 Proof of Lemma 5.3

Proof. We introduce the empirical data distribution as an intermediate term for bounding

dHβ((g∗θ)♯ρ, µ). Using the triangle inequality, we derive

dHβ((g∗θ)♯ρ, µ)

≤ dHβ((g∗θ)♯ρ, µ̂n) + dHβ(µ̂n, µ)

= dFNN((g
∗
θ)♯ρ, µ̂n) + dHβ((g∗θ)♯ρ, µ̂n)− dFNN((g

∗
θ)♯ρ, µ̂n)

+ dHβ(µ̂n, µ)

(i)

≤ dFNN((g
∗
θ)♯ρ, µ̂n) + 2 sup

f∈Hβ

inf
fω∈FNN

∥f − fω∥∞ + dHβ(µ̂n, µ), (C.1)

where step (i) is obtained by rewriting dHβ((g∗θ)♯ρ, µ̂n)− dFNN((g
∗
θ)♯ρ, µ̂n) as

dHβ((g∗θ)♯ρ, µ̂n)− dFNN((g
∗
θ)♯ρ, µ̂n)

= sup
f∈Hβ

[
Ex∼(g∗θ )♯ρ

[f(x)]− Ex∼µ̂n [f(x)]
]

− sup
fω∈FNN

[
Ex∼(g∗θ )♯ρ

[fω(x)]− Ex∼µ̂n [fω(x)]
]

= sup
f∈Hβ

inf
fω∈FNN

[
Ex∼(g∗θ )♯ρ

[f(x)]− Ex∼µ̂n [f(x)]
]
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−
[
Ex∼(g∗θ )♯ρ

[fω(x)]− Ex∼µ̂n [fω(x)]
]

= sup
f∈Hβ

inf
fω∈FNN

Ex∼(g∗θ )♯ρ
[f(x)− fω(x)]− Ex∼µ̂n [f(x)− fω(x)]

≤ sup
f∈Hβ

inf
fω∈FNN

Ex∼(g∗θ )♯ρ
[|f(x)− fω(x)|] + Ex∼µ̂n [|f(x)− fω(x)|]

≤ 2 sup
f∈Hβ

inf
fω∈FNN

∥f − fω∥∞ .

Now we bound dFNN((g
∗
θ)♯ρ, µ̂n) using a similar triangle inequality trick:

dFNN((g
∗
θ)♯ρ, µ̂n) = inf

gθ∈GNN
dFNN((gθ)♯ρ, µ̂n)

≤ inf
gθ∈GNN

dFNN((gθ)♯ρ, µ) + dFNN(µ, µ̂n)

= inf
gθ∈GNN

dFNN((gθ)♯ρ, µ)− dHβ
∞
((gθ)♯ρ, µ)

+ dHβ
∞
((gθ)♯ρ, µ) + dFNN(µ, µ̂n)

≤ 2 sup
f∈Hβ

inf
fω∈FNN

∥f − fω∥∞ + inf
gθ∈GNN

dHβ
∞
((gθ)♯ρ, µ)

+ dFNN(µ, µ̂n),

where the last inequality holds by the identity Hβ
∞ ⊂ Hβ . Substituting the above ingredi-

ents into (Eq. C.1), we have

dHβ((g∗θ)♯ρ, µ) ≤ inf
gθ∈GNN

dHβ
∞
((gθ)♯ρ, µ)

︸ ︷︷ ︸
E1: generator approximation error

+ 4 sup
f∈Hβ

inf
fω∈FNN

∥f − fω∥∞
︸ ︷︷ ︸

E2: discriminator approximation error

+ dHβ(µ̂n, µ) + dFNN(µ, µ̂n)︸ ︷︷ ︸
E3: statistical error

.

The proof is complete.
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C.1.2 Proof of Lemma 5.4

Proof. Without loss of generality, we assume Z = X = [0, 1]d. Otherwise, we can rescale

the domain to be a subset of [0, 1]d. By Monge map (Lemma 5.1), there exists a mapping

T = [T1, . . . , Td] : Z 7→ X such that T♯ν = µ. Such a mapping is Hölder continuous, i.e.,

each coordinate mapping Ti for i = 1, . . . , d belongs to Hα+1. We approximate each func-

tion Ti using the network architecture identified in Theorem 3.1. Specifically, given approx-

imation error δ ∈ (0, 1). There exists a network architecture with no more than c(log 1
δ
+1)

layers and c′δ−
d

α+1 (log 1
δ
+1) neurons and weight parameters, such that with properly cho-

sen weight parameters, yields an approximation T̂i of Ti satisfying ∥T̂i − Ti∥∞ ≤ δ. Ap-

plying this argument d times, we form an approximation gθ = [T̂1, . . . , T̂d] of T . We show

(gθ)♯ρ satisfies the following IPM bound

dHβ
∞
((gθ)♯ρ, µ)

= dHβ((gθ)♯ρ, T♯ρ)

= sup
f∈Hβ

Ex∼(gθ)♯ρ[f(x)]− Ey∼T♯ρ[f(y)]

= sup
f∈Hβ

Ez∼ρ[f(gθ(z))]− Ez∼ρ[f(T (z))]

≤ Ez∼ρ [∥gθ(z)− T (z)∥∞]

= Ez∼ρ

[∥∥∥[T̂1(z)− T1(z), . . . , T̂d(z)− Td(z)]
⊤
∥∥∥
∞

]

≤ δ.

Therefore, choosing δ = ϵ1 gives rise to dHβ
∞
((gθ)♯ρ, µ) ≤ ϵ1.

C.1.3 Proof of Lemma 5.5

Proof. Using Theorem 3.1 immediately yields a network architecture for uniformly ap-

proximating functions in Hβ(X ). Specifically, let the approximation error be ϵ2 > 0.
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We choose the network architecture FNN consisting of L̄ = O
(
log(1/ϵ2)

)
layers and

K̄ = O
(
ϵ
−d/β
2 log(1/ϵ2)

)
total number of neurons and weight parameters. The maximum

width is p̄ = O
(
ϵ
−d/β
2

)
. Meanwhile, for any function f ∈ Hβ(X ), we have ∥f∥Hβ ≤ C.

Threfore, it is enough to choose R̄ = C and κ̄ = C. Accordingly, for any f ∈ Hβ(X ),

there exists a function f̂ω given by the network architecture FNN(R̄, κ̄, L̄, p̄, K̄), such that

∥f − f̂ω∥∞ ≤ ϵ2. To this end, we can establish that for any f ∈ Hβ(X ), inequality

inffω∈FNN ∥f − fω∥∞ ≤ ϵ2 holds.

C.1.4 Proof of Lemma 5.6

Proof. The proof utilizes the symmetrization technique and Dudley’s entropy integral,

which can be found in empirical process theory [221, 96]. We prove here for complete-

ness. Let y1, . . . , yn be i.i.d. samples from µ, independent of xi’s. By symmetrization, we

derive

E[dF(µ̂n, µ)] = E

[
sup
f∈F

1

n

n∑

i=1

f(xi)− Ey∼µ[f(y)]

]

= E

[
sup
f∈F

1

n

n∑

i=1

f(xi)− E yi∼µ,
i=1,...,n

1

n

n∑

i=1

f(yi)

]

≤ ExEy

[
sup
f∈F

1

n

n∑

i=1

(f(xi)− f(yi))

]

= ExEyEξ

[
sup
f∈F

1

n

n∑

i=1

ξi(f(xi)− f(yi))

]

= 2Ex,ξ

[
sup
f∈F

1

n

n∑

i=1

ξif(xi)

]
,

where ξi’s are i.i.d. Rademacher random variables, i.e., P(ξi = 1) = P(ξi = −1) = 1
2
. The

next step is to discretize the function space F . Let {δi}ki=1 be a decreasing series of real

numbers with δi+1 < δi. We construct a collection of coverings on F under the function ℓ∞

norm with accuracy δi. Denote the δi-covering number as N (δi,F , ∥·∥∞). For a given f ,

denote the closest element (in the ℓ∞ sense) to f in the δi covering as f (i) for i = 1, . . . , k.
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We expand Ex,ξ

[
supf∈F

1
n

∑n
i=1 ξif(xi)

]
as a telescoping sum as

Ex,ξ

[
sup
f∈F

1

n

n∑

i=1

ξif(xi)

]
≤ E

[
sup
f∈F

1

n

n∑

i=1

ξi(f(xi)− fk(xi))

]

+
k−1∑

j=1

E

[
sup
f∈F

1

n

n∑

i=1

ξi(f
(j+1)(xi)− f (j)(xi))

]

+ E

[
sup
f∈F

1

n

n∑

i=1

ξif
(1)(xi)

]
.

We choose δ1 = diam(F), i.e., the diameter of the class F . Then f (1) can be arbitrar-

ily picked from F . Therefore, the last term E
[
supf∈F

1
n

∑n
i=1 ξif

(1)(xi)
]
= 0 since ξi’s

are symmetric. The first term E
[
supf∈F

1
n

∑n
i=1 ξi(f(xi)− fk(xi))

]
can be bounded by

Cauchy-Schwarz inequality:

E

[
sup
f∈F

1

n

n∑

i=1

ξi(f(xi)− fk(xi))

]

≤ E


sup

f∈F

1

n

√√√√(
n∑

i=1

ξ2i )(
n∑

i=1

(f(xi)− f (k)(xi))2)




≤ δk.

We now bound each term in the telescoping sum

k−1∑

j=1

E

[
sup
f∈F

1

n

n∑

i=1

ξi(f
(j+1)(xi)− f (j)(xi))

]
.

Observe

∥∥f (j+1) − f (j)
∥∥
∞ =

∥∥f (j+1) − f + f − f (j)
∥∥
∞

≤
∥∥f (j+1) − f

∥∥
∞ +

∥∥f − f (j)
∥∥
∞

≤ δj+1 + δj.
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By Massart’s lemma [222], we have

E

[
sup
f∈F

1

n

n∑

i=1

ξi(f
(j+1)(xi)− f (j)(xi))

]

≤ (δj+1 + δj)
√

2 log(N (δj,F , ∥·∥∞)N (δj+1,F , ∥·∥∞))√
n

≤ 2(δj+1 + δj)
√
logN (δj+1,F , ∥·∥∞)√

n
.

Summing up all the terms indexed by j, we establish

Ex,ξ

[
sup
f∈F

1

n

n∑

i=1

ξif(xi)

]
≤ δk + 2

k−1∑

j=1

(δj+1 + δj)
√

logN (δj+1,F , ∥·∥)√
n

.

It suffices to set δj+1 =
1
2
δj . Invoking the identity δj+1 + δj = 6(δj+1 − δj+2), we derive

Ex,ξ

[
sup
f∈F

1

n

n∑

i=1

ξif(xi)

]
≤ δk + 12

k−1∑

j=1

(δj+1 − δj+2)
√

logN (δj+1,F , ∥·∥∞)√
n

≤ δk +
12√
n

∫ δ2

δk+1

√
logN (ϵ,F , ∥·∥∞)dϵ

≤ inf
δ

2δ +
12√
n

∫ δ1

δ

√
logN (ϵ,F , ∥·∥∞)dϵ.

By the assumption, we pick δ1 = M and set the δ1-covering with only one element f = 0.

This yields the desired result

E [dF(µ̂n, µ)] ≤ 2 inf
0<δ<M

(
2δ +

12√
n

∫ M

δ

√
logN (ϵ,F , ∥·∥∞)dϵ

)
.
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C.2 Detailed proofs for Low-dimensional Linear Subspace

C.2.1 Proof of Lemma 5.7

Proof. We replicate the error decomposition in (Eq. C.1) by taking β = 1,

W1((U
∗ ◦ g∗θ)♯ρ, µ) ≤ W1((U

∗ ◦ g∗θ)♯ρ, µ̂n) +W1(µ̂n, µ)

= dF ld
NN
((U∗ ◦ g∗θ)♯ρ, µ̂n)

+W1((U
∗ ◦ g∗θ)♯ρ, µ̂n)− dF ld

NN
((U∗ ◦ g∗θ)♯ρ, µ̂n)

+W1(µ̂n, µ).

(C.2)

Using the optimality of (U∗, g∗θ), we further bound dFNN
((U∗ ◦g∗θ)♯ρ, µ̂n) in the last display

as

dFNN
((U∗ ◦ g∗θ)♯ρ, µ̂n)

≤ dF ld
NN
((U∗ ◦ g∗θ)♯ρ, µ) + dF ld

NN
(µ, µ̂n)

= inf
U◦gθ∈Gld

NN

dF ld
NN
((U ◦ gθ)♯ρ, µ) + dF ld

NN
(µ, µ̂n)

(i)
= inf

U◦gθ∈Gld
NN

dF ld
NN
((U ◦ gθ)♯ρ, µ)− dH1

∞((U ◦ gθ)♯ρ, µ)

+ dH1
∞((U ◦ gθ)♯ρ, µ) + dF ld

NN
(µ, µ̂n), (C.3)

where in (i), discriminative class H1
∞ follows the same definition in Lemma 5.3 with β = 1.

By Assumption 5.5 and the optimal transport theory in Lemma 5.1, we rewrite the data

distribution µ as a pushforward distribution µ = (A ◦ T ld)♯ρ, where T ld : Rq 7→ Rq is

an (α + 1)-Hölder continuous transport plan. Accordingly, we rewrite the empirical data

distribution µ̂n as µ̂n = (A ◦ T ld)♯ρ̂n, with ρ̂n an empirical version of ρ. Applying Lemma

Theorem 3.1 and using the same argument in Theorem 5.1 for approximating A ◦ T ld, we

obtain A ◦ g̃θ ∈ G ld
NN as a proper approximation. Note that we have chosen U = A in
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representing A ◦ T ld for simplicity. Substituting these notations into (Eq. C.3) gives rise to

dFNN
((U∗ ◦ g∗θ)♯ρ, µ̂n)

(i)

≤ dF ld
NN

(
(A ◦ g̃θ)♯ρ, (A ◦ T ld)♯ρ

)
− dH1

∞

(
(A ◦ g̃θ)♯ρ, (A ◦ T ld)♯ρ

)

+ dH1
∞

(
(A ◦ g̃θ)♯ρ, (A ◦ T ld)♯ρ

)
+ dF ld

NN
(µ, µ̂n)

(ii)

≤ dF ld
NN

(
(A ◦ g̃θ)♯ρ, (A ◦ T ld)♯ρ

)
− dH1

∞

(
(A ◦ g̃θ)♯ρ, (A ◦ T ld)♯ρ

)

+
∥∥A ◦ g̃θ − A ◦ T ld

∥∥
∞ + dF ld

NN
(µ, µ̂n), (C.4)

where inequality (i) holds by instantiating the infimum in (Eq. C.3) toA◦g̃θ, and inequality

(ii) follows by the definition of IPM over H1
∞ class. We substitute (Eq. C.4) into (Eq. C.2),

which leads to

W1((U
∗ ◦ g∗θ)♯ρ, µ)

≤
∥∥A ◦ g̃θ − A ◦ T ld

∥∥
∞︸ ︷︷ ︸

generator approximation error

+W1(µ̂n, µ) + dF ld
NN
(µ̂n, µ)︸ ︷︷ ︸

statistical error

+W1

(
(U∗ ◦ g∗θ)♯ρ, (A ◦ T ld)♯ρ̂n)

)
− dF ld

NN

(
(U∗ ◦ g∗θ)♯ρ, (A ◦ T ld)♯ρ̂n

)
︸ ︷︷ ︸

discriminator approximation error (HARD)

+ dF ld
NN

(
(A ◦ g̃θ)♯ρ, (A ◦ T ld)♯ρ

)
− dH1

∞

(
(A ◦ g̃θ)♯ρ, (A ◦ T ld)♯ρ

)
︸ ︷︷ ︸

discriminator approximation error (EASY)

. (C.5)

Two disciminator approximation error terms share a similar formulation, and we can further

provide a simplified upper bound on them. Denote ∥f∥Lip as the lipschitz constant of

function f , and consider the (HARD) term for example.

W1

(
(U∗ ◦ g∗θ)♯ρ, (A ◦ T ld)♯ρ̂n)

)
− dF ld

NN

(
(U∗ ◦ g∗θ)♯ρ, (A ◦ T ld)♯ρ̂n

)

= sup
∥f∥Lip≤1

Ez∼ρ [f ◦ U∗ ◦ g∗θ(z)]− Ez∼ρ̂n

[
f ◦ A ◦ T ld(z)

]

− sup
fω◦V ⊤∈F ld

NN

Ez∼ρ

[
fω ◦ V ⊤ ◦ U∗ ◦ g∗θ(z)

]
− Ez∼ρ̂n

[
fω ◦ V ⊤ ◦ A ◦ T ld(z)

]
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≤ sup
∥f∥Lip≤1

inf
fω◦V ⊤∈F ld

NN

{∣∣Ez∼ρ

[
(f ◦ U∗ − fω ◦ V ⊤ ◦ U∗) ◦ g∗θ(z)

] ∣∣

+
∣∣Ez∼ρ̂n

[
(f ◦ A− fω ◦ V ⊤ ◦ A) ◦ T ld(z)

] ∣∣
}

≤ sup
∥f∥Lip≤1

inf
fω◦V ⊤∈F ld

NN

∥∥f ◦ U∗ − fω ◦ V ⊤U∗∥∥
∞ +

∥∥f ◦ A− fω ◦ V ⊤A
∥∥
∞ . (C.6)

Applying the same argement to the (EASY) error term yields

dF ld
NN

(
(A ◦ g̃θ)♯ρ, (A ◦ T ld)♯ρ

)
− dH1

∞

(
(A ◦ g̃θ)♯ρ, (A ◦ T ld)♯ρ

)

≤ 2 sup
∥f∥Lip≤1

inf
fω◦V ⊤∈F ld

NN

∥∥f ◦ A− fω ◦ V ⊤A
∥∥
∞ . (C.7)

Note that we already used the fact that H1
∞ is a subset of H1. Plugging (Eq. C.6) and

(Eq. C.7) into (Eq. C.5) and taking infimum over g̃θ, we obtain the desired oracle inequality,

W1((U
∗ ◦ g∗θ)♯ρ, µ)

≤ inf
g:A◦g∈Gld

NN

∥∥A ◦ g − A ◦ T ld
∥∥
∞

︸ ︷︷ ︸
generator approximation error

+W1(µ̂n, µ) + dF ld
NN
(µ̂n, µ)︸ ︷︷ ︸

statistical error

+ sup
∥f∥Lip≤1

inf
fω◦V ⊤∈F ld

NN

∥∥f ◦ U∗ − fω ◦ V ⊤U∗∥∥
∞ +

∥∥f ◦ A− fω ◦ V ⊤A
∥∥
∞

︸ ︷︷ ︸
discriminator approximation error (HARD)

+ 2 sup
∥f∥Lip≤1

inf
fω◦V ⊤∈F ld

NN

∥∥f ◦ A− fω ◦ V ⊤A
∥∥
∞

︸ ︷︷ ︸
discriminator approximation error (EASY)

.

The proof is complete.

C.2.2 Proof of Lemma 5.8

Proof. The proof consists of two steps: 1) construction of a piecewise linear function for

approximating 1-Lipschitz functions, which can be implemented by a ReLU neural net-

work; 2) establishing the global Lipschitz continuity of the neural network, in addition to

the L∞ approximation error guarantee.
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Step 1). Given a positive integerN > 0, we evenly choose (N+1)q points in the hypercube

[0, 1]q, denoted as m/N with m = [m1, . . . ,mq]
⊤ ∈ {0, . . . , N}q. We define a univariate

trapezoid function (see graphical illustration in Figure C.1)

ϕ(a) =





1, |a| < 1

2− |a|, |a| ∈ [1, 2]

0, |a| > 2

.

Then for any x ∈ [0, 1]q, we define a partition of unity based on a product of trapezoid

functions indexed by m,

ξm(x) =

q∏

k=1

ϕ
(
3N
(
xk −

mk

N

))
.
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�
�
3N
�
xk � mk

N
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�
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3N
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N
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Figure C.1: Trapezoid function in one dimension.

For any target 1-Lipschitz function f , it is more convenient to write its Lipschitz conti-

nuity with respect to the ℓ∞ norm, i.e.,

|f(x)− f(y)| ≤ ∥x− y∥2 ≤
√
q ∥x− y∥∞ . (C.8)

We now define a collection of piecewise constant functions

Pm(x) = f(m) for m ∈ {0, . . . , N}q.
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We claim that f̃(x) =
∑

m ξm(x)Pm(x) is an approximation of f , with an approximation

error evaluated as

sup
x∈[0,1]q

∣∣∣f̃(x)− f(x)
∣∣∣ = sup

x∈[0,1]q

∣∣∣∣∣
∑

m

ξm(x) (Pm(x)− f(x))

∣∣∣∣∣

≤ sup
x∈[0,1]q

∑

m:|xk−mk/N |≤ 2
3N

|Pm(x)− f(x)|

= sup
x∈[0,1]q

∑

m:|xk−mk/N |≤ 2
3N

|f(m)− f(x)|

≤ √
q2q+1 1

3N
,

where the last inequality follows from the Lipschitz continuity in (Eq. C.8) and the fact that

there are at most 2q terms in the summation.

We use a ReLU network to implement f̃ . It turns out that we only need to implement the

multiplication operation in ξm. For scalars a, b ∈ [0, 1], we rewrite ab as
(
a+b
2

)2−
(

|a−b|
2

)2
.

We know neural networks can approximate a univariate quadratic function on [0, 1] as

a2 ≈ ĥK(a) = a−
K∑

k=1

1

22k
gk(a), with gk = g ◦ · · · ◦ g︸ ︷︷ ︸

k compositions

, (C.9)

where g(a) = 2ReLU(a)−4ReLU(a−0.5)+2ReLU(a−1). The L∞ approximation error

of ĥK is 2−(2K+2) (A proof can be found in [40, Proposition 2] or [214, Lemma 1]). We

approximate ξm recursively using univariate quadratic functions. Specifically, we construct

ξm(x) ≈ ξ̂m(x) = ×̂
(
ϕ(3N(xq −mq/N)), ×̂ (ϕ(3N(xq−1 −mq−1/N)), . . . )

)
, (C.10)

where ×̂(a, b) = ĥK((a + b)/2) − ĥK(|a − b|/2) for a, b ∈ [0, 1]. Then the network for

approximating f is obtained as

f(x) ≈ f̂(x) =
∑

m

ξ̂m(x)f(m). (C.11)
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We bound L∞ approximation error of f̂ as

∥∥∥f̂ − f
∥∥∥
∞

≤
∥∥∥f̂ − f̃

∥∥∥
∞
+
∥∥∥f̃ − f

∥∥∥
∞

≤ sup
x∈[0,1]q

∣∣∣∣∣
∑

m

(
ξ̂m(x)− ξm(x)

)
Pm(x)

∣∣∣∣∣+
√
q2q+1 1

3N

≤ ∥f∥∞ sup
x∈[0,1]q

∣∣∣∣∣
∑

m

(
ξ̂m(x)− ξm(x)

)∣∣∣∣∣+
√
q2q+1 1

3N

≤ 2q ∥f∥∞
∥∥∥ξ̂m − ξm

∥∥∥
∞
+
√
q2q+1 1

3N

≤ q2q ∥f∥∞ 2−2K−1 +
√
q2q+1 1

3N
,

where the last inequality follows from recursively decomposing
∥∥∥ξ̂m − ξm

∥∥∥
∞

into q terms

as

∥∥∥ξ̂m − ξm

∥∥∥
∞

≤
∥∥∥×̂
(
ϕ(3N(xq −mq/N)), ×̂ (ϕ(3N(xq−1 −mq−1/N)), . . . )

)

− ϕ(3N(xq −mq/N)) · ×̂ (ϕ(3N(xq−1 −mq−1/N)), . . . )
∥∥∥
∞

+ . . .

+ ϕ(3N(xq −mq/N)) · · ·ϕ(3N(x3 −m3/N))

·
∥∥∥×̂ (ϕ(3N(x2 −m2/N)), ϕ(3N(x1 −m1/N)))

− ϕ(3N(x2 −m2/N))ϕ(3N(x1 −m1/N)
∥∥∥
∞

and observing

|×̂(a, b)− ab| ≤
∣∣∣ĥK((a+ b)/2)− (a+ b)2/4

∣∣∣+
∣∣∣ĥK(|a− b|/2)− (a− b)2/4

∣∣∣

≤ 2 · 2−2K−2 = 2−2K−1

for any a, b ∈ [0, 1].

Step 2). The following lemma establishes the Lipschitz continuity of f̂ with respect to the
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ℓ∞ norm.

Lemma C.1. Let f̂ be defined in (Eq. C.11). Then for any x, y ∈ [0, 1]q, it holds

∣∣∣f̂(x)− f̂(y)
∣∣∣ ≤ 3q

(
3 + 2(N ∥f∥∞ + 1) · q2−K+q−11−

(
q2−K

)q

1− q2−K

)
∥x− y∥∞ .

The proof is deferred to Appendix C.3. Given Lemma C.1, we choose N =
⌈√

q2q+1

ϵ2

⌉

and K satisfying

2(N ∥f∥∞ + 1) · q2−K+q−11−
(
q2−K

)q

1− q2−K
≤ 1

3
,

which impliesK =
⌈
log

12q3/2(∥f∥∞+1)

ϵ2
+ 2q

⌉
. As a result, we check the L∞ approximation

error of f̂ as

∥∥∥f̂ − f
∥∥∥
∞

≤ q2q ∥f∥∞ 2−2K−1 +
√
q2q+1 1

3N

≤ 1

9q223q+5(∥f∥∞ + 1)
ϵ22 +

1

3
ϵ2

≤ ϵ2.

Meanwhile, with the choice of K and N , Lemma C.1 implies that for any x, y ∈ [0, 1]q, it

holds

∣∣∣f̂(x)− f̂(y)
∣∣∣ ≤ 3q

(
3 + 2(N ∥f∥∞ + 1) · q2−K+q−11−

(
q2−K

)q

1− q2−K

)
∥x− y∥∞

≤ 10q ∥x− y∥∞ .

The remaining step is to characterize the size of the ReLU network for implementing f̂ .

Construction (Eq. C.11) suggests that the network consists of (N + 1)q parallel subnet-

works. In each subnetwork, we need to implement ξ̂m defined in (Eq. C.10), where the

subnetwork architecture consists of K layers and the width is bounded by a constant (since
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ĥK is realizable by a width-3 network). Putting together all the parallel subnetworks, we

conclude that the whole network architecture consists ofK layers and the width is bounded

by O((N + 1)q). Substituting our choice of N and K into the network size, we obtain

L = O
(
log 1

ϵ2
+ q
)

and p = O(ϵ−q
2 ). The total number of neurons and nonzero weight

parameters in the network is J = O(Lp).

The last step is to ensure that each weight parameter in f̂ is bounded by a constant. The

only caveat stems from the trapezoid function in ξm, which is rescaled by 3N (see equation

(Eq. C.10)). We use a deep network to implement ϕ(3N(xk − mk

N
)). Consider a basic step

function s(x) = 2ReLU(x)− 2ReLU(x− 1), whose j-th order composition is

sj = s ◦ · · · ◦ s =





0, x < 0

2jx, x ∈ [0, 1/2j−1]

2, x > 1/2j

.

Setting j = ⌈log(3N)⌉ + 1, we observe that sj has a slope of at least 6N . We use sj/2 to

realize the left linear segments in ϕ(3N(xk−mk

N
)). For the right linear segments, we can use

1−sj/2 instead. In this way, we increment the network architecture for implementing f̂ by

a depth of ⌈log(3N)⌉+1 = O (log 1/ϵ2 + q) and a width of 4, while each weight parameter

in the network is bounded by a constant. To summarize the network architecture, we have

L = O (log 1/ϵ2 + q) , p = O
(
ϵ−q
2

)
, J = O

(
ϵ−q
2 (log 1/ϵ2 + q)

)
,

κ = O(1), R =
√
q.

The bound on R is obtained by combining Lipschitz continuity (Eq. C.8) with f(0) = 0.
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C.2.3 Proof of Lemma 5.9

Proof. Given the choice of generator and discriminator network classes, we show that at a

global optimizer (U∗, g∗θ), it holds

W1 ((U
∗ ◦ g∗θ)♯ρ, µ) ≤

(
1 + 4

√
q
(
min

i
Ez∼ρ

[
T ld
i (z)

])−1

Ez∼ρ [∥g∗θ(z)∥2]
)

· (γ̄ϵ1 + 3ϵ2). (C.12)

Suppose for the purpose of contradiction, we have

W1 ((U
∗ ◦ g∗θ)♯ρ, µ) >

(
1 + 4

√
q
(
min

i
Ez∼ρ

[
T ld
i (z)

])−1

Ez∼ρ [∥g∗θ(z)∥2]
)

· (γ̄ϵ1 + 3ϵ2). (C.13)

We will prove that there exists (V, fω) such that

dF ld
NN

((U∗ ◦ g∗θ)♯ρ, µ) ≥ Ez∼ρ

[
fω(V

⊤U∗g∗θ(z))
]
− Ex∼µ[fω(V

⊤x)]

> γ̄ϵ1. (C.14)

On the other hand, by choosing U∗ = A and gθ with
∥∥T ld − gθ

∥∥
∞ ≤ ϵ1/q, we have

dF ld
NN

((U∗ ◦ gθ)♯ρ, µ) ≤ γ̄ϵ1, (C.15)

since discriminator is γ̄-Lipschitz with respect to the L∞ norm. Putting (Eq. C.14) and

(Eq. C.15) together, we conclude that (U∗, g∗θ) cannot be a global optimizer. Therefore,

(Eq. C.12) holds true. It remains to establish (Eq. C.14). Since the discriminator network

can approximate any 1-Lipschitz function by Lemma 5.8, it is convenient to show the fol-
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lowing sufficient condition for (Eq. C.14),

sup
V

W1

(
(V ⊤U∗ ◦ g∗θ)♯ρ, V ⊤

♯ µ
)
> γ̄ϵ1 + 3ϵ2. (C.16)

In fact, (Eq. C.16) implies that for any δ ∈ (0, ϵ2), there exists a discriminative func-

tion f0 and matrix V0 such that Ez∼ρ[f0(V
⊤
0 U

∗g∗θ(z))] − Ex∼µ[f0(V
⊤
0 x)] > γ̄ϵ1 + 3ϵ2 +

2dF ld
NN
(µ̂n, µ)− δ. By choosing fω as an ϵ2-approximation of f0 and V = V0, we obtain

Ez∼ρ

[
fω(V

⊤
0 U

∗g∗θ(z))
]
− Ex∼µ[fω(V

⊤
0 x)]

= Ez∼ρ

[
fω(V

⊤
0 U

∗g∗θ(z))
]

− Ex∼µ[fω(V
⊤
0 x)]− Ez∼ρ[f0(V

⊤
0 U

∗g∗θ(z))]− Ex∼µ[f0(V
⊤
0 x)]

+ Ez∼ρ[f0(V
⊤
0 U

∗g∗θ(z))]− Ex∼µ[f0(V
⊤
0 x)]

> γ̄ϵ1 + 3ϵ2 − δ − 2 ∥fω − f0∥∞

> γ̄ϵ1,

which establishes (Eq. C.14).

To ease the presentation, we recall that ϵ = γ̄ϵ1 + 3ϵ2. We now consider two comple-

mentary cases for establishing (Eq. C.16),

• (Case 1) 1
q

∣∣tr
(
A⊤U∗)∣∣ < 1− 2

(
mini Ez∼ρ

[
T ld
i (z)

])−2
ϵ2;

• (Case 2) 1
q

∣∣tr
(
A⊤U∗)∣∣ ≥ 1− 2

(
mini Ez∼ρ

[
T ld
i (z)

])−2
ϵ2,

where T ld
i denotes the i-th coordinate mapping. Note that (Case 2) says that the column

spaces of A,U⋆ are nearly identical. We tackle the two cases separately. To further ease

the analysis, we assume without loss of generality that a⊤i u
⋆
i ≥ 0 for i = 1, . . . , q, where

ai and u⋆i are column vectors of A and U⋆, respectively. Otherwise we can replace ai with

−ai and T ld
i with −T ld

i simultaneously. As a result, we may remove the absolute values in

(Case 1) and (Case 2) for simplicity.
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• (Case 1) We show that there exists an index I such that the corresponding column vectors

aI and u∗I are sufficiently mis-aligned in direction. Specifically, given 1
q
tr
(
A⊤U⋆

)
<

1− 2E−2
z∼ρ

[
mini T

ld
i (z)

]
ϵ2, we expand the expression as

1

q
tr
(
A⊤U⋆

)
=

1

q

q∑

i=1

a⊤i u
⋆
i < 1− 2

(
min

i
Ez∼ρ

[
T ld
i (z)

])−2

ϵ2.

Since a⊤i u
⋆
i ∈ [0, 1] for i = 1, . . . , q, by the Pigeonhole principle, we deduce that there

exists an index I with

a⊤I u
⋆
I < 1− 2

(
min

i
Ez∼ρ

[
T ld
i (z)

])−2

ϵ2. (C.17)

Now we prove that the mis-alignment of aI and u∗I already results in a sufficient separa-

tion between the generated distribution and data distribution, in terms of projected Wasser-

stein distance. By definition, we have

W1

((
V ⊤U∗g∗θ

)
♯
ρ, V ⊤

♯ µ
)

= sup
f∈Lip1(Rq)

Ez∼ρ

[
f
(
V ⊤U∗g∗θ(z)

)]
− Ez∼ρ

[
f
(
V ⊤AT ld(z)

)]

= sup
f∈Lip1(Rq)

Ez∼ρ

[
f

(
V ⊤

q∑

i=1

u∗i (g
∗
θ)i(z)

)]
− Ez∼ρ

[
f

(
V ⊤

q∑

i=1

aiT
ld
i (z)

)]
. (C.18)

We choose the projection matrix V to be a rank-1 matrix with only the I-th column nonzero,

i.e.,

V =

[
0d×(I−1),

aI−u⋆
I

∥aI−u⋆
I∥2

, 0d×(q−I)

]
.

We further choose a specific testing function f to derive a lower bound on (Eq. C.18). Let

f(x) = w⊤x be linear with wI = 1 and wi = 0 for i ̸= I . Substituting our choice of V and
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f into (Eq. C.18), we obtain

W1

((
V ⊤U∗g∗θ

)
♯
ρ, V ⊤

♯ µ
)

≥ Ez∼ρ

[
w⊤V ⊤

q∑

i=1

u∗i (g
∗
θ)i(z)

]
− Ez∼ρ

[
w⊤V ⊤

q∑

i=1

aiT
ld
i (z)

]

=
1− a⊤I u

∗
I

∥aI − u∗I∥2
Ez∼ρ

[
(g∗θ)I(z) + T ld

I (z)
]

=
1

2
∥aI − u∗I∥2 Ez∼ρ

[
(g∗θ)I(z) + T ld

I (z)
]
. (C.19)

Using (Eq. C.17), we lower bound

∥aI − u∗I∥2 =
√

2− 2a⊤I u
∗
I > 2

(
min

i
Ez∼ρ

[
T ld
i (z)

])−1

ϵ.

Substituting into (Eq. C.19), we conclude

W1

((
V ⊤U∗g∗θ

)
♯
ρ, V ⊤

♯ µ
)
> ϵ ·

(
min

i
Ez∼ρ

[
T ld
i (z)

])−1

Ez∼ρ[(g
∗
θ)I(z) + T ld

I (z)]

> ϵ.

• (Case 2) The assertion of (Case 2) translates to several useful spectral norm bounds. We

first observe

∥A− U∗∥22 ≤ ∥A− U∗∥2F = tr
(
(A− U∗)⊤(A− U∗)

)

= tr
(
2I − A⊤U∗ − (U∗)⊤A

)

≤ 4q
(
min

i
Ez∼ρ

[
T ld
i (z)

])−2

ϵ2. (C.20)

Taking square root on both sides of (Eq. C.20), we have ∥A− U∗∥2 ≤ 2
√
q
(
mini Ez∼ρ

[
T ld
i (z)

])−1
ϵ.

In addition, since A has orthonormal columns, we have

∥∥I − A⊤
0 A⋆

∥∥
2
=
∥∥A⊤

0 (A0 − A⋆)
∥∥
2
≤ ∥A0∥2 ∥A0 − A⋆∥2

170



≤ 2
√
q
(
min

i
Ez∼ρ

[
T ld
i (z)

])−1

ϵ. (C.21)

We use a similar proof strategy as in (Case 1) by choosing a specific projection matrix

V = A, and evaluate the Wasserstein distance

W1

((
V ⊤U∗g∗θ

)
♯
ρ, V ⊤

♯ µ
)

= sup
f∈Lip1(Rq)

Ez∼ρ

[
f(T ld(z))

]
− Ez∼ρ

[
f(A⊤U∗g∗θ(z))

]

= sup
f∈Lip1(Rq)

Ez∼ρ

[
f(T ld(z))

]
− Ez∼ρ [f(g

∗
θ(z))]

+ Ez∼ρ [f(g
∗
θ(z))]− Ez∼ρ

[
f(A⊤U∗g∗θ(z))

]

≥ sup
f∈Lip1(Rq)

Ez∼ρ

[
f(T ld(z))

]
− Ez∼ρ [f(g

∗
θ(z))]− Ez∼ρ

[∥∥(I − A⊤U∗)g∗θ(z)
∥∥
2

]

≥ sup
f∈Lip1(Rq)

Ez∼ρ

[
f(T ld(z))

]
− Ez∼ρ [f(g

∗
θ(z))]−

∥∥I − A⊤U∗∥∥
2
Ez∼ρ [∥g∗θ(z)∥2]

= W1(T
ld
♯ ρ, (g

∗
θ)♯ρ)︸ ︷︷ ︸

(♠)

−
∥∥I − A⊤U∗∥∥

2
Ez∼ρ [∥g∗θ(z)∥2]︸ ︷︷ ︸

(♣)

. (C.22)

Invoking inequality (Eq. C.21), (♣) assumes the upper bound

(♣) ≤ 2
√
q
(
min

i
Ez∼ρ

[
T ld
i (z)

])−1

E [∥g∗θ(z)∥2] ϵ.

To lower bound (♠), we prove a lower bound on W1

(
(AT ld)♯ρ, (U

∗g∗θ)♯ρ
)
. The triangle

inequality implies

W1

(
(AT ld)♯ρ, (U

∗g∗θ)♯ρ
)
≤ W1

(
(AT ld)♯ρ, (Ag

∗
θ)♯ρ

)
+W1 ((Ag

∗
θ)♯ρ, (U

∗g∗θ)♯ρ) .

We bound the second term in the right-hand side above as

W1 ((Ag
∗
θ)♯ρ, (U

∗g∗θ)♯ρ) = sup
f∈Lip1(Rd)

Ez∼ρ [f (Ag
∗
θ(z))]− Ez∼ρ[f(U

∗g∗θ(z))]
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(i)

≤ Ez∼ρ [∥Ag∗θ(z)− U∗g∗θ(z)∥2]

≤ ∥A− U∗∥2 Ez∼ρ [∥g∗θ(z)∥2]
(ii)

≤ 2
√
q
(
min

i
Ez∼ρ

[
T ld
i (z)

])−1

Ez∼ρ [∥g∗θ(z)∥2] ϵ,

where inequality (i) invokes the Lipschitz continuity of f and inequality (ii) invokes

(Eq. C.20). Recall that in (Eq. C.13), we assume

W1

(
(AT ld)♯ρ, (U

∗g∗θ)♯ρ
)
>

(
1 + 4

√
q
(
min

i
Ez∼ρ

[
T ld
i (z)

])−1

Ez∼ρ [∥g∗θ(z)∥2]
)
ϵ.

Thus, we have

W1

(
(U∗T ld)♯ρ, (U

∗g∗θ)♯ρ
)
>

(
1 + 2

√
q
(
min

i
Ez∼ρ

[
T ld
i (z)

])−1

Ez∼ρ [∥g∗θ(z)∥2]
)
ϵ,

which implies

(♠) = W1(T
ld
♯ ρ, (g

∗
θ)♯ρ) >

(
1 + 2

√
q
(
min

i
Ez∼ρ

[
T ld
i (z)

])−1

Ez∼ρ [∥g∗θ(z)∥2]
)
ϵ.

Combining the bounds of (♠) and (♣) and substituting into (Eq. C.22), we obtain

W1

((
V ⊤U∗g∗θ

)
♯
ρ, V ⊤

♯ µ
)
≥ (♠)− (♣) > ϵ,

which checks (Case 2). Putting (Case 1) and (Case 2) together, we establish inequality

(Eq. C.16). Consequently, (Eq. C.14) holds true and therefore, (Eq. C.12) is valid for a

global optimizer (U∗, g∗θ).

Next, we show given (Eq. C.12), the column space of A and U∗ are approximately

equal. In particular, we show the following bound

1

2q
∥A− U∗∥2F ≤ 2 ·

(
1 + 4

√
q
(
min

i
Ez∼ρ

[
T ld
i (z)

])−1

Ez∼ρ [∥g∗θ(z)∥2]
)2
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·
(
min

i
Ez∼ρ

[
T ld
i (z)

])−2

ϵ2.

Suppose not. We expand the squared Frobenius norm ∥A− U∗∥2F as

1

2q
∥A− U∗∥2F =

1

2q
tr
(
(A− U∗)⊤(A− U∗)

)

=
1

2q
tr
(
2I − A⊤U∗ − (U∗)⊤A

)

= 1− 1

2q
tr
(
A⊤U∗ + (U∗)⊤A

)

= 1− 1

q
tr
(
A⊤U∗) .

From the last display above, we deduce

1

q
tr
(
A⊤U∗) < 1− 2 ·

(
1 + 4

√
q
(
min

i
Ez∼ρ

[
T ld
i (z)

])−1

Ez∼ρ [∥g∗θ(z)∥2]
)2

·
(
min

i
Ez∼ρ

[
T ld
i (z)

])−2

ϵ2.

We consider distinguish (U∗ ◦ g∗θ)♯ρ and µ by a linear testing function f(x) = (aI−u∗
I )

⊤

∥aI−u∗
I∥2

x,

where the index I verifies

a⊤I u
∗
I < 1− 2 ·

(
1 + 4

√
q
(
min

i
Ez∼ρ

[
T ld
i (z)

])−1

Ez∼ρ [∥g∗θ(z)∥2]
)2

·
(
min

i
Ez∼ρ

[
T ld
i (z)

])−2

ϵ2.

Repeating the same argument in (Case 1), we deduce

W1 ((U
∗ ◦ g∗θ)♯ρ, µ) >

(
1 + 4

√
q
(
min

i
Ez∼ρ

[
T ld
i (z)

])−1

Ez∼ρ [∥g∗θ(z)∥2]
)
ϵ,

which contradicts (Eq. C.15). The proof is complete.
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C.2.4 Proof of Lemma 5.10

Proof. We bound W1(µ̂n, µ) first. Denote ν = A⊤
♯ µ and ν̂n = A⊤

♯ µ̂n. By Assumption 5.4,

we write W1(µ̂n, µ) as

W1(µ̂n, µ) = W1(A♯ν̂n, A♯ν)

= sup
∥f∥Lip≤1

Ex∼A♯ν̂n [f(x)]− Ey∼A♯ν [f(y)]

= sup
∥f∥Lip≤1

Ex∼ν̂n [f(Ax)]− Ey∼ν [f(Ay)]

(i)
= sup

g=f◦A
Ex∼ν̂n [g(x)]− Ey∼ν [g(y)]

≤ W1(ν̂n, ν). (C.23)

where in (i), the composite function g = f ◦ A : Rq 7→ R is Lipschitz continuous, whose

Lipschitz constant is bounded by 1. Applying Lemma 5.6, with the function class being

1-Lipschitz functions on [0, 1]q, we derive

W1(ν̂n, ν) ≤ 4 inf
δ∈(0,√q)

(
δ +

6√
n

∫ √
q

δ

√
logN (τ,H1([0, 1]q), ∥·∥∞)dτ

)

(i)

≤ 4 inf
δ

(
δ +

6√
n

∫ √
q

δ

τ−q/2dτ

)

(ii)

≤ O
(
n−1/q log n

)
, (C.24)

where in (i), we substitute a covering number bound logN (τ,H1([0, 1]q), ∥·∥∞) = O ((1/τ)q),

and in (ii), we take δ = n−1/q and distinguish two cases depending on q:

• (q = 2). Inequality (i) can be simplified as

W1(ν̂n, ν) ≤
4√
n
+

24√
n
log(

√
qn)

= O
(
n−1/q log n

)
.
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• (q > 2). Inequality (i) can be computed as

W1(ν̂n, ν) ≤ 4n−1/q +
24√
n

1

1− q/2

(
(
√
q)−q/2+1 −

(
n−1/q

)−q/2+1
)

= O
(
n−1/q + n−1/2

)
.

Applying Lemma 5.6 again, with the function class being F ld
NN, we further have

dF ld
NN
(µ̂n, µ) ≤ 4 inf

δ∈(0,√q)

(
δ +

6√
n

∫ √
q

δ

√
logN (τ,F ld

NN, ∥·∥∞)dτ

)

(i)

≤ 4 inf
δ

(
δ +

6√
n

∫ √
q

δ

√
K̄ log

2L̄2(p̄+ 2)(κ̄p̄)L̄+1

τ
dτ

)

(ii)
= O

(
1

n
+

1√
n

√
K̄L̄ log(L̄p̄n)

)
, (C.25)

where in (i), we invoke Lemma 4.3 instantiated to F ld
NN, and in (ii), we set δ = 1

n
.

C.3 Proof of Lemma C.1

Proof. We begin by considering two points x, y ∈ [0, 1]q differing in only one coordinate.

Without loss of generality, we assume x1− y1 ≥ 0, while xj − yj = 0 for j = 2, . . . , q. We

have two base cases:

• (Base case 1) there exists m∗
1 ∈ {0, . . . , N} such that x1, y1 ∈

[
3m∗

1−1

3N
,
3m∗

1+1

3N

]
;

• (Base case 2) there exists m∗
1 ∈ {0, . . . , N} such that x1, y1 ∈

[
3m∗

1−2

3N
,
3m∗

1−1

3N

]
.

In both base cases, x1 and y1 are close enough within distance 2/3N . Later, we will reduce

general positions of x1, y1 ∈ [0, 1] to a collection of base bases. A graphical illustration of

base cases are given in Figure C.2.

In (Base case 1), we have ϕ(3N(x1 − m∗
1/N)) = ϕ(3N(y1 − m∗

1/N)) = 1 and

ϕ(3N(x1 − m1/N)) = ϕ(3N(y1 − m1/N)) = 0 for any m1 ̸= m∗
1. Therefore, the
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(Base case 1) (Base case 2)

Figure C.2: Illustration of (Base case 1) and (Base case 2).

equality ξ̂m(x) = ξ̂m(y) holds true for any m ∈ {0, . . . , N}q. Consequently, we deduce

f̂(x)− f̂(y) = 0.

In (Base case 2), the analysis is more complicated. We first observe that ϕ(3N(x1 −

m∗
1/N)) = 3Nx1 − 3m∗

1 + 2 and ϕ(3N(x1 − (m∗
1 − 1)/N)) = −3Nx1 + 3m∗

1 − 1 are

both nonzero, while ϕ(3N(x1 −m1/N)) = 0 for any m1 ̸∈ {m∗
1 − 1,m∗

1} (the same holds

for y1). Denote m\1 = [m2, . . . ,mq]
⊤ as all the entries in m except the first entry m1. We

rewrite f̂(x) as

f̂(x) =
∑

m

ξ̂m(x)Pm(x)

=
∑

m=[m∗
1,m

⊤
\1]

⊤

ξ̂m(x)Pm(x) +
∑

m=[m∗
1−1,m⊤

\1]
⊤

ξ̂m(x)Pm(x).

The second equality above holds, since ξ̂m(x) = 0 whenever m1 ̸∈ {m∗
1− 1,m∗

1}. Further-

more, we have

∣∣∣f̂(x)− f̂(y)
∣∣∣ =

∣∣∣∣
∑

m\1:m=[m∗
1,m

⊤
\1]

⊤

(
ξ̂m(x)− ξ̂m(y)

)
f(m)

+
∑

m\1:m=[m∗
1−1,m⊤

\1]
⊤

(
ξ̂m(x)− ξ̂m(y)

)
f(m)

∣∣∣∣. (C.26)

In order to bound the right-hand side of (Eq. C.26), we establish several regularity proper-

ties of ξ̂m based on Lemma C.4. The first result proves the monotonicity of ξ̂m.
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Lemma C.2. Let ξ̂m be defined in (Eq. C.10). Consider two points x = [x1, . . . , xi, . . . , xq]
⊤

and x′ = [x1, . . . , x
′
i, . . . , xq]

⊤ only differing in the i-th coordinate. Denote m∗
i satisfying

xi, x
′
i ∈
[
3m∗

i−2

3N
,
3m∗

i−1

3N

]
. Then it holds

(
ξ̂m(x)− ξ̂m(x

′)
)
(xi − x′i) ≥ 0 for m = [m1, . . . ,m

∗
i , . . . ,mq]

⊤ and
(
ξ̂m(x)− ξ̂m(x

′)
)
(xi − x′i) ≤ 0 for m = [m1, . . . ,m

∗
i − 1, . . . ,mq]

⊤.

The proof is deferred to Appendix C.3.1. Next, we show first-order continuity of ξ̂m.

Lemma C.3. Let ξ̂m be defined in (Eq. C.10). Consider two points x = [x1, . . . , xi, . . . , xq]
⊤

and x′ = [x1, . . . , x
′
i, . . . , xq]

⊤ only differing in the i-th coordinate. Then for anym, it holds

3N
∏

j ̸=i

max

{
ϕ(3N(xj −mj/N))− 1

2K
, 0

}
|xi − x′i| ≤

∣∣∣ξ̂m(x)− ξ̂m(x
′)
∣∣∣

≤ 3N
∏

j ̸=i

(
ϕ(3N(xj −mj/N)) +

1

2K

)
|xi − x′i|.

The proof is deferred to Appendix subsubsection C.3.1. Using Lemma C.2 and C.3, we

are able to bound the right-hand side of (Eq. C.26). We partition all the values of m\1 into

two complementary disjoint sets:

A≤0 =

{
m\1 : f

(
[m∗

1,m
⊤
\1]

⊤

N

)
f

(
[m∗

1 − 1,m⊤
\1]

⊤

N

)
≤ 0

}
and

A>0 =

{
m\1 : f

(
[m∗

1,m
⊤
\1]

⊤

N

)
f

(
[m∗

1 − 1,m⊤
\1]

⊤

N

)
> 0

}
.

In A≤0, by the Lipschitz continuity of f , we have

∣∣∣∣∣f
(
[m∗

1,m
⊤
\1]

⊤

N

)
− f

(
[m∗

1 − 1,m⊤
\1]

⊤

N

)∣∣∣∣∣ ≤ 1/N.

If either
∣∣∣f
(
[m∗

1,m
⊤
\1]

⊤/N
)∣∣∣ > 1

N
or
∣∣∣f
(
[m∗

1 − 1,m⊤
\1]

⊤/N
)∣∣∣ > 1

N
, then f

(
[m∗

1,m
⊤
\1]

⊤/N
)
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and f
(
[m∗

1,m
⊤
\1]

⊤/N
)

should be both positive or negative. Their product must be positive.

As a result, we deduce that in A≤0,

∣∣∣∣∣f
(
[m∗

1,m
⊤
\1]

⊤

N

)∣∣∣∣∣ ≤
1

N
and

∣∣∣∣∣f
(
[m∗

1 − 1,m⊤
\1]

⊤

N

)∣∣∣∣∣ ≤
1

N

hold simultaneously.

In A>0, f
(
[m∗

1,m
⊤
\1]

⊤/N
)

and f
(
[m∗

1,m
⊤
\1]

⊤/N
)

are both positive or negative. We

rewrite (Eq. C.26) according to the partition of A≤0 and A>0 on m\1:

∣∣∣f̂(x)− f̂(y)
∣∣∣ = (♠) + (♣), (C.27)

where

(♠) =

∣∣∣∣
∑

m\1∈A≤0:m=[m∗
1,m

⊤
\1]

⊤

(
ξ̂m(x)− ξ̂m(y)

)
f(m/N)

+
∑

m\1∈A≤0:m=[m∗
1−1,m⊤

\1]
⊤

(
ξ̂m(x)− ξ̂m(y)

)
f(m/N)

∣∣∣∣,

(♣) =

∣∣∣∣
∑

m\1∈A>0:m=[m∗
1,m

⊤
\1]

⊤

(
ξ̂m(x)− ξ̂m(y)

)
f(m/N)

+
∑

m\1∈A>0:m=[m∗
1−1,m⊤

\1]
⊤

(
ξ̂m(x)− ξ̂m(y)

)
f(m/N)

∣∣∣∣.

For term (♠), we bound it by

(♠)

≤

∣∣∣∣∣∣∣

∑

m\1∈A≤0:m=[m∗
1,m

⊤
\1]

⊤

(
ξ̂m(x)− ξ̂m(y)

) 1

N

∣∣∣∣∣∣∣

+

∣∣∣∣∣∣∣

∑

m\1∈A≤0:m=[m∗
1−1,m⊤

\1]
⊤

(
ξ̂m(x)− ξ̂m(y)

) 1

N

∣∣∣∣∣∣∣
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(i)

≤ 1

N

∑

m\1:ξ̂m(x)̸=0,ξ̂m(y) ̸=0

6N |x1 − y1|
∏

k≥2

min

{
ϕ(3N(xk −mk/N)) +

1

2K
, 1

}

≤ 6|x1 − y1|
∑

m\1:ξ̂m(x)̸=0,ξ̂m(y)̸=0

∏

k≥2

(
ϕ(3N(xk −mk/N)) +

1

2K

)

(ii)

≤ 6|x1 − y1|
∑

m\1:ξ̂m(x) ̸=0,ξ̂m(y)̸=0

[∏

k≥2

ϕ(3N(xk −mk/N)) +

q∑

j=1

2−jK

(
q

j

)]

(iii)

≤ 6

(
1 + q2−K+q−11−

(
q2−K

)q

1− q2−K

)
|x1 − y1|, (C.28)

where inequality (i) invokes Lemma C.3 and neglects terms involving ξ̂m(x) = ξ̂m(y) =

0 and inequality (ii) expands the product
∏

k≥2

(
ϕ(3N(xk −mk/N)) + 1

2K

)
by noting

ϕ(3N(xk−mk/N)) ≤ 1. To see inequality (iii), we first observe that there are at most 2q−1

terms in the summation, due to the definition of ϕ. Then we bound
∑

m\1:ξ̂m(x)̸=0,ξ̂m(y)̸=0

∑q
j=1 2

−jK
(
q
j

)

as

∑

m\1:ξ̂m(x)̸=0,ξ̂m(y) ̸=0

q∑

j=1

2−jK

(
q

j

)
≤

∑

m\1:ξ̂m(x)̸=0,ξ̂m(y)̸=0

q∑

j=1

2−jKqj

≤ 2q−1q2−K 1−
(
q2−K

)q

1− q2−K

= q2−K+q−11−
(
q2−K

)q

1− q2−K
.

Meanwhile,
∏

k≥2 ϕ(3N(xk−mk/N)) is indeed a partition of unity on a (d−1)-dimensional

unit cude. Therefore, we have

∑

m\1:ξ̂m(x) ̸=0,ξ̂m(y)̸=0

∏

k≥2

ϕ(3N(xk −mk/N)) = 1.

For term (♣), we leverage the cancellation in the two summations. We assume without

loss of generality, f
(
[m∗

1,m
⊤
\1]

⊤/N
)
> 0 and f

(
[m∗

1 − 1,m⊤
\1]

⊤/N
)
> 0 form\1 ∈ A>0.
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Otherwise, replacing f by −f won’t change term (♣). Therefore, we derive

(♣)

(i)

≤
∣∣∣∣∣

∑

m\1∈A>0:m=[m∗
1,m

⊤
\1]

⊤

(
ξ̂m(x)− ξ̂m(y)

)
f(m/N)

−
∑

m\1∈A>0:m=[m∗
1−1,m⊤

\1]
⊤

∣∣∣ξ̂m(x)− ξ̂m(y)
∣∣∣ f(m/N)

∣∣∣∣∣

(ii)

≤ 3N |x1 − y1|

·
∑

m\1:ξ̂m(x) ̸=0,ξ̂m(y)̸=0

∣∣∣∣∣
∏

k≥2

(
ϕ(3N(xk −mk/N)) +

1

2K

)
f
(
[m∗

1,m
⊤
\1]

⊤/N
)

−
∏

k≥2

max

{
ϕ(3N(xk −mk/N))− 1

2K
, 0

}
f
(
[m∗

1 − 1,m⊤
\1]

⊤/N
)
∣∣∣∣∣

(iii)

≤ 3N |x1 − y1|
∑

m\1:ξ̂m(x)̸=0,ξ̂m(y) ̸=0

(∏

k≥2

ϕ(3N(xk −mk/N))

·
∣∣f([m∗

1,m
⊤
\1]

⊤/N)− f([m∗
1 − 1,m⊤

\1]
⊤/N)

∣∣
)

+ 6N |x1 − y1| ∥f∥∞ · q2−K+q−11−
(
q2−K

)q

1− q2−K

≤ 3

(
1 + 2N ∥f∥∞ · q2−K+q−11−

(
q2−K

)q

1− q2−K

)
|x1 − y1|, (C.29)

where inequality (i) uses the monotonicity of ξ̂m in Lemma C.2, inequality (ii) invokes

Lemma C.3, and inequality (iii) follows from the same argument of (iii) in (Eq. C.28).

Combining (Eq. C.28), (Eq. C.29) and substituting into (Eq. C.27), we obtain

∣∣∣f̂(x)− f̂(y)
∣∣∣ ≤ 3

(
3 + 2(N ∥f∥∞ + 1) · q2−K+q−11−

(
q2−K

)q

1− q2−K

)
|x1 − y1|. (C.30)

Given two base cases, we proceed to show Lipschitz continuity of f̂ . We first partition

[0, 1] into two types of sub-intervals,
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(Type 1)
[
3k−1
3N

, 3k+1
3N

]⋂
[0, 1] and (Type 2)

[
3k+1
3N

, 3k+2
3N

]⋂
[0, 1],

where k ≤ N is an integer. We observe that on a (Type 1) sub-interval, (Base case 1)

applies; while on a (Type 2) sub-interval, (Base case 2) applies. Depending on the location

of x1 and y1, we discuss four situations.

(Situation 1): x1 belongs to a (Type 1) sub-interval and y1 belongs to a (Type 1) sub-

interval. If the two sub-intervals coincide, we obtain (Base case 1). There is nothing to

show. Otherwise, we denote integer kx such that x1 ∈
[
3kx−1
3N

, 3kx+1
3N

]⋂
[0, 1] and integer

ky < kx such that y1 ∈
[
3ky−1

3N
, 3ky+1

3N

]⋂
[0, 1]. See Figure C.3 for an illustration.
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(Base case 1)
(Base case 2)

Figure C.3: Demonstration of (Situation 1) with kx = ky + 2. We can decompose such
an situation into a serial of alternating (Base case 1) (green) and (Base case 2) (red). The
function value difference can be obtained by aggregating differences in each base case.

We can derive

∣∣∣f̂(x)− f̂(y)
∣∣∣ ≤

∣∣∣∣∣f̂(x)− f̂

([
3kx − 1

3N
, x⊤\1

]⊤)∣∣∣∣∣

+

∣∣∣∣∣f̂
([

3kx − 1

3N
, x⊤\1

]⊤)
− f̂

([
3ky + 1

3N
, y⊤\1

]⊤)∣∣∣∣∣

+

∣∣∣∣∣f̂
([

3ky + 1

3N
, y⊤\1

]⊤)
− f̂(y)

∣∣∣∣∣

(i)
=

∣∣∣∣∣f̂
([

3kx − 1

3N
, x⊤\1

]⊤)
− f̂

([
3ky + 1

3N
, y⊤\1

]⊤)∣∣∣∣∣ ,

where inequality (i) follows from (Base case 1). If kx = ky + 1, then we can apply (Base
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case 2) to show

∣∣∣f̂(x)− f̂(y)
∣∣∣ ≤

∣∣∣∣∣f̂
([

3kx − 1

3N
, x⊤\1

]⊤)
− f̂

([
3ky + 1

3N
, y⊤\1

]⊤)∣∣∣∣∣

≤ 3

(
3 + 2(N ∥f∥∞ + 1) · q2−K+q−11−

(
q2−K

)q

1− q2−K

)
1

3N

≤ 3

(
3 + 2(N ∥f∥∞ + 1) · q2−K+q−11−

(
q2−K

)q

1− q2−K

)
|x1 − y1|.

Otherwise, we have

∣∣∣f̂(x)− f̂(y)
∣∣∣

≤
∣∣∣∣∣f̂
([

3kx − 1

3N
, x⊤\1

]⊤)
− f̂

([
3ky + 1

3N
, y⊤\1

]⊤)∣∣∣∣∣

≤
∣∣∣∣∣f̂
([

3kx − 1

3N
, x⊤\1

]⊤)
− f̂

([
3(kx − 1) + 1

3N
, x⊤\1

]⊤)∣∣∣∣∣

+

∣∣∣∣∣f̂
([

3(kx − 1) + 1

3N
, x⊤\1

]⊤)
− f̂

([
3(ky + 1)− 1

3N
, y⊤\1

]⊤)∣∣∣∣∣

+

∣∣∣∣∣f̂
([

3(ky + 1)− 1

3N
, y⊤\1

]⊤)
− f̂

([
3ky + 1

3N
, y⊤\1

]⊤)∣∣∣∣∣
(i)

≤ 3

(
3 + 2(N ∥f∥∞ + 1) · q2−K+q−11−

(
q2−K

)q

1− q2−K

)
2

3N

+

∣∣∣∣∣f̂
([

3(kx − 1) + 1

3N
, x⊤\1

]⊤)
− f̂

([
3(ky + 1)− 1

3N
, y⊤\1

]⊤)∣∣∣∣∣ ,

where inequality (i) is obtained by applying (Base case 2) twice. To complete the argu-

ment, we can replace kx = kx−1 and ky = ky+1 and repeat the derivation to accumulate all

the differences yielded on a (Type 2) sub-interval, until kx−i = ky+i+1 or kx−i = ky+i

for some integer i. Consequently, noting that the total length of (Type 2) interval between
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x1 and y1 is always smaller than |x1 − y1|, we deduce

∣∣∣f̂(x)− f̂(y)
∣∣∣ ≤ 3

(
3 + 2(N ∥f∥∞ + 1) · q2−K+q−11−

(
q2−K

)q

1− q2−K

)
|x1 − y1|.

(Situation 2): x1 belongs to a (Type 1) sub-interval and y1 belongs to a (Type 2) sub-

interval. We aim to reduce this situation to (Situation 1). Following the same notation, we

denote x1 ∈
[
3kx−1
3N

, 3kx+1
3N

]⋂
[0, 1] for some integer kx and y1 ∈

[
3ky+1

3N
, 3ky+2

3N

]⋂
[0, 1] for

ky < kx. Triangle inequality yields

∣∣∣f̂(x)− f̂(y)
∣∣∣

≤
∣∣∣∣∣f̂(x)− f̂

([
3(ky + 1)− 1

3N
, y⊤\1

]⊤)∣∣∣∣∣+
∣∣∣∣∣f̂
([

3(ky + 1)− 1

3N
, x⊤\1

]⊤)
− f̂(y)

∣∣∣∣∣

≤
∣∣∣∣∣f̂(x)− f̂

([
3(ky + 1)− 1

3N
, y⊤\1

]⊤)∣∣∣∣∣

+ 3

(
3 + 2(N ∥f∥∞ + 1) · q2−K+q−11−

(
q2−K

)q

1− q2−K

)∣∣∣∣
3(ky + 1)− 1

3N
− y1

∣∣∣∣ .

We now observe that term
∣∣∣∣f̂(x)− f̂

([
3(ky+1)−1

3N
, y⊤\1

]⊤)∣∣∣∣ falls into (Situation 1). A

straightforward adaptation of the argument in (Situation 1) gives rise to

∣∣∣f̂(x)− f̂(y)
∣∣∣ ≤ 3

(
3 + 2(N ∥f∥∞ + 1) · q2−K+q−11−

(
q2−K

)q

1− q2−K

)
|x1 − y1|.

(Situation 3): x1 belongs to a (Type 2) sub-interval and y1 belongs to a (Type 1) sub-

interval. The analysis is analogous to (Situation 2) by switching x1 and y1. Denoting x1 ∈
[
3kx+1
3N

, 3kx+2
3N

]⋂
[0, 1] for some integer kx and y1 ∈

[
3ky−1

3N
, 3ky+1

3N

]⋂
[0, 1] for ky ≤ kx, we

derive

∣∣∣f̂(x)− f̂(y)
∣∣∣
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≤
∣∣∣∣∣f̂(x)− f̂

([
3kx + 1

3N
, x⊤\1

]⊤)∣∣∣∣∣+
∣∣∣∣∣f̂
([

3kx + 1

3N
, x⊤\1

]⊤)
− f̂(y)

∣∣∣∣∣

≤
∣∣∣∣∣f̂
([

3kx + 1

3N
, x⊤\1

]⊤)
− f̂(y)

∣∣∣∣∣

+ 3

(
3 + 2(N ∥f∥∞ + 1) · q2−K+q−11−

(
q2−K

)q

1− q2−K

)∣∣∣∣x1 −
3kx + 1

3N

∣∣∣∣ .

Note that
∣∣∣∣f̂
([

3kx+1
3N

, x⊤\1

]⊤)
− f̂(y)

∣∣∣∣ falls into (Situation 1). Therefore, the desired Lip-

schitz continuity (Eq. C.30) holds.

(Situation 4): x1 belongs to a (Type 2) sub-interval and y1 belongs to a (Type 2) sub-

interval. If the two sub-intervals coincide, this recovers (Base case 2), and there is nothing

to show. Otherwise, applying the analysis in (Situation 2) and (Situation 3) consecutively

to move x1 first into a (Type 1) sub-interval and then y1, we reduce this situation to (Situa-

tion 1) again. Therefore, Lipschitz continuity in (Eq. C.30) still holds true.

Combining all four situations, for any x, y only differing in the first coordinate, it holds

∣∣∣f̂(x)− f̂(y)
∣∣∣ ≤ 3

(
3 + 2(N ∥f∥∞ + 1) · q2−K+q−11−

(
q2−K

)q

1− q2−K

)
|x1 − y1|.

The proof is complete for general x, y by aggregating coordinate-wise differences and the

fact
∑q

i=1 |xi − yi| = ∥x− y∥1 ≤ q ∥x− y∥∞.

C.3.1 Proofs of supporting results for Lemma C.1

Before we present omitted proofs in Lemma C.1, we study the regularity of the approx-

imated square function ĥK , which will be frequently used in proving Lemma C.2 and

Lemma C.3.
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Regularity of ĥK

Given a function g : [0, 1] 7→ R, for any x ∈ (0, 1), we define upper and lower slopes at x,

denoted by slopeg and slope
g
, respectively, as

slopeg(x) = limsup
∆→0

g(x+∆)− g(x)

∆
,

slope
g
(x) = liminf

∆→0

g(x+∆)− g(x)

∆
.

The definition above coincides with upper and lower derivatives of a univariate function.

We use “slope” instead of derivatives as we will instantiate the definition to the piecewise

linear function ĥK . We show several useful properties.

Lemma C.4. For a given positive integer K, let ĥK be defined on [0, 1] as in (Eq. C.9).

Then the following identities hold.

1. For any x ∈ (0, 1), we have

slopeĥK
(x) = lim

∆→0+

ĥK(x+∆)− ĥK(x)

∆
and (C.31)

slope
ĥK

(x) = lim
∆→0+

ĥK(x)− ĥK(x−∆)

∆
. (C.32)

2. Given an integer i, we denote BK(i) = [b1, . . . , bK ]
⊤ ∈ {0, 1}K as the K-bit binary

encoding of i, that is, i =
∑K

k=1 bk2
k−1. Then for any x ∈ (0, 1), we have

slopeĥK
(x) = 1 +

K∑

k=1

(
2
[
BK

(⌊
2K · x

⌋)]
K−k+1

− 1
)
2−k and (C.33)

slope
ĥK

(x) = 1 +
K∑

k=1

(
2
[
BK

(⌈
2K · x

⌉
− 1
)]

K−k+1
− 1
)
2−k. (C.34)

Proof of Lemma C.4. By construction, gk is a piecewise linear function. Each of its linear

segment is supported on a sub-interval [i/2k, (i+1)/2k] for i = 1, . . . , 2k−1. Therefore, it
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can be checked that ĥK is also a piecewise linear function, since it is a linear combination

of gk’s. Furthermore, the i-th linear segment in gk has a slope (−1)i2k, i.e., g′k = (−1)i2k

on open interval
(
i/2k, (i+ 1)/2k

)
. As a result, ĥK is differentiable on

(
i/2K , (i+ 1)/2K

)

and its derivative satisfies

ĥ′K(x) = 1−
K∑

k=1

1

22k
g′k(x)

= 1−
K∑

k=1

(−1)⌊i/2K−k⌋ 1

2k
for any x ∈

(
i/2K , (i+ 1)/2K

)
. (C.35)

We observe i = ⌊x ·2K⌋ for x ∈
(
i/2K , (i+ 1)/2K

)
, which implies x ·2K−1 < i ≤ x ·2K .

For any k = 1, . . . , K, we have

x · 2K − 1

2K−k
< i/2K−k ≤ x · 2K

2K−k
=⇒ x · 2k − 1 < i/2K−k ≤ x · 2k.

Thus, we deduce
⌊
i/2K−k

⌋
=
⌊
x · 2k

⌋
and (Eq. C.35) can be simplified as

ĥ′K(x) = 1−
K∑

k=1

(−1)⌊x·2k⌋ 1

2k
. (C.36)

We claim

(−1)⌊x·2k⌋ = −2bK−k+1 + 1 for k = 1, . . . , K, (C.37)

where bj is the j-th entry of the K-bit binary encoding BK

(⌊
x · 2K

⌋)
. In other words,

the parity of
⌊
x · 2k

⌋
is encoded by bK−k+1. In particular, if

⌊
x · 2k

⌋
is odd (resp. even),

bK−k+1 = 1 (resp. bK−k+1 = 0).

To show the claim in (Eq. C.37), we first prove

⌊
x · 2k

⌋
=

k∑

j=1

2k−jbK−j+1
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for any k = 1, . . . , K. Indeed, we can show the following sandwich inequality

⌊⌊
x · 2K

⌋

2K−k

⌋
(i)

≤
⌊
x · 2k

⌋ (ii)

≤
⌊
x · 2K

⌋

2K−k
. (C.38)

Inequality (i) holds, since
⌊
⌊x·2K⌋
2K−k

⌋
≤
⌊

x·2K
2K−k

⌋
=
⌊
x · 2k

⌋
; inequality (ii) holds, since

2K−k
⌊
x · 2k

⌋
=
⌊
2K−k

⌊
x · 2k

⌋⌋
≤
⌊
x · 2K

⌋
. Substituting

⌊
x · 2K

⌋
=
∑K

j=1 bj2
j−1 into

(Eq. C.38), we derive

⌊ ∑

j>K−k

bj2
j−1−K+k +

∑

j≤K−k

bj2
j−1−K+k

⌋
≤
⌊
x · 2k

⌋

≤
∑

j>K−k

bj2
j−1−K+k +

∑

j≤K−k

bj2
j−1−K+k

︸ ︷︷ ︸
(♠)<1

.

Due to (♠) < 1, we conclude
⌊
x · 2k

⌋
=
∑k

j=1 2
k−jbK−j+1. Consequently, we deduce

⌊
x · 2k

⌋
≡ bK−k+1 (mod 2), which verifies the claim by noting (−1)⌊x·2k⌋ = (−1)bK−k+1 =

−2bK−k+1 + 1.

Substituting (Eq. C.37) into (Eq. C.36), for x ∈
(
i/2K , (i+ 1)/2K

)
, we obtain

ĥ′K(x) = 1 +
K∑

k=1

(2bK−k+1 − 1)2−k with BK

(⌊
x · 2K

⌋)
= [b1, . . . , bK ]

⊤. (C.39)

To establish the first assertion in Lemma C.4, we only need to consider end points

of each linear segment of ĥK . Otherwise, when x ∈
(
i/2K , (i+ 1)/2K

)
for some i =

0, . . . , 2K − 1, (Eq. C.39) shows ĥK is differentiable at x, and therefore, (Eq. C.31) holds

true. Consider an end point x = i/2K for some i = 1, . . . , 2K − 1. We evaluate left

and right derivatives of ĥK at x. We denote left and right derivatives as ∂−ĥK and ∂+ĥK ,

respectively. Using (Eq. C.39) again, we derive

∂−ĥK(x) = lim
∆→0+

ĥK(x−∆)− ĥK(x)

∆
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= lim
y→x−

ĥ′K(y)

= 1 +
K∑

k=1

(2[BK(i− 1)]K−k+1 − 1) 2−k,

∂+ĥK(x) = lim
∆→0+

ĥK(x+∆)− ĥK(x)

∆

= lim
y→x+

ĥ′K(y)

= 1 +
K∑

k=1

(2[BK(i)]K−k+1 − 1) 2−k.

We note ∂+ĥK(x) ≥ ∂−ĥK(x), and therefore, for x = i/2K , we obtain

slopeĥK
(x) = limsup

∆→0

ĥK(x+∆)− ĥK(x)

∆
= ∂+ĥK(x),

slope
ĥK

(x) = liminf
∆→0

ĥK(x+∆)− ĥK(x)

∆
= ∂−ĥK(x).

(C.40)

This establishes the first assertion in Lemma C.4.

To show the second assertion, we also tackle separately when x is an end point of a

linear segment or inside a linear segment of ĥK . Suppose x ∈
(
i/2K , (i+ 1)/2K

)
for

some i = 0, . . . , 2K − 1. We check that
⌊
x · 2K

⌋
=
⌈
x · 2K

⌉
− 1 = i. It implies (Eq. C.33)

and (Eq. C.34) are both equal to (Eq. C.39). On the other hand, suppose x = i/2K for

some i = 1, . . . , 2K − 1, we check
⌊
x · 2K

⌋
=
⌈
x · 2K

⌉
= i. Therefore, (Eq. C.33)

and (Eq. C.34) coincide with ∂+ĥK(x) and ∂−ĥK(x), respectively. In combination with

(Eq. C.40), we verify that (Eq. C.33) and (Eq. C.34) hold for any x ∈ (0, 1). The proof is

complete.

For later convenience, we define slopes at end points x = 0 and x = 1 as

slopeĥK
(1) = 2, slope

ĥK
(1) = lim

x→1−
ĥ′K(x) = 2− 2−K ,

slope
ĥK

(0) = 0, slopeĥK
(0) = lim

x→0+
ĥ′K(x) = 2−K .
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Proof of Lemma C.2

Proof. We first show ×̂(x, a) is monotone in x for any fixed a. Let x1 ≤ x2 ∈ [0, 1]. (We

slightly abuse the notation here. Note that x1, x2 are scalars.) By the construction of ×̂, we

have

×̂(x2, a)− ×̂(x1, a) = ĥK

(
x2 + a

2

)
− ĥK

(
x1 + a

2

)

︸ ︷︷ ︸
(A)

−
(
ĥK

( |x2 − a|
2

)
− ĥK

( |x1 − a|
2

))

︸ ︷︷ ︸
(B)

.

By the triangle inequality, we observe

∣∣∣∣
|x1 − a|

2
− |x2 − a|

2

∣∣∣∣ ≤
∣∣∣∣
|x1 − a− x2 + a|

2

∣∣∣∣ =
∣∣∣∣
x1 + a

2
− x2 + a

2

∣∣∣∣ ,

and x2+a
2

≥ max
{

|x1−a|
2

, |x2−a|
2

, x1+a
2

}
.

We need to compare the differences in term (A) and (B) in the following two cases.

• If x1+a
2

≥ max
{

|x2−a|
2

, |x1−a|
2

}
, we have

(A)− (B) ≥ slopeĥK

(
x1 + a

2

) ∣∣∣∣
x2 + a

2
− x1 + a

2

∣∣∣∣

− slope
ĥK

(
max

{ |x2 − a|
2

,
|x1 − a|

2

}) ∣∣∣∣
|x2 − a|

2
− |x1 − a|

2

∣∣∣∣ .

By the triangle inequality, we observe

∣∣∣∣
|x1 − a|

2
− |x2 − a|

2

∣∣∣∣ ≤
∣∣∣∣
|x1 − a− x2 + a|

2

∣∣∣∣ =
∣∣∣∣
x1 + a

2
− x2 + a

2

∣∣∣∣ .

Meanwhile, by Lemma C.4, slopeĥK
(z1) ≥ slope

ĥK
(z2) whenever z1 ≥ z2. Therefore, we
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verify (A)− (B) ≥ 0.

• If on the contrary, x1+a
2

< max
{

|x2−a|
2

, |x1−a|
2

}
, by removing overlapping pieces, we

have

(A)− (B)

= ĥK

(
x2 + a

2

)
− ĥK

(
max

{ |x2 − a|
2

,
|x1 − a|

2

})

−
(
ĥK

(
x1 + a

2

)
− ĥK

(
min

{ |x2 − a|
2

,
|x1 − a|

2

}))

≥ slopeĥK

(
max

{ |x2 − a|
2

,
|x1 − a|

2

}) ∣∣∣∣
x2 + a

2
−max

{ |x2 − a|
2

,
|x1 − a|

2

}∣∣∣∣

− slope
ĥK

(
x1 + a

2

) ∣∣∣∣
x1 + a

2
−min

{ |x2 − a|
2

,
|x1 − a|

2

}∣∣∣∣
(i)

≥ 0,

where inequality (i) holds, since

∣∣∣∣
x2 + a

2
−max

{ |x2 − a|
2

,
|x1 − a|

2

}∣∣∣∣

=

∣∣∣∣
x1 + a

2
− x2 + a

2

∣∣∣∣−
∣∣∣∣max

{ |x2 − a|
2

,
|x1 − a|

2

}
− x1 + a

2

∣∣∣∣

≥
∣∣∣∣
|x1 − a|

2
− |x2 − a|

2

∣∣∣∣−
∣∣∣∣max

{ |x2 − a|
2

,
|x1 − a|

2

}
− x1 + a

2

∣∣∣∣

=

∣∣∣∣
x1 + a

2
−min

{ |x2 − a|
2

,
|x1 − a|

2

}∣∣∣∣

and slopeĥK

(
max

{
|x2−a|

2
, |x1−a|

2

})
≥ slope

ĥK

(
x1+a
2

)
.

Combining the two cases above, we deduce (A)− (B) ≥ 0, and ×̂(x, a) is monotone in

x for any fixed a. By symmetry, ×̂(a, x) is also monotone. Whenm = [m1, . . . ,m
∗
i , . . . ,mq]

⊤,

ϕ(3N(xi −m∗
i /N)) = 3Nxi − 3m∗

i + 2, which is increasing in xi. By construction of ξ̂m

in (Eq. C.10) and the monotonicity of composite functions, we deduce the monotonicity of

ξ̂m. Similarly, whenm = [m1, . . . ,m
∗
i −1, . . . ,mq]

⊤, we have ϕ(3N(xi−(m∗
i −1)/N)) =

−3Nxi +3m∗
i − 1 — decreasing in xi. Therefore, ξ̂m is decreasing with respect to the i-th
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coordinate in x. The proof is complete.

Proof of Lemma C.3

Proof. We first analyze the Lipschitz continuity of ×̂. Let’s fix a ∈ [0, 1] and recall

×̂(x, a) = ĥK
(
x+a
2

)
− ĥK

(
|x−a|

2

)
. We observe that ×̂(x, a) is a piecewise linear function

in x, due to ĥK being piecewise linear. Therefore, to characterize the Lipschitz continuity

of ×̂, it suffices to evaluate the steepest and flattest slopes of ×̂(x, a) as x varies in [0, 1].

Specifically, we define

SteepSlope
(
×̂(·, a)

)
= sup

x∈(0,1)
limsup
∆→0

×̂(x+∆, a)− ×̂(x, a)

∆
, (C.41)

FlatSlope
(
×̂(·, a)

)
= inf

x∈(0,1)
liminf
∆→0

×̂(x+∆, a)− ×̂(x, a)

∆
. (C.42)

• Steepest slope. We consider two cases depending on the value of x, namely, 0 < x ≤ a

and a < x < 1.

⋆ (Case 1) When a < x < 1, we rewrite ×̂(x, a) as ×̂(x, a) = ĥK
(
x+a
2

)
− ĥK

(
x−a
2

)
.

Substituting into (Eq. C.41), we obtain

limsup
∆→0

×̂(x+∆, a)− ×̂(x, a)

∆

= limsup
∆→0

ĥK
(
x+∆+a

2

)
− ĥK

(
x+∆−a

2

)
− ĥK

(
x+a
2

)
+ ĥK

(
x−a
2

)

∆

= limsup
∆→0

ĥK
(
x+∆+a

2

)
− ĥK

(
x+a
2

)
−
[
ĥK
(
x+∆−a

2

)
− ĥK

(
x−a
2

)]

∆
.

Lemma C.4 implies that ĥK is strictly monotone increasing. Hence, for any ∆, ĥK
(
x+∆+a

2

)
−

ĥK
(
x+a
2

)
and ĥK

(
x+∆−a

2

)
− ĥK

(
x−a
2

)
are both positive or negative depending on the sign

of ∆. Moreover, Lemma C.4 shows that slopeĥK
and slope

ĥK
are monotone increasing. As
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a result, we have

limsup
∆→0

×̂(x+∆, a)− ×̂(x, a)

∆

≤ limsup
∆→0

ĥK
(
x+∆+a

2

)
− ĥK

(
x+a
2

)

∆
− liminf

∆→0

ĥK
(
x+∆−a

2

)
− ĥK

(
x−a
2

)

∆

=
1

2
slopeĥK

(
x+ a

2

)
− 1

2
slope

ĥK

(
x− a

2

)
.

Using Lemma C.4, we can upper bound slopeĥK
(z) and lower bound slope

ĥK
(z) for any

z ∈ (0, 1) as

1

2
slopeĥK

(z) ≤ min

{
z +

1

2K+1
, 1

}
, (C.43)

1

2
slope

ĥK
(z) ≥ max

{
z − 1

2K+1
, 0

}
. (C.44)

The upper bound (Eq. C.43) is a consequence of (Eq. C.33). Specifically, for any a ∈ (0, 1),

it holds

slopeĥK
(z) = 1 +

K∑

k=1

(
2
[
BK

(⌊
z · 2K

⌋)]
K−k+1

− 1
)
2−k

= 2−K + 2
K∑

k=1

[
BK

(⌊
z · 2K

⌋)]
K−k+1

2K−k

2K

= 2−K + 2

⌊
z · 2K

⌋

2K

≤ 2z + 2−K .

In combination with 2 being a natural upper bound of slopeĥK
and rescaling by 1/2,

(Eq. C.43) holds true. The lower bound (Eq. C.44) is a consequence of (Eq. C.34). We

have

slope
ĥK

(z) = 1 +
K∑

k=1

(
2
[
BK

(⌈
z · 2K

⌉
− 1
)]

K−k+1
− 1
)
2−k
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= 2−K + 2
K∑

k=1

[
BK

(⌈
z · 2K

⌉
− 1
)]

K−k+1
2K−k

2K

= 2−K + 2

⌈
z · 2K

⌉
− 1

2K

≥ 2z − 2−K .

Combining with 0 being a natural lower bound of slope
ĥK

, we establish (Eq. C.44). To this

end, (Eq. C.43) and (Eq. C.44) together yield

sup
a<x<1

limsup
∆→0

×̂(x+∆, a)− ×̂(x, a)

∆

≤ sup
a<x<1

1

2
slopeĥK

(
x+ a

2

)
− 1

2
slope

ĥK

(
x− a

2

)

≤ sup
a<x<1

min

{
x+ a

2
+

1

2K+1
, 1

}
−max

{
x− a

2
− 1

2K+1
, 0

}

= min

{
a+

1

2K
, 1

}
. (C.45)

⋆ (Case 2) When 0 < x ≤ a, the analysis is similar. We have ×̂(x, a) = ĥK
(
x+a
2

)
−

ĥK
(
a−x
2

)
, and derive

limsup
∆→0

×̂(x+∆, a)− ×̂(x, a)

∆

= limsup
∆→0

ĥK
(
x+∆+a

2

)
− ĥK

(
a−x−∆

2

)
− ĥK

(
x+a
2

)
+ ĥK

(
a−x
2

)

∆

= limsup
∆→0

ĥK
(
x+∆+a

2

)
− ĥK

(
x+a
2

)
+
[
ĥK
(
a−x
2

)
− ĥK

(
a−x−∆

2

)]

∆

= limsup
∆→0

ĥK
(
x+∆+a

2

)
− ĥK

(
x+a
2

)

∆
+
ĥK
(
a−x
2

)
− ĥK

(
a−x−∆

2

)

∆
.

We also notice that ĥK
(
x+∆+a

2

)
− ĥK

(
x+a
2

)
and ĥK

(
a−x
2

)
− ĥK

(
a−x−∆

2

)
have the same

sign depending on ∆. In the case of ∆ > 0, we have

lim
∆→0+

×̂(x+∆, a)− ×̂(x, a)

∆
=

1

2
slopeĥK

(
x+ a

2

)
+

1

2
slope

ĥK

(
a− x

2

)
.
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Using (Eq. C.33) and (Eq. C.34), we derive

slopeĥK

(
x+ a

2

)
+ slope

ĥK

(
a− x

2

)

= 2−K + 2

⌊
(x+ a) · 2K−1

⌋

2K
+ 2−K + 2

⌈
(a− x) · 2K−1

⌉
− 1

2K

=

⌊
(x+ a) · 2K−1

⌋
+
⌈
(a− x) · 2K−1

⌉

2K−1

≤ (x+ a) · 2K−1 + (a− x) · 2K−1 + 1

2K−1

= 2a+ 2−K+1,

which implies lim∆→0+
×̂(x+∆,a)−×̂(x,a)

∆
≤ a + 2−K for any 0 < x ≤ a. In the case of

∆ < 0, we have

lim
∆→0−

×̂(x+∆, a)− ×̂(x, a)

∆
=

1

2
slope

ĥK

(
x+ a

2

)
+

1

2
slopeĥK

(
a− x

2

)

=

⌈
(a+ x) · 2K−1

⌉
+
⌊
(a− x) · 2K−1

⌋

2K−1

≤ (a+ x) · 2K−1 + 1 + (a− x) · 2K−1

2K−1

= 2a+ 2−K+1,

which implies lim∆→0−
×̂(x+∆,a)−×̂(x,a)

∆
≤ a + 2−K for any 0 < x ≤ a. Combining both

∆ > 0 and ∆ < 0 cases, we conclude

sup
0<x≤a

limsup
∆→0

×̂(x+∆, a)− ×̂(x, a)

∆
≤ a+ 2−K . (C.46)

Putting (Eq. C.45) and (Eq. C.46) together, we deduce

SteepSlope
(
×̂(·, a)

)
≤ a+

1

2K
.

• Flattest slope. We also discuss two cases, i.e., 0 < x ≤ a, a < x < 1.
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⋆ (Case 1) When a < x < 1, following the same computation for the steepest slope, we

have

liminf
∆→0

×̂(x+∆, a)− ×̂(x, a)

∆

≥ liminf
∆→0

ĥK
(
x+∆+a

2

)
− ĥK

(
x+a
2

)

∆
− limsup

∆→0

ĥK
(
x+∆−a

2

)
− ĥK

(
x−a
2

)

∆

=
1

2
slope

ĥK

(
x+ a

2

)
− 1

2
slopeĥK

(
x− a

2

)

(i)

≥ max

{
x+ a

2
− 1

2K+1
, 0

}
−min

{
x− a

2
+

1

2K+1
, 1

}

(ii)

≥ max

{
a− 1

2K
, 0

}
, (C.47)

where inequality (i) invokes (Eq. C.43) and (Eq. C.44), and inequality (ii) uses the natural

lower bound slope
ĥK

(
x+a
2

)
− slopeĥK

(
x−a
2

)
≥ 0 since x+ a > x− a.

⋆ (Case 2) When 0 < x ≤ a, we derive

liminf
∆→0

×̂(x+∆, a)− ×̂(x, a)

∆

= liminf
∆→0

ĥK
(
x+∆+a

2

)
− ĥK

(
x+a
2

)
+
[
ĥK
(
a−x
2

)
− ĥK

(
a−x−∆

2

)]

∆

= liminf
∆→0

ĥK
(
x+∆+a

2

)
− ĥK

(
x+a
2

)

∆
+
ĥK
(
a−x
2

)
− ĥK

(
a−x−∆

2

)

∆
.

We distinguish the limit depending on ∆ being positive or negative. If ∆ > 0, we have

lim
∆→0+

×̂(x+∆, a)− ×̂(x, a)

∆

=
1

2
slopeĥK

(
x+ a

2

)
+

1

2
slope

ĥK

(
a− x

2

)

=
1

2

(
2−K + 2

⌊
(x+ a) · 2K−1

⌋

2K
+ 2−K + 2

⌈
(a− x) · 2K−1

⌉
− 1

2K

)

=

⌊
(x+ a) · 2K−1

⌋
+
⌈
(a− x) · 2K−1

⌉

2K
(i)

≥ max

{
(a+ x) · 2K−1 − 1 + (a− x) · 2K−1

2K
, 0

}
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= max

{
a− 1

2K
, 0

}
,

where inequality (i) uses 0 being a natural lower bound of slopeĥK

(
x+a
2

)
and slope

ĥK

(
a−x
2

)
.

If ∆ < 0, we have

lim
∆→0−

×̂(x+∆, a)− ×̂(x, a)

∆

=
1

2
slope

ĥK

(
x+ a

2

)
+

1

2
slopeĥK

(
a− x

2

)

=

⌈
(a+ x) · 2K−1

⌉
+
⌊
(a− x) · 2K−1

⌋

2K

≥ max

{
(a+ x) · 2K−1 + (a− x) · 2K−1 − 1

2K
, 0

}

= max
{
a− 2−K , 0

}
.

Combining both ∆ > 0 and ∆ < 0, we deduce

sup
0<x≤a

liminf
∆→0

×̂(x+∆, a)− ×̂(x, a)

∆
≥ max{a− 2−K , 0}. (C.48)

Putting (Eq. C.47) and (Eq. C.48) together, we deduce

FlatSlope
(
×̂(·, a)

)
≥ max

{
a− 1

2K
, 0

}
.

To complete the proof, we observe that ξ̂m is a composition of q approximate product

operations ×̂. For x = [x1, . . . , xi, . . . , xq]
⊤ and x′ = [x1, . . . , x

′
i, . . . , xq]

⊤ only differing

in the i-th coordinate, recursively applyling (Eq. C.41) and (Eq. C.42), we derive

3N
∏

j ̸=i

max

{
ϕ(3N(xj −mj/N))− 1

2K
, 0

}
|xi − x′i| ≤

∣∣∣ξ̂m(x)− ξ̂m(x
′)
∣∣∣

≤ 3N
∏

j ̸=i

(
ϕ(3N(xj −mj/N)) +

1

2K

)
|xi − x′i|.
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The proof is complete.

C.4 Proof of Lemma 5.2

Proof. The compactness of Y follows from X being compact and A being a continuous

transformation. To see Y is also convex, we consider y1, y2 ∈ Y and any λ ∈ (0, 1). Since

Y = A⊤X , we have x1, x2 ∈ X such that A⊤x1 = y1 and A⊤x2 = y2. Then we have

λy1 + (1− λ)y2 = A⊤(λx1 + (1− λ)x2) ∈ A⊤X = Y .

Therefore, Y is convex.

To check AY = X , we show AY ⊂ X and X ⊂ AY hold true simultaneously. Let

y ∈ Y , then there exists x ∈ X such that y = A⊤x. Due to Assumption 5.4, we write

x ∈ X as x = Az. As a result, we derive Ay = AA⊤x = AA⊤Az = Az = x ∈ X .

Thus, AY ⊂ X . On the other hand, any x ∈ X can be written as x = Az, which implies

A⊤x = z ∈ Y , since A has orthonormal columns. Therefore, X ⊂ AY . Combining two

arguments together, we deduce X = AY .
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APPENDIX D

OMITTED PROOFS IN CHAPTER 6

D.1 Doubly Robust Policy Learning using Neural Networks without Uniformly Bounded

Weight Parameters

We prove statistical guarantees of doubly robust policy learning using neural networks

without the uniform boundedness condition on weight parameters. To ease the presentation,

we focus on the discrete-action setting. The network architecture can now be determined

by three parameters, width, depth, and output range:

F̃(L, p,R) ={f | f has the form of (Eq. 2.2) with L layers and width bounded by p, ∥f∥∞ ≤ R}.

We assume the expected reward and propensity score functions are Cs(M) (s-order con-

tinuously differentiable) for some positive integer s, which can be embedded in Hölder

Hs+1(M). A formal statement is given in the following assumption.

Assumption C.4. For a given integer s > 0, we assume µAj
(x) ∈ Cs(M) and eAj

(x) ∈

Cs(M) for j = 1, . . . , |A|. Moreover, for a fixed C∞ atlas of M, there exists M2 > 0 such

that

max
j

∥∥µAj

∥∥
Cs ≤M2 and max

j
∥ log eAj

∥Cs ≤M2.

Assumption C.4 can be viewed as a special case of Assumption 6.A.3, as Cs(M) is a

subspace of Hs1(M) for any real number s1 with s1 > s.

We reload the network architectures for estimating µAj
’s and eAj

’s as

FNN = F̃(L1, p1, R1) and GNN = F̃(L2, p2, R2), respectively. (D.1)
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Using the doubly robust method, in Stage 1, we can show an analogy of Lemma 6.1, when

FNN and GNN are properly chosen.

Lemma D.1. Suppose Assumption 3.1, 3.2, 6.1, 6.A.2, and C.4 hold. We choose

L1 = O(L̃1 log L̃1), p1 = O(p̃1 log p̃1), R1 =M, with L̃1p̃1 = O
(
(ηn1)

d
2(d+2s)

)

(D.2)

for FNN in (Eq. D.1) and

L2 = O(L̃2 log L̃2), p2 = O(|A|p̃2 log p̃2), R2 =M, with L̃2p̃2 = O

(
|A| 3s

2s+dn
d

2(d+2s)

1

)

(D.3)

for GNN in (Eq. D.1). Then for any j = 1, . . . , |A|, we have

ES1

[∥∥µ̂Aj
− µAj

∥∥2
L2

]
≤ C1(M

2 + σ2)(ηn1)
− 2s

2s+d log6(ηn1),

ES1

[∥∥êAj
− eAj

∥∥2
L2

]
≤ C2M

2|A| 8s+d
2s+dn

− 2s
2s+d

1 log6 n1,

where C1, C2 depend on logD, B, τ and the surface area of M.

Compared to Lemma 6.1, Lemma D.1 attains the same rate of convergence (if α is an

integer in Lemma 6.1) up to some logarithmic factor dependent on sample size n1. More

interestingly, (Eq. D.2) and (Eq. D.3) suggest that Lemma D.1 holds for arbitrarily chosen

width and depth for FNN and GNN, as long as the product of width and depth satisfies

certain requirement. In contrast, Lemma 6.1 requires a fixed ratio between network width

and depth.

Lemma D.1 can be proved using the same analytical framework of Lemma 6.1, in

combination of a new approximation guarantee of weight unbounded networks for approx-

imating Cs(M) functions. Besides, we need a new analysis on the statistical complexity of

weight unbounded networks.
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Proof of Lemma D.1. We successively present the three steps in proving Lemma D.1.

• Step 1: Cs(M) function approximation using F̃ . We begin with a universal function

approximation theory of F̃ .

Lemma D.2. Suppose Assumption 3.1 and 3.2 hold. For any integers L̃, p̃ > 0 and f ∈

Cs(M) with ∥f∥Cs ≤M , there exists a network architecture F̃(L, p,R) with

L = O(L̃ log L̃), p = O(p̃ log p̃), and R =M,

giving rise to a network f̃ satisfying

∥f̃ − f∥∞ ≤ C
(
L̃p̃
)− 2s

d
, (D.4)

where C is a constant depending on s, d,M,B, τ , and the surface area of M.

We emphasize that Lemma D.2 allows arbitrary choice of width L and depth p, and the

approximation error is purely dependent on the product of width and depth.

Lemma D.2 is a generalization of Lemma 17 in [223]. To prove Lemma D.2, we repeat

the argument in the proof of Lemma 17 in [223]. In particular, we only need to invoke

Theorem 1.1 in [224] in replacement of Lemma 8 in the proof of Lemma 17 in [223].

• Step 2: Statistical estimation guarantees of µAj
’s. Given the approximation guarantee

of F̃ for implementing Cs(M) functions, we prove statistical estimation error bound of

estimating expected reward function µAj
’s.

Lemma D.3. Suppose Assumption 3.1, 3.2, 6.1, 6.A.2, and C.4 hold. There exists a network

architecture FNN = F̃(L, p,R) satisfying

L = O(L̃ log L̃), p = O(p̃ log p̃), R =M with L̃p̃ = O
(
(nAj

)
d

2(d+2s)

)
,
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such that for each j = 1, . . . , |A|, the empirical risk minimizer µ̂Aj
in (Eq. 6.4) satisfies

E
[∥∥µ̂Aj

− µAj

∥∥2
L2

]
≤ C1(M

2 + σ2)n
− 2s

2s+d

1 log6 n1,

where C1 depends on logD, B, τ and the surface area of M.

Lemma D.3 is obtained by a bias-variance tradeoff. Specifically, Lemma D.2 already

characterizes the bias term. The remaining task is to bound the variance term. A difficulty

arises as F̃ can have unbounded weight parameters. However, we observe that the ReLU

activation is positive homogeneous. Therefore, we can rescale layers in F̃ while maintain-

ing the output unchanged. Combining with the output range bound, we can still bound the

complexity of F̃ (A precise argument can be found in [223, Lemma 11–12]). The full proof

can be found in the proof of Theorem 2 in [223], except we replace Lemma 8 in the proof

of [223, Theorem 2] by Lemma D.2.

• Step 3: Statistical estimation guarantees of eAj
’s. The estimation error of propensity

scores can be obtained very similar to Step 2. By repeating the argument in the proof of

Lemma 6.1, with a replacement of Theorem 2 in [214] by Lemma D.2.

With estimation guarantees on µAj
and eAj

for j = 1, . . . , |A|, we proceed to Stage

2 of the doubly robust method, where we choose proper policy network class for policy

learning. Suppose we are competing with Cℓ oracle policies. That is, we denote π∗
ℓ as

π∗
ℓ = argmax

π∈ΠCℓ

E[Q(π(x))],

where ΠCℓ consists of policies

ΠCℓ =
{

Softmax[ν1(x), . . . , ν|A|(x)]
⊤ : νj ∈ Cℓ(M) and ∥νj∥Cℓ(M) ≤M for j = 1, . . . , |A|

}
.
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With a slight abuse of notation, we reload the policy network Π
|A|
NN by

Π
|A|
NN =

{
Softmax(f) with f = [f1, . . . , f|A|]

⊤ such that fk : M → R ∈ F̃(LΠ, pΠ, RΠ)
}
.

(D.5)

Recall π̂DR is the optimal policy learned from Π
|A|
NN using the doubly robust method. We

establish the following Theorem Theorem 6.1 bounding its regret.

Theorem D.1. Suppose Assumption 3.1, 3.2, 6.1, 6.A.2, and C.4 hold. Under the setup in

Lemma D.1, if the network parameters of Π|A|
NN are chosen with

LΠ̃ = O(L̃ log L̃), pΠ̃ = O
(
|A|p̃ log p̃

)
, RΠ =M for L̃p̃ = O

(
n

d
2(d+2ℓ)

)
,

then with probability no less than 1−C1|A|n− ℓ
2ℓ+d over the randomness of data S1 and S2,

the following bound holds

R(π∗
ℓ , π̂DR) ≤ C|A|2n− ℓ

2ℓ+d log3 n

+ η−1|A|

√√√√ 1

n2

n∑

i=n1+1

(
µ̂Aj

(xi)− µAj
(xi)

)2
√√√√ 1

n2

n∑

i=n1+1

(
êAj

(xi)− eAj
(xi)

)2
,

where C1 > 0 is an absolute constant and C depends on logD, d, B, M , τ , η, ζ , and the

surface area of M.

Combining Theorem D.1 and Lemma D.1, we obtain the following corollary providing

a concrete convergence of π̂DR to π∗
ℓ .

Corollary D.1. Suppose Assumption 3.1, 3.2, 6.1, 6.A.2, and C.4 hold. If the network

structures are chosen as in Lemma D.1 and Theorem D.1, the following regret bound holds

with probability no less than 1− C1n
− s∧ℓ

2(s∧ℓ)+d log6 n,

R(π∗
ℓ , π̂DR) ≤ C|A|

20s+7d
2(2s+d)n− s∧ℓ

2(s∧ℓ)+d log3 n
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where C1 is an absolute constant, and C depends on logD, d, B, M , σ, τ , η, s, ζ , and the

surface area of M.

In comparison with Corollary 6.1, we conclude that removing the uniform boundedness

condition of weight parameters in neural networks does not deteriorate the performance of

doubly robust policy learning method. In particular, the learned policy attains the same rate

of convergence (up to a log factor) compared to the optimal policy in a constrained oracle

class (Cℓ policies).

We would like to point out that extensions to learning unconstrained policies as well

as continuous-action settings are both plausible, using networks with unbounded weights.

The analysis is almost identical, expect we invoke the approximation theory Lemma D.2

and statistical estimation theory Lemma D.3. On the other hand, we suspect the analysis

can be extended to general Hölder regularity, i.e., Hα(M) for any α ≥ 1. Specifically, we

can show Lemma D.2 and D.3 hold for any f ∈ Hα(M) with α ∈ (0, 1] [225, Theorem

1.1]. Then for any Hölder class Hα(M), we decompose it into C⌊α⌋(M) and Hα−⌊α⌋(M),

where we can apply Lemma D.2 and D.3 separately. Integrating together yields a result for

general Hα(M) regularity. However, detailed analysis can be tedious and a bit involved.

We omit here for simplicity.

Proof of Theorem D.1. We rely on the analytical framework in the proof of Theorem 6.1.

We first follow (Eq. D.16) to decompose the regret into (I1) and (II2). We then discuss

necessary modifications in the proof of Theorem 6.1 in order to prove Theorem D.1.

• Bounding (I1). To bound (I1), instead of using [207], we use Lemma D.2 and deduce that

for any ϵ ∈ (0, 1) and integers L̃, p̃ satisfying L̃p̃ = ϵ−
d
2ℓ , there exists a network architecture

F̃(L, p,R) with

L = O
(
L̃ log L̃

)
, p = O (p̃ log p̃) , R =M, (D.6)
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such that for each µ∗
Aj

∈ Hℓ(M), there exists µ̃Aj
∈ F̃(L, p,R) satisfying

∥µ̃Aj
− µ∗

Aj
∥∞ ≤ ϵ. (D.7)

We denote π̃ = Softmax([µ̃A1 , . . . , µ̃A|A| ]
⊤) ∈ R|A|, which implies π̃ ∈ Π

|A|
NN with

LΠ = L, pΠ = |A|p, RΠ = R (D.8)

for L, p,R defined in (Eq. D.6). We can then deduce

∥π̃ − π∗
β∥∞ ≤ ϵ,

where ∥π̃ − π∗
β∥∞ = supx∈Mmaxj |[π̃(x)− π∗

β(x)]j|, and

(I1) = Q(π∗
β)−Q(π̂∗) ≤ Q(π∗

β)−Q(π̃) = E
[〈
[µA1(x), . . . , µA|A|(x)]

⊤, π∗(x)− π̃(x)
〉]

≤M |A|ϵ. (D.9)

• Bounding (II1). The bound of (II2) can be derived by exactly following the derivation

in the proof of Theorem 6.1, except Π|A|
NN is defined as in (Eq. D.5).

• Putting (I1) and (II1) together. Putting the upper bound of (I1) in (Eq. D.9) and the

upper bound of (II1) in (Eq. D.40) together, we can get the same bound as in (Eq. D.41).

We next derive an upper bound of the covering number N (θ,Π
|A|
NN, ∥ ·∥Γ) using the concept

of uniform covering number. Define a cover with respect to samples as

Definition D.1 (Cover with respect to samples). Let F be a class of functions from Rd1 to

Rd2 . Given a set of samples X = {xk}mk=1 ⊂ Rd1 , for any δ > 0, a function set Sf (X) is a

δ-cover of F with respect to X if for any f ∈ F , there exists f ∗ ∈ Sf (X) such that

∥f(xk)− f ∗(xk)∥∞ ≤ δ, ∀1 ≤ k ≤ m.
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The uniform covering is defined as

Definition D.2 (Uniform covering number, Section 10.2 of [226]). Let F be a class of

functions from Rd to R. For any set of samples X = {xk}mk=1 ⊂ Rd, denote

F|X = {(f(x1), ..., f(xm)) : f ∈ F} .

For any δ > 0, the uniform covering number of F with m samples is defined as

N (δ,F ,m) = max
X⊂Rd,|X|=m

min
Sf (X)

{|Sf (X)| : Sf (X) is a δ-cover of F with respect to X}.

(D.10)

Note that the metric ∥ · ∥Γ depends on the set {xi}ni=n1+1. We can follow the proof of

Lemma D.5 to show that

N (θ,Π
|A|
NN, ∥·∥Γ) ≤ N

(
θ/(|A|M + 2M/η),Π

|A|
NN, n2

)
. (D.11)

In the proof, we modify the construction of π(1), π(2) so that |µ(1)
Aj
(xi) − µ

(2)
Aj
(xi)| ≤ θ for

any j = 1, ..., |A| and i = n1 + 1, ..., n.

According to [223, Lemma 11–12], we have

logN (θ,Π
|A|
NN, ∥ · ∥Γ) ≤ C|A|p2ΠL2

Π log(p2ΠLΠ)(logRΠ + log θ−1 + log n), (D.12)

and thus

logN (θ,Π
|A|
NN, ∥·∥Γ) ≤ C|A|p2ΠL2

Π log(p2ΠLΠ)(logRΠ + log θ−1 + log n). (D.13)

Substituting the choice of the network architecture (Eq. D.8) into (Eq. D.13) gives rise to

logN (θ,Π
|A|
NN, ∥·∥Γ) ≤ C|A|ϵ− d

ℓ log5
1

ϵ

(
log

1

θ
+ log n

)
. (D.14)
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Following the derivation of (Eq. D.45), we can prove Theorem D.1 by substituting (Eq. D.14)

and (Eq. D.43) into (Eq. D.41), and setting ϵ = δ = λ = n
− ℓ

2ℓ+d

2 .

D.2 Proof of Regret Bound

For readability, we present a proof sketch of Theorem 6.1, Theorem 6.2, Theorem 6.3 first

and leave all the technical proofs to Appendix D.3.

D.2.1 Proof of Learning Hölder Policy

Proof of Theorem 6.1. We denote

π̂∗ = argmax
π∈Π|A|

NN

Q(π), (D.15)

which is the optimal policy given by the neural network class Π
|A|
NN defined in (Eq. 6.19).

The regret can be decomposed as

R(π∗
β, π̂DR) = Q(π∗

β)−Q(π̂∗)︸ ︷︷ ︸
(I1)

+Q(π̂∗)−Q(π̂DR)︸ ︷︷ ︸
(II1)

. (D.16)

In (Eq. D.16), (I1) is the approximation error (bias) of the optimal Hölder policy π∗
β by the

neural network class Π|A|
NN, and (II1) represents the variance of the estimated policy in Π

|A|
NN.

We next derive the bounds for both terms.

• Bounding (I1). Recall that π∗
β is the Hölder continuous optimal policy in ΠHβ . By

defnintion, we can write π∗
β = Softmax([µ∗

A1
, . . . , µ∗

A|A|
]⊤) ∈ R|A| where µ∗

Aj
∈ Hβ(M),

for j = 1, . . . , |A|. According to [214], Hölder functions can be uniformly approximated

by a neural network class, if the network parameters are properly chosen. For any ϵ ∈ (0, 1)
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there exists a network architecture F(L, p,K, κ,R) with

L = O

(
log

1

ϵ

)
, p = O

(
ϵ−

d
β

)
, K = O

(
ϵ−

d
β log

1

ϵ

)
, κ = max{B,M,

√
d, τ 2}, R =M,

(D.17)

such that for each µ∗
Aj

∈ Hβ(M), there exists µ̃Aj
∈ F(L, p,K, κ,R) satisfying

∥µ̃Aj
− µ∗

Aj
∥∞ ≤ ϵ. (D.18)

The constants hidden in O(·) depend on logD, d, B, M , τ , β, and the surface area of M.

We denote π̃ = Softmax([µ̃A1 , . . . , µ̃A|A| ]
⊤) ∈ R|A|, which implies π̃ ∈ Π

|A|
NN with

LΠ = L, pΠ = |A|p, KΠ = |A|K, κΠ = κ, RΠ = R (D.19)

for L, p,K, κ,R defined in (Eq. D.17). Based on (Eq. D.18) and the Lipschitz continuity

of the Softmax function, we have

∥π̃ − π∗
β∥∞ ≤ ϵ,

where ∥π̃ − π∗
β∥∞ = supx∈M maxj |[π̃(x) − π∗

β(x)]j| with [π̃(x) − π∗
β(x)]j denoting the

j-th element of π̃(x)− π∗
β(x). Therefore we bound I1 as

(I1) = Q(π∗
β)−Q(π̂∗) ≤ Q(π∗

β)−Q(π̃)

= E
[〈
[µA1(x), . . . , µA|A|(x)]

⊤, π∗(x)− π̃(x)
〉]

≤M |A|ϵ. (D.20)

• Bounding (II1). We introduce an intermediate reward function Q̃ to decompose the
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variance term (II1). Define

Q̃(π) =
1

n2

n∑

i=n1+1

〈
Γ̃i, π(xi)

〉

with Γ̃i =
yi − µai

(xi)

eai
(xi)

· ai + [µA1(xi), . . . , µA|A|(xi)]
⊤ ∈ R|A|. (D.21)

Note that Q̃ has the same form as Q̂ while the estimated propensity score êa and expected

reward µ̂a are replaced by their ground truth ea and µa, respectively.

We decompose (II1) as

(II1) = Q(π̂∗)−Q(π̂DR)

= Q̂(π̂∗)− Q̂(π̂DR) +Q(π̂∗)− Q̂(π̂∗) + Q̂(π̂DR)−Q(π̂DR)

≤ Q(π̂∗)−Q(π̂DR) + Q̂(π̂DR)− Q̂(π̂∗)

≤ sup
π1,π2∈Π|A|

NN

Q(π1)−Q(π2)−
(
Q̃(π1)− Q̃(π2)

)

+ sup
π1,π2∈Π|A|

NN

Q̃(π1)− Q̃(π2)−
(
Q̂(π1)− Q̂(π2)

)

≤ sup
π1,π2∈Π|A|

NN

∆(π1, π2)− ∆̃(π1, π2)

︸ ︷︷ ︸
E1

+ sup
π1,π2∈Π|A|

NN

∆̃(π1, π2)− ∆̂(π1, π2)

︸ ︷︷ ︸
E2

, (D.22)

where ∆(π1, π2) = Q(π1)−Q(π2), ∆̃(π1, π2) = Q̃(π1)−Q̃(π2) and ∆̂(π1, π2) = Q̂(π1)−

Q̂(π2). The first inequality in (Eq. D.22) come from (Eq. D.15) which implies Q̂(π̂DR) ≤

Q̂(π̂∗). In this decomposition, E1 corresponds to the difference betweenQ and Q̃which can

be bounded using the metric entropy argument, since Q̃ is unbiased, i.e. E[Q̃(π)] = Q(π).

The second term E2 corresponds to the error between Q̃ and Q̂, which can be bounded in

terms of the estimation errors of the eAj
’s and the µAj

’s.

Bounding E1. We first show that E
[
Q̃(π)

]
= Q(π):

E
[
Q̃(π)

]
= E

[〈
E
[
y − µa(x)

ea(x)
a
∣∣∣x
]
, π(x)

〉
+
〈
[µA1(x), . . . , µA|A|(x)]

⊤, π(x)
〉]
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= E
[〈

[µA1(x), . . . , µA|A|(x)]
⊤, π(x)

〉]
= E[Y (π(x))] = Q(π), (D.23)

which further implies E
[
∆̃(π1, π2)

]
= ∆(π1, π2). In (Eq. D.23), the second equality holds

since

E
[
y − µa(x)

ea(x)
a
∣∣∣x
]
=

E[y|x]− µa(x)

ea(x)
E[a|x] = 0

by Assumption 6.1. Therefore we can write

E1 = sup
π1,π2∈Π|A|

NN

∆̃(π1, π2)− E[∆̃(π1, π2)] (D.24)

with

∆̃ =
1

n2

n∑

i=n1+1

〈
Γ̃i, π1(xi)

〉
− 1

n2

n∑

i=n1+1

〈
Γ̃i, π2(xi)

〉
.

We derive a bound of E1 using the following lemma which is be proved by symmetrization

and Dudley’s entropy integral [227, 221] in Appendix D.3.3:

Lemma D.4. Let Π : M → R|A| be a policy space on |A| actions such that any π ∈ Π

maps a covariate x ∈ M to π(x) in the simplex of R|A|, and Sn = {(xi, yi)}ni=1 be a set of

i.i.d. samples, where xi is sampled from a probability distribution P supported on M and

yi ∈ R. For any (x, y), we define Γ̊(x, y) ∈ R|A| as a function of the sample (x, y). Assume

that there exists a constant J ≥ 0, such that

sup
(x,y)∈M×R

|̊Γ(x, y)| ≤ J. (D.25)

For any policies π1, π2 ∈ Π, define

∆̊(π1, π2) =
1

n

n∑

i=1

〈
Γ̊i, π1(xi)

〉
− 1

n

n∑

i=1

〈
Γ̊i, π2(xi)

〉
and (D.26)

209



D(Π) = sup
π1,π2∈Π

∆̊(π1, π2)− E[∆̊(π1, π2)] (D.27)

with the shorthand Γ̊i = Γ̊(xi, yi). Then the following bound holds

D(Π) ≤ inf
λ

4λ+
96√
n

∫ max
π∈Π

∥π∥Γ

λ

√
logN (θ,Π, ∥·∥Γ)dθ + 12J

√
log 1/δ

2n
(D.28)

with probability no less than 1− 2δ over Sn, where ∥π∥Γ =
√

1
n

∑n
i=1⟨̊Γi, π(xi)⟩2.

A key observation is that when taking Γ̊ = Γ̃ defined in (Eq. D.21) and Π = Π
|A|
NN, we

have E1 = D(Π) in (Eq. D.24). To apply Lemma D.4 for bounding E1, we only need to

verify the assertion (Eq. D.25). In fact, due to Assumption 6.A.2, we see that y, µAj
(x),

and eAj
(x) are all bounded. A simple calculation yields sup(x,y)∈M×R |̊Γ(x, y)| ≤ J =

2M/η +M . Therefore, we bound E1 as

E1 ≤ inf
λ

4λ+
96√
n2

∫ max
π∈Π

|A|
NN

∥π∥Γ

λ

√
logN (θ,Π

|A|
NN, ∥·∥Γ)dθ + (24M/η + 12M)

√
log 1/δ

2n2

(D.29)

with probability no less than 1− 2δ.

Bounding E2. The E2 term depends on the difference between Γ̃i and Γ̂i, where Γ̃i and Γ̂i

are defined in (Eq. D.21) and (Eq. 6.7), respectively. In E2, we have

∆̃(π1, π2)− ∆̂(π1, π2) =
1

n2

n∑

i=n1+1

〈
π1(xi)− π2(xi), Γ̃i − Γ̂i

〉

=

|A|∑

j=1

1

n2

n∑

i=n1+1

(π1,j(xi)− π2,j(xi))
(
Γ̃i,j − Γ̂i,j

)
,

where πk,j and Γ̃i,j denote the j-th element of πk and Γ̃i, respectively. Define

Λj(π1, π2) =
1

n2

n∑

i=n1+1

(π1,j(xi)− π2,j(xi))
(
Γ̃i,j − Γ̂i,j

)
∈ R, for j = 1, . . . , |A|.
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Then we can write ∆̃(π1, π2)− ∆̂(π1, π2) as

∆̃(π1, π2)− ∆̂(π1, π2) =

|A|∑

j=1

Λj(π1, π2). (D.30)

The error term Γ̃i,j − Γ̂i,j in Λj(π1, π2) depends on the estimation error of µ̂Aj
and êAj

.

Based on the source of the error, we decompose each Λj(π1, π2) into three terms:

Λj(π1, π2) =
1

n2

n∑

i=n1+1

(π1,j(xi)− π2,j(xi))

[(
yi − µAj

(xi)

eAj
(xi)

1{ai=Aj}+µAj
(xi)

)

−
(
yi − µ̂Aj

(xi)

êAj
(xi)

1{ai=Aj}+µ̂Aj
(xi)

)]

=
1

n2

n∑

i=n1+1

(π1,j(xi)− π2,j(xi))
(
µAj

(xi)− µ̂Aj
(xi)

)

+
1

n2

n∑

i=n1+1

(π1,j(xi)− π2,j(xi))1{ai=Aj}

(
yi − µAj

(xi)

eAj
(xi)

− yi − µ̂Aj
(xi)

êAj
(xi)

)

= S
(1)
j (π1,j, π2,j) + S

(2)
j (π1,j, π2,j) + S

(3)
j (π1,j, π2,j), (D.31)

where

S
(1)
j (π1,j, π2,j) =

1

n2

n∑

i=n1+1

(π1,j(xi)− π2,j(xi))
(
µAj

(xi)− µ̂Aj
(xi)

)(
1− 1{ai=Aj}

eAj
(xi)

)
,

S
(2)
j (π1,j, π2,j) =

1

n2

∑

{n1+1≤i≤n|ai=Aj}

(π1,j(xi)− π2,j(xi))
(
yi − µAj

(xi)
)( 1

eAj
(xi)

− 1

êAj
(xi)

)
,

S
(3)
j (π1,j, π2,j) =

1

n2

∑

{n1+1≤i≤n|ai=Aj}

(π1,j(xi)− π2,j(xi))
(
µ̂Aj

(xi)− µAj
(xi)

)( 1

êAj
(xi)

− 1

eAj
(xi)

)
.

Here S(1)
j (π1,j, π2,j) and S(2)

j (π1,j, π2,j) can be bounded using Lemma D.4. S(3)
j (π1,j, π2,j)

contains the product of the estimation error of µ̂Aj
and êAj

, which gives the doubly robust
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property. According to (Eq. D.30) and (Eq. D.31),

E2 = sup
π1,π2∈Π|A|

NN




|A|∑

j=1

S
(1)
j (π1,j, π2,j) + S

(2)
j (π1,j, π2,j) + S

(3)
j (π1,j, π2,j)




≤
|A|∑

j=1

sup
π1,π2∈Π|A|

NN

S
(1)
j (π1,j, π2,j) + sup

π1,π2∈Π|A|
NN

S
(2)
j (π1,j, π2,j) + sup

π1,π2∈Π|A|
NN

S
(3)
j (π1,j, π2,j).

(D.32)

In the rest of the proof, when there is no ambiguity, we omit the dependency on (π1,j, π2,j)

and use the notations S(1)
j , S(2)

j and S(3)
j . We next derive the bounds for the S(1)

j , S(2)
j and

S
(3)
j terms in the right hand side of (Eq. D.32) respectively.

Bounding sup
π1,π2∈Π|A|

NN
S
(1)
j : For S(1)

j , one can show that E[S(1)
j ] = 0:

E[S(1)
j ]

= E

[
1

n2

n∑

i=n1+1

E
[
(π1,j(xi)− π2,j(xi))

(
µAj

(xi)− µ̂Aj
(xi)

)(
1− 1{ai=Aj}

eAj
(xi)

) ∣∣∣∣xi

]]

= E

[
1

n2

n∑

i=n1+1

(π1,j(xi)− π2,j(xi))
(
µAj

(xi)− µ̂Aj
(xi)

)
E
[
1− 1{ai=Aj}

eAj
(xi)

∣∣∣∣xi

]]
= 0.

Denote

Γ̄(1,j)(xi) =
(
µAj

(xi)− µ̂Aj
(xi)

)(
1− 1{ai=Aj}

eAj
(xi)

)
∈ R,

then we have

sup
π1,π2∈Π|A|

NN

S
(1)
j = sup

π1,π2∈Π|A|
NN

S
(1)
j − E

[
S
(1)
j

]

= sup
π1,π2∈Π|A|

NN

1

n2

n∑

i=n1+1

(π1,j(xi)− π2,j(xi)) Γ̄
(1,j)(xi)

− E

[
1

n2

n∑

i=n1+1

(π1,j(xi)− π2,j(xi)) Γ̄
(1,j)(xi)

]
. (D.33)
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The expression in (Eq. D.33) resembles the same form as D in (Eq. D.27) with Γ̊ =

Γ̄(1,j)(x) and Π = Π
|A|
NN. Therefore, we can estimate sup

π1,π2∈Π|A|
NN
S
(1)
j using Lemma

D.4. Due to Assumption 6.A.2, for any x ∈ M, we have |Γ̄(1,j)(x)| ≤ 2M/η. After

substituting J = 2M/η in Lemma D.4, we have

sup
π1,π2∈Π|A|

NN

S
(1)
j ≤ inf

λ
4λ+

96√
n2

∫ max
π∈Π

|A|
NN

∥π∥Γ

λ

√
logN (θ,Π, ∥·∥Γ)dθ

+ (24M/η)

√
log 1/δ

2n2

(D.34)

with probability no less than 1− 2δ.

Bounding sup
π1,π2∈Π|A|

NN
S
(2)
j : Similarly, one can show E

[
S
(2)
j

]
= 0. Denote

Γ̄(2,j)(xi, yi) =
(
yi − µAj

(xi)
)( 1

eAj
(xi)

− 1

êAj
(xi)

)
1{ai=Aj} ∈ R.

We follow the same calculation in (Eq. D.33) to express sup
π1,π2∈Π|A|

NN
S
(2)
j in the same

form as D in (Eq. D.27) with Γ̊ = Γ̄(2,j) and Π = Π
|A|
NN.

An upper bound of sup(x,y) |Γ̄(2,j)(x)| can be derived as follows. With GNN chosen in

(Eq. 6.15), its output is bounded by M , which implies êAj
≥ (|A|e2M)−1. Thus

∣∣∣∣
1

eAj
(xi)

− 1

êAj
(xi)

∣∣∣∣ ≤ |A|e2M ,

since M ≥ − log η by (Eq. 6.12). By Assumption 6.A.2 and (Eq. 6.12), we have

supx,y |y − µAj
(x)| ≤ 2M hold for any j = 1, . . . , |A|. Therefore, we have

sup
(x,y)∈M×R

|Γ(2,j)(x)| ≤ 2|A|e2MM. (D.35)
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Using Lemma D.4 and substituting J = 2|A|e2MM give rise to

sup
π1,π2∈Π|A|

NN

S
(2)
j ≤ inf

λ
4λ+

96√
n2

∫ max
π∈Π

|A|
NN

∥π∥Γ

λ

√
logN (θ,Π, ∥·∥Γ)dθ

+ (24|A|e2MM)

√
log 1/δ

2n2

(D.36)

with probability no less than 1− 2δ.

Bounding sup
π1,π2∈Π|A|

NN
S
(3)
j : We next derive an upper bound of sup

π1,π2∈Π|A|
NN
S
(3)
j as the

product of the estimation errors of the µ̂Aj
’s and the êAj

’s:

sup
π1,π2∈Π|A|

NN

S
(3)
j

=
1

n2

sup
π1,π2∈Π|A|

NN

∑

{n1+1≤i≤n|ai=Aj}

(π1,j(xi)− π2,j(xi))
(
µ̂Aj

(xi)− µAj
(xi)

)( 1

êAj
(xi)

− 1

eAj
(xi)

)

≤ 1

n2

n∑

i=n1+1

∣∣µ̂Aj
(xi)− µAj

(xi)
∣∣
∣∣∣∣

1

êAj
(xi)

− 1

eAj
(xi)

∣∣∣∣

(since |π1,j(xi)− π2,j(xi)| ≤ 1)

≤

√√√√ 1

n2

n∑

i=n1+1

(
µ̂Aj

(xi)− µAj
(xi)

)2
√√√√ 1

n2

n∑

i=n1+1

(
1

êAj
(xi)

− 1

eAj
(xi)

)2

(by Cauchy-Schwarz)

≤ η−1|A|e2M
√√√√ 1

n2

n∑

i=n1+1

(
µ̂Aj

(xi)− µAj
(xi)

)2
√√√√ 1

n2

n∑

i=n1+1

(
êAj

(xi)− eAj
(xi)

)2
,

(D.37)

where the last inequality holds since eAj
≥ η by Assumption 6.A.2 and êAj

≥
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(|A|e2M)−1. We denote

ωj = η−1|A|e2M
√√√√ 1

n2

n∑

i=n1+1

(
µ̂Aj

(xi)− µAj
(xi)

)2
√√√√ 1

n2

n∑

i=n1+1

(
êAj

(xi)− eAj
(xi)

)2
,

(D.38)

and write sup
π1,π2∈Π|A|

NN
S
(3)
j ≤ ωj .

Putting the S(1)
j , S(2)

j and S
(3)
j terms together: Combining (Eq. D.34), (Eq. D.36),

(Eq. D.37) gives rise to

sup
π1,π2∈Π|A|

NN

Λj(π1, π2) ≤ sup
π1,π2∈Π|A|

NN

S
(1)
j + sup

π1,π2∈Π|A|
NN

S
(2)
j + sup

π1,π2∈Π|A|
NN

S
(3)
j

≤ inf
λ

8λ+
192√
n2

∫ max
π∈Π

|A|
NN

∥π∥Γ

λ

√
logN (θ,Π

|A|
NN, ∥·∥Γ)dθ + 48|A|e2MM

√
log 1/δ

2n2

+ ωj

with probability no less than 1−4δ where we used e2M ≥ η−1 according to (Eq. 6.12).

According to (Eq. D.32), we can apply the union probability bound for j = 1, . . . , |A|

and obtain

E2 = sup
π1,π2∈Π|A|

NN

∆̃(π1, π2)− ∆̂(π1, π2)

≤ inf
λ

8|A|λ+
192|A|√

n2

∫ max
π∈Π

|A|
NN

∥π∥Γ

λ

√
logN (θ,Π

|A|
NN, ∥·∥Γ)dθ

+ 48|A|2e2MM
√

log 1/δ

2n2

+

|A|∑

j=1

ωj (D.39)

with probability no less than 1− 4|A|δ.

Combining (Eq. D.29) and (Eq. D.39), we have

(II1) ≤ inf
λ

(8|A|+ 4)λ+
192|A|+ 96√

n2

∫ max
π∈Π

|A|
NN

∥π∥Γ

λ

√
logN (θ,Π

|A|
NN, ∥·∥Γ)dθ
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+

|A|∑

j=1

ωj +
(
72|A|2e2MM + 12M

)
√

log 1/δ

2n2

(D.40)

with probability at least 1− 6|A|δ.

• Putting (I1), (II1) together. Putting our estimates of (I1) in (Eq. D.20) and (II1) in

(Eq. D.40) together, we get

R(π∗
β, π̂DR) ≤ |A|Mϵ+ inf

λ
(8|A|+ 4)λ+

192|A|+ 96√
n2

∫ max
π∈Π

|A|
NN

∥π∥Γ

λ

√
logN (θ,Π

|A|
NN, ∥·∥Γ)dθ

+

|A|∑

j=1

ωj + 84|A|2e2MM
√

log 1/δ

2n2

(D.41)

with probability at least 1 − 6|A|δ. The upper bound in (Eq. D.41) depends on the cov-

ering number N (θ,Π
|A|
NN, ∥·∥Γ) and the integral upper limit max

π∈Π|A|
NN

∥π∥Γ which can be

estimated by the following lemmas (see the proofs in Appendix D.3.4 and Appendix D.3.5

respectively):

Lemma D.5. Suppose Assumption 6.A.2 and 6.A.3 hold and define Π
|A|
NN according to

(Eq. 6.19). Then

N (θ,Π
|A|
NN, ∥ · ∥Γ) ≤

(
2(|A|M + 2M/η)L2

Π(pΠR/|A|+ 2)κLΠ(pΠ/|A|)LΠ+1

θ

)KΠ

.

(D.42)

Lemma D.6. Suppose Assumptions 6.A.2 and 6.A.3 hold. For any π ∈ Π
|A|
NN, the following

holds

∥π∥2Γ ≤ (2M/η + |A|M)2. (D.43)

Setting the network parameter as in (Eq. D.19) and using (Eq. D.42), we have

logN (θ,Π
|A|
NN, ∥ · ∥Γ) ≤ C1|A|ϵ− d

β log
1

ϵ

(
log2

1

ϵ
+ log

1

θ

)
(D.44)
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with C1 depending on logD, d, B, τ , η, β, and the surface area of M.

Substituting (Eq. D.44) and (Eq. D.43) into (Eq. D.41) gives

R(π∗
β, π̂DR) ≤ |A|Mϵ+

|A|∑

j=1

ωj + 84|A|2e2MM
√

log 1/δ

2n2

+ inf
λ

12|A|λ+
288|A|√

n2

∫ |A|M+2M/η

λ

√
C1|A|ϵ− d

β log
1

ϵ

(
log2

1

ϵ
+ log

1

θ

)
dθ

≤ |A|Mϵ+

|A|∑

j=1

ωj + 84|A|2e2MM
√

log 1/δ

2n2

+ inf
λ

12|A|λ

+ C2
288|A|3/2√

n2

Mη−1ϵ−
d
2β

√
log

1

ϵ

(
log2

1

ϵ
+ log

1

λ

)
(D.45)

with probability no less than 1 − 6|A|δ and C2 depending on logD, d, B, τ , η, β, and the

surface area of M. Setting ϵ = n
− β

2β+d

2 , δ = n
− β

2β+d

2 , λ = n
− β

2β+d

2 implies (Eq. 6.20) and

(Eq. 6.21) in Theorem 6.1.

D.2.2 Proof of Corollary 6.1

Proof. Corollary 6.1 is proved based on Theorem 6.1 and Lemma 6.1. We first derive an

upper bound of the ωj’s using Lemma 6.1. Taking an expectation on the both sides of

(Eq. D.38) gives rise to

E[ωj] ≤ η−1|A|e2ME



√√√√ 1

n2

n∑

i=n1+1

(
µ̂Aj

(xi)− µAj
(xi)

)2
√√√√ 1

n2

n∑

i=n1+1

(
êAj

(xi)− eAj
(xi)

)2



≤ η−1|A|e2M
√

E
[
∥µ̂Aj

− µAj
∥2L2

]√
E
[
∥eAj

− êAj
∥2L2

]

≤ C1e
2M(M + σ)η−

3α+d
2α+d |A|

8α+3d
2(2α+d)n

− 2α
2α+d

1 log3 n1,

where the second inequality is due to Jensen’s inequality and the unconfoundedness con-

dition in Assumption 6.1, the last inequality is due to Lemma 6.1, and C1 is a constant
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depending on logD, d,B, τ, α and the surface area of M.

By Markov’s inequality, for any δ > 0,

P (ωj > δ) ≤ E [ωj]

δ
≤ 1

δ
C1G1n

− 2α
2α+d

1 log3 n1, (D.46)

where G1 = e2M(M + σ)η−
3α+d
2α+d |A|

8α+3d
2(2α+d) . Applying a union probability bound gives rise

to

P




|A|∑

j=1

ωj > |A|δ


 ≤ C1

δ
|A|G1n

− 2α
2α+d

1 log3 n1. (D.47)

Substituting (Eq. D.47) into (Eq. 6.21) and setting δ = C1|A|G1n
− α

2α+d

1 , we get

R(π∗
β, π̂DR) ≤ C2e

2M |A|2(M + σ)n
− β

2β+d

2 log3/2 n2 + C1|A|2G1n
− α

2α+d

1

≤ C3e
2M |A|

16α+7d
2(2α+d) (M + σ)n− α∧β

2(α∧β)+d log3/2 n

with probability no less than 1 − C4n
− α∧β

2(α∧β)+d log3 n, where C4 is an absolute constant,

C2, C3 are constants depending on logD, d,B, τ, α, β, η, and the surface area of M.

D.2.3 Proof of Learning Unconstrained Policy

Proof. Proof of Theorem Theorem 6.2.In Theorem 6.2, π∗ is the unconstrained optimal

policy. We prove Theorem 6.2 in a similar manner as we prove Theorem 6.1. We first

decompose the regret using an oracle inequality:

R(π∗, π̂DR) = Q(π∗)−Q(π̂∗)︸ ︷︷ ︸
(I2)

+Q(π̂∗)−Q(π̂DR)︸ ︷︷ ︸
(II2)

, (D.48)

where π̂∗ is the same as in (Eq. D.15). In (Eq. D.48), (I2) is the bias of approximating π∗ by

the policy class Π|A|
NN(H), and (II2) is the same as (II1) in (Eq. D.16) which can be bounded
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similarly.

Following the proof of Theorem Theorem 6.1 and Corollary 6.1, we can derive that

(II2) ≤ C1e
2M |A|

16α+7d
2(2α+d) (M + σ)n− α

2α+d log3/2 n log1/2(1/H)

with probability no less than 1 − C2n
− α

2α+d log3 n where C2 is an absolute constant and

C1 depends on logD, d,B, τ, α, and the surface area of M. In addition, π̂DR ∈ Π
|A|
NN(H)

with LΠ, pΠ, KΠ, κΠ and RΠ given in (Eq. 6.20). It remains to show (I2) ≤ 2cMtq +

M |A|2 exp
[(

−Mt+ 2n− 2α
2α+d

)
/H
]

for any t ∈ (0, 1).

Bounding (I2). We estimate Q(π∗) − Q(π̂∗) on two regions. The first region is, for any

given t ∈ (0, 1),

χt =

{
x
∣∣ x ∈ M, µAj∗(x)(x)− max

j ̸=j∗(x)
µAj

(x) ≤Mt

}

with j∗(x) = argmaxj µAj
(x). On χt, the gap between µAj∗(x)(x), the reward of the

optimal action, and the reward of the second optimal action is smaller thanMt. Assumption

6.A.4 yields P(χt) ≤ ctq. The second region is

χ∁
t =

{
x
∣∣ x ∈ M, µAj∗(x)(x)− max

j ̸=j∗(x)
µAj

(x) > Mt

}

on which the gap between µAj∗ (x) and the reward of any other action is larger than Mt.

For any policy π, we have

Q(π) = E[Y (π(x))] =

∫

M
⟨µ(x), π(x)⟩ dP(x),

where µ(x) = [µA1(x), . . . , µA|A|(x)]
⊤. According to [214, Theorem 2], for any ϵ ∈ (0, 1),

there is a neural network architecture F(L, p,K, κ,R) with

L = O (log 1/ϵ) , p = O
(
ϵ−

d
α

)
, K = O

(
ϵ−

d
α log 1/ϵ

)
, κ = max{B,M,

√
d, τ 2}, R =M,
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such that for each µAj
, there exists µ̃Aj

∈ F(L, p,K, κ,R) and ∥µ̃Aj
− µAj

∥∞ ≤ ϵ.

Define π̃ = SoftmaxH(µ̃A1 , . . . , µ̃A|A|). Since π̂∗ = argmax
π∈Π|A|

NN(H)

Q(π), π̃ ∈

Π
|A|
NN(H), and Q(π̂∗) ≥ Q(π̃), we have

Q(π∗)−Q(π̂∗) ≤ Q(π∗)−Q(π̃) =

∫

M
⟨µ(x), π∗(x)− π̃(x)⟩ dP(x)

=

∫

χt

⟨µ(x), π∗(x)− π̃(x)⟩ dP(x) +
∫

χ∁
t

⟨µ(x), π∗(x)− π̃(x)⟩ dP(x).

(D.49)

The first integral in (Eq. D.49) can be bounded as

∫

χt

⟨µ(x), π∗(x)− π̃(x)⟩ dP(x) ≤
∫

χt

∥µ(x)∥∞∥π∗(x)− π̃(x)∥1dP(x)

≤ 2M

∫

χt

1dP(x) ≤ 2cMtq, (D.50)

where ∥µ(x)∥∞ = maxj |µAj
(x)| and ∥π(x)∥1 =

∑|A|
j=1 |[π(x)]j|. For the second integral,

we first derive an upper bound of ∥π∗(x)− π̃(x)∥∞. Since π∗ is the unconstrained optimal

policy, represented by a one-hot vector π∗(x) = Aj∗(x), we deduce

[π∗(x)− π̃(x)]j =





− exp(µ̃Aj
(x)/H)∑

k exp(µ̃Ak
(x)/H)

if π∗(x) ̸= Aj,∑
k ̸=j exp(µ̃Ak

(x)/H)∑
k exp(µ̃Ak

(x)/H)
if π∗(x) = Aj,

|[π∗(x)− π̃(x)]j| ≤





maxk ̸=j∗ exp((µAk
(x)+ϵ)/H)

exp((µAj∗ (x)−ϵ)/H)
if j ̸= j∗(x),

|A|maxk ̸=j∗ exp((µAk
(x)+ϵ)/H)

exp((µAj∗ (x)−ϵ)/H)
if j = j∗(x).

Therefore ∥π∗(x)− π̃(x)∥∞ ≤ |A| exp
(
maxk ̸=j∗(x)

(
µAk

(x)− µAj∗ (x) + 2ϵ
)
/H
)
. Thus

∫

χ∁
t

⟨µ(x), π∗(x)− π̃(x)⟩ dP(x) ≤
∫

χ∁
t

∥µ(x)∥1∥(π∗(x)− π̃(x))∥∞dP(x)
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≤
∫

χ∁
t

M |A|2 exp ((−Mt+ 2ϵ)/H) dP(x) ≤M |A|2 exp ((−Mt+ 2ϵ)/H) . (D.51)

Combining (Eq. D.50) and (Eq. D.51), and setting ϵ = n− α
2α+d give rise toQ(π∗)−Q(π̂∗) ≤

2cMtq +M |A|2 exp
(
(−Mt+ 2n− α

2α+d )/H
)

which completes the proof.

D.2.4 Proof of Policy Learning with Continuous Actions

Proof of Theorem Theorem 6.3. We denote

π̂∗ = argmax
π∈ΠV

NN(H)

Q(D)(π),

where Q(D)(π) is defined in (Eq. 6.28). The regret can be decomposed as

R(π∗
C, π̂C-DR) = Q(π∗

C)−Q(D)(π̂∗)︸ ︷︷ ︸
(I3)

+Q(D)(π̂∗)−Q(D)(π̂C−DR)︸ ︷︷ ︸
(II3)

+Q(D)(π̂C−DR)−Q(π̂C−DR)︸ ︷︷ ︸
(III3)

.

(D.52)

In (Eq. D.52), (I3) is the bias of approximating the optimal policy π∗
C using the neural

network policy class ΠV
NN(H) in the discretized setting. (II3) is the variance of the estimated

policy in ΠV
NN(H). (III3) characterizes the difference between the discretized policy reward

and the continuous policy reward of π̂C−DR. We next derive the bounds for each part.

Bounding (I3). By Assumption 6.B.3, µIj ∈ Hα(M). According to [214], Hölder func-

tions can be uniformly approximated by a neural network class if the network parameters

are properly chosen. For any ϵ ∈ (0, 1) there exists a network architecture F(L, p,K, κ,R)

with

L = O(log 1/ϵ), p = O
(
ϵ−

d
α

)
, K = O

(
ϵ−

d
α log 1/ϵ

)
, κ = max{B,M,

√
d, τ 2}, R =M,

(D.53)
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such that if the weight parameters are properly chosen, we have µ̃Ij ∈ F(L, p,K, κ,R)

satisfying

∥µ̃Ij − µIj∥∞ ≤ ϵ.

We then define an intermediate policy

π̃ = SoftmaxH(µ̃I1 , . . . , µ̃IV ).

Let A∗(x) = argmaxA∈[0,1] µ(x, A). Then π∗
C(x) = A∗(x). After defining µ(x) =

[µI1(x), . . . , µIV (x)]
⊤ ∈ RV , we can bound (I3) as

(I3) = Q(π∗
C)−Q(D)(π̂∗) ≤ Q(π∗

C)−Q(D)(π̃)

=

∫

M
µ(x, A∗(x))dP(x)−

∫

M
⟨µ(x), π̃(x)⟩dP(x)

=

∫

M
µ(x, A∗(x))dP(x)−

∫

M
⟨µ(x), [1{A∗(x)∈I1}, . . . ,1{A∗(x)∈IV }]

⊤⟩dP(x)
︸ ︷︷ ︸

T1

+

∫

M

〈
µ(x), [1{A∗(x)∈I1}, . . . ,1{A∗(x)∈IV }]

⊤〉 dP(x)−
∫

M
⟨µ(x), π̃(x)⟩dP(x)

︸ ︷︷ ︸
T2

.

(D.54)

If A∗(x) ∈ Ij , we denote j∗(x) = j and I∗(x) = Ij . According to Assumption 6.B.3 and

(Eq. 6.34), M is a Lipschitz constant of the function µ(x, ·) for any fixed x ∈ M. Since

A∗(x) ∈ I∗(x), |µ(x, A∗(x)) − µI∗(x)(x)| ≤ M/V for any x ∈ M. Hence T1 can be

bounded as

T1 =

∫

M
µ(x, A∗(x))− µI∗(x)(x)dP(x) ≤M/V. (D.55)

We then derive the bound for T2 on two regions. The first region is

χt,γ = {x|µ(x, A∗(x))− µ(x, A) ≤Mt given |A− A∗(x)| ≥ γ}
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and the second region is χ∁
t,γ . According to Assumption 6.B.4, P(χt,γ) ≤ ctq(1− γ).

T2 is decomposed as

T2 =

∫

χt,γ

〈
µ(x), [1{A∗(x)∈I1}, . . . ,1{A∗(x)∈IV }]

⊤ − π̃(x)
〉
dP(x)

+

∫

χ∁
t,γ

〈
µ(x), [1{A∗(x)∈I1}, . . . ,1{A∗(x)∈IV }]

⊤ − π̃(x)
〉
dP(x). (D.56)

The first integral in (Eq. D.56) is bounded as

∫

χt,γ

〈
µ(x), [1{A∗(x)∈I1}, . . . ,1{A∗(x)∈IV }]

⊤ − π̃(x)
〉
dP(x) ≤ 2cMtq(1− γ). (D.57)

We then derive an upper bound of the second integral in (Eq. D.56) in a way similar to

the derivation of (Eq. D.51). Denote

Ξ(x) =

[
− exp(µ̃I1(x)/H)∑V

j=1 exp(µ̃Ij(x)/H)
, . . . ,

∑
j ̸=j∗(x) exp(µ̃Ij(x)/H)
∑V

j=1 exp(µ̃Ij(x)/H)
, . . . ,− exp(µ̃IV (x)/H)∑V

j=1 exp(µ̃Ij(x)/H)

]⊤
.

Similar to (Eq. D.51), we have

∫

χ∁
t,γ

〈
µ(x), [1{A∗(x)∈I1}, . . . ,1{A∗(x)∈IV }]

⊤ − π̃(x)
〉
dP(x) =

∫

χ∁
t,γ

⟨µ(x),Ξ(x)⟩ dP(x)

≤
∫

χ∁
t,γ

∥µ(x)∥1∥Ξ(x)∥∞dP(x) ≤ VM

∫

χ∁
t,γ

∥Ξ(x)∥∞dP(x). (D.58)

To derive an upper bound of ∥Ξ∥∞, we need a lower bound of µI∗(x)(x) − µIj(x) for

any 1 ≤ j ≤ V and j ̸= j∗(x). By Assumption 6.B.3, For any j and Ã ∈ Ij , one has

|µ(x, Ã)− µ(x, Aj)| ≤M/V,

and

|µIj(x)− µ(x, Aj)| ≤
1

|Ij|

∫

Ij

|µ(x, A)− µ(x, Aj)|dA ≤M/V
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where |Ij| = 1/V represents the length of Ij .

As a result, on χ∁
t,γ , for any j ̸= j∗(x), we have

µI∗(x)(x)− µIj(x) ≥ µ(x, Aj∗(x))− µ(x, Aj)− 2M/V

≥ µ(x, A∗(x))− µ(x, Aj)− |µ(x, A∗(x))− µ(x, Aj∗(x))| − 2M/V ≥Mt− 3M/V,

where the last inequality holds for two reasons: (1) A∗(x) ∈ I∗(x) and Aj∗(x) ∈ I∗(x); (2)

We set V < 1/(2γ), and then j ̸= j∗(x) implies |Aj − A∗(x)| ≥ 1/(2V ) ≥ γ. We then

deduce

∥Ξ∥∞ ≤ (V − 1) exp(−(Mt− 3M/V − 2ϵ)/H). (D.59)

Plugging (Eq. D.59) into (Eq. D.58), we have

∫

χ∁
t,γ

〈
µ(x), [1{A∗(x)∈I1}, . . . ,1{A∗(x)∈IV }]

⊤ − π̃(x)
〉
dP(x)

≤VM · (V − 1) exp(−(Mt− 3M/V − 2ϵ)/H) ≤MV 2 exp(−(Mt− 3M/V − 2ϵ)/H).

(D.60)

Substituting (Eq. D.55), (Eq. D.57) and (Eq. D.60) into (Eq. D.54), if V < 1/(2γ), we

have

(I3) ≤
M

V
+ 2cMtq(1− γ) +MV 2 exp (−(Mt− 3M/V − 2ϵ)/H) . (D.61)

Bounding (II3). (II3) has the same form as (II1) in (Eq. D.16). We derive the upper bound

by following the same procedure while |A| is replaced V . Besides, we need to express the

estimation error of µ̂Ij ’s and êIj ’s in terms of V . Note that eIj ≥ η/V . By Lemma 6.1, we
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can find µ̂Ij ∈ F(L1, p1, K1, κ1, R1) with

L1 = O(log(ηn1/V )), p1 = O
(
(ηn1/V )

d
2α+d

)
, K1 = O

(
(ηn1/V )

d
2α+d log(ηn1/V )

)
,

κ1 = max{B,M,
√
d, τ 2}, R1 =M,

such that

E
[
∥µ̂Ij − µIj∥2L2

]
≤ C1(M

2 + σ2)(ηn1/V )−
2α

2α+d log3(ηn1/V ) (D.62)

with C1 being a constant depending on logD,B, τ, α and the surface area of M. Similarly,

we can find ĝ ∈ F(L2, p2, K2, κ2, R2) with

L2 = O(log(n1/V )), p2 = O

(
V

2α
2α+dn

d
2α+d

1

)
, K2 = O

(
V

2α
2α+dn

d
2α+d

1 log(n1/V )

)
,

κ2 = max{B,M,
√
d, τ 2}, R2 =M,

such that

E[∥êIj − eIj∥2L2 ] ≤ C2M
2V

4α+d
2α+dn

− 2α
2α+d

1 log3 n1 (D.63)

with C2 depending on logD,B,M, α and the surface area of M.

Following the proof of Corollary 6.1 and using (Eq. D.62) and (Eq. D.63), we rewrite

(Eq. D.47) as

P

(
V∑

j=1

ωj ≥ V δ1

)
≤ C3G2

δ1
V

14α+5d
2(2α+d)n

− 2α
2α+d

1 log3 n1 (D.64)

with G2 = e2M(M + σ)η−
3α+d
2α+d and C3 being an constant depending on logD,B, τ, η, α

and the surface area of M.

By replacing |A| by V and η by η/V in E1 and E2 in the proof of Theorem 6.1, and
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substituting (Eq. D.64), one derives

Q(D)(π̂∗)−Q(D)(π̂ C-DR) ≤ V δ1 + 84e2MV 2M

√
log 1/δ

2n2

+ inf
λ

12V λ

+
288V√
n2

∫ VM+2VM/η

λ

[
KΠ log

(
θ−1(VM + 2VM/η)×

L2
Π(pΠB/V + 2)max(κΠ, 1/H)LΠ(pΠ/V )LΠ+1

)]1/2
dθ

with probability no less than

1− 6V δ − C3G2

δ1
V

14α+5d
2(2α+d)n

− 2α
2α+d

1 log3 n1.

Here π̂ C-DR ∈ ΠV
NN(H) where the network class ΠV

NN(H) has the parameters

LΠ = L, pΠ = O(V p), KΠ = O(V K), κΠ = κ, RΠ = R

with L, p,K, κ and R defined in (Eq. D.53).

Setting ϵ = n− α
2α+d , δ = n− α

2α+d , δ1 = C3G2V
3
2n

− α
2α+d

1 and λ = V
3
2n

− α
2α+d

2 gives rise

to

LΠ = O(log n), pΠ = O
(
V n

d
2α+d

)
, KΠ = O

(
V n

d
2α+d log n

)
,

κΠ = max{B,M,
√
d, τ 2}, RΠ =M,

and

(II3) ≤ C4e
2M(M + σ)V

5
2n− α

2α+d log3/2 n log1/2(1/H) (D.65)

with probability no less than 1−C5V
4α+d
2α+dn− α

2α+d log3 n, where C4 is a constant depending

on logD,B, τ, η, α, and the surface area of M, C5 is an absolute constant.
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Bounding (III3). According to Lemma 6.2,

(III3) = Q(D)(π̂ C-DR)−Q(π̂ C-DR) ≤M/V. (D.66)

Putting all ingredients together. Putting (Eq. D.61), (Eq. D.65) and (Eq. D.66) to-

gether and using ϵ = n− α
2α+d give rise to

R(π∗
C, π̂ C-DR) ≤

2M

V
+ C4e

2M(M + σ)V
5
2n− α

2α+d log3/2 n log1/2 1/H

+ 2cMtq(1− γ) +MV 2 exp
(
−
(
Mt− 3M/V − 2n− α

2α+d

)
/H
)

with probability no less than 1− C5V
4α+d
2α+dn− α

2α+d log3 n for any t and γ < 1/4V .

Setting V = n
2α

7(2α+d) , γ = 1
4V

and t > 2
V
+ 2ϵ/M , we get

R(π∗
C, π̂ C-DR) ≤ C4e

2M(M + σ)n− 2α
7(2α+d) log3/2 n log1/2 1/H

+ 2cMtq +Mn
4α

7(2α+d) exp
(
−
(
Mt− 4Mn− 2α

7(2α+d)

)
/H
)

for any t ∈ (2(1+ 1/M)n− 2α
7(2α+d) , 1) with probability no less than 1−C6n

− 6α2+5αd

7(2α+d)2 log3 n,

where C6 is an absolute constant. In addition, π̂ C-DR ∈ ΠV
NN(H) with LΠ, pΠ, KΠ, κΠ, RΠ

defined in (Eq. 6.37), µ̂Ij ∈ F(L1, p1, K1, κ1, R1) for j = 1, . . . , V with the parameters

defined in (Eq. 6.35), ĝ ∈ F(L2, p2, K2, κ2, R2) with the parameters defined in (Eq. 6.36).
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D.3 Technical Proofs

D.3.1 Proof of Lemma 6.1

Proof. We first derive the error bound ∥µ̂Aj
−µAj

∥L2 for any j. Note that µ̂Aj
∈ F(L1, p1, K1, κ1, R1)

is the minimizer of (Eq. 6.4). If we choose

L1 = O(log nAj
), p1 = O

(
n

d
2α+d

Aj

)
, K1 = O

(
n

d
2α+d

Aj
log nAj

)
,

κ1 = max{B,M,
√
d, τ 2}, R1 =M, (D.67)

then according to [214, Theorem 1], for each j, we have

E
[
∥µ̂Aj

− µAj
∥2L2

]
≤ C1(M

2 + σ2)n
− 2α

2α+d

Aj
log3 nAj

, (D.68)

where nAj
=
∑n1

i=1 1{ai=Aj} and C1 is a constant only depending on logD,B, τ and the

surface area of M. In (Eq. D.68) the expectation is taken with respect to the randomness

of samples.

Next, we derive a high probability lower bound of nAj
for all j’s in terms of n1. By

Assumption 6.A.2(ii), E(nAj
/n1) ≥ η. By [228, Lemma 29], we have

P
(∣∣∣∣
nAj

n1

− E
(
nAj

n1

)∣∣∣∣ ≥
1

2
E
(
nAj

n1

))
≤ 2 exp

(
− 3

28
n1E

(
nAj

n1

))
.

Thus nAj
≥ ηn1/2 holds with probability at least 1 − 2 exp

(
− 3

28
ηn1

)
. Denote the event

E1 = {nAj
≥ ηn1/2} and its complement by E∁

1 . When n1 (so as n) is large enough, we

have

E
[
∥µ̂Aj

− µAj
∥2L2

]
= E

[
∥µ̂Aj

− µAj
∥2L2|E1

]
P (E1) + E

[
∥µ̂Aj

− µAj
∥2L2|E∁

1

]
P
(
E∁

1

)

≤ C1(M
2 + σ2)(ηn1)

− 2α
2α+d log3(ηn1) + 2C1(M

2 + σ2) exp

(
− 3

28
ηn1

)
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≤ C2(M
2 + σ2)(ηn1)

− 2α
2α+d log3(ηn1),

where C2 is a constant depending on logD,B, τ and the surface area of M. Substituting

nAj
= ηn1 into (Eq. D.67) gives rise to µ̂Aj

∈ F(L1, p1, K1, κ1, R1) with L1, p1, K1, κ1, R1

in (Eq. 6.14).

To estimate E
[
∥êAj

− eAj
∥2L2

]
, we use Hα

|A|−1(M) to denote the space of the |A| − 1

dimensional vectors whose elements are in Hα(M). We denote g∗ =
[
gA1 , . . . , gA|A|−1

]⊤

with gAj
= log

eAj

eA|A|
. According to Assumption 6.A.3, gAj

= log eAj
− log eA|A| ∈ Hα,

∥gAj
∥Hα ≤ M and g∗ ∈ Hα

|A|−1(M). Let ĝ be the minimizer of (Eq. 6.5). From [229,

Corollary 4] and the proof of [206, Theorem 2], setting GNN = F(L, p,K, κ,R) gives rise

to

∥ĝ − g∗∥2L2

≤ C3M
2

(
|A|LK logK

n1

log n1 +
|A|(log log n1 + γ)

n1

+ |A| sup
g′∈Hα

|A|−1
(M)

inf
g∈GNN

∥g∗ − g′∥2∞

)

with probability at least 1− exp(−γ), where C3 is an absolute constant.

According to [214, Theorem 2], for any ϵ2 ∈ (0, 1), there exists a neural network

architecture F(L, p,K, κ,R) with

L = O

(
log

1

ϵ2

)
, p = O

(
|A|ϵ−

d
α

2

)
, K = O

(
|A|ϵ−

d
α

2 log
1

ϵ2

)
,

κ = max{B,M,
√
d, τ 2}, R =M

such that for any g ∈ Hα
|A|−1(M), there exists g̃ ∈ F(L, p,K, κ,R) with ∥g̃ − g∥∞ ≤ ϵ2,

where ∥g∥∞ = supx∈M maxj |gj(x)| . Setting ϵ2 = |A| α
2α+dn

− α
2α+d

1 , γ = |A|− d
2α+dn

d
2α+d

1

gives rise to GNN = F(L2, p2, K2, κ2, R2) with

L2 = O(log(n1/|A|)), p2 = O

(
|A| 2α

2α+dn
d

2α+d

1

)
, K2 = O

(
|A| 2α

2α+dn
d

2α+d

1 log(n1/|A|)
)
,
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κ2 = max{B,M,
√
d, τ 2}, R2 =M (D.69)

which implies (Eq. 6.15).Then with probability no less than 1 − exp

(
−|A|− d

2α+dn
d

2α+d

1

)
,

we deduce

∥ĝ − g∗∥2L2 ≤ C4M
2|A| 4α+d

2α+dn
− 2α

2α+d

1 log3 n1

with C4 depending on logD,B, τ and the surface area of M. Denote the event

E2 =

{
∥ĝ − g∗∥2L2 ≤ C4M

2|A| 4α+d
2α+dn

− 2α
2α+d

1 log3 n1

}
.

When n1 (so as n) is large enough, we obtain

E[∥ĝ − g∗∥2L2 ] = E[∥ĝ − g∗∥2L2|E2]P(E2) + E[∥ĝ − g∗∥2L2|E∁
2]P(E∁

2)

≤ C4M
2|A| 4α+d

2α+dn
− 2α

2α+d

1 log3 n1 + 4(M2 + σ2) exp

(
−|A|− d

2α+dn
d

2α+d

1

)

≤ C5M
2|A| 4α+d

2α+dn
− 2α

2α+d

1 log3 n1

with C5 depending on logD,B, τ and the surface area of M.

Define rj(g) =
exp([g]j)

1+
∑|A|−1

k=1 exp([g]k)
for j = 1, . . . , |A| − 1. Since ∥∇rj∥∞ ≤ 1 for any j,

we have

E
[
∥êAj

− eAj
∥2L2

]
= E

[
∥rj(ĝ)− rj(g

∗)∥2L2

]

≤ E
[
(∥∇rj∥∞∥ĝ − g∗∥L2)2

]
≤ C5M

2|A| 4α+d
2α+dn

− 2α
2α+d

1 log3 n1.

Similarly, one can show E
[
∥êA|A| − eA|A|∥2L2

]
≤ C5M

2|A| 4α+d
2α+dn

− 2α
2α+d

1 log3 n1.
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D.3.2 Proof of Lemma 6.2

Proof. Recall that

Q(D)(π) =

∫

M

〈
[µI1(x), . . . , µIV (x)]

⊤, π(x)
〉
dP(x),

Q(π) =

∫

M

〈
[µA1(x), . . . , µAV

(x)]⊤, π(x)
〉
dP(x).

Since Lµ is a uniform Lipschitz constant of µ(x, ·) for any x ∈ M, we derive

Q(D)(π)−Q(π) =

∫

M

〈
[µI1(x)− µ(x, A1), . . . , µIV (x)− µ(x, AV )]

⊤, π(x)
〉
dP(x) ≤ Lµ/V.

D.3.3 Proof of Lemma D.4

Proof. We first use McDiarmid’s inequality (Lemma D.11) to show D(Π) concentrates

around E[D(Π)] and then derive a bound of E[D(Π)]. To simplify the notation, we omit

the domain Π in D.

We denote {Γ̊′
i}ni=1 as the counterpart of {Γ̊}ni=1 when one sample (xk,Γk) is replaced

by (xk,Γ
′
k) for any k with 1 ≤ k ≤ n. ∆̊′(π1, π2) and D′ are defined analogously. We have

|D − D′| ≤ sup
π1,π2∈Π

∆̊(π1, π2)− ∆̊′(π1, π2) ≤ sup
π1,π2∈Π

1

n

〈
Γ̊k − Γ̊′

k, π1(xk)− π2(xk)
〉

≤ 1

n

∥∥∥Γ̊k − Γ̊′
k

∥∥∥
∞
∥π1(xk)− π2(xk)∥1 ≤

2

n

∥∥∥Γ̊k − Γ̊′
k

∥∥∥
∞

≤ 4

n
J, (D.70)

where ∥ · ∥∞ and ∥ · ∥1 stand for the ℓ∞ and ℓ1 norm for vectors. Applying Lemma D.11

with f = D, we have

P (D − E[D] ≥ t) ≤ exp
(
−2nt2/

(
16J2

))
. (D.71)
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Setting t = 4J
√

log 1/δ
2n

gives rise to

D ≤ E[D] + 4J

√
log 1/δ

2n
(D.72)

with probability no less than 1− δ.

We next derive a bound of E[D] by symmetrization:

E[D] = E
[

sup
π1,π2∈Π

∆̊(π1, π2)− E
[
∆̊(π1, π2)

]]
≤ E

[
sup

π1,π2∈Π
∆̊(π1, π2)− ∆̊copy(π1, π2)

]

= EEξ

[
sup

π1,π2∈Π
ξ ⊙

(
∆̊(π1, π2)− ∆̊copy(π1, π2)

)]
= 2EEξ

[
sup

π1,π2∈Π
ξ ⊙ ∆̊(π1, π2)

]
,

where ∆̊copy denotes ∆̊ using independent copies of samples and ξ = [ξ1, . . . , ξn]
⊤ with

ξi’s being i.i.d. Rademacher variables which take value 1 or −1 with the same probability.

Here ξ ⊙ ∆̊ denotes the entry-wise product of ξ and ∆̊, i.e.,

ξ ⊙ ∆̊(π1, π2) :=
1

n

n∑

i=1

ξi

〈
Γ̊i, π1(xi)− π2(xi)

〉
.

We next apply Lemma D.11 with f = Eξ

[
supπ1,π2∈Π ξ ⊙ ∆̊(π1, π2)

]
. Again, we de-

note {Γ̊′
i}ni=1 as the counterpart of {Γ̊}ni=1 when one sample (xk, Γ̊k) is replaced by (x′

k, Γ̊
′
k)

for any k with 1 ≤ k ≤ n. ∆̊′(π1, π2) is defined analogously. We get

Eξ

[
sup

π1,π2∈Π
ξ ⊙ ∆̊(π1, π2)

]
− Eξ

[
sup

π1,π2∈Π
ξ ⊙ ∆̊′(π1, π2)

]

≤Eξ

[
sup

π1,π2∈Π

1

n
ξk

〈
Γ̊k − Γ̊′

k, π1(xk)− π2(xk)
〉]

≤ 1

n

∥∥∥Γ̊k − Γ̊′
k

∥∥∥
∞
∥π1(xk)− π2(xk)∥1 ≤

4

n
J. (D.73)
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Applying Lemma D.11 with f = Eξ

[
supπ1,π2∈Π ξ ⊙ ∆̃(π1, π2)

]
gives rise to

P

(
EEξ

[
sup

π1,π2∈Π
ξ ⊙ ∆̊(π1, π2)

]
− Eξ

[
sup

π1,π2∈Π
ξ ⊙ ∆̊(π1, π2)

]
≥ t

)
≤ exp

(
−2nt2/

(
16J2

))
.

(D.74)

Setting t = 4J
√

log 1/δ
2n2

gives rise to

P

(
EEξ

[
sup

π1,π2∈Π
ξ ⊙ ∆̊(π1, π2)

]
− Eξ

[
sup

π1,π2∈Π
ξ ⊙ ∆̊(π1, π2)

]
≥ 4J

√
log 1/δ

2n

)
≤ δ.

(D.75)

The following lemma provides an upper bound of Eξ

[
sup

π1,π2∈Π
ξ ⊙ ∆̊(π1, π2)

]
(see a

proof in Appendix D.3.6):

Lemma D.7. Let ξ be a set of Rademacher random variable and ∆̊(π1, π2) defined in

(Eq. D.26). Then the following bound holds

Eξ

[
sup

π1,π2∈Π
ξ ⊙ ∆̊(π1, π2)

]
≤ inf

λ
2λ+

48√
n

∫ max
π∈Π

∥π∥Γ

λ

√
logN (θ,Π, ∥·∥Γ)dθ, (D.76)

where N (θ,Π
|A|
NN, ∥·∥Γ) is the θ-covering number (see Definition D.3) of Π with respect to

the measure ∥π∥Γ =
√

1
n

∑n
i=1⟨̊Γi, π(xi)⟩2.

Substituting (Eq. D.76) into (Eq. D.75) yields

E[D] ≤ inf
λ

4λ+
96√
n

∫ max
π∈Π

∥π∥Γ

λ

√
logN (θ,Π, ∥·∥Γ)dθ + 8J

√
log 1/δ

2n
(D.77)

with probability no less than 1− δ.

Substituting (Eq. D.77) into (Eq. D.72) give rise to

D ≤ inf
λ

4λ+
96√
n

∫ max
π∈Π

∥π∥Γ

λ

√
logN (θ,Π, ∥·∥Γ)dθ + 12J

√
log 1/δ

2n
(D.78)
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with probability no less than 1− 2δ.

D.3.4 Proof of Lemma D.5

Proof. We derive the bound of the covering number N (θ,Π
|A|
NN, ∥·∥Γ) using the covering

number of the neural network class N (θ,F(L, p,K, κ,R), ∥·∥∞). Let π(1) = Softmax(µ
(1)
A1
, . . . , µ

(1)
A|A|

)

and π(2) = Softmax(µ
(2)
A1
, . . . , µ

(2)
A|A|

) be two policies in Π
|A|
NN(LΠ, pΠ, KΠ, κΠ, RΠ) such

that for each j, ∥µ(1)
Aj

− µ
(2)
Aj
∥∞ ≤ θ. By Assumption 6.A.2 and (Eq. 6.12), ∥Γ̃i∥1 ≤

2M/η + |A|M for any n1 ≤ i ≤ n. Therefore we have

∥∥π(1) − π(2)
∥∥2
Γ
=

1

n2

n∑

i=n1+1

〈
Γ̃i, (π

(1) − π(2))(xi)
〉2

≤ 1

n2

n∑

i=n1+1

∥∥∥Γ̃i

∥∥∥
2

1

∥∥(π(1) − π(2))(xi)
∥∥2
∞ ≤ (|A|M + 2M/η))2 θ2.

Thus we obtain

N (θ,Π
|A|
NN, ∥·∥Γ) ≤ N

(
θ/(|A|M + 2M/η),Π

|A|
NN, ∥·∥∞

)
. (D.79)

Since for every π ∈ Π
|A|
NN with LΠ = L, pΠ = |A|p,KΠ = |A|K,κΠ = κ,RΠ = R, it con-

tains |A| parallel ReLU networks in F(L, p,K, κ,R) with an additional softmax layer, we

have N (θ,Π
|A|
NN, ∥·∥∞) ≤ N (θ,F(L, p,K, κ,R), ∥·∥∞)|A|. From [214, Proof of Theorem

3.1], we have

N (θ,F(L, p,K, κ,R), ∥·∥∞) ≤
(
2L2(pR + 2)κLpL+1

θ

)K

.

We get

N (θ,ΠNN, ∥ · ∥∞) ≤
(
2L2(pR + 2)κLpL+1

θ

)|A|K

. (D.80)

Combining (Eq. D.79) and (Eq. D.80) proves Lemma D.5.

234



D.3.5 Proof of Lemma D.6

Proof. For any π ∈ Π
|A|
NN,

∥π∥2Γ ≤ 1

n2

n∑

i=n1+1

⟨Γ̃i, π(xi)⟩2 ≤
1

n2

n∑

i=n1+1

∥Γ̃i∥21∥π(xi)∥2∞ ≤ 1

n2

n∑

i=n1+1

∥Γ̃i∥21.

By Assumption 6.A.2 and (Eq. 6.12), ∥Γ̃i∥1 ≤ 2M/η + |A|M for any n1 ≤ i ≤ n.

Therefore we obtain

∥π∥2Γ ≤ (2M/η + |A|M)2.

D.3.6 Proof of Lemma D.7

We first define the covering number of a set.

Definition D.3. Let F be a set equipped with metric ρ. For any δ > 0, a δ-covering of F

is a set {f1, . . . , fN} ⊂ F such that for any f ∈ F , there exists fk for 1 ≤ k ≤ N with

ρ(fk, f) ≤ θ. The δ-covering number of F is defined as

N (δ,F , ρ) = inf{N : there exists {f1, . . . , fN} which is a θ-covering of F}. (D.81)

Proof of Lemma D.7. To bound Eξ

[
sup

π1,π2∈Π
ξ ⊙ ∆̊(π1, π2)

]
with respect to the measure ∥ ·

∥Γ, we construct a series of I coverings of Π with resolutions {δi}Ii=1 satisfying δi+1 =
1
2
δi.

The elements in the (i)-th covering are denoted as {π(i)
i }N(i)

i=1 , where the N (i)’s are to be

determined later. Thus for any π ∈ Π, there exists π(i) in the (i)-th covering such that

√√√√ 1

n

n∑

i=1

〈
Γ̊i, π(xi)− π(i)(xi)

〉2
≤ δi.
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Let π(i)
1 denote the closest element of π1 in the (i)-th covering, and π

(i)
2 is defined

analogously. We now expand π1 − π2 using a telescoping sum:

π1 − π2 =

(
π1 − π

(I)
1 +

I−1∑

i=1

π
(i+1)
1 − π

(i)
1 + π

(1)
1

)
−
(
π2 − π

(I)
2 +

I−1∑

i=1

π
(i+1)
2 − π

(i)
2 + π

(1)
2

)
.

(D.82)

Substituting (Eq. D.82) into Eξ

[
sup

π1,π2∈Π
ξ ⊗ ∆̊(π1, π2)

]
, due to the bi-linearity of ∆̊, we

have

Eξ

[
sup

π1,π2∈Π
ξ ⊗ ∆̊(π1, π2)

]

≤Eξ

[
sup
π1∈Π

1

n

n∑

i=1

ξi

〈
Γ̊i,

(
π1 − π

(I)
1 +

I−1∑

i=1

π
(i+1)
1 − π

(i)
1 + π

(1)
1

)
(xi)

〉]

+ Eξ

[
sup
π2∈Π

1

n

n∑

i=1

ξi

〈
Γ̃i,

(
π2 − π

(I)
2 +

I−1∑

i=1

π
(i+1)
2 − π

(i)
2 + π

(1)
2

)
(xi)

〉]
. (D.83)

By the construction of the coverings, we immediately have

Eξ

[
sup
π1∈Π

1

n

n∑

i=1

ξi

〈
Γ̊i,
(
π1 − π

(I)
1

)
(xi)

〉]

≤Eξ


 sup

π1∈Π

1

n
∥ξ∥2

√√√√
n∑

i=1

〈
Γ̊i,
(
π1 − π

(I)
1

)
(xi)

〉2

 ≤ δI . (D.84)

We can also check

√√√√
n∑

i=1

〈
Γ̊i, π(i+1)(xi)− π(i)(xi)

〉2
=

√√√√
n∑

i=1

〈
Γ̊i, π(i+1)(xi)− π(xi) + π(xi)− π(i)(xi)

〉2

≤

√√√√2
n∑

i=1

〈
Γ̊i, π(i+1)(xi)− π(xi)

〉2
+ 2

n∑

i=1

〈
Γ̊i, π(xi)− π(i)(xi)

〉2

≤
√

2n(δ2i+1 + δ2i ) ≤
√
2n(δi+1 + δi). (D.85)
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Using Lemma D.12, we have

Eξ

[
sup
π1∈Π

1

n

n∑

i=1

ξi

〈
Γ̊i, π

(i+1)
1 (xi)− π

(i)
1 (xi)

〉]

≤2(δi+1 + δi)
√

log(N (δi,Π, ∥·∥Γ)N (δi+1,Π, ∥·∥Γ))√
n

≤ 4(δi+1 + δi)
√

logN (δi+1,Π, ∥·∥Γ)√
n

,

(D.86)

where the metric in the covering is ∥π∥Γ =

√
1
n

∑n
i=1

〈
Γ̊i, π(xi)

〉2
. Substituting (Eq. D.84),

(Eq. D.86) into (Eq. D.83), and invoking the identity δi+1 + δi = 6(δi+1 − δi+2) yield

Eξ

[
sup

π1,π2∈Π
ξ ⊗ ∆̊(π1, π2)

]
≤ 2δI +

I−1∑

i=1

8(δi+1 + δi)
√

logN (δi+1,Π, ∥·∥Γ)√
n

≤2δI +
48(δi+1 − δi+2)

√
logN (δi+1,Π, ∥·∥Γ)√
n

≤ 2δI +
48√
n

∫ δ1

δI

√
logN (τ,Π, ∥·∥Γ)dτ.

Choosing δ1 = maxπ∈Π ∥π∥Γ so that the first covering only consists of one element, we

derive

Eξ

[
sup

π1,π2∈Π
ξ ⊙ ∆̊(π1, π2)

]
≤ inf

λ
2λ+

48√
n

∫ max
π∈Π

∥π∥Γ

λ

√
logN (θ,Π, ∥·∥Γ)dθ.

D.4 Helper Lemmas

Lemma D.8. Let f(x, A) be any function defined on M×[0, 1]. Assume there existsM > 0

such that

sup
A∈[0,1]

∥f(·, A)∥Hα(M) ≤M and sup
x∈M

|f(x, A)− f(x, Ã)| ≤M |A− Ã|, ∀A, Ã ∈ [0, 1].

(D.87)
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Then F (I) =
∫
I
f(x, A)dA ∈ Hα(M) satisfies ∥F (I)∥Hα(M) ≤ M |I| for any interval

I ⊂ [0, 1] where |I| is the length of I .

Proof of Lemma D.8. To show F (I) ∈ Hα(M), it is sufficient to show ∥F (I)∥Hα(U) < ∞

for any chart (U, ϕ) of M. For simplicity, we denote

F
(I)
ϕ (z) = F (I) ◦ ϕ−1(z), fϕ(z, A) = f(ϕ−1(z), A)

for z ∈ ϕ(U). Then F (I)
ϕ (z) =

∫
I
fϕ(z, A)dA.

We first consider 0 < α ≤ 1. In this case, we have

∥F (I)
ϕ ∥Hα(ϕ(U)) = sup

z ̸=y∈ϕ(U)

|F (I)
ϕ (z)− F

(I)
ϕ (y)|

∥z− y∥α2

≤ sup
z ̸=y∈ϕ(U)

∫

I

|fϕ(z, A)− fϕ(y, A)|
∥z− y∥α2

dA ≤M |I| <∞, (D.88)

which implies F (I) ∈ Hα(M).

Next we consider α > 1. We first show that ∂sF (I)
ϕ (z) =

∫
I
∂ s̃fϕ(z, A)dA for any

|s| ≤ ⌈α − 1⌉ where s̃ = [s⊤, 0]⊤. Let {hn}∞n=1 be any sequence converging to 0. When

|s| = 1, by definition, we have

∂sF
(I)
ϕ (z) = lim

n→∞

F
(I)
ϕ (z+ hns)− F

(I)
ϕ (z)

hn
= lim

n→∞

∫

I

fϕ(z+ hns, A)− fϕ(z, A)

hn
dA.

Since ∥fϕ(z, A)∥Hα(ϕ(U)) ≤M for any fixed A ∈ [0, 1], by the mean value theorem,

∣∣∣∣
fϕ(z+ hns, A)− fϕ(z, A)

hn

∣∣∣∣ ≤ max
z̃∈ϕ(U)

|∂ s̃fϕ(z̃, A)| ≤M.

Since

lim
n→∞

fϕ(z+ hns, A)− fϕ(z, A)

hn
= ∂ s̃fϕ(z, A) (D.89)

238



and by the dominated convergence theorem, we obtain

∂sF
(I)
ϕ (z) = lim

n→∞

F
(I)
ϕ (z+ hns)− F

(I)
ϕ (z)

hn

=

∫

I

lim
n→∞

fϕ(z+ hns, A)− fϕ(z, A)

hn
dA =

∫

I

∂ s̃fϕ(z, A)dA.

Similarly, for any |s| ≤ ⌈α − 1⌉, ∂ s̃f(x, A) can be expressed in the form similar to

(Eq. D.89) using the Taylor series. Following the same procedure, one can show

∂sF
(I)
ϕ (z) =

∫

I

∂ s̃fϕ(z, A)dA

for any |s| ≤ ⌈α− 1⌉. Therefore we have

max
|s|≤⌈α−1⌉

sup
z∈ϕ(U)

|∂sF (I)
ϕ | ≤M |I| <∞, (D.90)

where |I| represents the length of I .

On the other hand,

max
|s|=⌈α−1⌉

sup
z ̸=y∈ϕ(U)

|∂sF (I)
ϕ (z)− ∂sF

(I)
ϕ (y)|

∥z− y∥α−⌈α−1⌉
2

≤ max
|s|=⌈α−1⌉

sup
z ̸=y∈ϕ(U)

∫

I

|∂ s̃fϕ(z, A)− ∂ s̃fϕ(y, A)|
∥z− y∥α−⌈α−1⌉

2

dA ≤M |I| <∞. (D.91)

Combining (Eq. D.90) and (Eq. D.91) gives ∥F (I)∥Hα(U) < ∞ for any chart (U, ϕ) which

implies F (I) ∈ Hα(M).

Lemma D.9. Assume Assumption 3.1 and 3.2 hold. Let f, g ∈ Hα(M) with infx∈M g(x) ≥

η > 0. Let M > 0 be a constant such that ∥f∥Hα(M) ≤ M and ∥g∥Hα(M) ≤ M . Then we

have f/g ∈ Hα(M) with ∥f/g∥Hα(M) ≤ 2
5+⌈α−1⌉

2
⌈α−1⌉(M/η)2

⌈α⌉
(2B + 1).

Proof of Lemma D.9. It is sufficiently to show ∥f/g∥Hα(U) < ∞ for any chart (U, ϕ) of
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M. For simplicity, denote

fϕ(z) = f ◦ ϕ−1(z), gϕ(z) = g ◦ ϕ−1(z)

for any z ∈ ϕ(U).

We first consider 0 < α ≤ 1. In this case,

∥f/g∥Hα(U) = sup
z ̸=y∈ϕ(U)

|(fϕ(z)/gϕ(z))− (fϕ(y)/gϕ(y))|
∥z− y∥α2

≤|fϕ(z)gϕ(y)− fϕ(z)gϕ(z) + fϕ(z)gϕ(z)− fϕ(y)gϕ(z)|
gϕ(y)gϕ(z)∥z− y∥α2

≤ 1

η2

(
M

|gϕ(y)− gϕ(z)|
∥z− y∥α2

+M
|fϕ(z)− fϕ(y)|

∥z− y∥α2

)
≤ 2M2/η2 <∞ (D.92)

which implies f/g ∈ Hα(M).

We next consider the case α > 1. We first show |∂s(fϕ(z)/gϕ(z))| < ∞ for |s| ≤

⌈α− 1⌉. When |s| = 1, we have

∣∣∣∣∂s
(
fϕ(z)

gϕ(z)

)∣∣∣∣ =
∣∣∣∣∣
∂sfϕ(z)gϕ(z)− fϕ(z)∂

sgϕ(z)

g2ϕ(z)

∣∣∣∣∣ ≤ 2M2/η2.

For any |s| ≤ ⌈α− 1⌉, following this process, one can show

∣∣∣∣∂s
(
fϕ(z)

gϕ(z)

)∣∣∣∣ =
∑2

1+|s|
2 |s|

i=1 Gi

g2
|s|

ϕ

≤ 2
1+|s|

2
|s|(M/η)2

|s|
<∞, (D.93)

where each Gi is the product of 2|s| terms from {∂ s̄fϕ, ∂ s̄fϕ||s̄| ≤ |s|}.

On the other hand, note that for any s with |s| = 1, we have

∣∣∣∣∂s
(
fϕ(z)

gϕ(z)

)
− ∂s

(
fϕ(y)

gϕ(y)

)∣∣∣∣

=

∣∣∣∣∣
∂sfϕ(z)gϕ(z)− fϕ(z)∂

sgϕ(z)

g2ϕ(z)
− ∂sfϕ(y)gϕ(y)− fϕ(y)∂

sgϕ(y)

g2ϕ(y)

∣∣∣∣∣
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=

∣∣∣∣∣
g2ϕ(y)∂

sfϕ(z)gϕ(z)− g2ϕ(z)∂
sfϕ(y)gϕ(y)−

(
g2ϕ(y)fϕ(z)∂

sgϕ(z)− g2ϕ(z)f(y)∂
sgϕ(y)

)

g2ϕ(z)g
2
ϕ(y)

∣∣∣∣∣

≤ 1

η4

∣∣∣gϕ(y)gϕ(z) [∂sfϕ(z)gϕ(y)− ∂sfϕ(z)gϕ(z) + ∂sfϕ(z)gϕ(z)− ∂sfϕ(y)gϕ(z)]

+ g2ϕ(y)fϕ(z)∂
sgϕ(z)− g2ϕ(y)fϕ(z)∂

sgϕ(y) + g2ϕ(y)fϕ(z)∂
sgϕ(y)− g2ϕ(y)fϕ(y)∂

sgϕ(y)

+ g2ϕ(y)fϕ(y)∂
sgϕ(y)− gϕ(y)gϕ(z)fϕ(y)∂

sgϕ(y)

+ gϕ(y)gϕ(z)fϕ(y)∂
sgϕ(y)− g2ϕ(z)fϕ(y)∂

sgϕ(y)
∣∣∣

≤M
3

η4
[3|gϕ(z)− gϕ(y)|+ |fϕ(z)− fϕ(y)|+ |∂sgϕ(z)− ∂sgϕ(y)|+ |∂sfϕ(z)− ∂sfϕ(y)|]

≤M
3

η4
[4M∥z− y∥+ |∂sgϕ(z)− ∂sgϕ(y)|+ |∂sfϕ(z)− ∂sfϕ(y)|] .

Analogously, for any |s| ≤ ⌈α− 1⌉, one can show

∣∣∣∣∂s
(
fϕ(z)

gϕ(z)

)
− ∂s

(
fϕ(y)

gϕ(y)

)∣∣∣∣

≤(M/η)2
|s|+1−1 (C1M∥z− y∥+ C2|∂sgϕ(z)− ∂sgϕ(y)|+ C3|∂sfϕ(z)− ∂sfϕ(y)|)

for some absolute constants C1, C2, C3 such that C1+C2+C3 = 2
5+|s|

2
|s|. Thus we deduce

max
|s|≤⌈α−1⌉

sup
z ̸=y∈ϕ(U)

|∂s (fϕ(z)/gϕ(z))− ∂s (fϕ(y)/gϕ(y))|
∥z− y∥α−⌈α−1⌉

2

≤(M/η)2
⌈α−1⌉+1−1(2C1MB + (C2 + C3)M) < 2

5+⌈α−1⌉
2

⌈α−1⌉(M/η)2
⌈α⌉

(2B + 1) <∞.

(D.94)

Combining (Eq. D.93) and (Eq. D.94) yields

∥f/g∥Hα(U) < 2
5+⌈α−1⌉

2
⌈α−1⌉(M/η)2

⌈α⌉
(2B + 1) <∞ (D.95)

for any chart (U, ϕ) of M which implies f/g ∈ Hα(M).

Lemma D.10. Assume Assumption 3.1 and 3.2. Let f ∈ Hα(M) with α > 1 and f(x) ≥
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η > 0. Let M > 0 be a constant such that ∥f∥Hα(M) ≤M . Then we have log f ∈ Hα(M)

with ∥ log f∥Hα(M) ≤ 2
5+⌈α−2⌉

2
⌈α−2⌉(M/η)2

⌈α−1⌉
(2B + 1).

Proof of Lemma D.10. It is sufficiently to show ∥ log f∥Hα(U) <∞ for any chart (U, ϕ) of

M. For simplicity, denote fϕ(z) = f ◦ϕ−1(z) for any z ∈ ϕ(U). We further denoteM > 0

such that ∥f∥Hα(U) ≤M .

For any |s| = 1, ∂s log fϕ(z) =
∂sfϕ(z)

fϕ(z)
. Note that ∂sfϕ(z) ∈ Hα−1(ϕ(U)). According

to Lemma D.9,

∂sfϕ
fϕ

∈ Hα−1(ϕ(U)) (D.96)

for any |s| = 1. Combining (Eq. D.96) and

max
|s|=1,z∈ϕ(U)

∣∣∣∣
∂sfϕ(z)

fϕ(z)

∣∣∣∣ ≤M/η,

we have ∥ log f∥Hα(U) <∞ with ∥ log f∥Hα(U) ≤ 2
5+⌈α−2⌉

2
⌈α−2⌉(M/η)2

⌈α−1⌉
(2B+1) which

proves Lemma D.10.

The following two lemmas are extensively used in the previous proofs.

Lemma D.11 (McDiarmid’s inequality ([230])). Let x1, . . . ,xn ∈ X be independent ran-

dom variables and f : X n → R be a map. If for any i and x1, . . . ,xn,x
′
i ∈ X , the

following holds

|f(x1, . . . ,xi−1,xi,xi+1, . . . ,xn)− f(x1, . . . ,xi−1,x
′
i,xi+1, . . . ,xn)| ≤ ci,

then for any t > 0,

P(|f(x1, . . . ,xn)− E[f ] ≥ t|) ≤ exp

( −2t2∑n
i=1 c

2
i

)
.
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Lemma D.12 (Massart’s lemma ([231, Lemma 5.2])). Let X be some finite set in Rm and

ϵ1, . . . , ϵm be independent Rademacher random variables. Then

E

[
sup
x∈X

1

m

m∑

i=1

ϵixi

]
≤ sup

x∈X
∥x∥

√
2 log |X |
m

.
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