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SUMMARY

Despite a long and rich history of scientific investigation, fluid turbulence remains one

of the most challenging problems in science and engineering. One of the key outstanding

questions concerns the role of coherent structures that describe frequently observed patterns

embedded in turbulence. It has been suggested, but not proven, that coherent structures

correspond to unstable, recurrent solutions of the governing equations of fluid dynamics.

In this thesis, I present the first experimental evidence that three-dimensional turbulent

flow mimics the spatial and temporal structure of multiple such solutions episodically but

repeatedly. These results provide compelling evidence that coherent structures, grounded

in the governing equations, can be harnessed to predict how turbulent flows evolve.

To explore this dynamical description of turbulence, experimentally obtained turbulent

flow fields in a Taylor-Couette flow apparatus need to be compared to recurrent solutions

computed in numerics. To speed up the numerical computation time as well as extend the

experimental capabilities, the exploration took place in a small height aspect-ratio regime

of Taylor-Couette. Before investigating turbulence, the nature of the turbulent transition

was explored in an intermediate height aspect-ratio. The transition to turbulence exhibited

a direct, subcritical transition that was mediated by a stable intermediate flow. This inter-

mediate flow resembled the Interpenetrating Spiral flow described in the literature of large

height aspect-ratio Taylor-Couette flow, which is spatially ordered, but temporally chaotic.

For certain driving parameters, it was found that there was tri-stability between the lami-

nar flow, the temporally chaotic intermediate flow, and turbulence itself. This is perhaps

the first experimental observation of a system exhibiting stability of more than one distinct

chaotic behaviour for the same parameter values.

In order to turn attention to the dynamical deception of turbulence, a new Taylor-

Couette flow apparatus with even smaller height aspect-ratio was constructed. This system

was constructed with complete optical access to the entire flow domain. This allows for

xvi



direct comparison between numerics and experiment anywhere in the flow domain. The

system was designed to be very modular, allowing for changes to the geometry to be easily

made. The system was designed to provide full domain measurements of the turbulence

simultaneous with torque measurements on both the inner and outer cylinder.

With this system, the first experimental observation that the time dependence of turbu-

lent flow is captured by recurrent solutions was obtained. A framework for describing the

time evolution of turbulence in terms of recurrent solutions had previously been discussed

in the literature, but much of the work was focused on recovering statistical properties of

the flow. The work described here, however, focused on showing that turbulence fleetingly

but repeatedly co-evolves with at least one recurrent solution. This co-evolution was found

to occur a surprisingly large fraction of time, suggesting this framework may be useful for

time-prediction and control of turbulence.
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CHAPTER 1

INTRODUCTION

Nearly every flow in the universe is turbulent. Turbulence dominates flows on a vast range

of length scales in both naturally occurring and man-made settings. From the spectacular

flow within a nebula to the atmospheric jet-streams in weather to the air rushing past a car

on the highway to the blood pumping through the aorta with every heartbeat, the flows we

interact with and are interested in understanding are all turbulent. Turbulence is the prime

source of difficulty in nearly all engineering or scientific endeavors involving fluid flows

such as weather prediction, aerodynamic design, and industrial chemical mixing.

Despite the extreme prevalence of turbulence in flows around us, turbulence has re-

mained one of the longest unsolved problems in classical physics. Understanding the com-

plicated motion of an unsteady flow has eluded scientists since the first scientific theory

of turbulence was proposed by Leonardo da Vinci more than 500 years ago [1]. Nearly

300 years after da Vinci, the Navier-Stokes (NS) equations were derived, which describe

the time rate of change of a fluid’s velocity everywhere in the flow [2]. Physicists and

mathematicians have been trying to determine ways to solve the NS equations in parame-

ter regimes where turbulence is present. The challenge with the NS equations is that they

are nonlinear partial differential equations and the mathematical machinery necessary for

dealing with these types of problems is, for the most part, nonexistent.

Most existing approaches to understanding turbulence are statistical ones. Statistical

theories brought some success in understanding energy and momentum transport in turbu-

lent flows [3, 4], yet quantitative predictions, even for simple properties such as the pressure

drop for turbulent pipe flow, remain elusive and require the use of empirical relations [5].

Statistical approaches tend to assume isotropic and/or highly symmetric flows, neglecting

the spatial and temporal structure of turbulence. These approaches treat turbulence as a
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random fluctuation on top of the mean flow [6]. The fluctuations can be modeled a number

of ways [7], but ultimately the stochastic nature of the fluctuations makes understanding

the time evolution of turbulence difficult.

Despite the stochastic nature of classical turbulence modeling, experiments have re-

vealed that ordered structures do, in fact, exist within turbulence suggesting it is possible

to develop a model based on specific flow patterns. The structures being observed occur

often enough that fluid dynamicists are able to reliably identify and name them [8, 9].

These characteristic flow patterns, called Coherent Structures, are regions of the flow that

have features that persist for a significant duration of time. Many Coherent Structures have

been identified, but two of the most commonly studied are quasi-streamwise rolls [10] and

hairpin shaped vortices [11]. There are theories about the role Coherent Structures play in

turbulence [12, 13], however they are all phenomenological and are not easily connected to

the governing equations.

Recently, a new approach to understanding Coherent Structures in turbulence based on

first principals and tied directly to the NS equations has been developed. This new approach

relies on numerically computing special solutions to the NS equations and analyzing their

dynamics. This approach has emerged from the field of dynamical systems theory and

makes use of the observation that, embedded within the complicated dynamics of chaotic

systems exist simpler solutions to the governing equations that guide the chaotic dynamics

[14, 15, 16, 17, 18, 19, 20, 21]. These special solutions are thought to be the precise so-

lutions to the NS equations that coherent structures observed in turbulence are mimicking

[15]. These solutions, in the context of fluid mechanics, are often called Exact Coherent

Structure (ECS) and can provide a better understanding of turbulence [22], describing phys-

ical mechanisms [16] not captured by statistical distributions. With a sufficient number of

ECSs in hand, the time evolution of the turbulence may be approximated.

ECSs provide a direct link between the governing equations and the short-lived patterns

frequently observed in turbulent flows. They also make concrete the qualitative picture of

2



turbulence proposed in the 1940s by Eberhard Hopf [23]. Inspired by the work of Poincaré

on celestial mechanics and chaos [24], Hopf’s picture represents turbulence as co-evolving

with (shadowing), one after another, a repertoire of unstable solutions. Shadowing implies

that turbulent flow has spatial and temporal structure mimicking that of a corresponding

unstable solution.

To investigate the use of ECS theory in an experimentally observed turbulent flow, we

will be looking at a weakly turbulent flow in a Taylor-Couette geometry. Taylor-Couette

flow (TCF) is the flow between two coaxial, independently rotating cylinders (see Fig-

ure 1.1). The TCF is ideally suited to study the dynamical systems approach to modeling

turbulence because it is able to be investigated in the numerics without approximation or

ambiguity (i.e. direct numerical evaluation of the NS equations with the actual physics at

the boundary of the TCF cell). Additionally, experimental measurements of the turbulent

velocity field can be made over a large portion of the flow domain. To perform analysis in a

tractable way, the height aspect-ratio of the flow domain investigated in the work presented

here is small. By decreasing the height aspect-ratio, the numerics become less expensive

due to fewer grid points needed and, in experiment, a larger portion of the flow domain can

be measured.

TCF is typically studied in configurations with cylinders that are very long compared

with the annular gap width. In this long cylinder limit, the effects from the ends of the

cylinders can be neglected. However, as the height aspect-ratio decreases, the end-effects

begin playing a larger and larger role in the flow. The standard intuition for the route to

turbulence in TCF changes in the short cylinder limit. The vast majority of the studies in

TCF are carried out in the large cylinder limit and only a small number have been conducted

in systems where the end-effects cannot be neglected. Before testing the framework for

understanding turbulence proposed by Hopf and Poincaré, the small aspect-ratio TCF needs

to be investigated.

3
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Figure 1.1: In Taylor-Couette flow, a fluid is confined between coaxial cylinders of radii
ri and ro, which counter-rotate with angular velocities ωi and ωo, respectively. In the axial
direction, the flow is bounded by two end caps that rotate with the outer cylinder and are
separated by a distance h. In the radial direction, the separation between the cylinders is
d = ro − ri. The flow is periodic in the azimuthal direction. Figure taken from Crowley et
al (2020)[25].

1.1 Thesis organization

This thesis is organized as follows. In Chapter 2, an introduction to the dynamical systems

approach to turbulence is presented along with a brief discussion of TCF and an overview

of the image velocimetry techniques employed in this thesis. In Chapter 3, a detailed dis-

cussion of the design and construction of a new TCF experimental apparatus is provided.

In addition to the design, implementation of an image velocimetry system and the experi-

mental procedure is also discussed. In Chapter 4, an investigation of the unusual nature of

the transition into turbulence for a small height aspect-ratio TCF is presented. In Chapter 5,

a discussion of some of the first experiments testing the dynamical systems description of

turbulence presented by Hopf and Poincaré is given. The framework investigated focuses

on the dynamical similarity of turbulence and ECS and an automated similarity detection

4



algorithm is presented. In Chapter 6 provides a discussion of conclusions that may be

drawn from this work.
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CHAPTER 2

BACKGROUND

In this chapter, a brief overview of three topics relevant to the work in this thesis is given.

First, in Section 2.1, a pedestrian discussion of the dynamical systems approach to solv-

ing for the dynamics of complicated systems is given. Then, in Section 2.2, a condensed

background of TCF literature provided. Lastly, Section 2.3 is a brief introduction to image

based velocimetry techniques.

2.1 Dynamical systems theory approach to turbulence

When it comes to solving for the dynamics of a physical system, there are two different

mathematical approaches commonly used. One methodology, stemming from Newton’s

second law, involves deriving a differential equation relating coordinates (e.g. positions

and angles) to their second derivatives in time. This methodology is traditionally what is

taught in introductory physics courses and therefore informs the intuition of many physi-

cists. There are powerful techniques for deriving these differential equations (e.g. vari-

ations techniques accompanied by Euler–Lagrange relations), but often analyzing the re-

sulting equation for complicated systems is difficult. The other methodology investigates

a set of coupled, first order differential equations describing the time rate of change each

coordinate and its accompanying velocity [26, 27]. That is, an equation for each coordi-

nate and coordinates velocity describing how it changes in time. This second methodology

was pioneered by Henri Poincaré in the late 19th century and is a powerful framework for

understanding complicated systems [28, 29]. This formalism was largely developed in the

context of the three-body problem, nonlinear oscillators, and the ergodic hypothesis [29],

but its usefulness is seen across many areas of physics, most notably it is the framework of

Hamiltonian Mechanics.
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To demonstrate the differences in these two methodologies, consider the example of

a simple pendulum confined to a plane. The traditional approach to studying this system

would be to write down and investigate the properties of Newton’s second law:

θ̈ = −g
l

sin [θ] (2.1)

where g is the local gravitational acceleration and l is the length of the pendulum. The

other approach to determine a systems dynamics uses the same coordinates, but instead

of deriving equations relating coordinates to their accelerations, a system of differential

equations (two in this case) describing how the systems configuration changes in time is

written down:
θ̇ = vθ

v̇θ = −g
l

sin [θ].
(2.2)

Coupled sets of differential equations like these, together with the definition of the coordi-

nates and velocities, is called a dynamical system [30, 31]. This second procedure, though

mathematically equivalent to the first, is intuitively different and lends itself easily to more

powerful analysis techniques.

Expressing the physics in this dynamical systems framework suggests that a natural

way of understanding the dynamics is to consider a point moving around in configuration

space (i.e. the space of coordinates and their associated velocities). Since the governing

equations are expressed as total time derivatives of the coordinates and their velocities, each

properly chosen coordinate and velocity can be thought of as its own independent variable

[26, 27, 30]. This means that by constructing a space where each dimension is a different

coordinate or coordinate velocity, the complete state of the system at an instant in time

can be represented as a single point in it. This space is often called1 “state space” and the

governing equations (e.g. Equation 2.2) describe how this point moves in time throughout

it.
1If the dynamical system is Hamiltonian, this space is often also called “phase space.”
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Each point in state space corresponds to a configuration of the system; however, only

a subset of these points correspond to configurations that satisfy the governing equations.

Similarly, some configurations would require more energy that the system has at that partic-

ular time. Therefore, only the portion of state space satisfying the dynamics is considered.

As time evolves, the each point satisfying the governing equations moves along manifolds

(curves).

The specific path a trajectory takes is, in general, quite complicated. However, the

shape of this curve can be thought of as being ‘influenced’ by the special geometric objects

within state space [14, 32]. When the trajectory is ‘near’ one of these special objects,

the dynamics originating on the object can be used as a proxy for the dynamics of the

neighboring trajectory. These geometric objects are closed shapes (e.g. points, loops, tori,

and so on), and because they form closed shapes, they are invariant to time evolution2.

To illustrate how the system behavior in state space is ‘guided’ by geometrical objects,

consider an example of a purely mathematical system: the 2D Lotka-Volterra system [33].

In the Lotka-Volterra, the “coordinates” are the total population of species 1, x1, and species

2, x2. The specifics of the dynamical system depend on details of the two species and their

interaction. One such system may look like:

ẋ1 = x1 (3− x1 − 2x2)

ẋ2 = x2 (2− x1 − x2) .

(2.3)

In this system, the linear term is exponential growth (i.e. 2 becomes 4 which becomes 8

and so on), the−x2
i term captures intra-species competition, which prevents the population

from growing indefinitely, and the cross-term −x1x2 captures inter-species competition.

By knowing x1 and x2 at an instant in time, in principle, the time evolution of the system

can be determined for all time. However, as the nonlinearity grows, the evolution of x1

2These special geometric objects are also invariant to symmetry operations (e.g. rotation along the axis of
a pipe.)
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and x2 can be very complicated and slight changes in the initial known values can result

in wildly different time evolution. To see why this may be the case, consider a plot shown

in Figure 2.1 where each point in the x1-x2 plane represents a different state of the system.

The arrows and their spacing on this plot represent which direction and how fast the system

will move in the next time instant. Now, consider the situation in which the starting config-

uration of the system is very close to (but not exactly) at (x1, x2) = (1, 1). In the vicinity

of this location, the dynamics can be linearized and the directions along which the dynam-

ics push or pull trajectories towards this point (i.e. eigendirections) can be determined. If

the initial condition was not on the point (1, 1) or along either of its eigendirections, then

depending on which eigenvector it was closest to, the time evolution would race off to

different regions of state space.

In state space, the special geometrical objects correspond to key solutions to the gov-

erning equations which are simpler in time than the neighboring trajectory. The point (1,1)

is an example of one such solution such that if the system is found with that configuration,

then it will remain in that configuration as time evolves. These special points are called

fixed points and their time evolution is invariant to the dynamics of the system (i.e. they re-

main unchanged by the dynamical systems governing equation). These invariant solutions

to the governing equations help shape the structure of state space. Linearized dynamics in

the neighborhood of these invariant solutions generically fall into three types3: stable (an

attracting solution), unstable (a repelling solution), and a saddle (hyperbolic solution). In

Figure 2.1, the equilibrium A is an unstable equilibrium solution that repels all trajectories

in its vicinity. Similarly, the equilibrium solutions B and D are stable equilibria that at-

tract nearby trajectories along all directions. The dynamics in the neighborhood of these

two types of solutions are relatively simple and as far as dynamics are concerned, boring.

The equilibrium solution C, however, attracts trajectories along some directions and repels

them along others; this type of solution is a hyperbolic equilibrium (or a saddle). Invariant

3There is also a fourth type of solution called marginal. These are solutions that neither push nor pull in
any direction. These solutions are not particularly common, so they will be left out of the current discussion.
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Figure 2.1: Example 2D state space of a nonchaotic flow map. The dynamics shown here
are from the Lotka-Volterra (competition model) relations. The equilibrium A is a repeller,
while equilibria B and D are attractors and C is a unstable hyperbolic equilibrium (or,
saddle). The blue lines with arrows indicating flow direction, are dynamical connections
between the solutions.

solutions, in general, are solutions whose dynamics are ‘simple’ (or recurrent) in time. An-

other common example of an invariant solution is a periodic orbit in which the state returns

to itself after a fixed, finite amount of time T (i.e. xi(t) = xi(t+ T )). In general, invariant

solutions come in many different topologies, but the present research is only focusing on

the simplest of these topologies.

Beyond the solutions themselves, stable/unstable manifolds form dynamical connec-

tions linking regions of state space. That is, an initial condition placed along certain unsta-
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ble directions of an invariant solution will move away from the solution beyond the linear

neighborhood and eventually land on the stable direction of another solution. One class

of these special curves, known as heteroclinic orbits are shown in blue in Figure 2.1. This

means that a trajectory that visits the neighborhood of one hyperbolic unstable solution

could get kicked away from it and travel along its unstable direction and continue along its

nonlinear extension. If the state space geometry along the heteroclinic orbit is not too un-

stable itself, the trajectory could travel along the orbit until it reaches the neighborhood of

the invariant solution on the other end of the connection. In this way, the invariant solutions

not only shape the local geometry of state space, but their connections form a network that

ties together different regions of state space. As the dimensionality of state space grows,

these lower dimensional entities (i.e. invariant solutions and their connections) are believed

to remain the objects that guides the dynamics in state space.

Nonlinear dynamical systems in three or more dimensions4 can exhibit a phenomenon

qualitatively different than what is illustrated in Figure 2.1. Some nonlinear dynamical

systems in higher dimensions, exhibit dynamics that are apparently disordered and two

initial configurations of the system that look indistinguishable eventually look remarkably

different from each other as time evolves. This high degree of complexity is called “chaos”

and is the main difficulty with predicting the weather [34], peoples decision making [35],

and turbulent evolution [36].

To illustrate chaotic dynamics, consider the Lorenz system, which is an approximate

model of atmospheric convection. This model captures the rescaled rate of convection,

x, the horizontal temperature variation, y, and the vertical temperature variation, z. The

4So far the discussion has only been about systems that evolve continuously in time. For discrete systems
(i.e. where the next time step is determined from a function of previous time steps) chaos can be observed in
systems with only one degree of freedom. In continuous systems, however, the Poincaré-Bendixson theorem
implies that chaotic dynamics (or, more specifically a strange attractor) requires more than two dimensions
to exist.
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model can be written down as:

ẋ = σ (y − x)

ẏ = x (ρ− z)− y

ż = xy − βz

(2.4)

where σ is the rescaled Prandtl number (ratio of thermal to viscous diffusion), ρ is the

rescaled Rayleigh number (ratio of thermal transport via diffusion to convection), and β

is a quantity that is related to the aspect ratio of the convection rolls. For a given initial

condition, the trajectory in state space traces out a figure-eight shaped path5 that is warped

in all three dimensions (See the grey point cloud in Figure 2.3).

The complicated path that a long trajectory takes is also extremely dependant on (sen-

sitive to) the initial condition. If the system starts out with two starting points that are

arbitrarily close, over time they will separate and their distance will grow. In Figure 2.2,

two trajectories are plotted that started with only a 10−2 separation on the x coordinate and

the same values for the other two. After about four time units, the trajectories are notice-

ably different and by about eight time units, the two trajectories are no longer correlated.

This extreme dependence on the initial condition means that in order to predict the dynam-

ics of the system, a measurement of the state at the current moment needs to be exactly

perfect. Perfect certainty of a measurement is impossible, therefore, systems that exhibit

this feature are unpredictable in the traditional sense.

Embedded within the complicated chaotic dynamics, however, are special trajectories

that are exactly recurrent in time. These trajectories form closed loops, each called a Pe-

riodic Orbit (PO) and their dynamics repeat in time. Figure 2.3 shows the shortest three

periodic orbits POs. These POs are conceptually the same as the fixed points in the Lotka-

5The path resembles Mario Kart’s Rainbow Road more than a Formula 1 track. The path of a long
trajectory looks like a different figure-eight track depending on the angle it is viewed from. To get a good
sense of what the long chaotic trajectory looks like, it needs to be viewed from multiple angles. Additionally,
the Lorenz system is not ‘structurally stable,’ meaning that the shape of a long chaotic trajectory in state space
depends on the parameters (i.e. σ, ρ, and β).
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Figure 2.2: Example of sensitive dependence shown in the time series of x coordinate of
the Lorenz system . In black is a trajectory starting with a state space location of (x, y, z) =
(10, 0.5, 10). The red dashed curve is a trajectory started out at a very close initial location
of (x, y, z) = (10.001, 0.5, 10). Note that after about 8 time units, the two trajectories look
nothing alike. This figure was computed for a Lorenz system with σ = 10, ρ = 28, and
β = 5/8.

Volterra, but they now have time-dependance. Just like in the 2D example, they have at-

tracting and repelling dimensions, but instead of being described by simple vectors, they

are more complicated directions that are parameterized along the orbit. Though the dynam-

ics are complicated, there remains some semblance of the same order that was seen in the

nonchaotic example above.

In dynamical systems theory, there is a rigorous proof that for “uniformly hyperbolic”

dynamical systems, there are an infinite number of POs and a chaotic trajectory is always

infinitesimally close to one of these POs [37]. The Lorenz system, strictly speaking, is

not hyperbolic everywhere [38]; however, it has been proven that the system is chaotic and

therefore has an infinite number of POs [38, 39, 40]. With a large number of POs embedded
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within the complexity, the statistics of the chaotic dynamics (e.g. averages and probability

distributions) can be described in terms of an expansion of the POs [41]. All 106 POs

whose period is less than or equal to 20 have been found numerically [42], which makes

this expansion practically accessible in this system. In addition to the statistics, POs can

be used to approximate the dynamics itself by developing a probabilistic progression from

mimicking one solution to another, then another [43]. Unfortunately, as the dimensionality

of state space increases, many of the tools developed in systems like the Lorenz are of little

use; however, the presence of POs remains.

Figure 2.3: The Lorenz attractor (grey) has embedded in it, trajectories that are periodic in
time, called periodic orbits. The three simplest periodic orbits are plotted. The three (i.e.
red, green, and blue) curves ploted are the three shortest POs. This figure was computed
for a Lorenz system with σ = 10, ρ = 28, and β = 5/8.

For a fluid, every fluid element in the flow has its own velocity. This means that de-

scribing its dynamics requires a coordinate and velocity for every point in the flow. The

resulting state space is very high dimensional. In principal, a fluid is a continuum of fluid
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elements and thus would need an infinite number of coordinates and velocities and there-

fore an∞-dimensional state space. In practice, however, viscosity causes structures with

short length scales to dissipate very quickly. This means that there is a smallest length

scale, set by the viscosity, that is relevant in the fluid flow so state space does not need to

be∞-dimensional, but rather, just a very large number of dimensions [44].

Many dynamical systems, with both high- and low-dimensionality, also exhibit other,

more complicated closed structures such as tori (donut shaped surfaces). These more com-

plicated structures can arise various ways, but one of the most important ways is through

symmetries of the system. Intuitively these shapes are easy to understand if you imagine a

system with a continuous symmetry such as a system in a circular domain. Since the system

is equivalent if the system is rotated along the azimuth, a periodic structure can also have

a drift along this dimension and still remain a solution to the governing equations. The

shape of this solution in state space would be a closed loop smeared along the direction

corresponding to the azimuthal rotation, forming a closed tube-like structure. These higher

dimensional structures can be generalized to just closed structures (sets) in state space that

are invariant to time evolution (i.e. points on the structure remain on the structure forever)

and to symmetry operations (i.e. a translation along the symmetry direction keeps it on the

structure).

The invariant solutions in the high dimensional state space describing a fluid corre-

sponds to flow patterns in the 3D physical space the fluid lives in [15, 16, 17, 18, 19, 20,

21, 45]. These special flow patterns are the ECS discussed in Chapter 1. They are un-

stable flows, similar to the POs in the Lorenz example above, and therefore will not be

exactly present in a turbulent flow, but the turbulent flow may come near to them in state

space temporarily. This means that a turbulent flow will fleetingly resemble one ECS then

another as seen in the cartoon in Figure 2.4. A primary objective of the proposed work

in this thesis is to test this conjecture about the role of ECS in laboratory turbulence that

takes place in three spatial dimensions—specifically, in the turbulent flow between rotating
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cylinders–turbulent Taylor-Couette flow.

Figure 2.4: A schematic representation of the hierarchy of state space structures. The red
curve represents a turbulent trajectory and the blue structures represent ECS; an equilibrium
(dot), POs (loops), Relative Periodic Orbit (RPO) (torus), etc.

2.2 Taylor-Couette flow

Taylor-Couette flow, or the flow between two coaxial, independently rotating cylinders

(see Figure 1.1), is can be characterised by its geometric and fluid properties. Specifically,

TCF can be uniquely characterized by four nondimensional parameters. Two parameters

characterize the geometry of the system: the radius ratio η = ri/ro, where ri and ro are

the radii of the inner and outer cylinders, respectively, and the aspect ratio Γ = h/d, where

d = ro − ri is the radial separation distance between the cylinders and h is the axial height

of the flow domain. The other two parameters, the inner and outer Reynolds numbersRei,o,
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describe the cylinders’ rotation rates and are given by6

Rei,o =
ri,o ωi,o d

ν
, (2.5)

where ν is the kinematic viscosity of the fluid and ωi,o are the angular velocities of the

inner and outer cylinders, respectively. By convention Rei is always taken to be positive,

whereas Reo is positive when the cylinders are co-rotating and negative when they are

counter-rotating.

Centrifugal effects can cause the flow to become unstable. If the inner cylinder rotates,

there will be a centrifugal force acting on the fluid. If the radial pressure gradient is greater

than or equal to this force, a fluid element displaced in the radial direction experiences a

restoring force and the fluid flow is stabilized. If, however, the pressure gradient cannot

balance the centrifugal force, a fluid element displaced in the radial direction will not expe-

rience a restoring force, but instead, continue to be forced away from its original position.

This criterion for stability is known as the Rayleigh criterion [46, 47] and if the fluid does

not meet this criterion it is considered to be centrifugally unstable. In TCF this criterion

works out to be Rei ≥ 1
η
Reo for the base flow. This criterion, however, implies that for a

stationary outer cylinder and just a very slow inner cylinder rotation, the base flow would

be unstable. The Rayleigh criterion neglects viscosity which was found by Taylor to have a

stabilizing effect [48]. Using linear stability analysis Taylor calculated when the base flow

becomes unsteady as a function of Reo and Rei. This calculation also showed that the base

flow was stable for all values of Reo and a stationary inner cylinder.

When the cylinders’ rotation rates increase beyond the initial stability threshold, ad-

ditional instabilities cause the formation of numerous different, non-turbulent flow states.

These flow states were first predicted and experimentally studied by G. I. Taylor in is sem-

inal paper published in 1923 [48]. Taylor investigated these flow states by photographing

6There are several definitions of the Reynolds number used in the literature, but for the entire discussion
in this thesis, the Reynolds number defined by the cylinder walls velocity is used.
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Figure 2.5: Photograph of streamlines of a stable flow state discovered by G. I. Taylor.
This flow state, now referred to as Taylor Rolls, is stable when the inner cylinder is rotated
above a critical rotation rate and the outer cylinder is held at rest. The flow structure seen
is visualized by dye injected into the flow. This figure is taken from G. I. Taylor 1923 [48].

the stream lines traced out by fluorescent dye injected into the flow (an example photograph

is shown in Figure 2.5). In Taylor’s own words, when implementing this technique “con-

siderable difficulty was experienced,” a phenomenon observed by nearly every graduate

student working in this system to this day. In 1956, to further understand what was going

on within the flow, Schultz-Grunow and Hein seeded the flow with aluminum flakes they

extracted from hammer paint [49]. Due to their anisotropic shape, the aluminum flakes

preferentially align with the gradient in the flow resulting in regions of the flow that re-

flect more or less light depending on the local gradient in the flow. This technique allowed

Schultz-Grunow and Hein to visualize transitions in the flow beyond the initial stability

threshold. This same technique was later used by Andereck et al (1986)[50] to discover

a myriad of stable, non-turbulent flow states (see Figure 2.6 for examples) for different

rotation rates (see Figure 2.7). This flow visualisation technique has come to be known
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as rheoscopic flow visualization with modern experiments being carried out very similarly

with the use of more neutrally buoyant particles [51].

  

(a) (b) (c)

(d) (e)

Figure 2.6: Example flow visualizations of non-turbulent stable flow states observed in
TCF. (a) Modulated wavy vortex flow. (b) Laminar spiral flow. (c) Interpenetrating spiral
flow. (d) Rippled wavy-Taylor-vortex flow with arrows pointing to the ripples. (e) Twisted
Taylor vertices. To see what values of Re these flow states occur, refer to Figure 2.7. These
images are taken from Ref. [50].

When the rotation rates are sufficiently fast, the flow transitions into turbulence through

one of two ways: either through a series of intermediate, non-turbulent states, or directly

from laminar. TCF has mostly only been studied in the large Γ limit with inner cylinder

rotation dominating. The transition to turbulence in the large Γ limit is not directly from

laminar, but instead the flow passes through a series of stable flow states. Perhaps the most

famous turbulent transition in TCF is when the outer cylinder is at rest and the inner cylin-

der is rotated. In this transition scenario, first there are several transition into non-turbulent

flows that can be characterized by distinct frequency spectral lines, then as the Reynolds

number continues to be increased, discrete spectral peaks suddenly disappear as the flow

transitions into turbulence7 [52]. If the outer cylinder is also rotated, the turbulence that
7This was the first experimental demonstration that the Landau theory of turbulence was incorrect [52].

19



Figure 2.7: Flow state transition map for a TCF with a large Γ and η = 0.883. The
horizontal axis corresponds to Reo and the vertical corresponds to Rei. This diagram was
generated by first setting the Reo, then quasi-statically increasing Rei and recording when
the transition occurred. This figure comes from [50].

is present exhibits spatio-temporal intermittency [53, 54]. This type of turbulent transi-

tion that occurs after a series of non-turbulent flow states is unlike the turbulent transition

observed in most shear driven flows such as in pipes or over an airplane wing which is di-

rectly from laminar. Because of this, TCF turbulence is not often studied in the transitional

region; it is typically studied in the high Re regime where the transition dynamics are not

important [55, 56, 57].

TCF also does exhibit turbulent transitions that are directly from laminar, akin to those

observed in wall-bounded shear flows. If, for example, the outer cylinder rotation domi-

nates, linear stability analysis of the symmetric flow suggests that no transition will occur.

At sufficiently high Reo a spontaneous transition to turbulence is observed [58, 59, 60].

This transition is not due to the change in stability of a base flow, but rather due to the

nonlinear growth of finite amplitude disturbances. These studies have all been in systems
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with a large Γ where end effects from the top and bottom end caps can mostly be ignored.

The small Γ regime is important in the work investigated here, however, little is known

about how TC becomes turbulent in small Γ systems. In order to make comparisons be-

tween fully resolved numerical simulations with the same boundary conditions as in the

experiment, the flow domain must be small to enable tractable calculations. In the dis-

cussion above, the description of turbulence has focused on the regime where the aspect

ratio is large. There have been few studies focused on turbulence when Γ is small. In the

small-aspect-ratio regime (Γ ≈ 1) of TCF, there have been several studies with stationary

outer cylinder and rotating inner cylinder [61, 62, 63, 64, 65, 66, 67, 68, 69]; however,

only one study examines the co- and counter-rotating scenarios [70], and none investigate

turbulence. As Γ decreases, the end effects begin playing a more substantial role in the

dynamics and the overall picture changes. The presence of the top and bottom end caps

result in a global secondary flow in the r-z plane analogous to geophysical Ekman circula-

tion. This secondary flow acts to redistribute angular momentum and as Γ becomes small,

this happens so much that the base flow no longer resembles the base flow in the large Γ

system. The transition away from the laminar base flow occurs at a larger value of Rei as

Γ decreases [71]. An exploration of how this transition changes for a system with a small

Γ is presented in Chapter 4.

Much of the understanding of TCF discussed so far has relied heavily on the intuition

afforded to researchers by flow visualization. In order to test the dynamical systems de-

scription of turbulence described in Section 2.1, a more quantitative observation technique

is needed.
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2.3 Overview of velocimetry techniques

2.3.1 Velocimetry

The discussion of fluid dynamics experiments so far has largely relied on qualitative ob-

servations of the flow, mostly using rheoscopic flow visualization techniques8 However, a

technique is needed to capture quantitatively, the time-resolved, instantaneous state of a

turbulent flow that is present in the dynamical systems picture of turbulence. There are

numerous quantitative measurement techniques that offer velocity information about the

flow.

Quantitative flow velocimetry techniques can be split up into two categories: tech-

niques where the velocity is either inferred from measurements of intrinsic fluid properties

or measurements of movement of tracer particles dispersed in the fluid. Techniques based

on intrinsic fluid properties measure, for instance, the fluid’s instantaneous pressure (e.g.

pitot tubes), the ability for the fluid to absorb heat (e.g. hot-wire), the speed of sound (e.g.

acoustic techniques), or the index of refraction (e.g. schlieren). These techniques typically

obtain time dependant velocity information that is localized in space which requires ap-

proximations to extrapolate to obtain a spatially extended flow state. Additionally, many

of these techniques require physically inserting a device into the flow, thereby interact-

ing with the flow [72]. Though, many of the techniques that use tracer particles, obtain

spatially localized velocity information (e.g. LDV and acoustic particle Doppler) as well,

there are tracer based techniques which rely on imaging the instantaneous distribution of

particle locations via a camera. There are numerous image velocimetry techniques such as

Optical Flow [73], Motion Magnification [74], Particle Tracking Velocimetry (PTV) [75],

and Particle Image Velocimetry (PIV) [76]. Because image velocimetry techniques offer

instantaneous, spatially extended velocity information, they are ideal candidates for exper-

8Even the famous Gollub and Swinney result demonstrating the Landau theory of turbulence is incorrect
analyzed time series data of light passing through the rheoscopic flow visualization seeding in their apparatus
[52].
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iments exploring the dynamical systems description of turbulence. The work discussed in

this proposal will utilize several variants of PIV.

PIV is a measurement technique where successive images of flows that have been

seeded with tracer particles are analyzed in order to obtain particle displacements. The

displacement of the tracer particles are assumed to track well with the fluid volume sur-

rounding the particle. There are many considerations that need to be thought of before

implementing this technique and are discussed in many useful books [77, 78]. A succes-

sive pair of images obtained from a camera capture light intensity distributions from the

flow impinging on the cameras’ sensors at two neighboring instants in time. PIV does not

capture the specific locations of individual particles, but instead, works entirely with the

light intensity field obtained on the camera image.

Regardless of the implementation, all PIV algorithms operate on the same principle.

The PIV algorithm splits the light intensity distribution from the flow at one instant in time

up into sub-regions and performs a cross-correlation of that sub-region with the full light

intensity distribution obtained in the next instant in time in order to determine the light

intensity patterns’ local spatial shift. The standard implementation of PIV relies on the

particle pattern – and therefore the light pattern – remaining largely undeformed between

two frames with only a lateral shift between them.

Since particles seeded in a 3D flow will be distributed throughout the whole 3D vol-

ume, the location of the particles in the dimension perpendicular to the image needs to be

known in order to obtain accurate particle displacement. Without this additional spatial

information, there is no way to obtain a coherent light intensity pattern displacement. Ob-

taining the additional spacial information can be achieved in several different ways. In the

following subsections two of these methods will be discussed; one method to obtain the

two components of velocity within a two dimensional sheet (two dimensional, two compo-

nent (2D-2C)) and a method to obtain the full three components of velocity in the full flow

volume.
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2.3.2 Two dimensional, planar PIV (2D-2C)

In 2D-2C PIV, the particles being used to probe the velocity field are confined to a single

plane (or, thin curved surface in some cases [79]) typically by confining the illuminating

light to a thin sheet. With only a single plane of particles being illuminated, the camera can

be setup perpendicular to this illumination sheet, removing the ambiguity of the particles

position in the third dimension. Two successive images obtained in this way can be directly

split into sub-regions and cross-correlations performed in the standard PIV implementation.

Like with any PIV algorithm, the quality of the input images is crucial. High quality

images can be obtained by image preprocessing where filters are implemented to enhance

signal-to-noise ratios of the particles. The highest quality PIV occurs when the raw images

themselves have high a signal-to-noise ratio which can be achieved with careful setup of

the illuminating optics. For best results with PIV, the images will have uniform lighting,

clear separation between particle and background intensities, and particle intensities that

remain constant in time (e.g. they are not anisotropic and tumbling or moving perpendicular

through the light sheet).

By establishing the plane by simply cropping the illuminating light into a sheet, parti-

cles are only illuminated when they are in the light sheet and therefore will only contribute

to the correlations when they are in the plane. As long as the velocity is mostly in line with

the plane, then particles will remain in the illumination long enough for a correlation to

be determined. If, however, there is a substantial component of the velocity perpendicular

to the plane, particles will appear and disappear on the image in a seemingly random way

making a correlation impossible. This can be mitigated by either increasing the thickness of

the light sheet, aligning the illumination plane with the maximum velocity, or by increasing

the frame rate of the camera.
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2.3.3 Three dimensional tomographic PIV

Tomographic Particle Image Velocimetry (tomo PIV) is a velocimetry technique where a

3D volume of light intensity is first reconstructed, then 3D cross-correlations are carried

out to find the most likely displacement. In tomo PIV, multiple cameras simultaneously

image a particle seeded flow from various angles. A 3D light intensity distribution is then

calculated from these images using an iterative reconstruction algorithm [80, 81]. A 3D

cross-correlation is then performed against two successive in time subregions of the recon-

structed intensity field and a 3D grid of 3-component velocity vectors are produced [82]. If

the density of particles on each individual image is too high, the reconstruction algorithm

will produce erroneous peaks in the reconstructed field called ghost particles. Since these

ghost particles have nothing to do with the flow and are just artifacts of the reconstruction,

they diminish the quality of the measurement. As the seeding density is increased the num-

ber of ghost particles also increases [83] and in practice the highest seeding density that is

possible for tomo PIV is about 0.5 particles per pixel [81].

Though tomo PIV is a high fidelity technique, it is a few serious draw backs. tomo PIV

is a high quality technique for computing 3D velocity fields; however, it requires not only

reconstructing a 3D intensity array at each timestep, but it also requires performing many

cross-correlations in the 3D space. These calculations are demanding, requiring a lot of

computational power to determine a single snapshot in time, let alone an entire time series.

Similarly, each snapshot in time produces a 3D array of velocity measurements which takes

up a lot of disk space and is cumbersome to analyze. If adequate computational power is

available, there are still drawbacks such as the increased noise from ghost particles [82] and

by representing the light intensity field on a 3D gridded voxel space, there are discretization

errors on the particles locations [81] Additionally, cross-correlation applies spatial averages

over the subregion volumes and therefore smooths out velocity gradients and fine flow

structures. This effect can be slightly mitigated with the use of Gaussian [84] or adaptive

[85] weighting in the correlation process, but cannot be fully removed.
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CHAPTER 3

A NEW TAYLOR-COUETTE FLOW APPARATUS

TCF has become one of the most studied flow geometries in fluid research, making it one

of the canonical geometries along side Rayleigh–Bénard convection, plane-Couette flow,

channel flow, and pipe flow. Over the years there have been many TCF apparatuses de-

signed and built, from ones whose cylinders are driven by torsion wires [86] to ones driven

with powerful electric motors coupled through gear boxes producing incredible rotation

rates [87, 88]. The long and rich history of TCF apparatus designs and their uses is cov-

ered in more detail by Daniel Borrero-Echeverry [89] and by Donnelly [86] but of little

relevance to the work here.

Most TCF apparatuses are designed with investigating idealized, centrifugally driven

flows in mind and, therefore, attempts to mitigate the finite size effects introduced by the

axial end caps. Many designs achieve this by making the axial extent of the system much

larger than the annular gap width.1 However, there are questions that are ideally studied

in a closed, three dimensional flow with a continuous symmetry that are not affected by

the end effects. This flexibility allows for a flow domain with a short axial extent that

both makes full flow domain numerical investigation more tractable as well as allowing for

measurements over the entire flow domain.

In the past two decades there has been tremendous advancement in multi-view, image

based velocimetry techniques. To fully make use of these techniques, an experiment should

be designed with this in mind. Modern image velocimetry techniques are capable of pro-

viding time-resolved, high fidelity three dimensional velocity fields in a volume [91, 92,

93]. To achieve this, they use cameras viewing tracer particles dispersed in the flow from

1There are also ambitious designs that attempt to remove end effects with split end caps, allowing for a
more complicated boundary condition [90].
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several points of view. To maximize the volume these techniques operate over, there are

two main considerations: (1) optical access to the flow from many unique angles should be

maximized and (2) the depth of field of the cameras should be large enough that the region

of overlapping focus is maximized. Constructing a TCF cell with completely transparent

cylinders and end caps, this allows for the flow domain to be imaged either from the top or

bottom. If the axial extent of the flow domain is the same size or smaller than the depth of

field of the cameras, velocimetry can be carried out in the entire flow domain.

The TCF design described in this chapter is focused on investigating a dynamical sys-

tems description of turbulence, however, versatility for use with future research is also

kept in mind. To be useful for dynamical systems studies, this system needed to allow for

large portions of the flow to be measured simultaneously, minimizing the reliance on data

extrapolation techniques such as Taylor’s frozen turbulence approximation when making

comparisons to numerics performed in the entire flow domain. Additionally, the flow do-

main needed to be small, making computation less time-consuming. These considerations

led to the development of a TCF with very short axial extent compared to typical TCF ge-

ometries. To allow for versatility, there were several design choices that needed to be made

such as the drive shafts allowing for incorporation of torque sensors and the material of the

cylinders and end-caps allow for easy, inexpensive modification.

The rest of this chapter is organized as follows: Section 3.1 describes the design and

construction of the TCF apparatus. Section 3.2 describes the design and implementation of

the image-based velocemetry techniques. Section 3.3 lays out a procedure for setting up,

running, and analyzing raw data from the system.

27



3.1 Design and construction of the apparatus

3.1.1 The TCF cell

A new TCF2 experimental system was designed and built with the unusual quality of com-

plete transparency, giving optical access to the full turbulent flow. This makes possible,

for the first time in TCF, direct comparison of measurements anywhere in the flow domain

with theoretical/numerical predictions. All surfaces bounding the flow (cylinders and axial

end caps) were constructed out of transparent acrylic, precision-built in-house and hand

polished to optical quality. The cell was built with a radius ratio of η = 0.71 and height

aspect ratio of Γ = 1; however, its design allows for relatively easy exchange of cylinders,

which provides the possibility of a wide variety of η and Γ configurations.

The specific dimensions the cell were chosen in order to optimize several design crite-

ria. First and foremost, the dimensions of the cylinders were chosen to minimize the frame

rate of the image acquisition system by decreasing the maximum velocity scale. This sig-

nificantly reduces the cost and increases the easy of assembly of the image acquisition

system for velocimetry described in subsection 3.2.3. The outer cylinder’s radius was also

chosen so that it took up nearly the full field of view of the cameras in the image acquisition

system. The outer cylinder’s size was also restricted to ensure that the entire flow domain

could fit inside of the depth of field of the cameras viewing from an angle of 30◦ without the

use of a Scheimpflug lens mount, further decreasing cost and increasing simplicity of im-

plementation. By comparing costs of the parts to build the velocimetry system for different

size cells, the dimensions that best satisfied these criteria while also minimized cost were

an inner cylinder radius of 50 mm and an outer cylinder radius of 70.42 mm. Using the

aforementioned acquisition system, the dimensions of the cylinders allow for velocimetry

2Predrag Cvitonavić suggested the name “Taylor-Couette duct flow” to describe the geometry of the new
system. He said this because the geometry is a square duct wrapped onto itself. Since the end-effects are a
dominant contributor to the flow, the intuition gained from larger aspect-ratio Taylor-Couette systems is of
little use and giving this geometry a unique name may be helpful.
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measurements up to a maximum Reynolds number Remax ≈ 4300 on either cylinder.3

The choice of material to fabricate the TCF cell was guided by three criteria: low re-

fractive index, optical transparency, and ease of construction. Constructing the cell out of

glass was ruled out due to the difficulty associated with manufacturing a cell with sym-

metry along the rotation axis. Fusing the endcaps to the cylinder wall would likely cause

the cylinder wall to bend slightly.4 Therefore, constructing the cell from plastic was all

that was left if we were to avoid using seals, which would obstruct the view of the flow

domain. There are number of transparent plastics (e.g. SMMA, PET, PETG, and ABS),

but polycarbonate (PC or Lexan) and poly(methyl methacrylate) (PMMA or acrylic) stand

out on the list. Most other transparent plastics either are not rigid, too hazy, or their index

or refraction is too high. PC is easier to machine than PMMA, but PMMA has a refractive

index of 1.49 while PC has a refractive index of 1.58. PMMA has the added benefit that it

is relatively easy to polish, making it the obvious best choice.

The specific value of refractive index n of PMMA, however, varies from batch to

batch [94] due to slight variations in the specific conditions present while the polymer

cures. Therefore, to allow for the best refractive index matching, the entire cell was con-

structed from the same block of PMMA. The quality of the PMMA is important, so a

4 in×12 in×24 in slab of PMMA was purchased from ePlastics (San Diego, CA), an on-

line plastics manufacturer.

Figure 3.1 shows a CAD model of the cell. The top and bottom end caps are attached to

the outer cylinder and, together with the outer cylinder wall, form the enclosure containing

the working fluid. The outer cylinder’s shaft attaches to the top cap which is attached to

outer cylinder by a flange. The working fluid is kept from leaking out of the cell by a rubber

O-ring seal in the flange.5 A tight tolerance pocked was made in the flange on the top cap

3This Remax was calculated assuming a max particle displacement of 8 px and a nominal kinematic vis-
cosity of 1.5 mm2·s−1 as described in subsection 3.2.2. If either a lower viscosity fluid is used or a larger
particle displacement is acceptable, Remax could be increased.

4It may be possible to construct the cell out of glass, but after consulting with the Glass Shop in the
Georgia Tech chemistry department, it was decided that it was too challenging to pursue a glass cell.

5The seal was chosen to be a Nitrile (Buna-N) rubber O-ring with a 152.07 mm inner diameter (ISO 3601
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Figure 3.1: CAD model of the TCF cell. The cell is made of transparent PMMA allowing
for unobstructed, optical access to the entire flow domain. 316 stainless steal shaft sleeves
are pressed into outer cylinder top cap and the inner cylinder.

for the outer cylinder to fit in, ensuring it remain coaxial with the top cap.

Though PMMA is a relatively rigid plastic, with repeated disassembly/assembly its

dimensions can change. In our system, this manifests as a slight wobble of the cylinders

due to the shaft no longer fitting properly in the hole. To avoid this, 316 stainless steal6

metal shaft sleves are pressed (with a 50 µm press fit) into the plastic. To avoid cracking

the plastic and to ensure perpendicularity, the metal receivers were chilled in an acetone

and dry ice bath, then inserted with ease. For the outer cylinder top cap, the receiver and

end cap were placed on a granite slab and allowed to warm back up, ensuring the two faces

were flush and parallel. Mechanical drawings for the components of the cell can be found

in Section D.3.

#163). The groove it sits in was designed to provide a 4 % compression.
6The ammonium thiocyanate based working fluid is extremely reactive with ferrous alloys as well as a

few other metals (e.g. brass and copper). Aluminum holds up well against the working fluids corrosion, but
it was found to be too soft to be used as the shaft sleves. 316 stainless steal is chosen for its resistance to
corrosion from the working fluid and its rigidity, but the working fluid nevertheless causes pitting to these
parts over time.
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3.1.2 Driving

The cylinders are rotated under computer control using two high-performance stepper mo-

tors. Both motors are five-phase stepper motors with 125000 steps per revolution (Oriental

Motor Co. LTD, Tokyo, Japan, model PKP544N18A).7 The motors are controlled by uni-

versal stepper controllers (Oriental Motor, model SCX11), which are programmed over a

serial port. Each controller drives the motors with a Oriental Motor driver model CVD518-

k that can provide 1.8 A per phase. All together, this driving setup provides a constant

rotation rate from 0 Hz to 595 Hz with a max torque of 0.2542 N·m at low rotation rates,

dropping to 0.05 N·m as the rate reaches its maximum.

The motors are coupled to the cylinder shafts via timing belts to minimize the already

small vibrations introduced by the motors. The timing belts are fitted onto pulleys which

allow for the possibility of driving the cylinders with mechanical advantage. The current

configuration provides a gear ratio of 4:1, further minimizing vibrations from the motors’

steps. The belts and pulleys are T-series8 timing belt/pulleys purchased from McMastar-

Carr (McMaster-Carr Supply Co., Elmhurst, Illinois).

This driving assembly is able to provide near constant rotation over a wide range of

rotation rates with relatively fine resolution in rotation rate. The SCX11 controllers have an

output frequency resolution of 1 Hz which corresponds to a motor rotation rate resolution

of 0.0288 Hz. With the gear ratio of 4:1 provided by the pulleys, the driving is able to

control the cylinders rotation rates to a resolution of 0.0072 Hz.

3.1.3 Split shaft for in situ torque measurements

Angular momentum transport plays a key roll in many flows. A better understanding of

angular momentum transport has implications in understanding how galaxies form [95], the

formation of compact objects [96], and predicting the persistence of tropical storms [97],

7The factory default is 500 steps per revolution, but with five-phase driving and “microsteping,” they can
achieve 125000 steps per revolution.

8The belts and pulleys are 10 mm wide and have a pitch of 5 mm.

31



to mention a few. The investigation of angular momentum transport has a long standing

history of being studied in TCF, from the early work of Couette (1890) [98], Mallock

(1896) [99], and Taylor (1923) [48] to present day studies (see Refs. [100, 101, 102] for

examples).

There are a few ways of quantifying angular momentum transport. Some measurement

techniques are local such as the use of orthogonal, 2D Laser Doppler Velocimetry (LDV)

probes to measure 〈vθvr〉 correlation which is related to angular momentum [100] and the

observation of the rotation of mirror-encapsulated particles [103], or particles with internal

markers [104]. There are also studies that calculate angular momentum transport from

2D-2C PIV measurements [105]. However, the most common way angular momentum is

measured in TCF is through torque measurements.

In the limit as Γ → ∞, the angular momentum transport from the inner cylinder to

the outer cylinder (and vice versa) is the sum of the torque on the outer cylinder. The

TCF apparatus used in this thesis was originally designed with the possibility of torque

measurements in mind. Both inner and outer cylinders are driven by shafts that are split,

allowing for a torque measurement to be made in the shaft itself. For more details on this

design see Appendix C. Mechanical drawings of both the inner and outer shafts are given

in Appendix Section D.2.

3.1.4 Temperature regulation

Making quantitative comparisons between experiment and theory/numerics requires pre-

cise control over Rei and Reo. In addition to a careful construction and smooth, constant

driving, the temperature needs to be held constant. The working fluid’s viscosity changes

by ≈ 1.77 % per ◦C and the room temperature changes by as much as 3.5 ◦C throughout

the day, which would mount to a 6.2 % change in Rei and Reo. To mitigate this, tempera-

ture stability is achieved in the flow domain by controlling the temperature of the refractive

index matching reservoir the cell is submerged in.
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The index matching reservoir is a custom-built acrylic liquid bath that was constructed

to encase the inner and outer cylinders in order to remove distortions associated with imag-

ing9 through the curved surfaces of the cell. The temperature is held constant to within

0.02 ◦C using a heat exchanger coupled to a ThermoFisher Haake A25/AC200 temperature

bath (Thermo Fisher Scientific, Waltham, Massachusetts). Together, with careful consid-

eration of the working fluid’s temperature-dependent viscosity, this system provided Re

control to better than 1 %.

The fluid properties (i.e. viscosity and thermal conductivity) of the index matching

fluid needs to be considered to achieve optimul termperature control. The easiest index

matching fluid to work with is mineral oil since it does not evaporate or react with metals,

but its thermal conductivity is relatively low (0.136 W·m C−1), and its viscosity is relatively

high (80 cSt); this makes for poor thermal contact between the temperature bath and the

working fluid. To achieve the more effective thermal contact, aqueous NH4SCN can be

used. Aqueous NH4SCN has≈ 50× lower viscosity and≈ 4× higher thermal conductivity.

3.2 Design and implementation of velocimetry system

3.2.1 Seeding particles

Many modern fluid velocimetry techniques rely on the use of tracer particles suspended in

the flow. For these techniques to accurately measure the fluid’s velocity, the tracer particles

need to reliably advect along with their surrounding fluid element. To ensure this happens

while also being able to be imaged on a camera, there are many things that need to be

considered such as buoyancy, response time, optical scattering cross section, and the affect

the presence of the particles have on the fluid’s rheology [106, 78].

In addition to general considerations, when performing image based velocimetry near a

surface of any kind, removing artifacts in the images associated with the illuminating light

9Since the illuminating light enters from the side, to illuminate the entire cross-sectional area, index
matching is necessary for 2D-2C as well.
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is essential. In some experiments, this can be done either by giving great care to choices

of angles of illumination and observation; however, in the TCF geometry it is impractical

to remove all reflections if velocity is to be probed near any wall. By using fluorescent

particles with proper optical filters and illumination source, the illuminating light can be

blocked while the fluorescence from the particles makes them easy to distinguish on the

image. The use of fluorescent particles has the added benefit of improving the signal to

noise ratio on the particle images. The following is a brief discussion on choosing optimal

seeding particles for the TCF experiment and details pertaining to particles obtained from

two different sources (i.e. home made and commercially acquired).

Choosing the optimal tracer particles

The choice of tracer particles used to seed the flow is an important parameter in an exper-

iment employing particle-based velocimetry. Ideal tracer particles accurately advect along

with the surrounding fluid and affect neither its rhoelogical properties nor its motion. These

particles must also show up clearly on the cameras sensor and appear distinct from the sur-

rounding fluid. Choosing the proper tracer particles requires finding a balance between

lightweight particles small enough to passively track the flow yet large enough that they

can clearly be seen on an image.

For the particles to be clearly seen on an image, the power of the light coming from

the particles must be large enough to overcome sensor noise while also being noticeably

greater than the ambient lighting and scattered illuminating light. This can typically be

done by either increasing the illumination power or by increasing the particle size.10 For

non-fluorescent particles, the scattering cross section, Cs, for a spherical, dielectric particle

is giving by Lorenz-Mie scattering [107, 78, 108]. The dependence of the cross-section on

particle diameter dp widely varies depending on the size range of the particles. For instance,

the dependence changes from Cs ∝ d4
p at dp = 1 µm to Cs ∝ d2

p at dp = 10 µm illuminated

10In the case of fluorescent particles, more fluorescent dye concentration within each particle can also be
increased to achieve brighter particles.
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at 532 nm [109]. Therefore, it is typically much easier to increase the scattering power by

increasing particle size than increasing illuminating power.

For experiments performed near walls or in confined geometries, reflections of the il-

lumination light off walls and choice of the camera’s viewing angle are difficult to control.

The intensity of light scattered off small particles is very anisotropic with scattering in-

tensities varying by a factor of 103 over just several degrees in some cases [107, 78, 108,

77]. This means that the angles made between the illumination source, particle, and camera

are a critical parameters in experiments with small particles. If the camera is placed in a

forward or backward scattering configuration, ambient illumination light is often difficult

to control. By using tracer particles that are fluorescent, these challenges can be overcome.

Fluorescent particles absorb illumination light at one wavelength and isotropically emit

light at a different wavelength. The particles can viewed through optical filters that block

out the illuminating light and pass through the fluorescence, allowing for near-uniform in-

tensity regardless of viewing angle. The power of light emitted from the particles scales

with d2
p, making larger particles appear brighter in images [106, 78].

The size of the particle affects many aspects of the experimental setup beyond the ap-

parent particle brightness on an image. Particle sizes must be chosen small enough that

their size is not comparable to or larger than the smallest length scale in the flow. If they

are comparable in size to the length scale in the flow, not only will they not simply advect

with the flow, their presence in the flow will alter the flow itself. Even for particles much

smaller than the smallest length scale in the flow, the particle size affects their settling time

and response time to changes in the flow. The settling velocity in a stationary fluid can be

calculated from a Stokes flow approximation to a spherical11 particle as

|Vsettling| =
g(ρp/ρf − 1)

18

d2
p

ν
, (3.1)

11The settling time also depends on the location of the center of mass within the sphere [110]. This
calculation assumes the center of mass of the sphere is in the geometric center of the sphere as well.
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where g is the gravitational acceleration, ρp is the particle’s density, ρf is the fluid’s density,

and dp is the particle’s diameter. This shows that settling can be minimized by either making

the particles small or making them neutrally buoyant. Although the strongest mechanism

causing particles to accumulate in regions of the flow is buoyancy (either gravitationaly or

centrifugally driven), even neutrally buoyant particles are known to accumulate near the

walls in channel flow [111], in coherent structures in thermocapillary flows [112, 113], or

on the boundary of vertices in TCF [114]. However, for most fluid flow experiments, these

effects can probably be ignored.

In addition to ensuring that the particles remain suspended, it is also important to ensure

that the particles will respond to changes in the fluid velocity quickly enough to be a good

indicator of the fluid’s velocity. A particle’s response to an accelerating velocity field is

quite complicated in general, but a response time can be estimated by considering a particle

suspended in a sinusoidally varying flow [78, 77]. For small, neutrally buoyant particles,

the response time is rather small and can often be neglected. For approximately neutrally

buoyant particles (0.56 < ρp/ρf < 1.63) that range in size from 10 µm to 100 µm, the

response time is smaller than 10−7 s [115].

A very important aspect of optimizing the use of a fluorescent tracer particle in a ve-

locimetry system is properly choosing illuminating source and filters for the cameras. To

best use the fluorescence, the particles should be illuminated at, or as close to, the peak of

the fluorescent dye’s absorption spectrum. A filter should then be chosen to block out the

illuminating light sufficiently (often this requires a filter with OD 4 or higher) and pass as

much of the fluorescent spectrum as possible. One important thing to keep in mind that is

almost always neglected in the literature is that the fluorescence absorption and emmision

spectra are strong functions of the substrate the fluorescent dyes are dissolved/doped in

as well as the dye’s concentration. For example, the emission spectrum of Rhodamine B

doped PMMA is peaked between 570 nm and 620 nm depending on the concentration [116,

117]. Therefore, it is important to know the spectrum of the particles before designing the
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rest of the optics.

Producing in-house fluorescent tracer particles

Finding fluorescent particles that are the right size and mass density for a particular working

fluid is typically challenging and often cost prohibitive. In the experiments performed

with a working fluid that was refractive index matched to the cylinder walls, the fluid’s

mass density was large enough that particles suitable for use with water either centrifuge

into regions of high vorticity or float to the top of the domain. To produce more suitable

particles, batches of particles were made in-house.

The procedure followed to produce the fluorescent particles in-house is very similar

to Borrero-Echeverry’s method [89] which was itself adapted from Pedocchi et al. [118].

A batch of a casting resin is first doped with fluorescent dye (e.g. Rhodamine 6G) and

allowed to cure into a block. The block is then ground into a fine powder and sieved to

select particles in a range of sizes desired. This procedure is simple enough that changing

material, fluorescent dye concentration, and/or grinding method is relatively easy.

Borrero-Echeverry’s method employs a 120 grit silicon carbide sandpaper grinder to

produce particles from the block of plastic. This grinding method is very time consuming,

produces few particles large enough to use, introduces sand from the paper into the particle

batch, and produces large clouds of fine particulate during the grinding process. Examples

of particles produced from polyester resin using this method are shown in Figure 3.2(top).

The particles produced with this method are anisotropic in shape and have significant par-

ticle to particle variation in fluorescent dye doping.

To speed up the production of particles, eliminate the non-fluorescent sand particles

from the batch, and to avoid breathing in a cloud of Rhodamine doped, plastic particulate,

a blade style coffee bean grinder can be used.12 Producing particles from blocks of plas-

12In principle, a conical burr grinder or perhaps even a ball mill can also be used and likely would produce
more monodisperse particle sizes. A blade style grinder was used here due to the large price difference
between the two types of grinders.
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Figure 3.2: Brightfield microscope images of fluorescent tracer particles produced in-
house. The polyester resin particles shown (top) were produced by Borrero-Echeverry
and used for the studies described in his thesis [89]. Note the apparent nonuniformity in
fluorescent dye doping from particle to particle. The epoxy particles shown here (bottom)
were made from Fibre Glast 2000/2020 epoxy system, doped with Rhodamine B, then
ground into particles in a coffee grinder. Both images were taken using a microscope with
a calibrated 5 Mpx camera with 960 µm·px−1 magnification and illuminated with white
light.
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tic using a coffee grinder presents a significant speedup and produces particles of similar

quality as can be seen in Figure 3.2(bottom). Coffee grinders are not designed to pulver-

ize plastic blocks and this process eventually destroys the grinder, but they are relatively

inexpensive.

The density of the particles that the in-house method produces depends on the plastic

used.13 Both Borrero-Echeverry and Pedocchi et al. used polyester resin to produce their

particles. The bulk mass density of the Aristocrat Deep Clear Polyester Casting Resin

(BDC Epoxy Systems, Santa Fe Springs, California) reported by Borrero-Echeverry is

1.24 g·cm−3. Reproducing the same protocol with Castin Craft Clear Polyester Casting

Resin (Environmental Technology Inc., Galesburg, Michigan) produces a bulk mass den-

sity of 1.2142 g·cm−3 ± 0.0013 g·cm−3, suggesting that the specific density of the par-

ticles produced depends not only on material used but also the supplier of the material.

The density of a few plastics that can be easily doped with fluorescent dyes14 are listed in

Table 3.1. To better match the density of the working fluid that was index matched to the

PMMA walls (ρf ≈ 1.14 g·cm−3), epoxy plastic was explored as an alternative to Polyester

resin. The epoxy chosen was purchased from Fibre Glast (Fibre Glast Developments Corp.,

Brookville, Ohio) which had a reported density of 1.125 g·cm−3.

When choosing accompanying optics to be used with the fluorescent particles (i.e. il-

luminating light source and band pass filters for the cameras), it is important to know the

absorption and emission spectra of the particles. As with any fluorescent dye, the specific

material the dye is doped in can significantly affect both the absorption and emission spec-

tra. Spectra for dyes in the Rhodamine family are typically reported when dissolved in

ethanol. As Figure 3.3 and Figure 3.4 show, there are significant changes to the spectra15

13The density of the resulting particles may also depend on the method used to ‘grind’ them. Since plastic
is malleable, the thermal and physical stresses introduced during grinding/pulverizing the block may affect
the density.

14The mixing time for the fluorescent dye into the various plastics varries widely from plastic to plastic.
For instance, Rhodamine B mixed into Fibre Glast system 2000 overnight, while their system 1000 took
weeks.

15A phenomena is made clear in fluorescent techniques outside of PIV [119].
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Table 3.1: Mass density of various cast plastics. The density was determined by measuring
the volume using Archimedes principle and measuring the mass of the block. Each plastic
was only mixed once, so batch to batch variations could still exist.

Material ρ [g·cm−3]
Castin Craft Clear polyester Resin 1.2142± 0.0013
Fibre Glast 2000 epoxy with 2020 hardener 1.1724± 0.0116
Fibre Glast 1000 epoxy with 1010 hardener 1.1992± 0.0145
J-B Weld 50112 ClearWeld Epoxy 1.1682± 0.0026
Loctite Epoxy High Strength Epoxy 1.2076± 0.0014
Loctite Epoxy Instant Mix 1.1973± 0.0025
Gorilla Glue Clear Epoxy 1.1806± 0.0016

for Rhodamine B dissolved in ethanol as compared to Rhodamine B doped in PMMA. To

optimally use either the Epoxy or Polyester resin particles produced in-house, the absorp-

tion and emission spectra should be measured to best determine cut-off wavelengths of

filters.

Although particles produced by this method are very inexpensive and quite customize-

able, they are rather anisotropic. For particles not doped with fluorescence, the scattering

cross section changes significantly depending on the orientation [123]. Similarly, for fluo-

rescent particles, the power of light emitting from the particles scales as the cross-sectional

area which is significantly different from one orientation to another. Variations in particle

intensities on images from frame to frame is a source of uncertainty even for standard planar

PIV [124], but for particle tracking or for 3D techniques the problem is a limitation [125].

In many PIV systems, the particle size is small enough that particles show up as just a few

pixels wide in the images. In these setups, perfectly spherical tracer particles may not be

necessary. For experiments performed in our Taylor-Couette system, the anisotropic nature

of the particles produced in-house was problematic enough that commercially obtained,

highly spherical particles needed to be procured.
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Figure 3.3: Absorbance spectra from Rhodamine 6G and Rhodamine B dyes. The ab-
sorbance/emittance spectra for fluorescent dyes dissolved in ethanol are some of the most
readily available; however, the substance being doped plays a significant role. Note that
Rhodamine B dissolved in ethanol (red solid) has an absorption peak at 542.5 nm while
Rhodamine B doped PMMA (red dashed) is peaked at 558 nm. Spectra for Rhodamine
6G/B disolved in ethanol taken from [120, 121] and Rhodamine B doped PMMA was
adapted from [122].

Tracer particles used

The particles produced by the procedure described in subsubsection 3.2.1 work great for

experiments where optical setup are chosen to minimize the anisotropic effects, but they are

not suitable for experiments in the new Taylor-Couette system where more than one view-

ing angle is required. Intensity variations, both particle to particle as well as from frame to

frame, significantly reduce the fidelity of any PIV or PTV measurement, but the anisotropic

shape of the in-house manufactured particles can be a show-stopper for 3D particle track-

ing techniques.16 These techniques require computing a representative 2D Gaussian ellipse

16Tomographic PIV techniques that implement Iterative Particle Reconstruction (IPR) to compute the 3D
intensity field will have the exact same pitfall as that of 3D particle tracking with the use of anisotropic
particles.
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Figure 3.4: Emittance spectra of Rhodamine B/6G dyes and transmission spectra of long-
pass filters. The absorbance/emittance spectra for fluorescent dyes dissolved in ethanol
are some of the most readily available; however, the substance being doped plays a sig-
nificant role. Note Rhodamine B dissolved in ethanol (red solid) has an emission peak at
565 nm while Rhodamine B doped PMMA (red dashed) is peaked at 636 nm. Spectra for
Rhodamine 6G/B dissolved in ethanol taken from [120, 121]. The Rhodamine B doped
PMMA spectrum was observed from Dantec seeding particles (Dantec Dynamics, Inc.,
Skovlunde, Denmark) excited with a frequency doubled ND:YLF laser at 526.5 nm and
measured using an Ocean Optics FLAME-T spectrometer (Ocean Optics, Inc, Orlando,
Florida, USA).

that can be fit to particles in the 2D images [81]. If the particles look substantially different

when viewed from one angle compared to another, the parameters of the estimation of the

representative Gaussian will be of poor quality, leading to an inability to fit the represen-

tative particles to the imaged particles. Therefore, highly uniform, isotropic or spherical

particles are desired.

Unlike non-fluorecent tracer particles, procuring spherical particles in the right size and

density that are fluorescent is difficult. Adding to that the criteria for the fluorescence to

be compatible with your illumination source and cameras makes it even less likely that
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particles will be commercially available. For the Taylor-Couette experiments, the index

matched, aqueous ammonium thiocyanate working fluid has a density of ρf ≈ 1.14 g·cm−3

and our illuminating laser emmits λ = 526.5 nm (green) light. These two criteria practi-

cally narrow the search parameters to acrylic (PMMA) particles doped with a Rhodamine

family dye. PMMA has a nominal density of ρPMMA ≈ 1.18 g·cm−3 which is only 3.5 %

more dense than the working fluid.

Although it is an unfortunately uncommon tracer particle to use, Rhodamine B doped

PMMA particles can be purchased in a range of sizes. Dantec (Dantec Dynamics, Inc.,

Skovlunde, Denmark) sells these particles ranging in size from 1 µm to 50 µm. The par-

ticle range centered around 35 µm was chosen (Dantec part number 80A8401, PMMA-

RHB-35). As can be seen in Figure 3.5, the particles are highly spherical and seemingly

uniformly doped.

Figure 3.5: Brightfield microscope images of Rhodamine B doped PMMA particles ac-
quired from Dantec (Dantec Dynamics, Inc., Skovlunde, Denmark). Image was taken us-
ing a microscope with a calibrated 5 Mpx camera with 960 µm·px−1 magnification and
illuminated with white light.

Ideal tracer particles would be monodisperse in size in order to make their appearance

uniform on an image. The particles obtained from Dantec are labeled as 35 µm but have

a size distribution ranging from about 20 µm to 55 µm. To determine the size distribution,
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microscope images of dried particles were placed on a microscope slide and imaged. Those

images were then analyzed and the particle diameters were measured yielding the size

distribution shown in Figure 3.6.

Figure 3.6: Size distribution of Rhodamine B doped PMMA particles from Dantec (Dantec
Dynamics, Inc., Skovlunde, Denmark). Distribution measured from particles spread out on
a microscope slide using a microscope with a calibrated 5 Mpx camera with 960 µm·px−1

magnification, see Figure 3.5.

In order to design a velocimetry system that best uses the fluorescence, the absorption

and emission spectra of the particles need to be known. With the absorbtion and emmis-

sion spectra in hand, proper filters can be acquired whose cut-on wavelengths fall between

the illuminating light source and the particles’ fluorescence peak. To measure the emis-

sion spectrum, the Rhodamine B doped particles were excited with a frequency doubled

ND:YLF laser at 526.5 nm and measured using an Ocean Optics FLAME-T spectrometer

(Ocean Optics, Inc, Orlando, Florida, USA). The resulting emission spectrum is shown in
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Figure 3.4. Given the fluorescence spectrum, a suitable filter for these particles would have

a cut-on wavelength that is between 530 nm and 600 nm.

The particles are stored suspended in water when shipped from Dantec. Since PMMA,

like all plastics, is porous, it will absorb small amounts of the liquid it is suspended in.

The particle size will change by a small amount, but its mass will change by an even larger

amount [126] resulting in a change in the particles mass density.17 Since the particles are

stored in water, the particles will have a density slightly higher than dry PMMA. For careful

density tuning, this should be accounted for.

3.2.2 Working fluid

The ideal working fluid is a transparent Newtonian fluid that has a refractive index carefully

matched to the cell walls and mass density equal to that of the seeding particles. A fluid

with the same refractive index as the cell walls would eliminate refraction from the inner

cylinder, allowing the illuminating light as well as the lines of sight for a camera to pass

through the inner cylinder without distortion, thereby increasing the portion of the flow

effectively seen by each camera. The working fluid must also have a mass density close to

that of the tracer particles in order to avoid inertial effects from the particles themselves.

Additionally, the more precisely tuned the fluid’s density is to the particles, the longer the

duration of time before the flow needs to be agitated to mix the particles back in.

The optical and mass properties of the fluid need to be tuned while also remaining

relatively low viscosity. If the viscosity of the working fluid is increased, the velocity scale

needed to achieve the same physical regime also increase. This means that the motors need

to spin the cylinders faster resulting in the cameras and laser needing to operate at a higher

rate in order to achieve the same apparent particle displacement between two successive

images. Therefore, keeping the working fluid’s viscosity low, allows for smaller motors

and slower cameras, keeping the design relatively inexpensive. For a relatively large range

17The timescale for this is on the order of a month as can be seen on Figure 3 of Drotning and Roth, 1989
[126].
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of design parameters, a working fluid that can meet all of these criteria can be achieved

with an aqueous solution of salts. In the following, the considerations for choosing the

optimal working fluid for the new Taylor-Couette setup is discussed.

Refractive index matching

In order to minimize the optical distortions from the cylinder walls, the working fluid’s

index of refraction must be matched to the polymethylmethacrylate (PMMA) the cell is

constructed from. Aqueous solutions of ammonium thiocyanate (NH4SCN) at concentra-

tions relatively close to saturation have been shown to have refractive indexes, n, in the

range of that of PMMA [94, 127, 128, 129]. The specific value of n for PMMA, how-

ever, varies from batch to batch [94] due to slight variations in the specific conditions while

the polymer cures. Therefore, a measurement of the specific refractive index of the specific

batch of PMMA used to construct cell walls was needed to achieve the best index matching.

To measure the index of refraction of the PMMA used to construct the cell walls, the

angle of deviation of light passing through a prism was measured. A prism with an interior

angle of Θprism = 45◦ ± 0.1◦ was made out of the same block of PMMA the cell was con-

structed from. The angle of deviation of light passing through the prism was measured as a

function of the angle of incidence using two goniometers attached to each other providing

an angular uncertainty of 0.08◦. From geometric optics, it can be shown that the refractive

index is related to the angle of deflection (δ), the interior angle of the prism (Θprism), and

the angle of incidence (θi) as

sin [δ − θi + Θprism] = n sin

[
Θprism − arcsin

[
sin [θi]

n

]]
. (3.2)

A χ2 regression of Equation 3.2 to measured δ and θi can then be used to determine the

value of n.

The optimal wavelength at which the refractive index should be matched corresponds
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to the peak of the fluorescent emission spectrum of the dye doping the tracer particles (if

fluorescent particles are not being used, then the index matching should occur at the wave-

length of the illuminating light). As with any fluorescent dye, the emission spectra for

Rhodamine B and 6G depends strongly on its surroundings as well as concentration and

excitation wavelength [117]. Most spectra reported for Rhodamine B and 6G are captured

from the dye dissolved in ethanol [120, 122, 130] and excited precisely at its peak absorp-

tion, however the spectra changes drastically when doped in solids [117]. The Rhodamine

B doped tracer particles obtained from Dantec being used in the current experiment, give

off red light (peaked around 636 nm) when excited with a frequency doubled ND:YLF laser

(526.5 nm) (see Figure 3.4).

Determining the index of refraction of the PMMA at the most relevant18 wavelength

was done by mixing a large concentration of the Dantec tracer particles in a container,

illuminating the container from above with green LEDs peaked around 524 nm, and passing

the fluorescence escaping from the side of the container through a slit in front of the prism

centered on the goniometer. The angle of deviation through the prism was then measured

for the fluoresced light. This resulted in a refractive index of n(636nm) = 1.4921±0.0021.

These measurements were performed at an ambient temperature of 22 ◦C, but since dn
dT
≈

10−4 ◦C−1 [111, 131, 132] (which corresponds to changes in n that are smaller than the

experimental uncertainty of our current measurements), the variation in temperature can be

neglected.

In order to produce a transparent fluid of relatively low viscosity and a refractive in-

dex of n(636 nm) = 1.4921, NH4SCN is added to water with a mass concentration of

approximately 3/2 to that of water (for more information about index matching using aque-

ous NH4SCN, see [127]). This results in a fluid with nearly the correct refractive index;

18Here, the most relevant wavelength is taken to be the wavelength of the light emitted from the fluorescent
doped tracer particles, as this is what the cameras are seeing. In three dimensional, three component (3D-3C)
measurements, this is the wavelength that index matching needs to happen at to reduce refraction. It should
be noted that for the 2D-2C measurements taken at a constant z-height, the relevant wavelength to index
match to is 526.5 nm, since the index matching is to allow the light sheet to illuminate the entire plane in the
flow domain.
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however, deviations in the concentration needed vary with NH4SCN supplier and purity.

Additionally, NH4SCN is hygroscopic, so the true mass of the salt is practically unknown

unless it is stored in a perfectly dry environment. In practice, a mixture with an approximate

mass concentration of 3/2 is produced then tweaked until the refractive index is obtained.

Since the amount of NH4SCN that is being added is near the saturation point, the mixture

needs to be heated to overcome the cooling from the endothermic dissolution of the salt.

As the mixture is being prepared, the index need to be measured using a refractome-

ter. Because the temperature of the mixture will be quite different from room temperature

during preparation, it is important to wait until the fluid sample has come into thermal equi-

librium with the refractometer before making a measurement. Measurements of the liquid’s

temperature while sitting on the Atago 3850 PAL-RI hand-held refractometer (Atago Com-

pany, Tokyo, Japan) used in while preparing working fluid in all studies presented here

suggest that it takes about a minute for the temperature to come to equilibrium.

The refractive index of both the working fluid and the PMMA cell walls vary with wave-

length. Most digital refractometers measure the index around 589 nm which is the sodium

D-line. In the case of the Atago 3850 PAL-RI refractometer, the refractive index is mea-

sured around 593 nm (see Figure 3.7 for the spectrum from Atago 3850 PAL-RI handheld

refractometer). To use this refractometer in the most optimal way, the wavelength depen-

dence of the refractive indices of the cell wall and working fluid would need to be known

to calculate a correction for the refractometer’s reading. Though this dispersion relation

for PMMA is published in the literature [132], it is yet to be determined for the working

fluid discussed here. However, this correction is likely to not matter for two reasons. First,

the derivative with respect to wavelength of the refractive index of PMMA in the range of

our particles emittance is −3.954 × 10−5 nm−1 [132] (i.e. ∆n ≈ 0.0017 from 593 nm to

636 nm) which is a very small correction. Second, if we take the working fluid to be water,

the derivative with respect ro wavelength of the refractive index is −3.065 × 10−5 nm−1

[133], which is very similar to that of PMMA. Therefore, if the working fluid has a compa-
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rable dispersion to that of water in this range, the correction to the refractometers reading

would be significantly smaller than the uncertainty in the Atago refractometer’s measure-

ment.

Figure 3.7: Spectrum of the test light used in Atago 3850 PAL-RI hand-held refractometer
(Atago Company, Tokyo, Japan). Note that the peak intensity is in a narrow band centered
around 593 nm which is approximately the Sodium D-line. The intensity of the light is
reported here in arbitrary units. Spectrum was measured using an Ocean Optics FLAME-T
spectrometer (Ocean Optics, Inc., Orlando, Florida, USA).

The cooling reservoir fluid along with the working fluid must also be index matched

in order to remove optical distortions caused by the outer cylinder walls. To completely

match the index requires the use of an aqueous solution of NH4SCN; however, Mineral Oil

(Equate brand) was measured to have an index of n(T = 26 ◦C) = 1.4798± 0.005, which

is sufficiently close to that of the PMMA walls for many types of experiments. To avoid

using corrosive salts or oils in the temperature bath, a reservoir box is filled and a heat

exchanger is used. The reservoir box size is then made as small as possible to minimize

the amount of index matched fluid needed. During experiments that require the precise
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index matching provided by NH4SCN mixtures, the cooling tank fluid is initially prepared

to have the same index of refraction as the walls. Since there is significant contact with the

room air, evaporation occurs, resulting in the refractive index changing. Depending on the

room conditions, the cooling fluid needs to be tweaked from week to week, or even day to

day. With both the TCF cell and the cooling tank filled with index matched fluid, the walls

become nearly invisible (see Figure 3.8).

Figure 3.8: Typical quality of refractive index matching. Both the working fluid (a mixture
of H2O, NH4SCN, NaI, and l-ascorbic acid) and cooling reservoir (a mixture of of H2O,
NH4SCN, and l-ascorbic acid) are prepared to have a similar refractive index to the walls
of the TCF cell. For 3D velocemitry measurements, the index matching should be no worse
than what is seen here.

Aqueous ammonium thiocyanate rapidly corrodes ferrous alloys, making its implan-

tation in index matched experiments challenging (even stainless steels rust rapidly in the

presence of aqueous NH4SCN). The SCN-radical, in conjunction with atmospheric oxygen,

acts as cathodic depolarizing agent in the oxidation of iron [134]. This corrosion has been

shown to be inhibited with increasing the pH above about 10 [134] and may be an easy

solution to many of the corrosion-related challenges. In addition to corroding any ferric

metals in contact with the fluid, Fe(III) forms a complex with SCN (iron(III) thiocyanate)

that is deep red in color [135]. As the fluid continues to react with iron, the red pigmen-

tation intensifies, making the fluid more and more opaque. The iron thiocyanate complex

can be broken and the reddening removed with the addition of ascorbic acid [136]. For this

reason, a small amount of l-ascorbic acid is added to every batch of index matched working
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fluid.

In addition to the working fluid being index matched to the cell walls, it also should be

density matched to the density of the tracer particles. This can be achieved by adding an

already index matched aqueous solution of sodium iodide (NaI) to the NH4SCN solution.

By adding small amounts of index matched aqueous NaI, the density can be tuned while

maintaining the same refractive index.

Mass density matching

A high fidelity measurement of the fluid’s velocity over an extended duration of time re-

quires the fluid and particle mass density to be matched. Velocimetry measurements based

on the motion of tracer particles assume that the particles advect along with the surround-

ing fluid element. For this to be true, the effect of the buoyant force acting on the particle

must be small compared to flow forces from the fluid. The buoyant force is proportional

to mass, so reducing either the particle’s size or matching their density to the surrounding

fluid will mitigate buoyancy effects. However, since the particles need to be seen on im-

ages, the particle size cannot be made arbitrarily small. This means that the fluid-particle

density difference must be close to zero [78, 77]. Additionally, measurements of the fluid

velocity that occur over a long duration of time require the tracer particles to remain uni-

formly suspended. If the density is not matched, the particle settle out or accumulate in

high-vorticity regions due to centrifugal forces, leaving regions with sparse tracer seeding

and making velocimetry challenging or even impossible.

The particles used in most experiments presented in this thesis were purchased from

Dantec (Dantec Dynamics, Inc., Skovlunde, Denmark) and are made of PMMA, which

has a nominal density of 1.188 g·cm−3 at 20 ◦C, according to the supplier. However, since

PMMA is a porous polymer plastic, the particles will over time absorb a small amount

of the fluid they are suspended in. As the particles absorb the fluid, their size remains

relatively unchanged, but their mass increases, resulting in an increased particle density.
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To avoid this change in density, the particles would ideally be stored in the fluid that is

matched to the particle’s density after they have been saturated with that density matched

fluid. Finding the proper density of this fluid can be done by maximising settling time

of saturated particles. The time over which the particles become saturated is, however,

rather long and this optimization has not yet been performed. Additionally, the working

fluid is easily contaminated, making it poorly suited to store the particles in. Instead, the

Dantec particles are stored suspended in water and the working fluid’s density is matched to

the density of particles saturated with water. This means that if a batch of working fluid is

made to have very accurate density matching, over time it will become less density matched

(particles become more dense with time).

The density tuning of the already index matched working fluid is done by mixing in a

premixed, heavy aqueous salt solution that is also index matched to the PMMA. Aqueous

sodium iodide (NaI) solutions can have a refractive index19 of 1.33 . n . 1.67, kinematic

viscosity of 1 mm2·s−1. ν . 1.21 mm2·s−1, and densities of 1 g·cm−3. ρ . 2.5 g·cm−3

[137], making NaI an ideal salt for density tuning. By producing an index matched solu-

tion of NaI and adding it to the index matched NH4SCN solution, the refractive index can

remain approximately unchanged while augmenting the density. The density of the aque-

ous NH4SCN solution was measured using a 500 ml class A volumetric flask filled and

placed on a mass balance (Autogram 1000) with a resolution of 0.1 g at room temperature

(measured to be nominally 23 ◦C). The density at room temperature of the index matched

NH4SCN is ρNH4SCN ≈ 1.1398 ± 0.0005 g·ml−1, which is only a 4 % difference from the

nominal particle density as reported by Dantec, meaning only a small amount of NaI is

needed to density match. Mixing NaI to H2O in a mass ratio of mH2O/mNaI = 0.55 results

in an approximately index matched solution with a density of ρ = 1.83 g·ml−1 measured

using the same setup as the NH4SCN solutions density.

The procedure to tune the density of the ternary mixture of aqueous NaI and aque-

19Saturated mixtures of NaI and H2O in the lab at 21.8 ◦C yielded n = 1.5025 which is notably lower than
the max value reported in [137].
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ous NH4SCN is an iterative, add-and-check method. The nominal volume fraction of the

mixture is VNaI/VNH4SCN = 0.0615 (e.g. to produce 200 ml total, mix 11.6 ml of the NaI

solution to 188 ml of the NH4SCN solution). Once the nominal mixture has been made, the

Dantec tracer particles should be mixed in. The mixture then needs to be tuned by adding

more NaI solution or more NH4SCN solution until the settling time of the suspended par-

ticles is sufficiently long. There are a number of ways to monitor the settling time, but the

most straight forward way is to wait a set amount of time, shine light on the container, and

look near the top and bottom for gaps in particle concentration.20 The density of the fluid

is dependent on temperature, so the temperature of the mixture should be controlled and

monitored so the cooling reservoir on the TCF apparatus can be adjusted to match these

conditions.

Example: producing 250 ml of working fluid

To summarize, let’s consider an example where we want to produce 250 ml of density and

index matched working fluid. First, we need to figure out how much of each solution is

needed. The volumes of the two solutions are mixed in a volume ratio of VNaI/VNH4SCN =

0.0615, so

VNaI = 0.0579Vtot. = 14.48 ml

VNH4SCN = 0.9421Vtot. = 235.52 ml
(3.3)

Once we know how much of each is need, we can make the individual solutions.

To make the ammonium thiocyanate solution, we will want to start with mixing mA of

20The particles become much easier to see if illuminated with green light and viewed through either the
camera’s longpass filter or laser safety glasses intended for use with a green laser.
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NH4SCN into VH2O,A of water and

VH2O,A =
ρn(C, T )

ρH2O

VNH4SCN

1 +R

= 0.4571VNH4SCN = 107.65 ml
(3.4)

where ρn(C, T ) and VNH4SCN are the density and volume of the index matched NH4SCN

solution and R is the ratio of mass of NH4SCN to water of the solution. Similarly, the

volume of water that is needed for the sodium iodide solution is

VH2O,S = 0.651VNaI = 9.43 ml (3.5)

where VNaI is the volume of total index matched sodium iodide solution. Once the two

solutions are made, they can be mixed to produce the final working fluid. A small amount

of l-ascorbic acid should be added to improve longevity of the working fluid.

3.2.3 Image acquisition

For experiments in the new TCF system using 3D-3C velocimetry, the tracer particles were

imaged simultaneously with eight, 10-bit monochrome, 1.3 Mpixel CMOS cameras (iDS

Model UI-3140CP-M-GL) with a maximum frame rate of 224 frames per second. The

cameras were fitted with 50 mm Nikon Nikkor fixed focal length lens at a working distance

1.2 m. Because the dimensions of the cell were chosen to optimize the velocimetry system,

the entire depth of the flow domain is able to fit into the depth of field of the cameras when

an aperture setting of f /11 was used. This allows for the full flow domain to be imaged

in focus without the use of Scheimpflug lens mounts that are typically required for 3D-

3C measurements. The field of view for a given camera was less than the full domain;

however, all eight cameras, in aggregate, could view the entire flow domain such that by

careful calibration, camera views could be stitched together to enable velocimetry over

the complete flow domain. The camera configuration is demonstrated in Figure 3.9. For
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experiments using 2D-2C velocimetry, tracer particle time series in the new TCF system

were captured using a single 10-bit monochrome camera.

The cameras were mounted on Manfrotto MHXPRO-BHQ2 ball head mounts (Vitec

Imaging Solutions, Ramsey, NJ). These Manfrotto mounts are designed to attached to larger

format cameras with a single 1/4 inch screw. To attach the small iDS cameras, adapters

were made. Mechanical drawings of the camera adapters can be found in Section D.1.

The ball mounts are fastened to the optical table via a 3/8 inch to 1/4-20 thread adapters.

Figure 3.9 illustrates the angles each camera is oriented.

Figure 3.9: Camera configuration for 3D-3C measurements. The viewing angle, θ, is the
angle between the camera and the z-axis of the TCF cell.

For all data collected from the new TCF system, image data were streamed real-time

to a custom-built image acquisition system (1st Vision Inc. Model DVR-T994-31-8020)

that features eight, 1 TB solid state drives in a RAID-0 configuration. Frame grabbers are

driven by NorPix StreamPix 7 acquisition software and save the images in a single .seq
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file format. The raw images from each camera are stored into a single .seq file that is then

passed through custom software written to convert image data from the NorPix proprietary

format to a lossless format (.tiff) suitable for importing into other software packages.

The cameras and illuminating laser need to be synced to ensure a particle is illuminated

once per exposure. The iDS cameras have an external trigger signal pin, isolated via an

electro-optical coupler.21 The cameras can be triggered off either the rising or falling edge

of a TTL square wave signal.22 Similarly, the Photonics DM30-DH laser driver can be

externally triggered on either the rising or falling edge of a 0 V to 5 V signal. Both the

laser and cameras are triggered by a Siglent SDG 1062X, 60 MHz dual channel arbitrary

waveform generator.

For all experiments, noise from undesired laser light scattering is significantly reduced

by fitting each camera with a long-pass edge filter (Semrock Model BLP01-532R-50) to

collect fluorescence with 99+ % transmittance while attenuating scattered laser light by a

factor of 107. Figure 3.4 shows the transmission curve for the long-pass filters as well as

the emission spectra of the fluorescent tracer particles used in velocimetry experiments.

3.3 Experimental procedure

The procedure for setting up and conducting experiments that implement image velocime-

try in the TCF apparatus depends on the type of velocimetry being used. The following

discussion is split up into procedures related to planar, 2D-2C measurements in subsec-

tion 3.3.1, procedures related to volumetric 3D-3C measurements in subsection 3.3.2, and

data post-processing steps in subsection 3.3.3.

21This allows for a max trigger voltage of 24 V.
22The signal does not need to be a square wave, but for most reliable performance, a signal with a sharp

edge should be used.
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3.3.1 2D-2C

Setting up the illuminating light

2D-2C PIV measurements require illuminating a thin slice of the flow. To produce a thin

sheet of light, the laser beam needs to be shaped and located at the proper plane. There

are several methods often employed to achieve a planar sheet of light [78, 77, 138]. The

typical laser sheet used for 2D-2C measurements is first columnated with a pair of properly

chosen lenses, then fanned out using a fast cylindrical lens (see for example section 3.3.2

of Fries 2020 [139]). Columnating the beam requires two lenses spaced an exact distance

apart. This lengthens the optical beam path. Increasing the beam path would require addi-

tional mirrors and both take up more space on the crowded optical table and increase the

complexity of the alignment procedure. Due to the geometry of the domain needing to be

illuminated, it is possible to avoid columnating the beam and produce an approximately

uniform thickness light sheet.

By using a converging, long focal length lens, the laser light can be focused in the center

of the cylinders resulting in a symmetrical, thin wedge of light. Figure 3.10 illustrates how

a long focal length lens can achieve this. To achieve a laser sheet whose thickness23 is

approximately 1 mm, an 85 mm spherical lens is placed in the beam 85 mm before the

exact center of the cylinders. The typical 2D-2C light sheet thickness is sub-millimeter

[139]; however, because the smallest length scale present in the somewhat low Re flows

investigated here, the relatively thick illumination sheet is acceptable.

To spread the light out into a sheet, a negative focal length cylindrical lens is used. The

focal length of the lens was chosen such that the laser beam (approximately 1 cm diameter

at the cylindrical lens) would fan out to illuminate the entire width of the TCF cell. Due

23If the laser beam is columnated coming out of the laser, the Rayleigh length [140] of the focal point is
7.3 mm which yields a beam thickness from 0.48 mm at the inner cylinder and 0.67 mm at the outer cylinder.
The laser beam coming out of the Photonics DM30-DH Nd:YLF laser is actually expanding with θ1 ≈ 0.27◦.
This divergence decreases the Rayleigh length and thereby increasing the thickness of the sheet to about
1 mm.
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Nd:YLF laser

Beam stop

Nd:YLF laser
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Figure 3.10: Schematic of illuminating light configuration for 2D-2C measurements. The
laser light is brought to the height of the desired measurement plane with properly placed
mirrors. The beam then passes through an 85 mm focal length spherical lens that is placed
so that the beam is focused in the center of the inner cylinder. Immediately after the light
passes through the spherical lens, it is passed through a -55 mm cylindrical lens that fans
the beam out into a sheet. The laser sheet is ultimately scattered by a beam stop placed on
the back side of the TCF
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Figure 3.11: Picture of illuminating light sheet forming light optics for 2D-2C measure-
ments. The mirror, spherical lens, and cylindrical lens are all mounted to the same bar that
is suspended by two optical translation stages with micrometer adjustment screws.

to the relatively short optical path length, the optimal cylindrical lens focal length was

chosen to be -50 mm. The cylindrical lens is held in a lens holder with a rotation mounting

goniometer ring (see Figure 3.11) which allows for precision orientation of the optical axis

of the lens.

The light sheet determines the plane of the 2D-2C measurement and therefore needs

to be carefully aligned. The sheet forming optics are all mounted on the same bar that

is suspended by two optical translation stages with micrometer adjustment screws. This

allows for the pitch and height of the sheet to be adjusted independently. The alignment

procedure begins by nominally adjusting the mirror so the laser beam passes through the

exact center of the TCF cell. Once the beam is nominally adjusted, the spherical lens is

added to the beam path ad adjusted until the beam is focused in the center of the cell. Next,

the Cylindrical lens is added to the beam path after the spherical lens and adjusted until the

laser sheet fully illuminates the entire width of the flow domain.

Once the light sheet is nominally adjusted to the desired plane, a more careful alignment

needs to be performed. The coordinate system in the TCF experiment is defined relative to
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the bottom end cap and center of the axis of rotation of the two cylinders. This means that

the bottom of the cell itself can be used as the reference plane for z = 0. To utilize this

reference plane, blocks of known thickness can be used to temporarily raise the bottom of

the cell up by the thickness of the blocks. The laser sheet can be adjusted until the plane is

skimming the bottom of the cell which can be easily determined when the fluorescent tracer

particles are settled to the bottom. Once the laser sheet is precisely aligned with the bottom

of the cell, the blocks can be removed and the cell can be suspended by the registration

pins. In principle, this alignment procedure allows for a placement of the plane to about

1 mm accuracy, however, for optimal comparisons the actual height needs to be determined

from the data (see bellow for more details).

Identifying the axis of rotation in the data

PIV measurements require both space and time scale factors (i.e. to convert px/frame to

m/s) as well as a proper choice of origin to be useful. The natural coordinate system

for the TCF is a cylindrical coordinate system with its origin placed along the axis of

rotation. PIV measurements perform correlations of pixels and typically provide image

displacement fields in a uniform Cartesian coordinate system with the origin in the corner

of the images. Therefore, a careful alignment of the origin is needed before the velocities

can be transformed from Cartesian to cylindrical. To identify the center of the domain

as well as provide a nominal spatial scale factor, the particle images are analyzed and an

ellipse is fit to the edge of the flow domain.

To identify the boundary of the flow domain on the images, a few thousand images

of the particles taken from the data set are superimposed to produce well defined region.

Canny edge detection is then performed on the stacked image to produce well defined edges

of the flow domain. the edge detection image is then cleaned up to remove all edges except

the ones corresponding to the inner and outer cylinder. An ellipse is then fit to the two

edges with a modified version of Fit ellipse from the MATLAB File Exchange [141]. The
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choice of origin is then taken to be the average of the four focal points of the two ellipsis.

Since the camera is placed very nearly exactly along the axis of rotation, the eccentricity

of the two ellipsis are typically smaller than 0.06 which corresponds to a ratio of the semi-

minor to semi-major axis of 0.9982 (or, 0.18 % out of round). An example of the resulting

fit is shown in Figure 3.12. The code that performs this origin identification can be found

in Section A.1.

Figure 3.12: Example coordinate system origin determination by fitting an ellipse to the
particle images. A few thousand images of the particles were superimposed giving a well
defined boundary of the flow domain. The inner and outer edges of the domain are then fit
to an ellipse and the eccentricity and origin is determined.
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Find z-height

Making comparisons between the 2D-2C measurements and numerically computed flow

fields requires the location of the measurement plane to be precisely known. The align-

ment procedure described above allows for the plane to be determined to about 1 mm ac-

curacy, however the exact height needs to be known to better than 1 mm to make the best

quality comparisons. The height and slight inclination of the plane can be relatively accu-

rately determined by comparing the velocity profile of a laminar state with the numerically

computed flow at the same Rei,o as a function of height.

The ideal laminar flow field to use for this comparison would be azimuthally symmetric

and asymmetric about the mid-plane so that determined position is not degenerate in z.

Additionally, at the Rei,o there would be only a single stable flow state. After a quick

exploration, the laminar flow at Rei = 300 and Reo = 0 was found to be a suitable flow for

this comparison. The θ-component of the velocity field as well as the radial velocity field

is asymmetric about the mid-plane (see Figure 3.13).

Figure 3.13: Numerically computed azimuthally symmetric, laminar flow at Rei = 300
and Reo = 0. Colors correspond to the magnitude of vθ and vr in units of mm·s−1.

Whenever making 2D-2C measurements of turbulence, the system is also prepared in
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the Rei = 300 and Reo = 0 laminar flow and a flow field is captured. The PIV velocity

field, vPIV = (vr,PIV, vθ,PIV), is then converted into cylindrical coordinates and compared

with the laminar flow, vSim = (vr,Sim, vθ,Sim), computed in numerics. The height is deter-

mined by minimizing

F (z) =

∥∥∥∥∥
(
vθ,PIV − vθ,Sim(z)

Uvθ

)2

+

(
vr,PIV − vr,Sim(z)

Uvr

)2
∥∥∥∥∥ (3.6)

where Uvθ and Uvr are the uncertainty in the PIV measurements of the θ-component and

r-component respectively and the ‖ · ‖ means summed over the entire plane. To greatly

simplify the search for the measurement plane, the plane is assumed to be in good alignment

with the cylinders. This allows vSim(r, z, θ) to be evaluated only on planes of constant z.

If the alignment of the plane is off from this assumption, Equation 3.6 would need to be

modified to allow for searches over all possible planes.

An example of the resulting fit is shown in Figure 3.14. In this figure, the velocity

profile of the numerical flow evaluated at the best fit height is shown in black. The black

dashed lines are from the simulation velocity profile evaluated ±1 mm from the best fit

height. In blue is the PIV data averaged around the entire azimuth. The PIV data clearly

falls within the ±1 mm profiles for both the vθ and vr components in the center of the

domain, but the uncertainty grows near either cylinder wall. This is due to a combination

of several sources of PIV errors. The main source of increased uncertainty in the PIV is

introduced by correlation windows near the wall partially laying outside of the domain

where there are no particles, resulting in lower quality cross-correlations. Also, especially

near the inner cylinder, the PIV fidelity drops in regions of higher shear due to the strong

velocity gradient across the correlation window. This can be mitigated by implementing a

deformable correlation window PIV algorithm [142], but the results of the z-height fit are

adequate for the current purpose.

The slight angle that the PIV plane forms with the plane of constant z can be approx-

63



Figure 3.14: Example fit of experimentally obtained laminar flow to numerically computed
flow to find optimal z-height. The black curve is the best fit, the dashed black curve is the
best fit±1 mm, The blue data points and curve are the velocities obtained from 2D-2C PIV
measurements.

imated by determining the optimal height of the plane as a function of θ. By fitting the

optimal height as a function of θ to

z(θ) =
1

2
(ri + ro) (mx cos [θ] +my sin [θ]) + z0 (3.7)

as a function of the slopes mx and my in the lab frame and the optimal height z0, the

deviation from the constant z assumption can be evaluated. If the slopes mx and my are

large, the optics can be easily adjusted to correct for this, as the degrees of freedom on

the sheet forming optics are aligned with x and y. In the example shown in Figure 3.14,

mx = 4.03× 10−3 and my = 3.04× 10−3 corresponding to a 0.4◦ deviation from the plane

of constant z. An example code that performs this height and inclination determination

from simulation data is given in Section A.3.

The uncertainty in the value of z0 determined by this optimization method depends on

the uncertainty in the PIV, the uncertainty in the fit to Equation 3.7, and the uncertainty

viscosity of the working fluid. Noise in the PIV manifests as noise in the determined value
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of z(θ). The uncertainty in z(θ), labeled Uzi , are treated as uncorrelated with the uncer-

tainty in the fit, Ufit. Therefore, they can be added in quadrature to estimate the uncertainty

from the algorithm itself [143, 144, 145]. In addition to the uncertainty from the algorithm,

the uncertainty in the measured value of viscosity, Uν , corresponds to uncertainty in the

velocity scaling of the numerically computed laminar solution, which in turn corresponds

to an uncertainty in z(θ).

In order to calculate the total uncertainty in z0, how changes in each of these three

parameters affects the reported value of z0 needs to be known. An uncertainty in the PIV

translates to uncertainty in z(θ) in a complicated way through a series of interpolations and

nonlinear fits. Additionally, the uncertainty in PIV, UPIV(θi, ri), is spatially dependant, but

for the purposes of estimating the total uncertainty in z0, it is taken as the spatial mean of the

uncertainty 〈UPIV(θi, ri)〉θ,r = UPIV. A Monte Carlo study24 was performed to determine

the correspondence between UPIV and Uzi and found a linear relationship with a slope of
∂Uzi
∂UPIV

= 0.706 s between the two up to at least 20 % noise in the PIV. Similarly, the

change in z0 due to a change in ν was computed numerically (up 10 % changes in ν) and

found to be
∂Uz0
∂Uν

= 5.878 mm·cSt−1. To estimate Ufit, the square root of the σ2
z0

term of

the co-variance matrix for the least-squares fit is used [146]. Combining these uncertainty

estimates, the total uncertainty in the z-height is

U2
z0

=

(
∂z0

∂zi

∂zi
∂vPIV

UPIV

)2

+ U2
fit +

(
∂z0

∂ν
Uν

)2

=
(
1.775× 10−3 UPIV,%

)2
+ σ2

z0,fit + (0.1005 Uν,%)2 ,

(3.8)

where UPIV,% is the uncertainty in the PIV expressed in % of the inner cylinder wall speed,

Uν,% is the uncertainty in viscosity expressed in %, and σ2
z0,fit is the uncertainty in the fit

expressed in mm. The uncertainty in z0 of the example shown in Figure 3.14 is 0.1068 mm.

24The Monte Carlo study was performed in two ways: adding Gaussian noise to a numerical laminar
flow as an input to the algorithm and by adding Gaussian noise to actual PIV laminar data. The Monte
Carlo simulation used more than 15,000 instances, which was found to be more than adequate to resolve the
distributions of resulting z0. The results of the study showed only slight differences between the numerical
and experimental base flows used.
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3.3.2 3D-3C

Setting up the illuminating light

Volumetric image velocimetry requires each particle to show up in the images as bright as

particles in images for 2D-2C measurements. This means that the illumination intensity

needs to be comparable to that of a light sheet throughout the entire measurement volume.

3D-3C measurement volumes are typically rectangular in shape and a powerful laser beam

is expanded to cover the measurement volume. The geometry of the TCF cell, however,

is not well suited for this illumination configuration and a more sophisticated illumination

setup is required.

An annular beam can be produced with an axicon [147] lens inline with optics to pro-

duce a slight divergence of the laser beam. An axicon lens produces cone of light from a

single beam in the far field. For columnated light, the thickness of the ring produced by

the axicon is approximately equal to half the thickness of the incoming beam [148]. For

slightly diverging beams, the thickness of the ring grows with the distance, z, from the

lens. Similarly, the diameter of the ring grows as dring ≈ 2z tan [(n− 1)α], where n is the

index of refraction of the lens and α is the angle the surface of the axicon makes away from

the lens plane. Given the distance between the optical table and the TCF cell and readily

available axicon lenses, an axicon with α = 20◦ and n = 1.457 was chosen.

The thickness of the annular beam is adjusted by a pair of lenses placed just before

the axicon lens. The beam coming out of the laser is not columnated, but has an angular

divergence approximately 0.275◦ [149]. To produce a divergence such that the annular

thickness large enough cover the gap width of the TCF cell, a single lens can be used25.

Unfortunately, the single lens configuration would require an axicon lens with an aperture

that is larger than any readily available. Therefore, a two-element variable focal power lens

25This can be done by treating the divergence of the laser beam as a columnated beam that has gone through
a synthetic lens placed at a calculated distance before the outlet of the laser and using a two lens equation to
calculate the geometric optics.

66
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Mirror

Figure 3.15: Schematic of illuminating light configuration for 3D-3C measurements. An
annular shaped light beam is produced with a 20◦ axicon lens in conjunction with two
positive focal length lenses. The two positive focal length lenses are positioned such that
they produce a slightly diverging beam.

configuration [138] needs to be used. The two lenses used are a 40 mm focal length convex

lens and a 60 mm focal length convex lens spaced at nearly the sum of their focal lengths

apart. A schematic of this optical arrangement is shown in Figure 3.15. By adjusting the

two convex and the axicon lenses, the annular illumination ring can be fitted to the flow

domain. In practice, it is difficult to adjust the illuminating light since the working fluid

and the cell walls are all transparent. To overcome this, a piece of printer paper can be

used since it fluoresces at wavelengths that can be seen through the safety glasses (see

Figure 3.16).
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60 mm lens

Axicon lens

40 mm lens

Figure 3.16: Picture of illuminating light optics for 3D-3C measurements. Note that the
illuminating light produces an annular ring the same dimensions as the TCF cell.
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Camera placement

3D-3C image velocimetry relies on images of tracer particles suspended in the flow taken

from unique points of view. If the line of sight of each image transecting the flow is nearly

co-linear to each other, the ability to reconstruct the dimension perpendicular to the images

rapidly decreases [150]. Therefore, increasing the angle between the cameras improves

the ability to identify the tracer particles position in all three dimensions. However, as the

viewing angle increases, slight miss-alignments of the line of sight of the images due to

calibration errors or camera movement become more important. At large viewing angles,

the number of intersections of each line of sight ins creases, resulting in “ghost particles”

[151, 82].

The ideal cameras viewing angle is a balance between increasing linear independence

of each line of sight and decreasing the possibility of ghost particles. For a typical tomo-

graphic based experiment, the optimal camera viewing angle has been studied by Elsinga

et al. 2006 [82]. They defined a metric, Q, that is the normalized correlation coefficient

of the exact and reconstructed intensity distribution. Their results showed that the optimal

viewing angle is θoptimal ≈ 30◦, where θ is the half the angle between a camera, the mea-

surement volume, and another camera (see Figure 3.9). The reconstruction quality doesn’t

change very rapidly around θoptimal (see Figure 3.17), so viewing angles between 20◦ and

35◦ are ideal.

The cameras used in the TCF experiment are mounted on Manfrotto MHXPRO-BHQ2

ball head mounts (Vitec Imaging Solutions, Ramsey, NJ). The mounts are fastened to the

1 inch spaced threaded holes on the optical table. When the cameras are properly placed,

the viewing angle between the camera sensor and the TCF cell is 30◦ and the angle in the

plane of the table is maximized to still have the cameras fit on the table. The positions of the

threaded holes that the camera mounts are attached to are given in Table 3.2. Each cameras

field of view is not large enough to capture the entire flow domain, so the domain is split

into two sides (A and B) and half the cameras view one side while the other cameras view
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Figure 3.17: Quality of tomographic reconstruction of particle images for 3D-3C mea-
surements as a function of viewing angle, see Figure 3.9. Q is defined as the normalized
correlation coefficient of the exact and reconstructed intensity distribution and θ is the half
the angle between a camera, the measurement volume, and another camera. Note that the
optimal angle is closer to 30◦ than the intuitive 45◦. Figure taken from Elsinga et al. 2006
[82].

the other. The two sides are then stitched back together in post-processing so the entire

flow domain can be analyzed. An example of the reconstructed particle tracks are shown

in Figure 3.18.

calibration target design

All 3D-3C image velocity techniques require knowing the viewing angle of each pixel of

every image. The uncertainty of this angle needs to be small enough to correspond to sub-

pixel placement on the other cameras images26 [82]. Determining each pixels line of sight

is done in two stages; first, a perspective calibration using a calibration target to provide

relatively precise angles followed by a calibration refinement performed on images of the

26The sub-pixel placement is defined in terms of the pixels “disparity” [152]. The disparity is determined
by back-projecting the position of an object (e.g. a particle or dot on a calibration target) as determined by
other cameras onto the image and comparing the difference in position between the two.
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Table 3.2: Camera positions for 3D-3C velocimetry. Coordinates x and y correspond to
number of threaded holes away from the axis of rotation of the experiment.

Camera Side x y
1 B -16 -17
2 A -19 -4
3 B -20 8
4 A -15 18
5 B 15 18
6 A 20 9
7 B 19 -8
8 A 14 -17

particles. Together, these two calibration methods allow each pixels line of sight to be

determined to less than 0.1 px.

The initial perspective calibration is performed by imaging a calibration target placed

in the measurement volume. Multi-camera perspective calibrations have been practiced for

several decades [153, 154, 155, 156]; however, the sub-pixel requirement is fairly recent.

There are two traditional approaches to performing the target calibration, but one of them

is more widely implemented. One method is to print a pattern that is random in space

on a target and take images of it in the flow domain. The images are then cross-correlated

with the pattern image itself to produce an image warping matrix [157, 158]. The other, and

more common method is to produce a regular pattern of dots on a target and warp the image

until the dot pattern becomes regular again [159, 160, 161]. In principal, both methods can

be adapted to work for three dimensional calibrations, but the method involving regular

dots is much simpler to implement.

For 3D-3C measurements, the calibration needs to provide information about the cam-

eras perspective in all three dimensions. For the initial target calibration to do this, the

calibration target needs either be precisely moved through the domain or be a three dimen-

sional object itself [162]. A two dimensional, dot style calibration target can be imaged a

several different regularly spaced depths of the measurement volume and the images can

be ‘dewarped’ until the dot pattern is regular in all three dimensions. This method requires

71



Figure 3.18: Example reconstructed particle tracks from turbulent flow at Reo= −200 and
Rei= 500 using Shake-The-Box (STB). Each dot being shown represents the location of
a reconstructed particle. This image was produced by superimposing several neighboring
time-steps. A side view (top) shows that particles are reconstructed throughout the entire
height of the flow domain and a top view (bottom) shows that the entire azimuth of the flow
domain can be reconstructed.

a way to precisely place the target at several depths which is not always feasible. Alter-

natively, a calibration target that is itself three dimensional can be used. There is a large

amount of freedom in the specific geometry of the three dimensional target that can be used

for the three dimensional calibration and a brief discussion of the practical considerations

of manufacturing a target is given in Appendix B.

Target calibrations are capable of providing perspective calibrations to the length scale

of ∼1 pixel, but 3D-3C velocimetry techniques require ≤0.1 pixel. To achieve the sup-

pixel calibration, a calibration refinement technique based on images of the particles called

Volume Self-Calibration (VSC) has been developed [152, 163, 164]. The goal of the cali-

bration is to identify a mapping,M , the image coordinates, (xi, yi), to the three dimensional
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space (X, Y, Z) for each of the N cameras:

(xi, yi) = Mi (X, Y, Z) (3.9)

where the subscript i represents the i-th camera [159, 156, 162, 163]. VSC uses N −

1 cameras to identify the location of a particle and back projects that location onto the

remaining camera. By searching in the vicinity of the back projected particle location for

a particle, a small correction to Mi can be made. By iterating this procedure over many

particles and over each camera, the mapping function Mi for each camera can be brought

into agreement with the consensus from the other cameras. Although VSC provides a

correction to the calibration, it is perhaps not strictly correct to refer to it as a calibration

step since it allows for deviations from the calibration grounded in measurement.

3.3.3 Post-processing image velocimetry data

Both PIV and PTV produce velocity measurements with noise present. If the velocities

are to be used for anything quantitative, minimizing the noise level is essential. Even in

experiments where great effort has been spent to mitigate the sources of noise, there will

still be noise in the data that lowers the fidelity of any analysis being performed on the

data. Therefore, post-processing the velocity data is always needed. In general, there

are a large number post-processing steps that can or need to be performed, but there are

some operations that are applied to all velocimetry data. Bellow is a discussion of these

operations.

Outlier detection and spatial smoothing

Velocity data determined from PIV is prone to erroneous or spurious velocity vectors.

These vectors are caused by either an insufficient number correlated particles in the in-

terrogation window or by a low signal-to-noise ratio in the particle images. This leads to
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a poor quality correlation and, as a result, the peak detection step finds an incorrect peak.

Care can be taken in the setup and during data collection to minimize the number of these

vectors, but it is almost impossible to completely eliminate them. Therefore, removing

these erroneous vectors can substantially enhance the quality of the velocimetry.

The erroneous vectors can often be characterized by large deviations from surrounding

vectors. In the case of a large deviation from surrounding vectors, outlier detection tech-

niques [165, 166, 167, 168] can be implemented to remove the spurious vectors27. The

removal of the local outliers leaves wholes in the velocity field that typically need to be

filled in. To fill them in is a problem of data assimilation, but for relatively high qual-

ity PIV, this can be done by simply using polynomial interpolation without much loss of

fidelity.

Outlier detection and removal is a relatively common among modern PIV implemen-

tations. For instance, LaVision’s DaVis 10 (LaVision GmbH, Göttingen, Germany) has a

built-in implementation of the Westerweel and Scarano 2005 method [167]. Some variant

of outlier detection is an almost essential step in modern high quality PIV measurements

[170] and therefore should be performed on every PIV data set.

Anisotropic denoising

After erroneous velocity vectors have been removed, PIV data still has noise present. The

noise produced by PIV is not spatially uniform; therefore, to efficiently reduce the noise, a

denoising approach that is anisotropic in space is needed. In order to inform an anisotropic

denoising algorithm, an estimate of the quantification of the spatially dependant uncertainty

of the PIV is needed. There are many contributions to the uncertainty of a single velocity

vector such as the PIV algorithm itself, the particle response to the flow, particle seeding

density, particle scattering cross-section distribution, and collection optics to name a few. A

proper quantification of the uncertianty would use a priori estimates for all sources related

27Though the technique is most developed in the context of PIV data, implementations of outlier detection
has been formulated to work for PTV data as well [169].
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to the experiment and would combign that with a a posteriori estimate of the uncertainty

introduced by the algorithm itself.

There are many approaches that have been introduced to estimate the uncertainty of

PIV. Some of these approaches have been based on a priori estimates [106, 171], but they

have been shown to not capture well the variations from experiment to experiment [172].

There are a variety of approaches that calculate an estimate of the uncertainty from the

data itself such as the uncertainty surface approach [173], the particle disparity method

[174], the peak ratio method [175] and the correlation statistics approach [172, 176, 177,

178]. In principal, all of these a posteriori methods are suitable for use with an anisotropic

denoising algorithm.

To date, there is only one published approach to anisotropic denoising of PIV data.

This approach was published in 2017 by Wieneke [179] and uses the local variation in the

uncertainty to adapt the kernel of a smoothing algorithm. The algorithm has been found to

provide a huge improvement to the quality of the PIV data captured in the studies presented

in this thesis and should be considered an essential post-processing step for all PIV data.

Putting data on a spectral grid

PTV produces velocity vectors nonuniformly distributed in space which can make compar-

ing to numerics difficult. For velocity data captured from PTV, it is useful to represent the

data on a grid for easy comparison with numerics. There are many approaches for inter-

polating data which lies on a grid onto another grid [180], however, none of the standard

methods can put the data on a spectral grid.

A spectral grid has two possible advantages: the numerics are computed on a spectral

grid and a spectral grid allows for data everywhere in the domain to contribute to the value

even in regions with sparse velocity data. The latter is both an advantage and a possible dis-

advantage since it allows for higher mode numbers to blow up. This means that whenever

putting the data on the spectral grid, care must be taken to ensure that modes are not blow-
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ing up.This can be done by balancing a minimum fit residual with reducing the number of

modes used.

For easy comparison with numerics, the grid used in the numerics should be used. In

the numerics each component (e.g.. vr,θ,z) is calculated on its own spectrum:

vr,θ,z(r, θ, z, t) = Re


Nr∑
k=0

Nz∑
n=0

Nθ/2∑
m=0

V knm
r,θ,z (t)Tk(x)Tn(y)eimθ

 , (3.10)

where x = (2r − rin − rout)/d, y = 2z/d − 1 (where 0 < z < d), Re {·} is the real part,

and Tn(·) is the Chebyshev polynomial (of the first kind) of order n. The data can be put

into this representation by fitting the data to determine V knm
r,θ,z .

The data is fit to the grid with a simple least squares approach. This method allows

for the data to be weighted by the vector-wise uncertainty, but makes enforcing the bound-

ary conditions challenging. In order to enforce the the boundary condition, synthetic data

points are generated at the location of the inner and outer cylinders and given the boundary

condition velocity. The boundary condition enforcing synthetic data points are appended

to the velocity data and assigned a weight factor 100 times larger than the weight of the rest

of the data. An implementation of this spectrum fitting method is given in Section A.2.
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CHAPTER 4

TRANSITION TO TURBULENCE IN Γ = 5.26 TAYLOR-COUETTE FLOW

The transition to turbulence in TCF is typically thought of as occurring through a series of

bifurcations of simpler, non-turbulent states. However, as Γ gets smaller, the end effects

begin playing a key role and the transition begins resembling the transitions to turbulence

observed in shear driven flows (e.g. pipes, channels, and boundary layers). To explore this,

lets first look at at a TCF system where the end effects are important but do not dominate

the flow. In Γ = 5.26 TCF exhibits a novel transition to turbulence that is mediated by an

intermediate, stable flow state. In the following sections we will discuss the methods used

to probe this transition as well as briefly describing some of our findings in this system.

4.1 Methods

Our TCF apparatus with η = 0.905 was composed of a glass outer cylinder with a radius of

ro = 80.03 mm±0.02 mm and a brass inner cylinder of radius ri = 72.39 mm±0.01 mm

with a black powder coat to enhance optical contrast in flow visualization studies. The as-

pect ratio, Γ = 5.26, was set by two end caps, separated axially by h = 40.2 mm±0.05 mm

and attached to rotate with the outer cylinder. The cylinders were driven by stepper mo-

tors; to reduce vibration and to ensure uniform cylinder rotation, timing belts connected the

cylinders to the motors, which were mounted separately from the TCF apparatus. Addition-

ally, a transmission with a gear ratio of 28:1 was used with the inner cylinder stepper motor

to increase the resolution in Rei. While the cylinders were rotating, the rate of temperature

variations in the flow was kept below 0.5 ◦C throughout the duration of the experiments by

surrounding the outer cylinder with a liquid bath. With these measures, the total systematic

uncertainty for Rei and Reo was below 1 %.

In the tomo PIV results discussed here, determination of 3-D velocity fields were
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made throughout a flow volume with an approximate size of d radially, 0.75h axially, and

2πro/10 azimuthally. Custom-made, density-matched polyester particles (25 µm to 32 µm

in diameter) were doped with Rhodamine 6G and suspended in the flow. A more detailed

discussion of these particles is given in subsubsection 3.2.1. The particles were illuminated

with a Quantronix 527/DP-H Q-switched Nd:YLF laser. Fluorescent light emitted from

the particles was collected by four Vision Research Phantom V210 high speed cameras

synchronized with the laser illumination. Each camera was fitted with a 105 mm Nikon

Nikkor fixed focal length lens attached via a Scheimpflug adapter (LaVision Inc.). A low

pass optical filter (Semrock BLP01-532R-25) on each camera lens attenuated, by a factor of

107, the scattered 527 nm wavelength laser illumination and passed, with 80 % efficiency,

fluorescent light at wavelengths >532 nm. The images were then analyzed using LaVi-

sion Inc.’s DaVis tomographic PIV software package. To reduce optical distortion from

the outer cylinder’s curved surfaces, the index of refraction of both the working fluid and

the bath liquid were matched to the index of refraction of the glass outer cylinder. Index

matching of the working fluid was achieved by using an ammonium thiocyanate solution

prepared with a specific gravity of 1.13 and a kinematic viscosity of ν = 1.37 mm2·s−1

at 23◦ C [127]. A small amount of ascorbic acid was added to the ammonium thiocyanate

solution to mitigate reaction with trace metals [136]. Index matching of the bath liquid

was achieved by a binary mixture of two mineral oils with a 68.8 % heavy viscosity oil

(McMaster-Carr part no. 3190K632) to 31.2 % light viscosity oil (McMaster-Carr part no.

3190K629) ratio. Further details about the implementation of tomo PIV measurements in

our TCF apparatus are reported elsewhere [89].

Fully resolved direct numerical simulations (DNS) of TCF were conducted using the

code developed by M. Avila and his collaborators [181, 182, 183]. This code uses a pseu-

dospectral scheme to solve the Navier-Stokes equation in cylindrical coordinates subject to

physical (no-slip) boundary conditions at the surface of the rotating concentric cylinders

and top and bottom end caps. Details of how this code works can be found in Crowley et
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al. 2020 [25].

To quantify flow fields in both simulations and experiments, the perturbation flow field

ṽ(t) = v(t)− vlam, (4.1)

characterizes the deviation of the full flow v(t) from an axially symmetric laminar flow

vlam computed numerically at the same Reynolds numbers. The numerically computed

vlam was used to compute the perturbation flow field for both simulations and experiments

since the laminar flow is unstable for some Rei considered in this study, and, therefore,

unobservable in the laboratory experiments.

4.2 Results

First, we briefly describe a coarse experimental exploration of laminar-turbulent (turbulent-

laminar) transitions that occur as Rei is slowly increased (decreased) while maintaining

Reo fixed in the counter-rotating regime. We then focus on the case of Reo = −1000 and

examine in detail the transitions associated with increasing and decreasing Rei using both

laboratory experiments and numerical simulations.

4.2.1 Laminar-Turbulent Transition: Dependence on Reo

To coarsely map out the transition boundaries for TCF in the geometry studied here, we

performed flow visualization experiments by first spinning up the outer cylinder from rest

(with the inner cylinder stationary) to a specific value of Reo; then, with Reo held constant,

Rei was increased in steps of ∆Rei = 10 by slowly stepping up the rotation rate of the inner

cylinder until a qualitative change in the flow was observed. We waited a time interval of

3.2 τ between steps to ensure that the flow had reached equilibrium. The turbulent-laminar

transition boundary at the sameReo was then determined by starting in the turbulent regime

and slowing the inner cylinder down by ∆Rei = 10 every 3.2 τ until the flow was observed
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to be in the laminar state. The experiments were repeated for different fixed values of Reo.

The experimental studies revealed instability of the azimuthally symmetric smooth lam-

inar flow always leads to turbulence over a range of Reo from−3500 to−500 (Figure 4.1).

The transition back to laminar flow was always observed to be hysteretic; the range in Rei

over which hysteresis occurs increases as the magnitude of Reo increases. Our results in-

dicate that transition from laminar flow is suppressed by the moderate aspect ratio of our

apparatus, i.e., for fixed Reo, the transition occurs at Rei larger than that predicted by lin-

ear stability analysis with Γ = ∞ (gray line in Figure 4.1). This observation is consistent

with earlier experiments at larger values of Γ (and somewhat smaller values of η) where,

like our studies, the end caps rotated with the outer cylinder [71]. In that work, the delay

of laminar flow transition was found to increase with decreasing Γ, most likely due to the

end-wall effects (e.g. dissipation and Ekman pumping) that become more pronounced as Γ

decreases.

4.2.2 Flow Transitions at Reo = −1000

A detailed experimental and numerical investigation at fixed Reo = −1000 led to the ob-

servation of an intermediate state that plays an important role in the laminar-turbulent tran-

sition. The transition from turbulence to laminar flow was found to involve an aperiodic

stable intermediate state (interpenetrating spirals) that persists over a range of Rei. More-

over, IPS were found to appear – albeit transiently – during the transition from laminar flow

to turbulence. Transitions between different flow states are described in detail below.

Transitions in Laboratory Experiments

Transitions were determined in flow visualization studies by first spinning up the outer

cylinder to Reo = −1000 (with the inner cylinder at rest), and then increasing the inner

cylinder’s counter-rotation in steps of ∆Rei = 0.5 every 3.2 τ , until the flow became turbu-
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Figure 4.1: Phase diagram illustrating the hysteretic laminar-turbulent transition in exper-
iments on counter-rotating (Reo < 0 and Rei > 0) Taylor-Couette flow with Γ = 5.26
and η = 0.905. The diagram indicates transitions observed in experiments where Rei
was increased or decreased quasi-statically while keeping Reo fixed. The black solid and
dashed lines, drawn to guide the eye, indicate the transition boundaries from laminar flow
to turbulence and from turbulence to laminar flow, respectively. The gray dash-dotted line
represents the marginal stability curve for TCF at η = 0.9 for Γ =∞ [184].

Table 4.1: The inner cylinder Reynolds numbers for flow transitions are shown for both
laboratory experiments and numerical simulations at Reo = −1000. Uncertainty values
from the experiment reflect the systematic uncertainties associated with the measurement
of Re as well as repeatability of the transition, while the uncertainty values from the noise-
less DNS reflect the resolution with which the dependence on Rei was investigated. The
uncertainties in experimental values were calculated using an uncorrelated linear propaga-
tion of uncertainties associated with all measured quantities and measurement repeatability
represented by the standard deviation.

Transition Experiment Noiseless DNS
Laminar→ Turbulence 643 ± 2 675 ± 5

Turbulence→ IPS 625 ± 3.6 623.5 ± 0.5
IPS→ Turbulence 631 ± 3.7 630.5 ± 0.5

IPS→ Laminar 617 ± 1 617.5 ± 0.5
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lent. Subsequently, beginning from the turbulent state, Rei was decreased at the same rate

as before until the flow returned to the laminar state. No observable shifts in the transition

boundaries were found when incrementing or decrementing Rei in steps of ∆Rei = 0.25

separated in time by 10.7 τ .

With the flow starting in a laminar state, laboratory experiments exhibit a laminar-

turbulent transition at Rei = 643 with a total uncertainty in Rei of ±2. Repeated measure-

ments demonstrate the transition can be observed with a resolution of ±0.13 (i.e. 0.02 %),

as constrained by the mechanical limits of the motor and transmission driving the inner

cylinder; in other words, from laminar flow just below threshold (cf. Figure 4.2(a)), a sin-

gle increment of ∆Rei = 0.13 results in turbulence. At onset (with Rei fixed), the structure

of the flow changes slowly at first; very weak interpenetrating spirals gradually become

discernible and grow slowly in amplitude with time (cf. Figure 4.2(b)). Then, abruptly, the

spirals break up and spatiotemporally intermittent turbulence develops on top of an IPS-

like background flow and persists (cf. Figure 4.2(c)). The interval of time over which the

flow resembles IPS before transitioning to turbulence was different each time the experi-

ment was performed and this interval decreased with an increase in the increment size of

∆Rei. If Rei is increased stepwise (with a fixed time interval of 3.2 τ between each step),

the transition Rei is unchanged for increments of ∆Rei < 1; the transition Rei is observed

to decrease for increments of ∆Rei > 1.

Starting from turbulent flow, decreasing Rei reveals a transition to stable IPS at Rei =

625 ± 3.6. IPS were observed to be weakly chaotic (i.e., having a broad-band temporal

spectrum) over a range of Rei and persist for as long as 3.8 × 103 τ (two and a half days,

after which time the experiments were ended). From stable IPS, increasing Rei leads to a

transition back to intermittent turbulence at Rei = 631± 3.7; decreasing Rei leads instead

to a transition to the axisymmetric laminar state at Rei = 617 ± 1. It should be noted

that the values of Rei at which various transitions are observed (see Table 4.1) depend on

disturbances of two qualitatively different types: (a) disturbances associated with a discrete
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(a)

(b)

(c)

Figure 4.2: Evolution of the flow during laminar to turbulent transition in experiments at
Reo = −1000 and Rei = 643. The sequence of snapshots shows (a) the initial laminar
flow, (b) transient interpenetrating spirals, and (c) persistent intermittent turbulence.
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change of Rei and (b) other types of disturbances (e.g., the cylinders not being perfectly

round or coaxial, the deviation in their angular velocity from a constant, etc.). All of these

are disturbances of a finite, though likely small, amplitude.

Quenching experiments can provide information on the transition from chaotic/turbu-

lent states that is complementary to results obtained via quasi-static changes in Reynolds

number [185, 59, 186, 60]. A typical quenching experiment begins with the flow in a

chaotic/turbulent state at fixed Reynolds numbers. At an instant in time, Rei is abruptly

increased or decreased to a new value and held constant; the subsequent “lifetime” of the

flow (the time required for the initial flow to change to a qualitatively different state) is

determined. Repeating the same experiment often yields a distribution of measured life-

times, which provides insight into the nature of the transition. To probe the transition from

turbulence to IPS, a turbulent state at Rei = 640 was first established and monitored for

5.3 τ ; the inner cylinder rotation was then rapidly (in approximately 4.2× 10−3 τ ) reduced

to Rei = 623. The time interval between the reduction in Rei and the disappearance of

turbulence was recorded. Similarly, to probe the transition from IPS to turbulence, we ini-

tially set Rei = 623. The IPS was monitored for 5.3 τ ; then, the inner cylinder rotation

was rapidly (in approximately 4.2 × 10−3 τ ) increased to Rei = 640 and the time interval

between the increase in Rei and the first appearance of turbulence was recorded.

Figure 4.3 summarizes the results from 250 experiments performing the same cycle of

transitions between turbulence and IPS; the data indicate a clear exponential distribution of

intervals between the time when the inner cylinder rotation rate is changed and the time for

turbulence either completely disappears (cf. Figure 4.3 (a)) or first appears (cf. Figure 4.3

(b)). The exponential distribution suggests that both transitions describe a memoryless

Poisson process, with a chaotic attractor at the initial Rei becoming a chaotic repeller at

the final Reo. There are, however, different scenarios that could gives rise to exponen-

tial distribution of transition times such as a boundary crisis bifurcation [188, 189] and a

noise-induced transition [190]; to determine the specific mechanism at play here, further
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Figure 4.3: Transition probability P (t). After an abrupt change in Rei, the transition time
for turbulence to either (a) disappear or (b) first appear is exponentially distributed. P (t)
indicates the fraction of experimental trials where either (a) turbulence still persists after
changing Rei from 640 to 623 or (b) turbulence has not yet appeared after changing Rei

from 623 to 640. The uncertainty bars in the vertical direction describe the uncertainty
UP =

√
f(1− f)/N , where f(t) is the fraction of the number of events where turbulence

survived for longer than time t and N is the total number of events observed [187].

investigation would be needed. Similar distributions of transition lifetimes were found in

relaminarization studies of high-aspect-ratio TCF [60].

Quenching experiments were also performed for the transition from stable IPS to lam-

inar flow; however, due to the discreteness with which Rei could be varied in experiment,

we could not find a final Rei for which a meaningful distribution of lifetimes could be

observed.

Transitions in Numerical Simulations

Numerical simulations were used to determine linear stability of the steady axisymmetric

laminar flow vlam. This flow was generated at Reo = −1000 and different fixed Rei by

keeping only the azimuthally symmetric mode and evolving the state until it stopped chang-

ing. The azimuthal symmetry of this flow was then broken by perturbing the first Fourier

mode (with the nonlinear term generating disturbances for all other modes). Evolving the
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perturbed flow, we found that the perturbation decays (the laminar state is linearly stable)

for Rei < Reci = 675± 5 and grows, resulting in a transition to turbulence, for Rei > Reci .

Since the laminar flow undergoes transition to turbulence in experiment at a notably

lower Rei than the linear stability threshold Reic, an investigation of its stability to finite

amplitude disturbances was performed. Qualitatively, we find that, for Rei ≥ 634, finite

amplitude perturbations lead to destabilization of the laminar state, giving rise to IPS with

an amplitude that grows and saturates temporarily. Ultimately the IPS gives way to spa-

tiotemporally intermittent turbulence, just as in the experiment. Qualitatively the same

transition sequence was found to occur for initial disturbances with different magnitudes

and spatial profiles.

To quantify qualitatively how the critical disturbance amplitude depends on Rei, we

fixed the spatial profile of the disturbance by choosing the initial condition in the form of a

homotopy

v = (1− α)vlam + αvIPS, (4.2)

where vlam is the laminar flow at the given Rei and vIPS is a snapshot of the (nonaxisym-

metric) IPS at Rei = 630. The structure of the IPS is fairly similar at different Rei; thus,

for the purpose of determining critical disturbance amplitudes, we considered it to be suf-

ficient to compute vIPS at a fixed Rei. The homotopy parameter 0 ≤ α ≤ 1 characterizes

the magnitude of the disturbance; increasing α increases the disturbance amplitude. This

particular choice of homotopy guarantees that initial conditions are divergence-free for any

value of α.

Numerical simulations find the same sequence of transitions as laboratory experiments

when the flow is initially turbulent. Decreasing Rei first leads to a transition to stable

IPS at Rei = 623.5 ± 0.5. From stable IPS, increasing Rei leads to a transition back to

turbulence at Rei = 630.5 ± 0.5, while decreasing Rei leads to a transition to the time-

independent laminar state at Rei = 617.5 ± 0.5. These numerically determined transition

Reynolds numbers between IPS and turbulence and from IPS to laminar are quantitatively
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in agreement with those found in laboratory experiments, as illustrated in Table 4.1. Due

to the subcritical nature of the transition between laminar and turbulence, however, the

appropriate choice of the finite amplitude perturbation, α, is required.

The protocol for determiningRei for transition from turbulence to IPS is as follows: We

started with verifying that turbulence persists at Rei = 640 by evolving the flow for a time

interval 5.264 τ . Then we ramped down Rei in increments of ∆Rei = 5 and evolved the

flow for the same interval to determine whether a transition occurred. Once a transition was

detected (at Rei = 620), we re-initialized the flow using the final state of the simulation

at Rei = 625, decreased the Reynolds number by ∆Rei = 1, and evolved the flow for a

further 5.264 τ . The procedure was repeated with ∆Rei = 2, 3, · · · until a transition was

found.

A similar protocol was used for the two transitions from stable IPS. In these cases, we

verified that stable IPS persists at Rei = 620 and 630. The final states of the simulation at

Rei = 630 (or Rei = 620) were evolved for 5.264 τ at a fixed Rei that was increased (or

decreased) by ∆Rei = 1, 2, 3, · · · until transition to turbulence (or laminar flow) was found.

Note that, in all of these cases, only one simulation was performed and the finest resolution

was ∆Rei = 1, which determines the accuracy of the values reported in Table 4.1.

Given ample experimental evidence that the transitions between turbulence and IPS are

probabilistic [25], we did not investigate these transitions numerically in more detail. For

the transition from IPS to laminar flow, however, experiments did not conclusively deter-

mine the nature of the transition. We therefore performed an additional numerical investi-

gation of this transition by evolving IPS at a number of fixed Rei in the range (617, 618).

While most of the results were consistent with a transition threshold found previously, there

were a few outliers. In particular, we found that evolving IPS for 5.264 τ atRei = 617.8125

does not result in a transition to a laminar flow, although eventually the flow does relami-

narize. This result shows that the transition from IPS to laminar flow also appears to have

a probabilistic nature and does not correspond to a bifurcation which would have resulted
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(a) (b)

Figure 4.4: A snapshot of interpenetrating spirals in (a) a tomo PIV experiment and (b)
DNS. Each image shows a single isosurface of the perturbation field, ṽθ, for Rei = 625
and Reo = −1000 inside a cylindrical subvolume. The color indicates the corresponding
azimuthal velocity component. Red (blue) indicates flow in the same direction as the inner
(outer) cylinder rotation. The shaded orange rectangular box represents the region probed
by tomo PIV, which spans approximately 10 % of the flow domain volume.

in a sharp transition boundary.

Flow Field Characterization

Flow fields computed numerically also compare well with measurements from laboratory

experiments. The stable IPS found in simulations and experiments exhibit a similar spatial

structure (Figure 4.4). Moreover, both experiments and simulations show that just above

the onset of turbulence, the flow features localized patches of turbulence that co-exist with

disordered spiral structures [25] (see Figure 4.4 for an example of the localized turbulent

patch in both experiment and numerics). To quantitatively compare the flows in experiment

and numerics, we computed the average energy E corresponding to the θ component of the

velocity perturbation ṽ = v − vlam over a time interval T = O(τ) and region Ω in the

r, z plane at a fixed azimuthal location where experimental velocity measurements were

available. Only the θ-component of velocity was analyzed because vr and vz had increased

noise due to the frame rates used in the PIV. The region Ω is bounded by the coordinates

r ∈ [η/(1− η), 1/(1− η)] and z/Γ ∈ [0.254, 0.973], where z is measured from the bottom
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(a) (b)

Figure 4.5: A snapshot of a turbulent flow in experiment (a) and DNS (b). Each image
shows a single isosurface of the perturbation field, ṽθ, for Rei = 650 and Reo = −1000
inside a cylindrical subvolume. The color indicates the corresponding azimuthal velocity
component. Red (blue) indicates flow in the same direction as the inner (outer) cylinder
rotation. The shaded orange rectangular box represents the region probed by tomo PIV,
which spans approximately 10 % of the flow domain volume.

of the flow domain. For the stable states (IPS and turbulence), the average energy was

defined according to

E =
1

TA

∫ T

0

dt

∫
Ω

ṽ2
θ(t) drdz, (4.3)

where A is the area of the cross section of Ω.

The information presented above is summarized in Figure 4.6 in the form of a bifur-

cation diagram. In particular, we find that the energy E serves as a good order parameter

that allows one to easily distinguish the qualitatively different flows (laminar flow, IPS,

and turbulence) and to determine where transitions between different flows take place. In

particular, we find that the average values of E in experiment and numerics are in good

quantitative agreement and that E changes smoothly with Rei for both IPS and turbulent

flow over the regions where these flows are stable (indicated by solid black lines). The

dashed lines indicate the trends when these flow states become unstable and are merely

extrapolations of the solid curves.

The figure also shows how the energy of the critical disturbance that lies on the bound-

ary of the basin of attraction of the stable laminar flow varies with Rei. The dotted

89



IPS

Turbulence

Laminar

E

Rei

104

103

102

101

0

620 630 640 650

Figure 4.6: Transition map for the three flow states: laminar, IPS, and turbulence. Nu-
merically computed values of E for stable IPS and turbulence at various Rei are plotted as

while the values calculated from experimental measurements are plotted as . The gold
and blue arrows indicate the values of Rei at which transitions occur in simulation and ex-
periment respectively. The shading around the arrows corresponds to the uncertainty in the
transitional Rei value. The and represent the E value associated with the critical mag-
nitude of the finite amplitude perturbation considered here, which corresponds to α = αc,
necessary to initiate transition from laminar flow to IPS and turbulence, respectively. All
curves are to guide the eye only.
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(dashed) line denotes the transition to IPS (turbulence). To compute this boundary, we

performed an average over the azimuthal variable rather than time in (Equation 4.3), where

ṽ = α(vIPS − vlam) according to (Equation 4.2) and α = αc. Although the specific values

of E which define this boundary, just like αc, depend on the spatial structure of the pertur-

bation ṽ, the shape of the boundary suggests that it is related to an unstable edge state (or

states) connecting the laminar state and IPS, as discussed previously.

In the course of this work we learned that the transition to turbulence in a TCF with Γ =

5.26 is direct from laminar to turbulent, unlike the transition observed in large aspect ratio

systems. This transition is mediated by an intermediate flow state that believed to live on

the boundary between turbulence and laminar. The direct nature of this transition resembles

the transitions to turbulence observed in wall bounded, shear flows which makes the small

Γ TCF an interesting system to study the dynamical systems description of turbulence.

4.3 Discussion

Two distinct instabilities at play in counter-rotating TCF form the basis for a qualitative

physical picture of turbulent transition. In the limiting case where Reo approaches zero

(the outer cylinder is at rest), the laminar flow is subject to centrifugal instability when Rei

is sufficiently large. By contrast, in the limiting case where Rei approaches zero (the inner

cylinder is at rest), the flow is centrifugally stable for all values of Reo, but is subject to

shear instability for Reo sufficiently large. Under counter-rotation, both instability mecha-

nisms can, roughly speaking, be thought of as operative in distinct spatial regions, separated

by a “nodal surface” where the azimuthal velocity component is zero. On the side of the

nodal surface nearer the inner cylinder, the azimuthal velocity component is decreasing

with increasing radial distance from the inner cylinder, thereby, providing a necessary con-

dition for centrifugal instability in this (inner) flow region. On the side of the nodal surface

nearer the outer cylinder, centrifugal instability is ruled out since the azimuthal velocity

component is increasing with increasing radial distance from the inner cylinder; however,
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shear flow instabilities remain as a possibility in this (outer) flow region.

Prior work in large-aspect-ratio counter-rotating TCF has described a scenario in which

the interplay between the inner and outer flow regions leads to turbulent transition. When

Reo is fixed and sufficiently large in magnitude and Rei is increased quasi-statically, the

primary instability of the laminar flow leads to the formation of stable spiral flows [191,

50, 192, 193], which are mainly confined to the centrifugally-unstable inner region and

qualitatively similar to IPS described in the present paper. Simulations with periodic axial

boundary conditions [194] showed that, as Rei is increased beyond the primary instability,

the spiral flow in the inner region increasingly disturbs the centrifugally-stable outer region.

Coughlin & Marcus found that, beyond a certain Rei, the disturbance amplitude becomes

strong enough to trigger a shear instability in the outer layer leading to turbulence. This

transition scenario is in qualitative agreement with experimental observation in TCF with

moderate-to-large aspect ratios (17 ≤ Γ ≤ 46) [71].

Our experimental results suggest the interactions between inner and outer flow regions

also play a central role in transition in small-aspect-ratio TCF, with the important difference

that transition from laminar flow leads directly to turbulence facilitated by the temporary

appearance of IPS. The laminar state with Reo fixed exhibits a subcritical rather than a

supercritical instability as Rei increased quasi-statically. Consequently, as Rei increases,

the laminar flow undergoes a finite amplitude instability leading to growth of a spiral flow

mostly confined to the inner region (cf. Figure 4.7(a)). However, unlike the large-aspect-

ratio case, the emerging spiral states are transient, with the flow in the inner region gen-

erating disturbances of sufficient amplitude to trigger shear instability in the outer region

leading to turbulence (cf. Figure 4.7(b)). Stable IPS do exist in our system at lower Rei,

but are disconnected from the axisymmetric laminar solution. The transition from stable

IPS to turbulence appears similar to the large-aspect-ratio case.

This transition, as well as the reverse transition from turbulence to stable IPS are similar

from a dynamical systems standpoint. The results shown in Figure 4.3(a) for the decay from
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(a)

(b)

Figure 4.7: Typical snapshots of the radial velocity in the constant θ plane for (a) IPS and
(b) turbulence in the numerical simulation atRei = 637 andReo = −1000. The r direction
is vertical and z is horizontal, with the inner cylinder at the bottom. Red (blue) indicates
positive (negative) values of vr.

turbulence is reminiscent of earlier observations of transitions from turbulence in pipe flows

[195, 186, 196] and in large-aspect-ratio TCF driven solely by outer cylinder rotation [60].

In all these cases, the exponential decay from turbulence is suggestive of a memoryless

process in which, from a state space viewpoint, the transient character of turbulence is

captured by a finite-time escape from a chaotic repeller to a qualitatively different solution.

Interestingly, in all previous work, once the turbulent transients had disappeared, the flow

relaminarized; by contrast, our results demonstrate, for the first time, that turbulence gives

way to another chaotic state (IPS). Moreover, Figure 4.3(b) suggests the transition from IPS

to turbulence exhibits a similar character, so that for sufficiently largeRei, IPS are described

by a chaotic repeller and the flow transitions to a different chaotic state (turbulence). In this

regard, the origin of the IPS-to-turbulent transition observed here is quite different from the

linear secondary instability mechanism proposed earlier [194]. The change of the nature

of the chaotic set underlying IPS from an attractor at lower Rei to a repeller at higher Rei

also explains the transient appearance of IPS during the transition from laminar to turbulent

flow.
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Prior work has demonstrated the chaotic behavior of IPS arises from competition be-

tween spiral modes of different wavenumbers and helicities [50, 71, 194]. Our observations

of IPS were made in a TCF apparatus with an aspect ratio substantially smaller than that

employed in earlier studies of IPS; thus, axial confinement effects in our work hinders clear

identification of distinct spiral modes at play in IPS. Nevertheless, we speculate that chaos

in IPS observed here originates from qualitatively similar mode interactions as that found

in larger aspect ratio studies.

Our experimental and numerical results indicate that, for suitable parameter values,

Taylor-Couette flow can exhibit some key characteristics commonly observed in the tran-

sition to turbulence in other shear flows. The transition from laminar flow to turbulence

is subcritical, like that observed for flows in channels and boundary layers. In particular,

when transition is probed by increasing Rei sufficiently slowly (see subsubsection 4.2.2),

structured, non-turbulent flows (transient interpenetrating sprials) mediate the transition to

turbulence in Taylor-Couette flow in a manner that is analogous to the role of Tollmein-

Schlicting (TS) waves in the transition to turbulence in channels and boundary layers in

low-noise environments. However, there are also significant differences between Taylor-

Couette flow and other canonical shear flows: the physical instability mechanism of IPS

(centrifugal instability) differs from the mechanisms for TS waves; TCF transition does not

feature a linear growth regime like that found for TS waves in channel and boundary layer

transition; stable, nonlinearly-saturated TS waves are never observed in channels/boundary

layers, unlike the stable IPS observed in TCF.

Subcritical laminar-turbulent transition is most commonly studied in open flows. How-

ever, closed flows such as TCF, which display highly reproducible transitions and close

correspondence between numerics and experiments, offer opportunities to explore in much

greater detail behaviors that may show up in a variety of shear flows, open or closed. One

such opportunity for future study emerging from recent theoretical and experimental work

suggests that the dynamics of turbulent flows are guided by particular unstable solutions
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to the Navier-Stokes equation [197, 198]. This work suggests that selected solutions with

simple temporal behavior (e.g., equilibria, limit cycle oscillations) exhibit spatial structures

that are strikingly similar to well-known patterns (coherent structures) that have long been

known to play a central role in turbulence; moreover, a suitable selection of such solutions

(known as exact coherent structures) can be harnessed to capture turbulent flow dynamics

and statistics (e.g., average turbulent flow properties). Our results suggest that exact coher-

ent structures with spiral spatial structures could play a role in mediating laminar-turbulent

transition in counter-rotating Taylor-Couette flow.
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CHAPTER 5

DYNAMICAL SHADOWING OF RELATIVE PERIODIC ORBITS BY

TURBULENCE

Both engineered and naturally occurring fluid flows are often turbulent and exhibit rich and

complicated dynamics. Yet despite centuries of systematic studies going back to Leonardo

da Vinci, numerous open questions remain. Statistical theories brought some success in

understanding energy and momentum transport in turbulent flows [3, 4], yet quantitative

predictions, even for simple properties such as the pressure drop for turbulent pipe flow, re-

main elusive and require the use of empirical relations [5]. Statistical approaches tend to as-

sume isotropic and/or highly symmetric flows, neglecting the spatial and temporal structure

of turbulence. In particular, one of the key unexplained mysteries is the role of recurring,

recognizable patterns, known as coherent structures [9]. Coherent structures can provide

a better understanding of turbulence [22], even describing physical mechanisms [16] not

captured by statistical distributions. While previous studies have primarily focused on the

spatial aspects of coherent structures, coherent structures can be used as building blocks

of the temporal behavior of turbulence as well. The attempts to build deterministic models

describing the evolution of coherent structures based on various modal decompositions go

back many decades [199].

A description of turbulence that incorporates coherent structures requires them to be

connected to the governing equations. Development of advanced numerical methods such

as Newton-Krylov solvers [200] have enabled the computation of unstable, recurrent so-

lutions of the Navier-Stokes equation. Some of these solutions were found to have spa-

tiotemporal properties similar to the observed coherent structures leading to the conjecture

that coherent structures appear when turbulent flow transiently approaches these solutions.

Consequently, such unstable solutions became known as exact coherent structures (ECSs).
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ECSs provide a direct link between the governing equations and the short-lived patterns

frequently observed in turbulent flows. They also concrete the qualitative picture of tur-

bulence proposed in the 1940s by Eberhard Hopf [23]. Inspired by the work of Poincaré

on celestial mechanics and chaos [24], Hopf’s picture represents turbulence as co-evolving

with (shadowing), one after another, a repertoire of unstable solutions. Shadowing implies

that turbulent flow has spatial and temporal structure mimicking that of (possibly more than

one) unstable recurrent solutions to the governing equations.

Most of the prior work exploring the role of exact coherent structures in turbulence fo-

cused on traveling waves (TW) in transitional flows [18], although TWs have been found

in flows as high as Re = O(106) [201]. Traveling waves are equilibria in a co-moving

reference frame and represent the simplest type of dynamics in systems with continuous

spatial symmetries. There is experimental evidence of the role of TWs in the transition

from laminar flow to turbulence [197, 202, 203]. TWs were even found to be visited by

turbulent flow in numerical simulations of channel flow [204] and pipe flow [205, 206].

However, TWs are too simple to describe the rich temporal dynamics of fluid turbulence.

Instead, ECSs that exhibit nontrivial temporal behavior [207, 208] are better suited for this

purpose. In particular, RPOs, which are periodic orbits in a co-moving reference frame,

are thought to play a key role [45]. Although previous studies found the flow to instanta-

neously resemble RPOs in numerical simulation of transitional turbulence [45], it was only

recently shown that ECSs describe the temporal evolution as well [209]. To date, these

findings have not been validated experimentally. In this chapter, the first experimental evi-

dence that unstable, recurrent solutions (i.e. ECSs) play a substantial and persistent role in

characterizing the time-evolution of experimentally observable turbulence in three spatial

dimensions is presented.

97



Figure 5.1: Turbulence is visualized in a laboratory flow between concentric,
independently-rotating cylinders with radii ri, ro and corresponding angular velocities
Ωi,Ωo. Fluid is confined between the cylinders and bounded axially by end caps co-rotating
with the outer cylinder. The red-white-blue colors indicate the fluid’s deviation from the
mean azimuthal velocity component at a fixed axial location equidistant (h/2) from the
axial end caps.

5.1 Turbulence in small Γ TCF

To convincingly verify Hopf’s picture of turbulence, it is necessary to compute a collection

of ECSs under conditions that fully match those encountered experimentally. This is most

conveniently done for a closed flow, where the boundary conditions in the flow direction

are naturally periodic. For this reason, the present study focuses on TCF between two

concentric, independently rotating cylinders. The present study was carried out in a system

with Γ = 1, as shown in Figure 5.1.

TCF is a canonical flow that has been used to study a wide variety of flow behaviors,

including pattern formation [58, 50], transition to turbulence [52, 53, 54, 60, 25], and

turbulence itself [55, 56, 57]. The bulk of the previous work was performed in systems

with large Γ. In the work presented here, we restrict Γ to be small to allow for direct

comparisons between numerics and experiment across the full flow domain. Specifically,

we focus on flows driven by counter-rotating cylinders (Rei = 500, Reo = −200) in a
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wide-gap (η = 0.71), small-aspect-ratio (Γ = 1) geometry. In the small-aspect-ratio regime

(Γ ≈ 1) of TCF, there have been several studies with stationary outer cylinder and rotating

inner cylinder [61, 62, 63, 64, 65, 66, 67, 68, 69]; however, only one study examines the

co- and counter-rotating scenarios [70], and none investigate turbulence.

As Γ decreases, the end cap effects play a more substantial role than they do at large Γ.

In particular, the top and bottom end caps result in a redistribution of angular momentum,

which causes the transition away from the laminar base flow to occur at larger values of

Rei [71]. However, the decrease in Γ does not undermine the three-dimensional nature of

the spatio-temporally chaotic flow observed at Reynolds numbers considered in this study,

which still exhibits structure over a range of scales in each spatial dimension.

An experimental realization of TCF was constructed with transparent walls, giving op-

tical access to the entire domain of the flow. For visualization, the flow was seeded with

neutrally buoyant, fluorescent tracer particles and the plane at z = h/2 was illuminated.

For details regarding the experimental design, construction, and procedure, see Chapter 3.

Despite having nontrivial structure in the axial direction, shadowing can be characterized

sufficiently well by considering the motion in a radial-azimuthal plane at a fixed height

along the axis (see subsection 5.2.1 for details). The flow was imaged with a camera whose

line of sight lies along the cylinders’ axes, and in-plane components of velocity were deter-

mined using particle image velocimetry. Direct Numerical Simulations (DNS) in the entire

flow domain were performed using a pseudospectral solver [181] with boundary conditions

exactly matching experiment [210]. This correspondence enables a quantitative compari-

son of numerically computed ECS with experiment.

5.2 A demonstration of shadowing

5.2.1 A quantitative signature of shadowing

Often, state space distance is used as a measure of similarity of two flows [211, 45, 44]. If

two flows resemble each other, their l2-norm based distance, D1(t), should be small. How-
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ever, just having a small distance between the two flows does not imply they are evolving

similarly. Consider two examples from Kuramoto-Sivashinsky (KS), which is a nonlinear

model of how a laminar flame front evolves [212, 213]. In general, KS is a vector equation,

but let’s consider the one-dimensional version of it,

ut + uxx + uxxxx +
1

2
u2
x = 0, (5.1)

where the subscripts imply partial derivatives with respect to that variable. To analyze the

KS system in one-dimension, allow the spatial domain to be periodic. In this scenario,

there is a continuous symmetry in the spatial dimension, which implies that the relevant

class of ECSs will be RPOs.

Figure 5.2 presents two examples of when a chaotic trajectory in KS has a small dis-

tance with an RPO. Both examples have comparably small distance values between turbu-

lence and the RPO, but as can be seen in panel (b), only one of the examples has dynamical

similarity. Therefore, if an RPO is to be considered dynamically relevant to turbulence, a

more sophisticated metric than the simple closest distance is needed.

In order to establish the dynamical relevance of an RPO in turbulence, the flows repre-

senting both must have similar temporal evolution and spatial orientation. To quantify how

closely the RPO is being shadowed, we define two distance metrics

Dφ(t, τ) = min
φ
‖u(t)− ui(φ, τ)‖2 (5.2)

and

Dτ (t, φ) = min
τ
‖u(t)− ui(φ, τ)‖2, (5.3)

whose minima determine the evolution of the coordinates τ and φ parameterizing the RPO.

An example of a turbulent flow in direct numerical simulations (DNS) shadowing an RPO

is shown in Figure 5.3. In this example, for the range of t where turbulence is shadowing
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(a)

(b)

Figure 5.2: Two examples from Kuramoto-Sivashinsky demonstrating that state space
distance alone is not sufficient for identifying shadowing. Panel (a) shows two events of
comparably small state space distance: (I) and (II). In panel (b), both examples are plotted
with the chaotic trajectory on top and the RPO being shadowed below. The interval of
time when the distance is below the threshold indicated in panel (a) is outlined by a black
box. Note that for example (I), the interval below the distance threshold is a good example
of shadowing while the comparably low distance of example (II) is not an example of
shadowing. 101
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Figure 5.3: A shadowing event for RPO1 in DNS. The distance metricsDφ (above) andDτ

(below) are shown over a time interval including the shadowing event which corresponds
to t/T ∈ (0.8, 1.8).

the RPO, there is a clear minimum in Dφ that falls along the diagonal τ = t − t0 and

a staircase pattern of minima in Dτ , implying the flows are not only similar at one time

instant, but both flows have the expected similar orientation and temporal evolution for

more than one period. The discrete shifts in the minima of Dτ are associated with the

rotation of the reference frame by angle Φi once per period of the RPO, so that u(t) is

expected to be similar to ui(φ± Φi, τ) for τ < 0 and τ > Ti.

5.2.2 2D-2C PIV is sufficient

Unlike TW detection in previous experimental studies, RPO detection requires a measure-

ment that provides spatial structure along the streamwise direction. TWs have spatial and

temporal translations that are equivalent, making it possible to detect them by imaging the

flow in a fixed plane transverse to the flow and using Taylor’s frozen turbulence hypoth-

esis to reconstruct the spatial variation from the temporal variation. However, RPOs vary
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Figure 5.4: The distance D(t) between a turbulent flow in DNS and RPO7, during an arbitrary
interval, computed using the full, 3D-3C flow field (solid blue) and the 2D-2C flow field restricted to
the midplane z = 0 (dashed red). Both signals were normalized to allow direct comparison. These
normalized signals differ by less than 1% relative error over the interval t ∈ (0, 60), indicating
that the 2D-2C distance is a good proxy for 3D-3C distances. Here and below, time has been non-
dimensionalized using the timescale d2/ν, for cylinder gap width d and viscosity ν.

independently in space and time, explicitly breaking the Taylor hypothesis. In our system,

we find measuring the streamwise (θ) and radial (r) velocity components in a plane at a

fixed height along the axis of rotation provides sufficient spatial and temporal information

to detect reliable shadowing events involving RPOs. To illustrate this point, the distance

D(t) = minφDτ (t, φ) = minτ Dφ(t, τ) between a turbulent flow in DNS and RPO7 is

shown in Figure 5.4. In this figure, a clear correlation exists between distances computed

over the entire volume and distances computed with only in-plane velocities obtained from

the mid-plane.

The ability to robustly identify shadowing events with two-dimensional data sets should

not be taken to imply that the flow is nearly two-dimensional. Indeed, the small aspect-ratio

Γ implies that end-cap-induced Ekman pumping strongly affects the flow over its entire

axial extent. More importantly, as Figure 5.5 illustrates, the fluctuations about the mean

flow in all three directions have comparable magnitude over a large range of scales which

is typical for three-dimensional turbulent flows. Also, as is typical for turbulent flows, we

find the power spectrum to be broadband without any discernible peaks for any of the three

velocity components.
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Figure 5.5: Turbulent behavior in all three velocity components is indicated by significant energy
in a broad range of azimuthal mode numbers, as illustrated by the time-averaged magnitude of the
azimuthal spectral coefficients from numerical simulations at Rei = 500, Reo= -200.

5.2.3 Library of Solutions

Taylor-Couette flow has inherent symmetry with respect to continuous rotations about the

z-axis, Rφ,

Rφu(r, θ, z) = u(r, θ − φ, z), (5.4)

and discrete reflections, Kz,

Kz[ur, uθ, uz](r, θ, z) = [ur, uθ,−uz](r, θ,−z), (5.5)

about the z-axis. This implies that the solutions relevant to turbulence are relative solu-

tions, such as RPOs or traveling waves, and pre-periodic orbits. A turbulent trajectory

u(t) was computed for 60 non-dimensional time units (equivalent to 300Ti) where time

is non-dimensionalized using the radial momentum diffusion timescale, d2/ν ≈ 267 sec-
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Table 5.1: Properties of RPOs found in TCF for Γ = 1, η = 0.71, Rei = 500 and Reo = −200:
the temporal period T and shift φ. The dimension of the unstable manifold of each solution, Nu

is also shown, as well as the escape time, γ−1. Both the period and escape rate have been non-
dimensionalized using the timescale d2/ν ≈ 267 seconds, for cylinder gap width d and viscosity
ν.

T Φ Nu γ−1

RPO1 0.195 1.040 7 0.0246
RPO2 0.177 0.855 5 0.0166
RPO3 0.234 0.447 7 0.0260
RPO4 0.199 0.198 6 0.0227
RPO5 0.421 0.442 5 0.0295
RPO6 0.419 0.424 6 0.0291
RPO7 0.164 0.481 6 0.0249
RPO8 0.215 5.799 6 0.0464

onds. We find that the chaotic set breaks the z-reflection symmetry. That is, there are two

z-asymmetric chaotic sets, one the reflected copy of the other, which are observed to be

dynamically disconnected. Pre-periodic orbits, which would represent orbits lying in both

sets, are therefore unlikely to be relevant to turbulent motion. Because of this, we focus on

relative solutions exclusively.

Relative solutions were found using an in-house Newton-GMRES solver [210] that

leverages a hookstep algorithm [200]. Since Newton’s method is not globally convergent,

sufficiently good initial guesses had to be supplied to this solver. To accomplish this we

computed a turbulent trajectory, u(t), and analyzed the recurrence function,

G(t) = min
τ,φ

Dself(φ, τ, t). (5.6)

Deep minima of Equation 5.6 correspond to moments in which the turbulent trajectory

is almost periodic or stationary in the co-moving frame. The flow field during these deep

minima, as well as their corresponding τ and φ values, are good initial conditions for the

solver. These initial conditions are fed into the solver and added to our library of solutions
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if the relative residual

ε =
‖u(T )−RΦu(0)‖2

‖u(0)‖2

, (5.7)

becomes sufficiently small (ε < 10−11). T and Φ represent the period and azimuthal shift

of converged solutions. Eight distinct solutions were converged for this parameter regime;

their properties are listed in Table 5.1.

The symmetry-reduced Euclidean distance

Di(u(t)) = min
φ,τ
‖u(t)−Rφui(τ)‖2 (5.8)

between each of these solutions and the turbulent flow u(t) is shown in Figure 5.6. The

distance was normalized by the radius of the chaotic set

Σ = 〈 ‖u(t)− 〈u(t)〉t‖2 〉t, (5.9)

where 〈 · 〉t denotes a temporal mean. Low (compared with unity) values of Di/Σ indicate

instances where turbulence approaches RPO ui.

5.2.4 Examples of shadowing

Rotational symmetry of the TCF implies that, just like for a pipe or channel flow, most

ECSs are expected to take the form of either RPOs or TWs [45]. Both types of ECSs

satisfy the condition

u(r, θ − Φ, z, t+ T ) = u(r, θ, z, t). (5.10)

For RPOs, T is the period of the solution and Φ is the angle by which the solution drifts

in the azimuthal direction over one period. The constant angular speed of the co-moving

frame is then Ω = Φ/T . For TW’s, Equation 5.10 is satisfied for any Φ and T whose ratio
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Figure 5.6: The distance between turbulent trajectory and the eight RPOs in DNS, computed using
the 3D-3C Euclidean norm. Here, Di is the distance to solution ui and Σ is the radius of the chaotic
set. The threshold Di/Σ = 0.4 below which two flow states are considered close is designated with
a dashed black line. While the full data set spans t ∈ [0, 60], only a portion of that interval is shown
here, to better illustrate the behavior of the distances, Di.

Ω is the drift speed of the solution.

We focused on computing RPOs by analyzing a long, unconstrained turbulent flow

obtained through DNS. Nearly recurrent segments of the simulated turbulent trajectory

were found by examining minima of the residual,

Dself(θ
′, t′, t) = ‖u(r, θ − θ′, z, t+ t′)− u(r, θ, z, t)‖2, (5.11)

where ‖u‖2
2 =

∫
V
u · u dV . These segments were then used as initial conditions for

a Newton-Krylov solver which converged them to be exactly recurring, i.e., solutions

to Equation 5.10. This search identified eight distinct RPOs, each labeled with index

i = 1, . . . , 8.

In general, the set of flow states corresponding to an RPO is a two-torus, Si, in the

infinite-dimensional space of flow states (see Figure 5.7(a)). In the fixed laboratory frame,

trajectories lying on Si are quasi-periodic. Any point on the i-th RPO (light blue two-

torus in Figure 5.7(b)) may be written as ui(φ, τ), for some φ and τ . Both coordinates are

cyclic, with φ running from 0 to 2π and τ ranging from 0 to Ti (the solution’s period). To
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Figure 5.7: Low-dimensional projections suggest that RPOs, i.e. solutions to the govern-
ing equations that recur indefinitely in time, are relevant to turbulence. (a) To demonstrate
that RPOs are truly two-tori when rotational symmetry is not reduced, RPO2 is plotted over
80 periods using the coordinates shown, where uθ represents the azimuthal component of
the flow velocity and 〈·〉 indicates a spatial average. Thus, 〈uθ〉 is the mean azimuthal
speed, and 〈uθ sin(θ)〉 (〈uθ cos(θ)〉) is the imaginary (real) component of the leading spec-
tral mode. (b) Cartoon depicting how a portion of a turbulent trajectory (solid red curve)
shadows, i.e., follows, an RPO (light blue surface) for a period of time. Shown in dark blue
is the trajectory belonging to the RPO, which is most similar to the turbulent trajectory. The
orange arrow relates a point on the turbulent trajectory to the point closest to it on the torus.
(c) Using energy E and energy dissipation rate D of the flow as projection coordinates,
eight RPOs are represented by closed trajectories (shown in color). RPOs appear as closed
curves in this projection because both coordinates are rotationally invariant. The chaotic
behavior of turbulence is indicated by the distribution (shown in grey) of visits to particular
regions of the projection (darker regions have higher likelihood of visitation).

visualize the relationship between the computed ECSs and turbulent flow, we plotted in

Figure 5.7(c) each RPO, ui, using a low-dimensional projection of the state space spanned

by the energy E = ‖u‖2
2 and the rate of energy dissipation D = ‖∇ × u‖2

2. Since both E

and D are invariant with respect to rotation, every RPO is represented by a closed curve
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in this particular projection. Indeed, as we mentioned previously, each RPO becomes a

temporally-periodic solution in the co-rotating reference frame.

A long turbulent trajectory computed using DNS is shown in Figure 5.7(c) as a his-

togram, with the gray scale intensity representing the likelihood of visiting different regions

of state space. In this low-dimensional projection, we find that the computed RPOs lie in

the regions of state space frequently visited by turbulence. Although this fact is consistent

with Hopf’s picture of turbulence, it does not by itself demonstrate that turbulent flows

evolve similarly to RPOs. If RPOs play an important dynamical role, turbulence will not

only approach each RPO, but shadow it, i.e., the corresponding flows will co-evolve in a

similar manner for an interval of time before diverging.

The expected duration of shadowing intervals depends on the stability properties of in-

dividual RPOs. The more unstable an RPO is compared to its peers, the less frequently

its neighborhood is visited by turbulent flow. Moreover, the more unstable a solution

is, the shorter the shadowing intervals are. Stability is characterized by the escape rate

γi =
∑

k Re(λi,k), where λi,k are the unstable Floquet exponents of RPOi. The inverse of

the escape rate then gives the characteristic duration of shadowing intervals. The typical

value in our system, γ−1 ∼ 0.027, is much shorter than the typical period of an RPO (see

Table 5.1), so turbulence is expected to shadow short segments of an RPO before leaving

its neighborhood, as illustrated in Figure 5.7(c).

We quantify shadowing of RPOi by projecting turbulent flow u onto the coordinate

system associated with the corresponding torus Si. We define ui(φ(t), τ(t)) to be the point

on Si closest to a snapshot u(t) of turbulent flow at time t, such that

{φ(t), τ(t)} = arg min
τ ′,φ′
‖u(t)− ui(φ

′, τ ′)‖2. (5.12)

For any initial condition on Si (e.g., any flow field described by the RPO), we will have

φ(t) = φ0 and τ(t) = t + τ0 with some constant φ0 and τ0. For any trajectory passing
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close to Si, we expect the same relations to be satisfied approximately. Hence, we detect

shadowing by searching for intervals where deviations from these two relations are small

(specifics can be found in the Materials and Methods “Shadowing Criteria” section below).

Shadowing events identified using these criteria are summarized in Figure 5.8 for a nu-

merically computed turbulent trajectory over an interval equal to about 300 times the mean

RPO period; this interval corresponds to about 270 minutes in experiment. We find, in val-

idation of Hopf’s picture, that turbulence visits the neighborhoods of all eight RPOs, with

each neighborhood visited multiple times. In fact, we observe that turbulence occasionally

shadows multiple solutions simultaneously, as indicated by vertical lines that share some

time intervals in Figure 5.8. This behavior can be understood from dynamical systems the-

ory, which indicates the state space occupied by a chaotic attractor is tiled with an infinite

hierarchy of periodic solutions of varying periods. If two (or more) periodic solutions are

nearly identical, then, when turbulence shadows any portion of one such solution’s orbit,

shadowing of the other close-by solution(s) will typically occur. This is the situation for

RPO5 and RPO6 in our system. We speculate that RPO5 and RPO6 are born from a nearby

(in parameter space) bifurcation, thereby explaining their closeness. When solutions are

not particularly close (on average) in state space, simultaneous shadowing can still arise

if a portion of their orbits are close and the turbulent flow happens to pass into the state

space neighborhood of this close portion of the orbits. We believe this to be the case for

the simultaneous shadowing of the known RPOs other than RPO5 and RPO6.

Figure 5.9 illustrates experimentally observed shadowing of RPO1 and RPO7. For each

RPO, this figure compares four equally spaced snapshots of the flow field in the symmetry

midplane z = h/2 that correspond to the RPO and turbulent flow in the experiment. Turbu-

lent flow in this system is characterized by fluctuations that are relatively weak compared

to the axisymmetric mean flow 〈u〉t,θ. Hence, to visualize the fluctuation, we subtracted the

mean from all the flow states. Figure 5.9 shows the deviation of the azimuthal flow velocity

from its mean. In each observed shadowing event, the turbulent flow’s complex spatial and
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Figure 5.8: Turbulence frequently shadows ECSs. In the graphic, black vertical lines
indicate shadowing events – time intervals during which ECSs (RPO1-RPO8) are being
tracked by turbulence obtained from a numerical simulation (See Materials and Methods
“Shadowing Criteria” section). The duration of each shadowing event shown is at least one
escape time γ−1

i , computed from the unstable Floquet exponents of the corresponding ECS.

temporal structure is well characterized by the corresponding RPO.

5.3 Automated shadowing detection

5.3.1 Dynamics in state space

A fluid flow is typically thought of and described as a time-dependant, velocity field; how-

ever, this same flow can also be understood as a trajectory in a high-dimensional space,

called “state space.” State space can be constructed from the 3D velocity field with any

invertable, one-to-one mapping. Regardless of the choice of mapping, at an instant in time,

the entire flow field is represented as a single vector. At any instant in time, this vector

points to a single location in the state space and, as time evolves, this point traces out a

curve. For a turbulent flow, the trajectory of this state vector traces out is a chaotic, com-

plicated curve.

Embedded within the complicated tangle of the turbulent trajectory, there exists special

closed trajectories. These closed trajectories are solutions to the governing equations that,

unlike turbulence, reccur indefinitely in time (e.g. a fluid flow that exhibits periodic motion

in time as it advects down the length of a pipe). Recurrent solutions are thought to be

related to coherent structures in the 3D flow field, and, for this reason, are often called
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Figure 5.9: Experimental evidence that turbulence and RPOs, i.e., solutions to the govern-
ing equations that reccur indefinitely in time, co-evolve when the ‘shadowing’ criteria are
met. Turbulence closely follows RPO1 (top) and, during a different time interval, tracks
RPO7 (bottom). In both cases, the color map shows the deviation in the azimuthal com-
ponent of the velocity uθ from the mean; moreover, the time interval between successive
turbulent snapshots is approximately 3.5 seconds, which may be compared to the period,
52 (44) seconds, and escape time, 6.6 (6.6) seconds, of RPO1 (RPO7). The flow fields for
the RPOs were chosen by first finding the optimal azimuthal orientation φ0 and temporal
phase τ0 for the entire shadowing event; subsequently, the RPO was evolved in time while
holding the azimuthal orientation fixed (i.e., φ(t) = φ0 and τ(t) = τ0 + t).

Exact Coherent Structures.

Recurrent solutions are believed to be useful for recovering statistical aspects of the
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flow [43, 208] and have been proposed the building blocks of state space [45]. These

special solutions are located in the same region of state space as the turbulent trajectory

and, therefore, capture the intrinsic geometric structure of the chaotic trajectory in state

space. With a properly chosen collection of recurrent solutions, the geometry of the full

turbulent trajectory can be approximated. Recent work has even suggested that recurrent

flows can be used to capture the dynamics of turbulent evolution as well [209, 214].

Representing a turbulent flow as a chaotic trajectory in state space is advantageous

for understanding how similar turbulence and recurrent solutions evolve. In state space,

dynamical similarity is given by the relative shape and proximity of two trajectories. That

is, two very close points in state space correspond to two flows that have only a slight

difference in the velocity field. Similarly, two trajectories that explore state space along

similar shaped paths have two flow fields with similar time evolution. Therefore, if two

trajectories are both close and have the same shape, they can be considered dynamically

similar.

Identifying intervals of time when a given recurrent solution is dynamically relevant is

a first step towards developing a useful framework for understanding the dynamics of tur-

bulence using recurrent solutions as building blocks to coarse grain turbulent state space.

Early work focusing on finding recurrent solutions in turbulence either used qualitative

comparisons [197] or searching for minima in Euclidean distance in state space [198].

However, just as two flows starting from rest can evolve quite differently, an instanta-

neously small Euclidean state space distance does not indicate dynamical similarity. To

infer dynamical similarity, more must be known about the shape of the trajectories over

time.

5.3.2 Signature of shadowing

State space for a turbulent flow is very high-dimensional, and computing the geometric sim-

ilarity of trajectories in this space is computationally intractable (although possible through
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methods like persistent topology). To overcome this, a projection is needed [43]. Often, the

choice of projections are either along dimensions corresponding to observables calculated

from the flow (e.g. energy input and dissipation) or simply ad hoc. If the observables are

chosen intelligently, a lot can be understood from a small amount of information. On the

other hand, if the observables are chosen poorly, the data can be difficult to interpret, have

crucial information obscured, or even be presented in a misleading way.

For instance, consider the use of distance in state space. Often, state space distance

is used as a measure of similarity of two flows [211, 45, 44]. If two trajectories in state

space are co-evolving, then their Euclidean distance (i.e. l2-norm based distance), d(t), in

state space should be small and remain small as they co-evolve. However, the two trajec-

tories can be the same distance apart from each other, but along many different directions.

This means that two flows that have small state space distance, could evolve in different

ways. Two fluid flows that are evolving similarly will manifest as two trajectories move

along similar shaped paths. Therefore, a better indicator of dynamical similarity is that the

distance remain small for some time and that the shape of the state space trajectories are

similar.

Here, we introduce a projection of state space that makes dynamical similarity of tur-

bulence and a recurrent solution easy to identify. This projection reveals simple, straight

features when the two complicated trajectories are evolving similarly. For a fixed point,

shadowing is simply indicated by an interval of time where d(t) is small. However, recur-

rent flows are time-dependant and a small value of d(t) does not necessarily imply that the

two flows are evolving similarly. For instance, the turbulent trajectory may simply slow

down when in the vicinity of the recurrent solution before racing away, resulting in an ex-

tended duration of time with small d(t). If, on the other hand, the turbulent trajectory is

tracking along with the recurrent solution, as time, t, along the turbulent trajectory evolves,

the distance to the recurrent solution parameterized in time by τ will remain small as both t

and τ evolve. Therefore, not only evaluating the state space distance as a function of t, but
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also parameterizing the distance with time along the recurrent flow (i.e. d(t, τ)) allows for

time-dynamics to be elucidated. When turbulence is shadowing a recurrent solution, the

minima of d(t, τ) to fall along d(t, t).

In addition to paramaterizing distance along both time coordinates, in systems with

continuous symetry, the dynamics in the symmetry directions also need to be concidered.

Since TCF has a continuous symmetry in θ, time-periodic solutions that advect in the az-

imuthal direction as time evolves are also possible. This class of solutions is known as

relative periodic orbits (RPOs). While the azimuthal drift speed, Ω, will depend on the

specific recurrent solution, it is always easily computable from the recurrent solution itself.

Thus, for a given specific solution’s drift speed, the distance metric will have a minimum

of d(t, τ, θ) along d(t, t,Ωt), when turbulence shadows a relative periodic orbit. This cal-

culation can be extended to every symmetry of the recurrent solution. In every situation,

regardless of the number of symmetries present, shadowing implies a minimum along a

line of constant slope in d(t, τ, θ, . . . ).

To illustrate the use of this analysis, consider the example projections in Figure 5.10. In

panel (a), a projection along two Fourier modes of a turbulent trajectory (in red) evolving

similarly to a recurrent solution (in blue) is shown. In this projection the dynamical similar-

ity between these two trajectories is difficult to identify. If, instead, the same co-evolution

event is plotted as a heat-map of d(t, τ), there is a clear minimum distance along a diago-

nal, straight line (see panel (b) of Figure 5.10). When turbulence and a reccurent solution

co-evolve in this way it is called “shadowing.” When turbulence is shadowing a reccurent

solution (i.e. the minimum of d(t, τ) falls along a straight, diagonal line), the flow fields in

3D space evolve similarly in time (see Figure 5.9).

5.3.3 Shadowing Detection

The utility of finding linear minima of d(t, τ, θ) is clear; when linear minima exist, the flow

fields evolve similarly. However, finding many examples of linear minima by inspection is
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Figure 5.10: Illustration of the proposed shadowing projection (b) versus traditional projec-
tions (a). In both panels, the recurrent solution is depicted in red. The other curve represent
turbulence, color coded by the distance between turbulence and the solution in the full state
space. In panel (a), 〈cos(kθ)uθ〉 represents Fourier modes of the azimuthal velocity field.
Fourier modes are computed in the co-moving frame with the recurrent solution, such that
it is exactly periodic over one period. In panel (b), the time coordinates of turbulence t,
and the recurrent solution τ are used, in units of the solutions period T . In this projection,
motion is simple during shadowing (e.g. around t ∈ (3, 4). Around t ∈ (0, 1), there is
a close pass to the recurrent solution. However, this would not be considered shadowing,
since the evolution is not similar, i.e., the line is not sufficiently linear.

laborious. Thus, an automated detection scheme is needed.

For systems with continuous symmetries in their boundaries, a continuum of recurrent

flows exist. For each RPO, u(τ, θ), there are symmetry related ‘copies’, u(τ − τ0, θ − θ0),

that also satisfy the governing equations for τ0 ∈ [0, T ) and θ0 ∈ [0, 2π). Identifying linear

minima in d(t, τ) for any one of these symmetry related copies would imply turbulence is

shadowing the prototypical solution in the family of RPOs, just shifted along the symmetry

direction.

In order to identify intervals of time when turbulence is dynamically similar to a given

recurrent solution, the average state space distance along a line of t = τ + τ0 can be

evaluated. Minima of d lying along lines of slope 1 implies that the distance between
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the two trajectories is only changing along a single direction and therefore the shapes of

the two trajectories are similar. Additionally, when the minima are deep, not only are the

dynamics similar, but the flow fields themselves are also similar. The average distance

during a shadowing event lasting T seconds may be computed as

d̄(t0, τ0, θ0) =
1

T

∫ T

0

d(t− t0, t− τ0,Ωt− θ0) dt, (5.13)

where the shadowing event starts at t0 along turbulence and τ0 along the recurrent flow, for

an RPO oriented at θ0 along the azimuth. If d̄ is small, the turbulent and RPO flow fields

are co-evolve in physical space for at least T seconds, as seen in Figure 5.9.

The average distance along a line can be evaluated for any (t0, τ0, θ0), and inspected for

when d̄ is small. Equation 5.13 may be written as a convolution

d̄(t0, τ0, θ0) =

∫
d(t, τ, θ)L(t0 − t, τ0 − τ, θ0 − θ) dt dτ dθ

= [L ∗ d](t0, τ0, θ0), (5.14)

where L(t, τ, θ) = δ(τ − t)δ(θ − Ωt)/T is a ‘stencil’ that averages distances only along

a line of the proper slopes. Just as in Equation 5.13, d̄ is a measure of the quality of

shadowing, starting at time t0 and τ0, where θ0 describe which symmetry related trajectory

of the RPO is being considered. For most choices of (t0, τ0, θ0), turbulence and the given

reccurent solution will not resemble each other whatsoever; this is indicated by d̄ being

large.

To characterize d̄ as “small” or “large,” a distance scale is needed. Generically, a char-

acteristic distance scale, D, can vary substantially throughout state space, as the density of

trajectories in state space itself varies. This characteristic distance can even vary along a

single recurrent solution (see Figure 5.11). As a result, intervals of shadowing that occur

in regions where D is large will result in a larger value of d̄ compared with shadowing
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(a) (b)

Figure 5.11: The average distance from each recurrent solution to experimentally obtained
turbulence. The average distance, d, is independant of orientation along the azimuthal di-
rection, but depends on τ . (a) Distance from each recurrent solution to turbulence averaged
over t and τ . (b) Distance from each recurrent solution to turbulence averaged over t and
θ.

events of similar quality in regions where D is small. Thus, to compensate for this intrinsic

variation in distance within state space, we define a normalized average distance

d̃(t0, τ0, θ0) =

∫
d(t, τ, θ)

D(τ, θ)
L(t0 − t, τ0 − τ, θ0 − θ) dt dτ dθ, (5.15)

where D(τ, θ) is the charicturistic distance scale of state space in the vicinity of u(τ, θ). In

general, D may depend on θ. However, TCF is equivariant under rotations along θ, so no θ

dependence is expected. The same cannot be said for τ , see Figure 5.11, and as a result D

varies only along the RPOs time coordinate. Thus, we define the characteristic length scale

D(τ) =

[
1

2πT

∫ 2π

0

∫ T

0

1

d(t, τ, θ)
dt dθ

]−1

,

as the harmonic mean distance between turbulence and the given RPO. The harmonic mean

weights distances closer to the PRO more, which gives a more localized measure of the

characteristic inter-trajectory distance to the RPO.
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For a shadowing event to be considered significant, it should persist for at least as long

as the characteristic escape time of the given RPO. Two trajectories that do not follow ea-

chother for atleast the escape time are most likely not dynamically similar, while events

lasting longer than the escape time are dynamically similar for longer than a naive expec-

tation based on the solutions stability would suggest. Therefore, the interval of time which

Equation 5.15 is integrated over is chosen to be the characteristic escape time of each RPO,

γ−1
i . This choice, though informed by intuition, is somewhat subjective and other choices

may also be reasonable.

The quantity, d̃, is a measure of the quality of shadowing. low values correspond to

intervals when both the turbulent flow field and its time evolution are well captured by the

specific reccurent solution. For larger values of d̃, the apparent similarity of the two flow

fields and dynamics is less striking. The degree to which the two flows must resemble

one another before it is labeled as “shadowing” is subjective. Figure 5.12 shows an ex-

ample shadowing event observed in numerically computed turbulence. In this figure, the

flow fields at different values of d̃ are plotted to illustrate the subjectiveness of a choise of

threshold for labeling an event as “shadowing.”

5.4 Discussion

The results presented here provide the most convincing evidence to date in support of a dy-

namical description of turbulent flow grounded in the governing equations, as envisioned

by Hopf. Turbulent flow does indeed move between neighborhoods of a collection of ECSs,

where the evolution of turbulent flow in each neighborhood is well-described by the cor-

responding ECS. Therefore, this work demonstrates that ECSs in the form of RPOs are

important in describing the temporal evolution of turbulence.

An automated method for identifying intervals of time when turbulence is dynamically

relevant to a given RPO is essential for any practical implementation of a framework based

on RPOs. Here, an automated shadowing detection algorithm based on the shape and prox-
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Figure 5.12: PLACEHOLDER of a good quality event to RPO01. The flow fields are at
various instances in time, each indicated by a dashed line. For each moment in time, time-
ordered from left to right, the mean subtracted azimuthal velocity, uθ − 〈uθ〉, is plotted
for the (top box) recurrent solution and (bottom box) turbulence. Each rectangular box
represents the ring-shaped region spanned by r and θ.

imity of the turbulent trajectory and a given RPO was established. This algorithm produces

a parameter, d̃, that was demonstrated that be a measure of quality of shadowing. For a

given threshold of quality based on visual inspection of the real-space velocity fields, it

was shown that our limited library consisting of only eight RPOs could capture the dynam-

ics of turbulence for about one-third of the time.

While a much larger set of ECSs is required for a complete quantitative description of

fluid turbulence, even at the relatively low Reynolds numbers considered here, the results

of this study are quite significant. They validate several key assumptions of a deterministic

description of turbulence that is grounded firmly in the governing equations of fluid dy-

namics, and elucidate the relation of the dynamics of coherent structures to the evolution of

turbulent flow. Improved understanding of coherent structures promises to shed new light

on many long-standing problems, including the role and origin of intermittency and the

mechanisms of turbulent cascades. Beyond fluid turbulence, a similar framework should

be useful for describing complex dynamics in other high-dimensional systems where strong

nonlinearities appear, such as plasmas [215], interacting subatomic particles [216], arrhyth-
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mic cardiac tissues [217], neural networks [218], and active matter [219].
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CHAPTER 6

CONCLUSIONS

Turbulence is considered by many to be the greatest unsolved problem in classical physics.

Although much progress has been made over the years, even basic aspects of a turbulent

flow (e.g. pressure drop across a pipe with turbulent flow) have required empirical look-up

tables to determine. Many approaches to turbulence employ statistical descriptions which

provided little (if any) insight into topics such as prediction or control.

Aside from statistical approaches, fluid mechanicists have been identifying seemingly

structured flow patterns in the otherwise disordered turbulence. The role of these flow

patterns, called Coherent Structures, has been an outstanding question for many decades.

Recent work suggests that these recognizable flow patterns are the turbulence resembling

special, non-turbulent flows that are recurrent in time. These special recurrent flows are the

basis for a radical new way of thinking about turbulence pioneered by the mathematician

Eberhardt Hopf, where turbulence fleetingly but repeatedly resembles these recurrent flows.

Recent advancements in computational techniques have allowed researchers to numeri-

cally compute the solutions to the Navier-Stokes equations that exactly recur in time, often

called Exact Coherent Structures (ECS). There has been much theoretical and numerical

investigation of a description of turbulence based on these ECS, however there has been

little experimental work validating this framework. Moreover, the majority of the work in

this area has focused around recovering statistical properties of the flows and very little

work has addressed questions of dynamics.

In this thesis, I presented the first experimental evidence for the dynamical relevance

of ECSs in a three dimensional turbulent flow. This work provides convincing evidence in

support of a dynamical description of turbulent flow grounded in the governing equations,

as envisioned by Hopf.
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To validate this dynamical systems description of turbulence, experiments and numerics

were carried out in the Taylor-Couette geometry. To be able to perform numerics in a

reasonable amount of time, the system was setup with a relatively short axial height to gap

width configuration. The Taylor-Couette apparatus had a geometry that differed from the

vast majority of what was studied in the literature; therefore, an investigation of the specific

Reynolds number at which turbulence occurred was needed. Before settling on which

small-aspect ratio the final experiment would be conducted, studies were carried out in a

Taylor-Couette system with an intermediate height aspect-ratio (discussed in Chapter 4).

While investigating the Reynolds number that turbulence existed, a novel direct, subcritical

transition into turbulence was discovered. This transition had the interesting feature of

being mediated by a spatially-ordered, temporally chaotic flow. A Reynolds number range

for which laminar, turbulence, and this intermediate chaotic flow state were simultaneously

stable was discovered. This is, to my knowledge, the first time a system exhibiting bi-

stability of two chaotic attractors has ever been observed experimentally.

Although the transition to turbulence exhibited rich and interesting phenomena, the

system was still too large to perform tractable tests of the dynamical systems description

of turbulence. A new experimental apparatus was designed and constructed with an even

smaller height aspect-ratio. This system was designed in a way that provides complete

optical access to the flow domain (as described in Chapter 3), which allows for velocimetry

measurements throughout the full flow domain. Since the Taylor-Couette geometry is a

closed flow, the same turbulent evolution can be studied for an extended duration, making

it ideally suited for studying the dynamical systems approach. This system allowed for

the first ever direct, quantitative comparisons of experimentally obtained, time-resolved

turbulent flow fields in the full flow domain, with direct numerical simulations carried out

in the same geometry.

Measurements carried out in this new experimental setup allowed for the first quantita-

tive validation that the time evolution of a turbulent flow is temporarily captured by ECS in
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the form of Relative Periodic Orbits (RPOs). Even with a rather small set of eight RPOs,

the time evolution of the turbulent flow was captured by at least one of the about one-third

of the time RPOs (discussed in Chapter 5). To further develop the framework, an algorithm

that detects intervals of time where turbulence is dynamically similar to a given RPO was

developed. This algorithm produces a quality measure that indicates how similar the dy-

namics of turbulence is to a segment along the RPO allowing for portions of the RPO to be

considered.

Almost all of the previous analysis in the literature has used the entire ECS to preserve

the invariance of the solution; however, here we relax that requirement and find that the

dynamical similarity of the solutions and turbulence is far more robust to large distances

in state space than expected. Even when the turbulent trajectory is not in the linear neigh-

borhood of the RPO, the two flows evolve similarly. This is both surprising and helpful for

experimental investigations. The effect of experimental noise is to add a perturbation to the

true turbulent trajectory in state space. A small amount of experimental noise would effec-

tively make the turbulent trajectory appear distant to a recurrent solution it may actually by

close to.

By taking a step away from the theoretical elegance that using the entire period RPO

provides, we are able to effectively capture an impressive fraction of the dynamics with a

rather small number of RPOs. However, by taking this step away from the theoretically

developed framework, many of the powerful theoretical tools may not be applicable. This

means that new tools and intuition need to be developed to further make use of this new

tool. For instance, can state space be ‘tiled’ with snippets of RPOs or line-time trajectories?

Can symbolic dynamics or a Markov chain be developed using just portions of solutions?

Can observable quantities (e.g. instantaneous dissipation) be calculated from an ensemble

of shadowing events to portions of RPOs?

Beyond some of these basic questions that need to be answered, there are many ex-

ploratory studies that should be conducted. An example of one of these exploratory studies
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is whether the ECSs are needed at all. The use of ECS brings invariance into the problem

and allows for powerful connections to be made to other areas in math and physics, so do-

ing away with their use is a notion that is considered blasphemous by some. However, by

looking at shadowing of only portions of the solutions, we are already stepping away from

the theoretical solid ground, so how much further can we diverge? Perhaps using snippets

or segments of turbulence itself (properly chosen to best tile state space) could be used as

the building blocks in the dynamical systems description instead of the invariant solutions.

If this is possible, the need for expensive and time-consuming numerical work would be

reduced, making this framework much more approachable. Additionally, it may offer a

practical way of extending this framework and tool-set to higher Reynolds numbers.
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APPENDIX A

MATLAB CODES

A.1 px2mmANDeccentricityCalculation

To identify the boundary of the flow domain on the images, a few thousand images of the

particles taken from the data set are superimposed to produce well defined region. Canny

edge detection is then performed on the stacked image to produce well defined edges of the

flow domain. the edge detection image is then cleaned up to remove all edges except the

ones corresponding to the inner and outer cylinder. An ellipse is then fit to the two edges

using Fit ellipse from the MATLAB File Exchange [141]. The choice of origin is then

taken to be the average of the four focal points of the two ellipsis. The following script

determines the domain center, image eccentricity, and nominal px/mm scale factor. The

code requires lines 5, 6, 19, and 21 to be edited for best results.

1 %% Fit an ellipse to the edge of the cylinders

2 % This code reads in images of the particles and fits an elipse to

3 % the domain edge

4 %% load images in from data

5 FolderName = 'E:\Slice_12_19_2020\2 (Fast)\Camera_1\Data\';

6 N=3000;% How many images to superimpose

7

8 % load them in and sum them together

9 raw = double(ones(1024,1280));%uint16(zeros(1024,1280));

10 for i =1:N

11 raw = sqrt(raw.ˆ2 + (double(imread([FolderName, ...

sprintf('%07s',num2str(i)), '.tiff']))).ˆ2);

12 end
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13 DataSet = FolderName;

14

15 %% Do the calculations

16 Center_x = 596; Center_y = 532; % nominal center

17

18 % edge detect

19 BW1 = edge(raw,'canny',0.3);

20 % mask out troubled regions

21 BW1(132:251,553:620)=0; BW1(261:489,887:895)=0; ...

BW1(500:700,500:700)=0; BW1(834:944,570:586)=0; ...

BW1(923:927,710:717)=0;

22

23 %find the locations of the edge

24 [y_image,x_image]=find(BW1>0.5);

25

26 %split into inner and outer

27 x_inner = x_image(sqrt((x_image-Center_x).ˆ2 + ...

(y_image-Center_y).ˆ2) < 380);

28 y_inner = y_image(sqrt((x_image-Center_x).ˆ2 + ...

(y_image-Center_y).ˆ2) < 380);

29 x_outer = x_image(sqrt((x_image-Center_x).ˆ2 + ...

(y_image-Center_y).ˆ2) > 380);

30 y_outer = y_image(sqrt((x_image-Center_x).ˆ2 + ...

(y_image-Center_y).ˆ2) > 380);

31

32 % fit to an ellipse

33 ellipse_out = fit_ellipse_CJC(x_outer,y_outer);

34 a_out = ellipse_out.a; b_out = ellipse_out.b; x0_out = ...

ellipse_out.X0_in; y0_out = ellipse_out.Y0_in;

35 Eccentricity_out = sqrt(1-(min([b_out/a_out,a_out/b_out]))ˆ2);

36 px2mm_out_x = a_out/70.42; px2mm_out_y = b_out/70.42;

37

38 ellipse_in = fit_ellipse_CJC(x_inner,y_inner);
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39 a_in = ellipse_in.a; b_in = ellipse_in.b; x0_in = ellipse_in.X0_in; ...

y0_in = ellipse_in.Y0_in;

40 Eccentricity_in = sqrt(1-(min([b_in/a_in,a_in/b_in]))ˆ2);

41 px2mm_in_x = a_in/50; px2mm_in_y = b_in/50;

42

43 px2mm_i = [px2mm_out_x, px2mm_in_x, px2mm_out_y, px2mm_in_y];

44 px2mm = mean(px2mm_i); px2mm_std = std(px2mm_i);

45

46 disp(['X = ',num2str((x0_out+x0_in)/2),' [px]'])

47 disp(['Y = ',num2str((y0_out+y0_in)/2),' [px]'])

48 disp(['X = ',num2str((x0_out+x0_in)/2/px2mm),' [mm]'])

49 disp(['Y = ',num2str((y0_out+y0_in)/2/px2mm),' [mm]'])

50 disp(['px/mm = ',num2str(px2mm),' ± ',num2str(px2mm_std)])

51 disp(['mm/px = ',num2str(1/px2mm)])

52 disp(['r_i = ',num2str(50*px2mm),' [px]'])

53 disp(['r_o = ',num2str(70.42*px2mm),' [px]'])

54 disp(['Eccentricity = ', num2str((Eccentricity_out+Eccentricity_in)/2)])

55

56 end

A.2 Spectrumizer

A.2.1 Fit data to the spectrum

The following function fits data do a Fourier-Chebychev spectrum. The function requires

the file path and file name (pivLaminarName), the number of grid points to perform the fit

on (nr and nt), as well as parameters about the geometry (x shift, y shift, spaceScale, and

TimeScale). The code improves the quality of the fit by enforcing the zero-slip boundary

condition on the inner and outer cylinders. To do this, the code also needs to know the

rotation frequency of the cylinders determined by the motors (f in and f out). For more

details, see subsubsection 3.3.3
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1 function [coeff_th,coeff_r] = Spectrumizer(pivFileName, nr, nt, ...

x_shift, y_shift, spaceScale, TimeScale, f_in, f_out)

2 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

3 %%%%%%%%% Fit 2D DaVis data to spectrum (Cheby-Fourier) %%%%%%%%%%%%

4 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

5 % This function reads in 2D Cartesian data from DaVis output .dat

6 % files and fits it to a spectrum that is Chebychev in r and Fourier

7 % in \theta. The fit applies a weight function based local on the PIV

8 % uncertainty.

9

10 %% parameters

11 ro = 70.42; ri = 50.0; d = ro-ri;

12 %% Load the PIV

13 [rho_in, theta_in ,Vr_in, Vth_in, StdVr_in, StdVth_in, UVr_in, ...

UVth_in] = PIV_Slice_TCF_readANDconvert(pivFileName, x_shift, ...

y_shift, spaceScale, TimeScale);

14

15 % Remove the NaNs

16 rho = rho_in(¬isnan(rho_in)); theta = theta_in(¬isnan(theta_in)); Vr ...

= Vr_in(¬isnan(Vr_in)); Vth = Vth_in(¬isnan(Vth_in)); StdVr = ...

StdVr_in(¬isnan(StdVr_in)); StdVth = ...

StdVth_in(¬isnan(StdVth_in)); UVr = UVr_in(¬isnan(UVr_in)); UVth ...

= UVth_in(¬isnan(UVth_in));

17

18 % establishing the boundary rotation velocity

19 BoundaryCondition_in = f_in*2*pi*ri;

20 BoundaryCondition_out = f_out*2*pi*ro;

21

22 %% Actually do the fit to the spectrum

23 % scaling the coordinants to fit into chebyshev

24 % MAKE SURE THESE GO FROM -1 TO 1

25 x = (2*rho-ri-ro)/d;

26
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27 % Put data on the boundaries to encourage the boundary conditions

28 temp = linspace(0,2*pi,1000);temp = temp(1:end-1)';

29 alpha = 100; %weight value for boundary

30

31 % creat a weight function for the fit based on uncertianty

32 weight_v = 1./(UVth.ˆ2+UVr.ˆ2);

33 weight_v = weight_v(:);

34

35 % construct the A matrix (i.e. a 2D array of all the spectral terms

36 % evaluated at the location of the particles). Where A*coeff = v

37 k = 0:nr; m = 0:nt-1; [K,M] = meshgrid(k,m); % generate the mexh in ...

spec space

38 x = [x(:);-ones(size(temp));ones(size(temp))]';

39 K = K(:)';

40 theta = [theta(:);temp;temp]';

41 M = M(:)';

42 ChebyPart = cos(K'*acos(x));

43 spec_odd = sin(M'*theta).*ChebyPart;

44 spec_odd(1,:) = sin(nt*theta).*ChebyPart(1,:);

45 spec_even = cos(M'*theta).*ChebyPart;

46 clear ChebyPart K

47

48 % put the A matrix together

49 A = [spec_odd; spec_even]';

50

51 A(end-2*numel(temp):end,:) = alpha*A(end-2*numel(temp):end,:); % ...

apply the boundary weights

52 A(1:end-2*numel(temp),:) = weight_v.*A(1:end-2*numel(temp),:); % ...

apply the uncertianty weight

53 % establish boundary condition

54 Vth = [Vth;BoundaryCondition_in.*ones(size(temp));...

55 BoundaryCondition_out.*ones(size(temp))];
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56 Vth(end-2*numel(temp):end) = alpha*Vth(end-2*numel(temp):end); % ...

apply the boundary weights

57 Vth(1:end-2*numel(temp)) = weight_v.*Vth(1:end-2*numel(temp)); % ...

apply the uncertianty weights

58 Vr = [Vr;0*ones(size(temp));0*ones(size(temp))];

59 Vr(end-2*numel(temp):end) = alpha*Vr(end-2*numel(temp):end);

60 Vr(1:end-2*numel(temp)) = weight_v.*Vr(1:end-2*numel(temp));

61

62 % solve for the optimal spectrum

63 warning('off')

64 coeff_th = A\Vth; coeff_r = A\Vr;

65 warning('on')

66

67 end

A.2.2 Plot the velocity fields represented by the spectrum

The spectrum that is produced by PIV Slice TCF Spectrumizer often needs to be plotted.

To plot the resulting velocity field, the A matrix is needed to be regenerated or read in from

an existing file. The following code can be used to plot the spectrum.

1 nr_plt = 33;

2 nt_plt = 128;

3 xOut = linspace(-1, 1, nr_plt+1); thetaOut = linspace(-pi, pi, nt_plt);

4 [Xout,THout] = meshgrid(xOut,thetaOut);

5 % construct the A matrix where A*coeff = v

6 k = 0:nr; m = 0:nt-1; [K,M] = meshgrid(k,m);

7 Xout = Xout(:)';

8 K = K(:)';

9 THout = THout(:)';

10 M = M(:)';

11 ChebyPart = cos(K'*acos(Xout));
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12 spec_odd = sin(M'*THout).*ChebyPart;

13 spec_even = cos(M'*THout).*ChebyPart;

14 clear ChebyPart K

15 % put the A matrix together

16 Aout = [spec_odd; spec_even]';

17 xOut = linspace(ri, ro, nr_plt+1); thetaOut = linspace(-pi, pi, nt_plt);

18 [THout, Xout] = meshgrid(thetaOut, xOut);

19 Yout = Xout.*sin(THout); Xout = Xout.*cos(THout);

20 V_th = reshape(Aout*coeff_th, [nt_plt,nr_plt+1]);

21 V_r = reshape(Aout*coeff_r, [nt_plt,nr_plt+1]);

22

23 contourf(Xout',Yout',V_th,50,'EdgeColor','none')

24 figure

25 contourf(Xout',Yout',V_r,50,'EdgeColor','none')

A.3 HeightFinder

Whenever making 2D-2C measurements of turbulence, the system is also prepared in the

Rei = 300 and Reo = 0 laminar flow and a flow field is captured. The PIV velocity field,

VPIV, is then converted into cylindrical coordinates and compared with the laminar flow,

VSim, computed in numerics. The following code reads in the numarically computed lami-

nar flow (whose path is specified in line 3) and compares it against the 2D-2C measurement

data. To run this code, lines 2 through 10 should be adjusted to reflect the data set. For

more details, see subsubsection 3.3.1

1 %% parameters

2 pivLaminarName = 'D:\Data\ExampleLaminar\8\align0001.dat';

3 simLaminarName = "g1_eta71_300_0.converged";

4 scale = 1;

5 x_shift = 0;

133



6 y_shift = 0;

7 spaceScale = 1; %mm/pix,fl

8 timeScale = 1/1;

9 nu = 1.6279;

10 ro = 70.42; ri = 50.0; h = ro-ri; zmin = -h/2; zmax = h/2; eta = ri/ro;

11

12 %% read in the numerics

13 [domain,vrc,vtc,vzc,¬,¬,¬] = fortran.readphysicalfile(simLaminarName);

14 nr = domain.nr; nz = domain.nz; nt = domain.nt;

15

16 % put it into dimensional units, still non-uniform in r and z

17 [vrc,vtc,vzc] = convert2dimensional(vrc,vtc,vzc,ri,ro,nu);

18 rc = domain.r; zc = domain.z;

19 [Zc,Rc] = meshgrid(zc,rc);

20

21 % the grid we want

22 Nz = nz*100;

23 z = linspace(zmin,zmax,Nz); r = linspace(ri,ro,nr); th = ...

linspace(-pi,pi,nt+1);

24 th = th(1:(end-1)); % remove the doubled up end point

25 [Z,R] = meshgrid(z,r);

26

27 % interp solution to uniform grid

28 VthSol = repmat(interp2(Zc, Rc, vtc(:,:,1), Z, R, 'makima'), ...

[1,1,length(th)]);

29 VrSol = repmat(interp2(Zc, Rc, vrc(:,:,1), Z, R, 'makima'), ...

[1,1,length(th)]);

30

31 %% Load the PIV

32 [rho_in, theta_in, Vr_in, Vth_in, StdVr_in, StdVth_in, UVr_in, ...

UVth_in] = PIV_Slice_TCF_readANDconvert(pivLaminarName, x_shift, ...

y_shift, spaceScale, timeScale);

33
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34 rho = rho_in(¬isnan(rho_in)); theta = theta_in(¬isnan(theta_in)); Vr ...

= Vr_in(¬isnan(Vr_in)); Vth = Vth_in(¬isnan(Vth_in)); StdVr = ...

StdVr_in(¬isnan(StdVr_in)); StdVth = ...

StdVth_in(¬isnan(StdVth_in)); UVr = UVr_in(¬isnan(UVr_in)); UVth ...

= UVth_in(¬isnan(UVth_in));

35

36 [R2,TH2] = meshgrid(r,th);

37

38 VrPIV = griddata(theta-pi, rho,Vr*1000*scale, TH2, R2, 'cubic');

39 VthPIV = griddata(theta-pi, rho,Vth*1000*scale, TH2, R2, 'cubic');

40 UVrPIV = griddata(theta-pi, rho,sqrt(UVr.ˆ2+StdVr.ˆ2)*1000*scale, ...

TH2, R2, 'cubic');

41 UVthPIV = griddata(theta-pi, rho,sqrt(UVth.ˆ2+StdVth.ˆ2)*1000*scale, ...

TH2, R2, 'cubic');

42

43 VrPIV = permute(repmat(VrPIV,[1,1,Nz]),[2,3,1]); % puts it in (r,z,th)

44 VthPIV = -permute(repmat(VthPIV,[1,1,Nz]),[2,3,1]);

45 UVrPIV = permute(UVrPIV,[2,1]);

46 UVthPIV = permute(UVthPIV,[2,1]);

47

48 %% find the min

49 for t = 1:size(VthPIV,3)

50 rms_zlevels = squeeze(nanmean( (((VrPIV(:,:,t) - ...

VrSol(:,:,t))./repmat(UVrPIV(:,t),[1,length(z)]) ).ˆ2 + ...

((VthPIV(:,:,t) - VthSol(:,:,t))./repmat(UVthPIV(:,t), ...

[1,length(z)])).ˆ2), 1)) ;

51 if isnan(sum(rms_zlevels))

52 rmsMin(t) = nan; zHeights(t) = nan;

53 else

54 rmsMin(t) = find(rms_zlevels == min(rms_zlevels));

55 zHeights(t) = z(rmsMin(t));

56 end

57 end
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58 Zout = (zHeights);

59

60 %% fit to a plane

61 ft = fittype('a*cos(x) + b*sin(x) + ...

ofset','coefficients',{'a','b','ofset'});

62 ValidPoints = ¬isnan(Zout);

63 plane = ...

fit(th(ValidPoints)',Zout(ValidPoints)',ft,'startpoint',[0.63,0.22,1]);

64 a = 2*plane.a/(ri+ro);

65 b = 2*plane.b/(ri+ro);

66 alpha = a;

67 beta = b;

68 z0 = plane.ofset;

69

70 disp(['z-height: ',num2str(plane.ofset)])

71 disp(['slope in x: ',num2str(a),', slope in y: ',num2str(b)])

72 disp(['theta_x: ',num2str(radtodeg(atan(a))),', theta_y: ...

',num2str(radtodeg(atan(b)))])

73 disp('=============================================')

74

75 %% Helper functions

76 function [VRd,VTd,VZd] = convert2dimensional(VR,VT,VZ,ri,ro,nu)

77 d = ro - ri; % unit length = gap width in mm

78 td = dˆ2/nu; % unit time = viscous diffusion time

79 VRd = VR*(d/td); % dimensional radial velocity field

80 VTd = VT*(d/td); % dimensional azimuthal velocity field

81 VZd = VZ*(d/td); % dimensional axial velocity field

82

83 end
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APPENDIX B

CALIBRATION TARGET DESIGN FOR 3D-3C

There are not many constraints on the geometry or appearance of the calibration target used

in a multi camera system. Because of this, there are few discussion in the literature on their

design (e.g. [220, 162, 89, 221]). For many applications, a target can be purchased from

companies such as LaVision or Dantec, but some experimental setups require specialized

targets. The design and manufacturing of a three dimensional calibration target is relatively

easy and very inexpensive if one has access to the proper tools.

When designing a three dimensional calibration target for use with a multi-camera sys-

tem, there are a few considerations that help narrow the design. For a calibration target

based on a regular dot pattern, here are a few considerations:

• The dots need to be large enough and contrasted against the background enough that

they are clearly seen and identified on each camera image

• The calibration marks on all planes must be visible from cameras pointing at the

target at an angle

• The dot need to be spaced dense enough that each camera sees at least∼10 dots from

each plane

An example calibration target design is shown in Figure B.1. This target has two planes

of dots regularly spaced a distance w apart within the plane. The planes are separated

by a distance D and the dots of diameter d are centered within the grooves. These three

dimensions give a constraint on d, D, w, and camera viewing angle, θ ensuring that the

dots are not obstructed by the target geometry. The full dot will be seen as long as

d ≤ w + 2D tan [θ] (B.1)
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D

w

d

Figure B.1

is satisfied.

Once the dimensions are chosen, the groove pattern can be cut out of aluminum us-

ing a mill. After the grooves have been cut, the plate can then be anodized flat black.

Then, the dot pattern can be produced by using a laser cutter to ablate away the anodizing.

Alternatively, if a laser cutter is not available, a #00 carbide center drill1 can be used to

mechanically remove the anodizing. The hardness of the anodized layer exceeds that of

cast iron [222], so new, hardened tools are needed. By first punch through the anodizing,

then going over each hole with a new tool, going down 0.001 in with a 1 s dwell time, the

anodizing can be removed.

1Since only the very tip of the tool is going to be used and the tip has a different angle than the tools “cut
angle”, it doesn’t matter which tool is used.
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APPENDIX C

TORQUE MEASUREMENT CAPABILITIES

Angular momentum transport plays a key roll in many flows. A time-resolved measure-

ment of angular momentum transport from the inner and outer cylinders along with PIV or

PTV measurements could possibly be used as a separate measure of the state of the flow.

In the limit as Γ → ∞, the angular momentum transport from the inner cylinder to the

outer cylinder (and vice versa) is the sum of the torque on the outer cylinder. There are

modern TCF apparatuses that have been built to measure angular momentum transport this

way [87, 101, 223, 224]. In these systems, the middle portion of the inner cylinder is con-

structed to only be attached to the driving through a torque sensor (see Figure C.1). The

torque measurement is only made on the middle portion of the flow to avoid contributions

from the top and bottom end caps. As Γ decreases, the contribution from the end effects

become non-negligible everywhere in the domain, making comparisons to generic turbu-

lence investigations dubious at best; however, torque measurements may be a very useful

diagnostic for determining global properties of the flow such as drag.

The TCF apparatus used in this thesis was originally designed with the possibility of

torque measurements in mind. Both inner and outer cylinders are driven by shafts that are

split, allowing for a torque measurement to be made in the shaft itself. The torque mea-

surement could be made in a similar fashion to Lathrop’s design [224]. In this approach,

the motor side of the shaft is coupled to the cylinder side of the shaft via a (or several) thin

piece of metal. As the torque on the cylinder increases, the thin strip of metal will bend.

By outfitting a strain gauge to either side of the metal arm, the deflection can be measured.

The signal coming from the strain gauges adhered to the thin metal coupling can be

measured with relatively low noise by using a lock-in amplifier. The two strain gauges on

either side of the metal arm will change their resistance in opposite directions, therefore,
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Figure C.1: Example split cylinder design for measuring torque. The middle portion of the
inner cylinder is separated from the top and bottom portions and only coupled to the shaft
through a strain gauge. This design allows for torque measurements of the center portion
of the flow domain, where axial end effects are minimal. Figure taken from Lathrop (1992)
[224].

by measuring the resistance in a Wheatstone bridge configuration, the resistance can be

determined quite accurately. For more information on how this measurement is set up, see

Chapter 4 of Lathrop’s thesis [224].

In addition to the torque caused by the working fluid, there are three other sources

of drag that need to be accounted for: bearing drag, drag from the working fluid in the

thin gaps between the inner cylinder and the top/bottom end caps, and viscous drag from

outer cylinder submerged in a cooling reservoir. The number of bearings in the design

for the portion of the shaft between the strain gauges and the cylinder is minimized and

the bearings are high quality, ceramic bearings which introduce very little friction. The

gap between the inner cylinder and end caps is small (0.5 mm in the current construction),
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therefore, the flow in there will be laminar, and the drag can be calculated and corrected

for. Bellow, in Section C.1, is a calculation of the viscous drag in this gap. The drag from

the outer cylinder in the cooling reservoir is slightly more challenging to calculate due to

its complicated geometry. The drag can easily be measured as a function ofReo by running

the system without working fluid or the inner cylinder present.

C.1 Contribution to torque from gap between inner cylinder and end caps

There is a small gap between the inner cylinder and the top and bottom end cap that is filled

with the working fluid. The gap is small (about 0.5 mm in the current construction), so there

will be drag and therefore it will contribute to any torque measurement. To calculate the

approximate contribution to the torque measurement, the flow in the gap is assumed to be

laminar, since the gap is small. For our geometry, the torque, T , can be calculated from the

a drag force, Fdrag, as

T =

∫
dr (rFdrag(r)) . (C.1)

The force of drag along an infinitesimal ring of radius r, Fdrag(r), can be calculated by

integrating the shear stress, τ , along the circumference of the ring, which is simply

Fdrag(r) =

∫ 2π

0

dθrτ = 2πrτ. (C.2)

For a Newtonian fluid, the shear stress is

τ = µ∂zv (C.3)
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and if the flow is laminar between the two surfaces, then this can be evaluated as a function

of the relative velocity between the two surfaces, vθ,tot., as

∂zv =
vθ,tot.

∆z

=
|vθ,i|+ |vθ,o|

∆z

=
(|ωi|+ |ωo|) r

∆z
.

(C.4)

In order to rewriting Equation C.4 in terms ofRei andReo, the definition ofRe for TCF

is first inverted solving for ωi and ωo,

|ωi| =
|Rei|ν

ri (ro − ri)
=

|Rei|ν
r2

i (1/η − 1)
(C.5)

and,

|ωo| =
|Reo|ν

ro (ro − ri)
=

|Reo|ν
r2

i
1
η

(1/η − 1)
. (C.6)

Then, substituting Equation C.5 and Equation C.6 into Equation C.4 gives,

vθ,tot.(r) = r
ν (|Rei|+ η|Reo|)
r2

i (1/η − 1)
. (C.7)

Finally, substituting Equation C.7 into Equation C.1 and Equation C.2, we get

T =

∫
drr32πµ

ν (|Rei|+ η|Reo|)
∆zr2

i (1/η − 1)

=
µ2

ρ

2π

r2
i ∆z

η

1− η
(|Rei|+ η|Reo|)

∫
drr3.

(C.8)

The torque from the fluid drag between the inner cylinder and the bottom cap, we get

by evaluating the integral in Equation C.8 from 0 to ri. This gives us

Tbottom =
µ2

ρ

πr2
i

2∆zbottom

η

1− η
(|Rei|+ η|Reo|) (C.9)
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Similarly, to find the torque from the drag on the top, we evaluate Equation C.8 from rshaft

to ri and get

Ttop =
µ2

ρ

π

2∆ztop

(
r2

i −
r4

shaft

r2
i

)
η

1− η
(|Rei|+ η|Reo|) (C.10)

Though these two are not explicitly the same, the main difference is r4
shaft/r

2
i , which for

the current design of the system (rshaft = 12 mm and ri = 50 mm) is a 0.33 % correction.

Therefore, this term can be neglected without incurring much error. The only other differ-

ence is gap width; however, because the distance between the top and bottom end caps are

fixed, the sum of the two gap widths are a constant (i.e. ∆ztop + ∆zbottom = ∆z). When

assembling the cell, the inner cylinders location in z is chosen such that it minimize the

drag when it is spun. This means that, to good approximation, the gap widths are equal.

Therefore, the total torque is

T =
µ2

ρ

2πr2
i

∆z

η

1− η
(|Rei|+ η|Reo|) (C.11)
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APPENDIX D

MECHANICAL DRAWINGS OF NEW TAYLOR-COUETTE APPARATUS

D.1 Camera mount adapters
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Part name: Camera T-mount adapter

Material: Aluminum
Units: mm

Designer: Chris Crowley
SOLIDWORKS Educational Product. For Instructional Use Only.
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D.2 Split shaft assembly
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Part name: Inner  cylinder lower shaft    
(for split shaft assembly)

Material: 316 Stainless Steel
Units: mm

Designer: Chris Crowley

Square edge for 
bearing to seat on
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Part name: Inner  cylinder upper shaft    
(for split shaft assembly)

Material: Aluminum
Units: mm

Designer: Chris Crowley
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Part name: Outer  cylinder lower shaft 
(for split shaft assembly)

Material: 316 Stainless Steel
Units: mm

Designer: Chris Crowley

This should be a very tight tollerence 
slip fit (see tolerence) with 
Outer cylinder shaft stem

All 4 holes are
just thru holes
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SOLIDWORKS Educational Product. For Instructional Use Only.
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Part name: Outer  cylinder upper shaft    
(for split shaft assembly)

Material: 316 Stainless Steel
Units: mm

Designer: Chris Crowley
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SOLIDWORKS Educational Product. For Instructional Use Only.
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D.3 Cell parts
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Part name: Inner  cylinder                     
(eta = 0.71)

Material: Cast Acrylic
Units: mm

Designer: Chris Crowley

Part name: Inner  cylinder                     
(eta = 0.71)

Material: Cast Acrylic
Units: mm

Designer: Chris Crowley

this surface

High polish on 
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this surface

Press fit the 316 SS shaft (Dia. = 8) 
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SOLIDWORKS Educational Product. For Instructional Use Only.

152



Part name: Outer cylinder bottom       
(eta = 0.71)

Material: Cast Acrylic
Units: mm

Designer: Chris Crowley

Part name: Outer cylinder bottom       
(eta = 0.71)

Material: Cast Acrylic
Units: mm

Designer: Chris Crowley

M5 Helicoil
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Part name: Outer cylinder top              
(eta = 0.71)

Material: Cast Acrylic
Units: mm

Designer: Chris Crowley
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0 

Thru-hole for M5

Outer cylinder shaft stem 
will be ~2 thousands press fit 
in this hold.
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SOLIDWORKS Educational Product. For Instructional Use Only.
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This will be a ~2 thousandth 
press fit in the acrylic
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Part name: Outer  cylinder shaft sleve

Material: 316 Stainless Steel
Units: mm

Designer: Chris Crowley

same dia. as other hols

Taped for M8 x 1.25

Taped for M8 x 1.25

Thru hole 

Tight tolerance slip fit
with Outer cylinder shaft lower. 
See tolerance on shaft drawing.

SOLIDWORKS Educational Product. For Instructional Use Only.
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Part name: Inner  cylinder shaft sleve   
(for split shaft assembly)

Material: Aluminum
Units: mm

Designer: Chris Crowley

Part name: Inner  cylinder shaft sleve   
(for split shaft assembly)

Material: Aluminum
Units: mm

Designer: Chris Crowley
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SOLIDWORKS Educational Product. For Instructional Use Only.
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D.4 Shaft mount assembly
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Part name: Shaft mount plate

Material: Aluminum
Units: mm

Designer: Chris Crowley

Part name: Shaft mount plate

Material: Aluminum
Units: mm

Designer: Chris Crowley

Threaded for M5

Thru hole for M8
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Thru hole for M5

Threaded for M5
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Part name: Shaft mount upper

Material: Aluminum
Units: mm

Designer: Chris Crowley

This should be a tight 
fit with the Shaft 
Mount Lower
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SOLIDWORKS Educational Product. For Instructional Use Only.
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Part name: Shaft mount lower

Material: Aluminum
Units: mm

Designer: Chris Crowley

Thru hole for M5
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SOLIDWORKS Educational Product. For Instructional Use Only.

160



REFERENCES

[1] J. Lumley, “Some comments on turbulence,” Physics of Fluids A: Fluid Dynamics,
vol. 4, no. 2, pp. 203–211, 1992.

[2] G. G. Stokes, “On the effect of the internal friction of fluids on the motion of pen-
dulums,” in Mathematical and Physical Papers, ser. Cambridge Library Collection
- Mathematics. Cambridge University Press, 2009, vol. 3, pp. 1–10.

[3] A. N. Kolmogorov, “The local structure of turbulence in incompressible viscous
fluid for very large reynolds numbers,” Cr. Acad. Sci. URSS, vol. 30, pp. 301–305,
1941.

[4] G. I. Taylor, “Statistical theory of turbulence,” Proceedings of the Royal Society of
London. Series A-Mathematical and Physical Sciences, vol. 151, no. 873, pp. 421–
444, 1935.

[5] L. F. Moody, “Friction factors for pipe flow,” Trans. Asme, vol. 66, pp. 671–684,
1944.

[6] R. L. Panton, Incompressible flow. John Wiley & Sons, 2013.

[7] B. E. Launder, G. J. Reece, and W. Rodi, “Progress in the development of a Reynolds-
stress turbulence closure,” Journal of fluid mechanics, vol. 68, no. 3, pp. 537–566,
1975.

[8] F. R. Hama, J. D. Long, and J. C. Hegarty, “On transition from laminar to turbulent
flow,” Journal of Applied Physics, vol. 28, no. 4, pp. 388–394, 1957.

[9] A. F. Hussain, “Coherent structures-reality and myth,” The Physics of fluids, vol. 26,
no. 10, pp. 2816–2850, 1983.

[10] W. Willmarth and B. J. Tu, “Structure of turbulence in the boundary layer near the
wall,” The Physics of Fluids, vol. 10, no. 9, S134–S137, 1967.

[11] S. K. Robinson, “Coherent motions in the turbulent boundary layer,” Annual Re-
view of Fluid Mechanics, vol. 23, no. 1, pp. 601–639, 1991.

[12] B. A. Singer and R. D. Joslin, “Metamorphosis of a hairpin vortex into a young
turbulent spot,” Physics of Fluids, vol. 6, no. 11, pp. 3724–3736, 1994.

[13] D. Rockwell and E. Naudascher, “Self-sustained oscillations of impinging free
shear layers,” Annual Review of Fluid Mechanics, vol. 11, no. 1, pp. 67–94, 1979.

161
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