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“Let the scientific man realize that he must be a good first-hand observer of things in their native 

haunts, if he is to stand in the first rank of his profession. Let him also remember that it is his 

business to write well!”  
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SUMMARY 

 The valorization of lignocellulosic biomass is a promising approach for replacing 

petroleum as the dominant source of chemicals. Lignin, one of the three main components of 

lignocellulose, has often been viewed as a by-product during cellulose valorization. However, as 

the largest natural source of aromatics, lignin is an appealing sustainable feedstock for many 

chemicals and materials, such as plastics, pharmaceuticals, and herbicides (just to name a few). 

The depolymerization to mono-aromatics has remained challenging and industrial applications 

have remained elusive. A promising approach to biomass valorization and deconstruction is 

mechanocatalysis. This approach uses mechanical energy, often supplied in ball mill reactors, to 

drive reactions under solvent free and nominally ambient conditions. However, fundamental 

understanding of mechanochemistry and mechanocatalysis remains enigmatic, presenting its own 

set of challenges. The aim of this thesis is to lay fundamental groundwork to better understand 

mechanocatalytic systems and how these systems can be applied for depolymerizing and 

valorizing lignin.  

Chapter 2 compares the structure of industrially isolated lignin samples from kraft pulping 

and three alternative processes: butanol organosolv, super-critical water hydrolysis, and sulfur 

dioxide/ethanol/water fractionation. It is known that kraft processes produce highly condensed 

lignin, with reduced potential for catalytic depolymerization, while the alternative processes have 

been hypothesized to impact the lignin less. Structural properties most relevant to catalytic 

depolymerization are characterized by elemental analysis, nuclear magnetic resonance (NMR) 

spectroscopy, gel permeation chromatography (GPC), and thermogravimetric analysis (TGA). 

Quantification of the β-O-4 ether bond content shows partial depolymerization, with all samples 

having less than 12 bonds per 100 aromatics. This results in a theoretical monomer yields less than 
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5%, strongly suggesting the alternative fractionation processes generate highly condensed lignin 

structures that are no more suitable for catalytic depolymerization than kraft lignin. However, the 

different thermal degradation profiles suggest there are physicochemical differences that could be 

leveraged in other valorization strategies. 

In Chapter 3, a bottom-up modeling approach to describe the reactive conditions in a 

mechanochemical reactor is presented.  The approach is focused on the creation of hot spots as the 

mechanism of enhanced reaction. Here, energy dissipated during a collision is converted to heat 

in the milling media, and the reaction proceeds thermochemically. The first step of the model, 

determining the energy dissipated during the collision, is done by treating the ball and powder bed 

as viscoelastic materials and using a Kelvin Voigt model. The energy dissipation profile from the 

collision model is imported into a COMSOL® simulation. The heat transfer through the powder 

bed, treated as a continuous media, is calculated, providing the temperature, volume, and time 

profiles needed to calculate reaction rates. The final result of the model is the extent of reaction 

over a single collision. To verify the approach, the mechanochemical decomposition of calcium 

carbonate is studied. The real-time CO2 production under varying milling frequencies is measured 

using an in-line mass spectrometer. The ball and mill velocities, as well as, collision frequencies 

is determined by analyzing high speed video of a transparent milling vessel. The model describes 

hot spots with temperatures exceeding 1000 K that persist for tens of milliseconds. 

In Chapter 4, novel behavior of catalysts under mechanocatalytic conditions is explored by 

introducing a new approach for ammonia production at nominally ambient conditions. As proof of 

concept, ammonia is synthesized mechanocatalytically by ball milling titanium in a continuous 

nitrogen and hydrogen gas flow. The ammonia synthesis reaction is proposed to follow a transient 

Mars-van Krevelen mechanism under mechanically activated conditions, where molecular 
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nitrogen incorporation into the titanium lattice and titanium nitride hydrogenation occur in 

thermodynamically distinct environments. X-ray powder diffraction and X-ray absorption 

spectroscopy confirm the formation of titanium nitride from titanium and N2. The reactivity of 

nitrided titanium supports that lattice nitrogen plays a role in ammonia formation. The in situ 

formed titanium nitride is catalytically active, and the nitride regeneration reaction is determined 

to be the rate-limiting step. A preliminary technoeconomic analysis shows that this approach could 

be feasible for distributed ammonia production.  

In Chapter 5, the mechanocatalytic hydrogenolysis of benzyl phenyl ether (BPE), a model 

lignin ether, is demonstrated over supported nickel catalysts at nominally room temperature and 

atmospheric hydrogen pressure. The hydrogenolysis reaction network closely follows those of 

solution-based thermocatalytic reactions. The mechanical energy during milling not only drives 

the chemical reactions, but also activates the nickel and exposes fresh metallic surfaces. Recycle 

experiments using a commercial high nickel loading catalyst (53 wt% Ni on silica-alumina) shows 

continual deactivation over three reaction cycles and the formation of polyaromatic coke species. 

The formation of the carbon deposits appears to be the primary cause of deactivation. The reaction 

over low nickel loading catalysts (~5 wt%) with varying support properties shows that the 

hydrogenolysis rate is largely independent of the support properties, but the enhanced reactivity of 

the oxide supports during milling contributes to the carbon loss. 

Finally, Chapter 6 summarized the key finding of each chapter and outlines future work to 

further utilize mechanocatalysis for lignin valorization and sustainable processes. 
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CHAPTER 1  

INTRODUCTION 

1.1 The Bioeconomy and Lignocellulosic Biomass 

1.1.1 Transition to a Bioeconomy 

 With the ever-growing threat of climate change, society must move away from utilizing 

fossil resource and develop sustainable sources for fuels and chemicals. In 2019, the United States 

consumed 80 quadrillion BTUs of fossil fuels (500 million tons of coal, 32 trillion cubic feet of 

natural gas, and 6.3 billion barrels of oil), making up approximately 80% of the US energy 

portfolio. Of this, 520 thousand tons of coal (0.3 million tons of carbon), 1.1 trillion cubic feet of 

natural gas (18 million tons of carbon), and 1.2 billion barrels of oil (1.5 billion tons of carbon) 

were used in the production of chemicals and materials.2 While installation of additional 

non-emitting energy sources (wind, solar, nuclear, etc.) and electrification will be able to replace 

much of the fossil resources used for energy, a renewable source of carbon is necessary for 

producing sustainable chemicals, especially if these chemicals become less available as a by-

product of fuels. Terrestrial biomass (i.e. plants), which has a global annual growth rate of 56 

billion tons of carbon,3 offers such a renewable, concentrated source of carbon. 

 The aromatic compounds benzene, toluene, and xylene (commonly known as BTX) are 

some of the most important petrochemicals currently produced.4 These compounds consist of a 

conjugated 6-member carbon ring (aromatic ring) with either all hydrogen bound to the carbon 

(benzene), a single methyl group substitution (toluene), or two methyl group substitutions (xylene). 

BTXs serve as the basic building blocks for many important chemicals (e.g. dyes and insecticides) 

as well as many of the most prevalent plastics (e.g. nylon, poly(ethylene terephthalate), and 

polystyrene).5 Since many of these are functionalized, phenol serves as an important platform 
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molecule from BTX to the final product.6-7 Due to this widespread importance of aromatic 

structures, utilizing an existing, natural source of aromatic compounds would be appealing for 

producing sustainable chemicals and materials. 

1.1.2 Components of Lignocellulose and Structure of Lignin 

 Lignocellulosic biomass, especially woody biomass (i.e. trees), is an appealing feedstock 

for green chemicals. Lignocellulosic biomass is constructed of three primary components: 

cellulose (40-60 wt%), hemicellulose (10-40 wt%), and lignin (15-30 wt%).8 Cellulose provides 

the structure and rigidity to the plant cell walls and is a crystalline, linear polymer made of only 

glucose units.9 As a well-defined, regular polymer, breaking down cellulose into glucose is 

currently the primary target for most biorefining processes. The glucose can then be converted into 

fuels such as ethanol or platform chemicals such as lactic acid or succinic acid.10 Hemicellulose, 

an ill-defined, amorphous polysaccharide comprised of various hexoses (C-6 sugars) and pentoses 

(C-5 sugars), acts as the cross-linker between cellulose fibers as well as between the cellulose and 

lignin.9 Finally, lignin acts as the glue of the cell wall, providing strength and resilience, as well 

as protects the plant from degradation. 

 Lignin, the largest natural source of aromatic carbon, is a random, amorphous polymer 

comprised of three primary phenylpropanoid monomeric units (or monolignols): p-coumaryl 

alcohol (H units), coniferyl alcohol (G units), and sinapyl alcohol (S units) (Figure 1).11 While 

these three represent the majority of monolignol group in the polymer, numerous other 

phenylpropanoids have been observed as well. The polymerization occurs through radical 

coupling, which produces random linkages between random monolignols.12 The most prevalent 

linkage in native lignin is the β-aryl ether (β-O-4), which can make up between 40% and 60% of 

all linkages. Other prevalent linkages include the resinol (β-β) linkage and the phenylcoumaran 
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(β-5) linkages. In woody biomass, there are broadly two types of lignin: softwood lignin, which is 

primary composed of G units and has no S units, and hardwood lignin, which is composed of both 

G and S units.  

 

Figure 1: Model hardwood lignin structure. Adapted from Ralph, J. et al.12 

1.2 Strategies and Challenges to Lignin Valorization 

1.2.1 Current and Historic Uses of Lignin 

The industrial use of lignin has been tied to the pulp and paper industry for the entirety of 

its history.13 A key step in paper manufacturing is pulping woodchips. During chemical pulping, 

the lignin within the woodchips is dissolved and removed, leaving pristine cellulose fibers behind 

for papermaking. Kraft pulping is the most prevalent chemical pulping method and is used to 

produce 90% of the global supply of pulp. Here, the woodchips are treated in an aqueous solution 

of NaOH and Na2S to separate the lignin from the cellulose.14 The resulting lignin stream (known 

as black liquor) is burned in the recovery boiler to produce energy for the mill and as part of the 

chemical recovery process. Roughly 65 million tons of lignin are produced annually across all 

forms of pulping and 98% is burned as a low value fuel. 
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Lignosulfonates, byproducts of sulfite pulping, account for 90% of commercial lignin-

derived materials (the 2% of extracted lignin not used as fuel).15 They are polymeric lignin 

structures with functional groups replaced with sulfonate groups and have molecular weights 

ranging between 1,000 and 150,000 Da.16 Lignosulfonates are used in a wide array of applications 

(pesticides, surfactants, plasticizers in concrete, additives in oil drilling, and dust suppressants), 

but these are still relatively low value application. 

The most relevant example of lignin as a feedstock for fine chemicals is its use in the 

production of vanillin. Vanillin is the key component of vanilla flavor, and an important 

intermediate for many chemicals and pharmaceuticals.17 The vanillin is synthesized through the 

oxidation of lignosulfonates.18 During the latter half of the 20th century, the vast majority of 

vanillin was produced from lignin, and, for many mills, vanillin production was as profitable as 

pulp production.13 For example, in 1981, a single Canadian pulp mill was producing 60% of the 

global supply of vanillin. However, today only 15% of vanillin is produced from lignin (3,000 

tons/yr or just ~0.2% of commercial lignin), and it is all manufactured from a single plant in 

Sarpsborg, Norway. The last vanillin from lignin plants in North America closed during 1990s. 

Three main causes have been attributed to vanillin synthesized from petroleum (which now 

accounts for 85% of production), the large volumes of process waste, and the decline of sulfite 

pulping (sulfite pulp production capacity in North America dropped by 96% between 1968 and 

2017).18-20 

1.2.2 Depolymerization and Repolymerization of Lignin 

Clearly, producing aromatic chemicals from lignin can add significant value to lignin 

streams while also creating more sustainable chemicals and materials. Synthesizing aromatic 

chemicals from lignin requires depolymerizing the lignin polymer down to mono-aromatic units. 
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The most common methods for catalytic depolymerization are acid and base hydrolysis, 

hydroprocessing (hydrogenolysis and hydrodeoxygenation), and oxidation. Base catalyzed 

hydrolysis requires milder conditions than hydroprocessing and oxidation but is not capable of 

breaking recalcitrant C-C bonds.21 Hydroprocessing utilizes H2 or hydrogen donating species to 

cleave lignin bonds and, particularly hydrodeoxygenation (HDO), is seen as the most effective 

method to combine lignin depolymerization and upgrading.21-22 Oxidative depolymerization with 

O2 or H2O2 has primarily focused on the production of vanillin but is gaining more attention for 

its ability to cleave carbon-carbon bonds.23-24 Most of these treatments are solution-phase reactions 

that are typically performed in autoclaves. These batch reactions are limited by the solubility of 

lignin and usually require harsh organic or super-critical solvents and high temperatures and 

pressures. The separation of diverse products and catalysts from these solvents has been a 

challenge of many of these processes. 

A major challenge for the depolymerization of isolated lignin is the condensation of the 

polymer during extraction.25 While the β-O-4 linkage is the most prevalent in native lignin, the 

harsh reaction conditions used to separate lignin and cellulose can readily cleave these bonds. 

Additionally, during the break down of the lignin, condensation and repolymerization reactions 

can occur, creating new carbon-carbon linkages (Figure 2), which are significantly more difficult 

to break than ether bonds. Several different reactive points exist on the lignin polymer, specifically 

unsubstituted aromatics, alpha carbon hydroxyl groups, and unsaturated sidechains, resulting in a 

wide and complex array of potential linkages. The loss of labile ether linkages and the formation 

of recalcitrant condensed linkages can severely limit the monomer yields from technical lignin. 
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Figure 2: Example of condensed linkages that may form during the repolymerization of lignin.26 

“Lignin First” biorefining has received much attention in recent years. Here, the 

valorization of the lignin is emphasized before the valorization of the cellulose, and the most 

prominent strategies focus on catalytic fraction.27-28 Catalytic fractionation combines the 

depolymerization of the lignin with the separation step, going straight to monomers while avoiding 

an isolated polymeric lignin intermediate. Just as in traditional fractionation, the β-O-4 and other 

labile linkages are broken, but, critically, a stabilizing agent, such as hydrogen, formaldehyde, or 

ethylene glycol, is included to block reactive points and prevent repolymerization.29-31 Notably, 

these reaction rely on the solvolysis of the lignin using high temperature organic solvents.  

1.3 Mechanochemistry and Mechanocatalysis 

The popularity of mechanochemistry as a route for green chemicals has increased 

drastically in recent years.32 Mechanochemistry relies on the input of mechanical energy to drive 

chemical reactions, in place of thermal energy. The main advantages of mechanochemistry are that 

reactions can be performed solvent-free (or with significantly reduced solvent use) and under 



7 

 

nominally ambient conditions (room temperature and atmospheric pressure). These attributes 

allow for chemical processes that can be more energy efficient and environmentally friendly.33 

1.3.1 Reactors of Mechanochemistry 

The most common machines for performing mechanochemical reactions are ball mills. 

These devices rely on collisions between the balls and the wall as well as between balls to supply 

the energy to drive reactions. The work done on the milled material occurs through either 

compression, shear/friction, or impact, and the style and geometry of a mill will change 

contribution of each interaction.34 At lab scale, the most common types of mills are mixer mills 

and planetary mills. Mixer mills (Figure 3a) shake a vessel filled with the milling media and 

substrate back and forth at high frequency. Planetary ball mills (Figure 3b) spin a base plate and 

vessels in opposite directions, creating centrifugal forces that throw the balls across the vessel 

(impacts) and push the ball along the walls (friction). At larger and industrial scales, horizontal 

rotating mills (Figure 3c-e) become the most common. Here, the vessel is rotated about its 

horizontal axis and the type of mechanical energy delivered depends on the speed of rotation.35 At 

low rotational speeds, the balls roll over each other with shear being the dominant mode, while at 

faster rotation, the balls can enter free call and impact collisions become dominant. Eventually, as 

the mill rotates faster, a critical speed is reached where centrifugal forces pin the balls against the 

vessel wall and grinding effectively stops.  
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Figure 3: Diagrams of common ball mill reactors. (a) Mixer mill and (b) Planetary ball mill. 

Rotating ball mill at (c) low rotational speed and (d) high rotational speed. (e) Rotating ball mill 

above the critical speed. Adapted from Baláž, P.34  

Other common mechanochemical devices are disk mills and extruders. Disk mills consist 

of two disks with interlocking pins, with one disk spinning. The reagents are fed at the center and 

centrifugally force outward.35 As the material moves outward, friction occurs between the particles 

and the pins, causing size reduction and reaction. Extruders force intimidate contact between 

reagents by conveying the materials between screw extruders instead of using grinding and 

collisions like mills.36 This process creates large amounts of shear and compressive forces. Twin 

screw extruders are becoming more popular due to the perceived improvements for controllability 

and scalability, compared to ball mills.37 

1.3.2 Phenomena of Mechanochemistry 

There are various ways how mechanical energy can drive the chemical reaction, which 

strongly depend on the materials being milled and the reaction being performed.38 During 

mechanochemical reactions with inorganic materials (primarily metals or ceramics), the impacts 

and friction between the hard, brittle materials are expected to create highly localized heating (hot 
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spots), that can exceed several hundreds of degrees but last only milliseconds. Additionally, 

amorphization and the production of defects within the materials can increase their reactivity.34  

Organic reactions are believed to propagate primarily through enhanced molecular 

transport between the organic crystals, the formations of liquid phases between the reactant 

particles, or the formation of amorphous intermediate phases.39 In softer materials, the intense local 

heating proposed for inorganic reactions is not expected to occur. Additionally, the direct 

mechanical forces on chemical bonds can increase or alter the reactivity of the reagents.40 In 

heterogeneous mechanocatalysis, the mechanical energy can play a critical role in altering the 

activity of the catalyst. Fracturing or deformation of the surfaces can create unstable and 

uncoordinated sites.41-42 While these sites will eventually return to a stable configuration, they can 

exhibit heightened catalytic activity during their limited lifespan.  

1.3.3 Mechanocatalytic Depolymerization of Lignocellulose 

Mechanical pretreatment of woody biomass for size reduction in biorefining has long been 

established to increase the accessibility of cellulose for subsequent chemical and biological 

treatments, but mechanocatalytic biomass conversion is relatively new.43-54 Mechanocatalytic 

conversion of cellulose and lignocellulose impregnated with HCl or H2SO4 provided quantitative 

yields of water soluble sugar oligomers within a few hours of milling and, in the case of 

lignocellulose, efficient sulfur-free lignin fractionation.55-56 Solid acids, such as delaminated 

kaolinite, can also depolymerize cellulose, but to a lesser degree than HCl and H2SO4.
57 While 

most reactions have been conducted on the gram scale, water-soluble oligosaccharides were also 

produced with more than 90% yield on the kilogram scale with increased energy efficiency.58 Even 

on the short time scale of 10 min, mechanochemical treatment of lignocellulose substantially 

increases glucose yields from subsequent hydrolysis.59  
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Studies of mechanically driven lignin depolymerization have been limited. Sumimoto et 

al. published a series of papers on mechanochemical conversion of model compounds, focusing 

on homolytic cleavage during mechanical pulping, but their work did not include actual lignin.60-

65 Aromatic products from lignin have been detected during the mechanocatalytic deconstruction 

of lignocellulose with solid acids.43 During the mechanocatalytic conversion of acid impregnated 

lignocellulose, the fractionated lignin was shown to have increased higher molecular weights but 

lower abundance of β-O-4 linkages compared to organosolv lignin, demonstrating 

mechanocatalytic ether cleavage and repolymerization.56, 66 Kraft lignin mechanochemically 

pretreated with KOH showed increased reactivity during oxidative depolymerization.67 Direct 

depolymerization of lignin was first demonstrated using NaOH in a planetary ball mill where 76% 

of β-O-4 linkages in organosolv lignin were cleaved within 12 h.68 The addition of methanol during 

the mechanochemical hydrolysis of organosolv lignin with NaOH increased both the rate and 

extend of depolymerization by quenching reactive intermediates.69 Finally, the oxidative 

mechanocatalytic depolymerization of lignin has also been demonstrated with HO-Tempo, KBr, 

and Oxone using a mixer mill, mortar mill, and disc mill.70 

1.4 Outline of this Dissertation 

This thesis work primarily focuses on laying the groundwork for using mechanocatalysis 

to depolymerize and valorize lignin. Chapter 2 highlights the inherent recalcitrance of the lignin 

polymer due to isolation and the need for novel approaches for lignin valorization. Chapter 3 

introduces a bottom-up modeling approach for describing mechanochemical reactions and reaction 

environments using traditional chemical and physical concepts. Chapter 4 presents a study of 

mechanocatalytic ammonia synthesis, emphasizing unique reaction paths and catalyst behaviors 

in mechanocatalytic environments. Chapter 5 demonstrates the feasibility of the necessary 
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chemistry for hydrogenolysis of lignin using mechanocatalysis. Finally, Chapter 6 summarizes the 

key conclusions from the previous chapters and outlines potential future routes to further expand 

on this thesis and generate deeper understanding of mechanocatalysis and lignin valorization.  
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CHAPTER 2  

RECALCITRANT STRUCTURES OF INDUSTRIAL LIGNIN 

2.1 Introduction 

As the only large-scale renewable source of natural aromatics, the potential value of lignin 

as an alternative feedstock for petroleum-derived chemicals has sparked much interest.8, 71-73 The 

role of lignin in the plant is to protect the cellulose fibers while providing strength, rigidity, and 

degradation resistance.74 Lignin extraction has historically required harsh treatments that reduce 

important chemical moieties and lead to severe condensation of the lignin structure.25 These 

recalcitrant lignin polymers are typically burned as a low value fuel to generate steam and 

electricity. In the pulp and paper industry alone, over 50 million tons per year of lignin are burned 

at a nominal value of $100 per ton.75 However, developing of higher value products from lignin 

requires new upgrading pathways.  

Kraft pulping, using sodium hydroxide and sodium sulfide, is the predominant industrial 

processes to fractionate lignocellulose into cellulose, hemicellulose, and lignin.76 Removing lignin 

from the recovery process at a pulp mill is economically attractive because it can increase pulp 

throughput and create a new revenue streams.77 Commercial technologies have emerged to 

precipitate lignin from black liquor using acids or carbon dioxide,78 with the LignoBoost™ process 

as one of the predominant technologies.79 However, high severity kraft cooks have been reported 

to produce condensed lignin with high sulfur content, which may present problems with 

downstream processing.80 Lignin extracted from black liquor has been primarily used as a 

polymeric additive in carbon fiber composites, activated carbon, polyurethanes, and adhesives. 

These lignin-infused materials tend to have inferior performance compared to the original.81 It is 

plausible that better understanding and control of the depolymerization process will allow for the 

incorporation of renewable carbon without sacrificing final material properties. 
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The predominant pathway to chemicals from lignin is catalytic depolymerization. Catalytic 

depolymerization (acid/base hydrolysis, oxidative depolymerization, and hydroprocessing) can 

produce a relatively narrow product distribution of mono-aromatics, compared to other strategies 

such as pyrolysis, that can be more readily funneled into value-added chemicals.71 A major hurdle 

for this process is the recalcitrant bonds formed during fractionation. Isolated lignin tends to have 

fewer labile ether linkages (β-O-4, α-O-4) and more aliphatic and condensed linkages (β-5, β-β, 

4-O-5, 5-5’).25 Most depolymerization strategies only cleave labile ether bonds, so monomer yields 

are severely diminished (just 5% - 15% for kraft lignin).72 Additionally, many depolymerization 

strategies still produce too wide a distribution of mono-aromatic products. The combination of low 

yield and low selectivity makes the economics of converting isolated lignin to chemicals currently 

unappealing.8  

Many new biorefineries, focused on producing renewable fuels and chemicals, isolate lignin 

using milder solvents and reaction conditions. Commonly, these fractionation processes utilize 

organic solvents, such as alcohols, to solubilize lignin and hemicellulose.82-84 Other delignification 

techniques dissolve the carbohydrates but keep the lignin as a solid through the fractionation 

process.85 These alternative solvent processes lead to a variety of different lignin types, many of 

which retain a majority of native -ether linkages at laboratory scale.86 While many biorefineries 

are producing supposedly less recalcitrant lignin at industrial scales, these lignin structures have 

yet to be thoroughly characterized. 

The aim of this chapter is to comparatively characterize the depolymerization-related 

structural characteristics of eight lignin samples from four different industrial scale fractionation 

processes (kraft pulping, butanol organosolv fractionation, super critical water hydrolysis, and 

SO2/Ethanol/Water fractionation). These eight samples represent the most comprehensive 
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characterization of industrial lignin produced via different processes within a single study, known 

to date. Numerous lignin depolymerization studies have identified that molecular weight, degree 

of condensation, and abundance of β-O-4 bonds are key characteristics that influence monomer 

yields.25, 87-88 These structures in each lignin sample are compared based on a combination of 

elemental analysis, gel permeation chromatography (GPC), quantitative 13C nuclear magnetic 

resonance (13C NMR) spectroscopy, 1H-13C 2D heteronuclear single quantum coherence (HSQC) 

NMR spectroscopy, and thermogravimetric analysis (TGA). These results are used to provide 

guidance for future valorization routes that start with these lignin feedstocks. 

2.2 Materials and Methods 

2.2.1 Lignin Sources 

All lignin samples were obtained from pilot-scale to industrial-scale process streams (Table 

1). The samples were derived from different wood sources, and the operating conditions of the 

same process (performed by different companies) most likely differed between samples. The initial 

native structures of these lignin samples and many of the operating conditions, such as total lignin 

yields, are not knowable. However, these samples truly represent commercially isolated lignin 

streams and constitute a practical starting point for a lignin to chemicals process. All lignin samples 

were dried and sieved between 40-mesh and 80-mesh screens. The final particle size was between 

185 µm and 425 µm. No additional treatment occurred prior to characterization unless otherwise 

stated. 
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Table 1: Source and preparation method of industrial lignin samples. 

Lignin Sample Name Acronym Sample Preparation 

Softwood Kraft 1 SWK1 

Southern pine was treated in a standard kraft cook for a bleachable 

grade pulp. The kraft lignin was isolated by acidification with CO2 to 

a pH of 9, followed by additional acidification and wash to a pH of 3. 

Softwood Kraft 2 SWK2 

Southern pine was treated in a standard kraft cook for linerboard 

production. The kraft lignin was separated from the resulting black 

liquor. The lignin was filtered and washed extensively. 

Softwood Kraft 3 SWK3 
An industrial grade research sample from Southern Pine based on 

acid-precipitated kraft lignin. 

Softwood Butanol SWBuOH 

Mixed softwoods were treated using an n-butanol organosolv 

processes. After fractionation, the dissolved lignin was recovered by 

evaporating the solvent. 

Hardwood Kraft HWK 

Mixed hardwoods were treated in a standard kraft cook. The lignin 

was precipitated from the industrial black liquor in house following the 

procedure described by Zhu and Theliander.89 The black liquor was 

heated to 65 °C in a water bath. 6 M sulfuric acid was added until the 

liquor achieved a pH of approximately 10. The mixture was stirred for 

an additional hour, and then the lignin precipitate was recovered by 

vacuum filtration. The lignin was washed with dilute sulfuric acid 

(pH 3). 

Hardwood Super Critical 

Water 
HWSCW 

Mixed hardwoods were hydrolyzed with supercritical water. The 

dissolved cellulose was filtered away from the solid lignin. The lignin 

was washed with water during the filtration process. 

Hardwood SEW HWSEW 

Mixed southern hardwoods were treated with a mixture of sulfur 

 ioxi  ,  th nol,  n  w t r (SEW)  t 150 ˚C. The resulting liquor was 

distilled to remove ethanol and sulfur dioxide, which resulted in lignin 

precipitation. The precipitate was separated, and water washed 

(separation by centrifugation) to produce the lignin sample at 60% 

moisture content. 

Hardwood Butanol HWBuOH 

Mixed hardwoods were treated using an n-butanol organosolv 

processes. After fractionation, the dissolved lignin was recovered by 

evaporating the solvent. 

2.2.2 Chemicals 

Stabilized tetrahydrofuran (THF, HPLC Grade, 99.7+%, stab. with 250 ppm BHT) was 

purchased from VWR (Radnor, PA). Sulfuric acid (ACS reagent, 95.0-98.0%), glacial acetic acid 

(ReagentPlus®, ≥99%), acetyl bromide (99%), deuterated dimethyl sulfoxide (DMSO-d6, 99.8%), 
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chromium (III) acetylacetonate (99.99% trace metals basis) (Cr (III) acac,), trioxane (≥99%), and 

tetramethyl silane (TMS, ≥99.0%) were purchased from Sigma Aldrich (St. Louis, MO). 

2.2.3 Sugar Composition, Ash Content, and Elemental Analysis 

Sugar analysis was performed with a modified version of the method by Sluiter et al.90 Dry 

and milled (0.425 mm to 0.185 mm) samples (0.175 g ± 0.005 g) were treated with 72% (v/v) 

sulfuric acid at 30 °C for 1 h. Each sample was diluted and heated for 2 h at 121 °C. The samples 

were then filtered, and the filtrate was analyzed for the concentration of different sugars by high-

performance anion-exchange chromatography with pulsed amperometric detection 

(HPAEC-PAD). Results from the sugars composition analysis are listed in Table A1.  

Ash content was determined by heating dried lignin samples at 525 °C in air for 2 h. Results 

of the ash content analysis are listed in Table A1. 

C, H, N, S, and O elemental analysis was performed by Midwest Microlab (Indianapolis, 

IN, midwestlab.com). C, H, and N contents were determined by high temperature combustion in 

pure oxygen. The S content was determined via flask combustion and subsequent titration. The O 

content was determined gravimetrically by pyrolysis at 1200 °C (Unterzaucher Method91). The 

concentration of other elements was determined with proton-induced X-ray emission (PIXE) 

analysis by Elemental Analysis Inc (Lexington, KY, elementalanalysis.com). Results from the 

CHNOS elemental analysis are list in Table A2 and results from the PIXE analysis are listed in 

Table A3. 

2.2.4 Gel Permeation Chromatography (GPC) 

The lignin samples were derivatized via acetobromination.92 Dried lignin (10 mg) was 

added to a 9:1 v/v mixture of glacial acetic acid and acetylbromide. The sample was heated to 



17 

 

50 °C and stirred for 2 h. The sample was then dried using a rotary evaporator at 60 °C. The 

precipitated lignin was dissolved in 2 mL of THF and filtered with a 0.1 µm PTFE syringe filter.  

GPC was performed on an Agilent 1260 Infinity II HPLC with two Agilent PLgel Mixed-

B polystyrene-divinylbenzene columns and a 10 µm guard column. A calibration curve was 

generated using polystyrene standards with MP ranging from 162 to 6,570,000 g/mol. Solvent 

(stabilized THF) flowrate was set to 1 mL/min and data was collected using a UV detector 

(280 nm). Data analysis was conducted using Cirrus software. 

2.2.5 Nuclear Magnetic Resonance (NMR) Spectroscopy 

Quantitative 13C NMR spectroscopy experiments were conducted following the procedure 

described by Crestini et al.93 Prior to analysis, lignin samples were dried overnight in a low-

pressure desiccator at room temperature to remove excess water. Lignin samples were dissolved 

in DMSO-d6 (200 mg/mL). Approximately 100 μL of 1,3,5-trioxane (17 mg/mL), Cr (III) acac 

(1.8 mg/mL), and TMS (10 mg/mL) in DMSO-d6 were added to the lignin samples. 13C NMR 

spectra were collected on a Bruker Avance IIIHD 700 MHz NMR instrument. An inverse-gated 

proton decoupling pulse sequence was applied with a 90° pulse width and an acquisition time of 

1.4 s. A delay of 4.5 s was used to produce a quantitative spectrum. A total of 3 K scans were 

collected for each spectrum. Spectra were calibrated to the TMS peak at 0.0 ppm. 

1H-13C 2D Heteronuclear Single Quantum Coherence (HSQC) NMR spectroscopy 

experiments were conducted following the procedure described by Mansfield et al.94 Prior to 

analysis, lignin samples were dried overnight in a low-pressure desiccator at room temperature to 

remove excess water. The lignin (50 mg) was dissolved in 1 mL DMSO-d6. HSQC NMR spectra 

were collected on a Bruker Avance IIIHD 700 MHz NMR instrument using the standard 
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“hsqcetgpsisp2.2” pulse program (acquisition time: 0.113 s, recycle delay: 1 s). The number of 

time increments recorded in the 13C direction was 512. The number of points collected in the 1H 

direction was 1024, with 8 scans per increment. Spectra were calibrated to the DMSO peak at 

C/H = 39.5/2.49 ppm. 

2.2.6 Thermogravimetric Analysis (TGA) 

Thermogravimetric analysis was performed in a simultaneous DSC-TGA Q series 600 

instrument. Prior to analysis, lignin samples were dried overnight in a low-pressure desiccator to 

remove excess water. Samples between 5 and 10 mg were loaded into alumina crucibles and heated 

from room temperature to either 650 °C in air or 1000 °C in nitrogen at a heating rate of 10 °C/min. 

Gas flows were kept constant at 20 mL/min. 

2.3 Results and Discussion 

2.3.1 Gel Permeation Chromatography 

The number average molecular weight (MN), weight average molecular weight (MW), and 

polydispersity (PD) of the lignin samples were determined by GPC (Figure 4, Table 2). The 

softwood kraft lignin samples (SWK1-3) had similar molecular weight distributions and 

polydispersity, but the softwood butanol organosolv lignin (SWBuOH) had a significantly lower 

average molecular weight. A peak at approximately 180 Da in the trace of SWBuOH resulted in a 

greater polydispersity compared to the other samples. This peak also corresponded to a typical 

molecular weight of a mono-aromatic species, suggesting significant depolymerization occurred 

during fractionation. The hardwood kraft (HWK), hardwood super critical water hydrolysis 

(HWSCW), and hardwood SO2/Ethanol/Water organosolv (HWSEW) lignin samples had similar 

molecular weights, which were lower than the softwood kraft samples. Similarly, the hardwood 
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butanol organosolv lignin (HWBuOH) had a much lower molecular weight than the other 

hardwood lignin samples.  

 

Figure 4: GPC traces of select lignin samples. All GPC traces of the lignin samples can be found 

in Figure A1. 

Table 2: Molecular weight and polydispersity of lignin samples. 

Sample MN 
[g mol-1] 

MW 

[g mol-1] 
Polydispersity 

SWK1 1590 5270 3.32 

SWK2 1540 5060 3.28 

SWK3 1610 6040 3.76 

SWBuOH 860 3990 4.62 

HWK 1400 4060 2.90 

HWSCW 1400 4520 3.23 

HWSEW 1070 3610 3.38 

HWBuOH 650 1460 2.24 

2.3.2 13C NMR Spectroscopy 

Quantitative 13C NMR spectroscopy provides direct measurement of different carbon 

species in the lignin structure. Analysis of the NMR spectra was limited to the aromatic carbons 

(162 – 102 ppm) and methoxy carbons (MeO) (58 – 54 ppm) (Figure 5).95 The aromatic region 

can be further divided into aromatic carbons bonded to oxygen (CArO) (162 - 142 ppm), aromatic 

carbons bonded to carbon (CArC) (142 - 125 ppm), and aromatic carbons bonded to hydrogen 
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(CArH) (125 – 102 ppm).95 Carbon species in conjugated double bonds were also present in the 

aromatic region, but these moieties are expected to account for less than 5% of the signal area.93 

Integral values are listed in Table S4, and the peak areas were normalized such that the combined 

aromatic carbon region equaled 6. The normalized area for the methoxy peak provided direct 

quantification of the methoxy content relative to aromatic carbon nuclei (Table 3). The degree of 

condensation (DoC) for the samples was calculated as the difference between the theoretical 

number of CArH per aromatic, based on the guaiacyl (G) and syringyl (S) fractions in the lignin, 

and the measured number of CArH from 13C NMR spectra (Equation 1,Table 3).96 An uncondensed 

G unit will contribute 3 CArH while an uncondensed S unit will contribute 2 CArH per aromatic. The 

softwood samples were assumed to be comprised solely of guaiacyl units (G = 1 and S = 0), and 

the G and S fractions of the hardwood lignin samples were determined from HSQC NMR 

spectroscopy (see below). 

𝐷𝑜𝐶 [%] = (3𝐺 + 2𝑆 −  𝐶𝐴𝑟𝐻) × 100    (1) 

 

Figure 5: 13C NMR Spectra of select lignin samples. Highlighted regions depict integral bounds 

for aromatic carbons bonded to oxygen (CArO) (green), aromatic carbons bonded to carbons (CArC) 

(red), aromatic carbons bonded to hydrogen (CArH) (blue), and methoxy carbons (yellow). Spectra 

for all lignin samples are shown in Figure A2.  
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Table 3: S/G ratio, methoxy and inter-aromatic linkage content, and degree of condensation of the lignin samples from this work and 

of technical lignin and milled wood lignin (MWL) samples from literature.80, 95-98

Sample S/G 
MeO 

[per 100 aromatics] 

β5 

[per 100 aromatics] 

Ββ 

[per 100 aromatics] 

βO4 

[per 100 aromatics] 

DoC 

[%] 

SWK1 - 91[b] 1.7[c] 1.5[c] 5.1[c] 73[b] 

SWK2 - 87[b] 2.2[c] 1.8[c] 8.4[c] 68[b] 

SWK3 - 85[b] 1.6[c] 1.5[c] 4.5[c] 64[b] 

SWBuOH - 73[b] 4.9[c] 1.2[c] 4.0[c] 59[b] 

Pine Kraft80 - 63[b] 1.6[c] 6.0[c,f] 2.2[c] 71[b] 

Pine Kraft80 - 68[b] 1.1[c] 4.6[c,f] 8.2[c] 68[b] 

Spruce MWL95 - 100[b] n.r.[d] 6[b] 45[b] 38[b] 

Loblolly Pine MWL97 - 99[b] n.r. n.r. n.r. 43[b] 

HWK 2.67[a] 115[b] 0.4[c] 2.1[c] 2.5[c] 36[c] 

HWSCW 1.91[a] 128[b] 4.3[c] 4.2[c] 11.1[c] 41[c] 

HWSEW 1.97[a] 107[b] 0.6[c] 2.1[c] 4.3[c] 61[c] 

HWBuOH[e] 2.45[a] 74[b] 3.0[c] 1.7[c] 4.1[c] 30[c] 

E. Grandis MWL96 1.72[b, f] 160[b] 3[b] 3[b] 61[b] 21[b] 

Cottonwood MWL98 1.41[b] 151[b] 4[b] 8[b] 52[b] 13[b] 

Silver Birch MWL98 3.02[b] 177[b] 3[b] 9[b] 66[b] 15[b] 

Red Maple MWL98 1.20[b] 160[b] 5[b] 10[b] 58[b] 21[b] 

Red Alder MWL98 1.37[b] 160[b] 3[b] 7[b] 59[b] 24[b] 

[a] Determined from HSQC NMR. [b] Determined from 13C NMR. [c] Determined by combination of HSQC NMR and 13C NMR. [d] n.r. = not reported. [e] G6 peak used to 

determine S/G ratio. [f] Calculated from reported values. 
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A major hurdle for high monomer yields is the condensation of the lignin structure during 

fractionation.25 In the context of this work, a condensed structure is defined as one containing any 

additional, non C-H bond on the aromatic ring. Other condensed linkages exist, such as bonds 

between the propyl tails of monolignols, but those could not be rigorously detected with the utilized 

characterization techniques. Additionally, condensed moieties are found naturally in the lignin 

structure and do not solely arise from fractionation and isolation.99 The DoCs of milled wood lignin 

have been reported between 38% and 43% for softwoods95, 97 and between 15% and 24% for 

hardwoods.96, 98 The softwood kraft lignin samples measured here had similar DoCs as reported in 

literature, which were also determined by 13C NMR spectroscopy (Table 3).80 Aside from simply 

having more reactive sites, the absence of syringyl units results in higher DoCs in both native and 

technical softwood lignin because the 5-position on the aromatic ring is more susceptible to 

condensation reactions.100 All four fractionation processes resulted in lignin samples that had DoCs 

higher than native lignin, so diminished monomer yields and selectivities would be expected 

during depolymerization, especially using techniques which focus on breaking labile ether bonds. 

Despite the diverse lignin sources and process environments, these fractionation methods resulted 

in lignin streams with similarly condensed structures. 

2.3.3 HSQC NMR Spectroscopy 

The aromatic region of the HSQC NMR spectrum (C/H = 131/8.1 - 99/5.9 ppm)101 has 

information about the lignin monomer unit composition (Figure 6). For softwood lignin, the 

spectrum was dominated by three peaks from guaiacyl units (G) at 111.4/7.0, 115/6.7, and 

119.5/6.9 ppm, which correspond to the C-H bond at the 2 (G2), 5 (G5), and 6 (G6) position, 

respectively. For hardwood lignin, additional peaks appeared due to the presence of syringyl units 

(S). The dominant peak at 103.3/6.6 ppm corresponds to the C-H bond at the 2 and 6 positions 
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(S2/6). The smaller peak around 106.5/7.0 ppm corresponds to S with an oxidized C position 

(S’2/6).
101 For determining the G and S content (Table 3), the volume integral of the G2 peak was 

measured and volume integrals of the S2/6 and S’2/6 peaks were measured and halved to account 

for the symmetric C-H bonds. Due to the presence of an unidentified species at C/H 

110.3/6.36 ppm in HWBuOH, which interfered with the G2 peak, the G6 peak value was used in 

the calculations. A clear discrepancy is observed between the abundance of methoxy groups and 

the G and S content of each lignin sample. Demethoxylation of the lignin is expected during 

fractionation and is well known to occur during kraft pulping.100 However, the higher levels of 

demethoxylation for SWBuOH and HWBuOH are notable. 

 

Figure 6: Aromatic region of HSQC spectrum for select lignin samples and key structures. Peak 

corresponding to guaiacyl (G) units are colored green and peaks corresponding to syringyl (S) 

units colored red. All aromatic regions from HSQC NMR spectra of the lignin samples and 

integration boundaries can be found in Figure A3. 
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The aliphatic region (C/H = 91/5.9 - 48/2.5 ppm)101 has information about key inter-

aromatic linkages (Figure 7). The predominant linkages that can be analyzed in the aliphatic region 

are the β-O-4 ether bond, the phenylcoumaran bond (β-5), and the resinol bond (β-β).101 Each 

linkage has peaks corresponding to C-H bonds at the C, C, and C positions. For comparisons, 

the volume integral for the C-H signal for the β-O-4 (71/4.8 ppm), −5 (87.5/5.6 ppm), and − 

(85.7/4.5 ppm) was measured to determine the abundance of the inter-aromatic linkages. The 

volume of the − peak was halved to account for symmetry of the bond. The broad peak at 

56.2/3.6 ppm arises from the methoxy groups in the lignin. The volume integral of the methoxy 

group peak was used as an internal standard to quantify the abundance of the linkages on a per 

aromatic basis (Table 3).80 Since significant demethoxylation of the lignin samples occurred, the 

volume integral of the methoxy peak was calibrated to the methoxy content directly quantified by 

13C NMR spectroscopy. 
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Figure 7: Aliphatic region of the HSQC NMR Spectra of select lignin samples and key structures. 

Peaks corresponding to methoxy groups are colored orange, peaks corresponding to the β-O-4 

linkage are colored blue, peaks corresponding to the β-5 linkage are colored green, and peaks 

corresponding to the β-β linkage are colored purple. All aliphatic regions from HSQC NMR of the 

lignin samples and integration boundaries can be found in Figure A4. 

The low abundance of the three measurable linkages in all the lignin samples showed that 

extensive depolymerization occurs during fractionation (Table 3). In native lignin, the 5 linkage 

was present in concentrations of between 9-12 for softwoods and 3-6 for hardwoods per 100 

aromatic units, and the β-β linkages was present in concentrations of between 2-4 for softwoods 

and 3-7 for hardwoods.98, 102 Of these two linkages, only HWSCW and HWBuOH exhibit 

concentrations that fall into the native range, while the rest were present in lower than expected 

concentrations. Only the ether bonds in the β-5 and β-β structure are expected to be cleaved during 

fractionation, so carbon-carbon linkages persist even with the disappearance of these bonds.93 The 

β-O-4 bond is the most prevalent linkage in native lignin, typically ranging from 40 - 60% of 
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linkages. The β-O-4 content of even the most preserved lignin samples was reduced to 11.2 

(HWSCW) and 8.4 (SWK2) per 100 aromatics, with the rest of the samples having roughly 5 or 

less. With the significant reduction of these linkages in the lignin samples, the vast majority of 

remaining linkages in both the softwood and hardwood samples are irregular and, most likely, 

uncleavable using traditional methods. 

2.3.4 Theoretical Monomer Yields 

While β-O-4 content is usually the best predictor for the potential monomer yield,87 the 

size of the polymer can play a role as well. It has been shown that the depolymerization of lower 

molecular weight lignin results in higher monomer yields.103-104 As such, comparing the theoretical 

monomer yields for the lignin samples allows for discussion based on a greater set of structural 

information. Theoretical monomer yields of the lignin samples, assuming the lignin polymers are 

linear, can be calculated (Equation 2) using the degree of polymerization (DoP) and the fraction 

of cleavable bonds (FCB).105-106 Equation 2 describes the probability that a monomer unit is linked 

on both sides by labile bonds or that the monomer unit is a terminal unit linked by a labile bond. 

The DoP can be calculated from the MN from GPC (Table 2) and an empirical monomeric 

molecular weight, based on the elemental composition (Table A2), the methoxy group content 

(Table 3), and assuming a C9 basis (Equations A1-A5). The FCB was calculated as the number of 

β-O-4 bonds per linkage, where the total number of linkages per polymer is one less than the DoP 

(Equation A6). Most catalytic depolymerization processes focus on the ether linkages, while the 

aliphatic linkages are considered uncleavable. Other labile bonds do exist, such as the α-O-4, but 

these are typically present at low concentrations in the native lignin (< 10 per 100 aromatics)102 

and, due to similar bond dissociation energies,107 can be expected to be significantly cleaved during 
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fractionation as well. Therefore, the assumption that β-O-4 content represents all cleavable bonds 

is reasonable. 

𝑇ℎ𝑒𝑜𝑟𝑒𝑡𝑖𝑐𝑎𝑙 𝑌𝑖𝑒𝑙𝑑 [%] =
(𝐷𝑜𝑃−2)×𝐹𝐶𝐵

2 +(2×𝐹𝐶𝐵)

𝐷𝑜𝑃
× 100  (2) 

In general, the hardwood lignin samples had lower DoP, which is to be expected from the 

comparable reductions of native linkages and lower DoCs. However, the theoretical monomer 

yields for all the lignin samples were similar and were all less than 5% (Table 4). The non-kraft 

lignin samples had higher expected monomer yields than the kraft lignin samples, except for 

SWK2, but the yields showed only marginal improvements. While this calculation presents a lower 

bound for monomer yields, from the linear polymer assumption, clearly the non-kraft lignin 

samples would produce similar actual monomer yields as kraft lignin. From the structural changes 

in the lignin samples from fractionation, also evidenced by the higher DoC and lower number of 

native linkages, it would be reasonable to expect that the monomer selectivity from the non-kraft 

lignin would be as low as from kraft lignin too. From this data, super-critical water, SEW, and 

butanol fractionation, when performed at industrial scale, produce a lignin that is no more viable 

than kraft lignin as a feedstock for valorization via catalytic ether depolymerization. 
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Table 4: Degrees of Polymerization, Fraction of Cleavable Bonds, and Theoretical monomer 

yields for the lignin samples. 

Sample Empirical Formula[a] 
Monomeric 

Molar Mass[a] 

[g mol-1] 

Degree of 
Polymerization[b] 

Fraction of 
Cleavable 
Bonds[c] 

Theoretical 
Monomer 
Yield[d] [%] 

SWK1 C9H7.7O2.3(OCH3)0.91 181 8.8 5.8 1.6 

SWK2 C9H8.1O2.6(OCH3)0.87 185 8.7 9.5 2.9 

SWK3 C9H8.0O2.3(OCH3)0.85 180 8.6 5.0 1.4 

SWBuOH C9H8.6O2.0(OCH3)0.73 171 5.0 5.0 2.1 

HWK C9H7.4O2.0(OCH3)1.15 183 7.6 2.9 0.8 

HWSCW C9H7.1O2.6(OCH3)1.28 196 7.1 12.9 4.8 

HWSEW C9H8.1O3.4(OCH3)1.07 203 5.3 5.3 2.2 

HWBuOH C9H9.5O2.1(OCH3)0.74 174 3.8 5.6 3.2 

[a] Determined from elemental analysis and 13C NMR (Equations A1-A4). [b] Determined from empirical formula and GPC 

(Equation A5). [c] Determined from DoP and βO4 content (Equation A6). [d] Calculated from Equation 2. 

2.3.5 Thermogravimetric Analysis 

Dried lignin samples were heated at 10 °C/min in a flow of nitrogen to 1000 °C. (Figure 8) 

This process is roughly analogous to pyrolytic depolymerization, which one may use to access 

value added organic molecules.108-110 The butanol organosolv lignin samples (SWBuOH and 

HWBuOH) clearly showed faster decomposition at lower temperatures than any of the other 

samples. The remaining hardwood samples tended to decompose next, followed by the softwoods. 

It should also be noted that the butanol extracted lignin samples, as well as the super critical water 

extracted hardwood, did not fully pyrolyze and instead formed a thermally stable carbon residue. 

Unfortunately, it is impossible to rigorously deconvolute the influence of processing condition and 

wood source in this study. Additionally, ash is known to affect the thermal stability of lignin,111 

but no correlations were observed between the degradation rate and the ash content (Table A1, 

Table A3). 
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Figure 8: (a) Thermogravimetric analysis (TGA) and (b) derivative thermogravimetric analysis 

(DTGA) of all industrial lignin samples heated in 20 mL/min of N2 from ambient to 1000 °C at a 

rate of 10 °C/min. 

It is important to note, though, that catalytic ether cleavage is not the only method for lignin 

depolymerization. Several studies have reported on lignin pyrolysis and gasification as a means of 

producing mixtures of volatile organic compounds (VOCs) and syngas.108-109, 112 Shen et al. 

showed that different volatile compounds evolve at different temperatures, with aromatics favored 

at low temperatures and permanent gasses (CO, CO2, H2, and CH4) favored at higher 

temperatures.112 The fact that the measured DTGA profiles observed in this study (Figure 8b) 

showed so much variation likely indicates that the fast pyrolysis products of these lignin samples 

would also show considerable variation in quantities evolved. Among the kraft lignin samples, 

HWK and SWK1 both show some decomposition in the 500-800 °C range, while SWK2 and 

SWK3 both fully decompose below 700 °C. According to results from Yang et al., this indicates 

that SWK2 and SWK3 will produce more light hydrocarbons and hydrogen and less CO and CO2 

compared to HWK and SWK1.109 However, SWBuOH and HWBuOH both showed significant 

decomposition at 200 °C, and all the non-kraft lignin showed increased decomposition below 
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400 °C compared to the kraft lignin. This would imply the non-kraft processes create lignin that, 

while also exhibiting low either bond content as measured by NMR, generate more volatile 

aromatics than kraft lignin. 

2.3.6 Implications for Future Biorefining 

As biorefineries continue to grow in number and scale, with some projecting solid lignin 

production to reach 225 million tons annually by the year 2030 as a consequence of biofuels 

production,75 effective methods for characterizing and valorizing lignin, through catalytic 

depolymerization, pyrolysis, or composite materials, will become more critical than ever. If 

catalytic depolymerization is the desired pathway, the structural characterization in this work 

clearly shows that research on novel depolymerization catalysts and processes must focus on 

cleaving C-C linkages as these are limiting high aromatic monomer yields from technical lignin 

streams. Importantly, there appear to be complexities in translating promising lab scale results to 

a larger scale that are not fully understood. Moreover, in all cases, downstream processes will 

require a consistent feedstock. Here, even the kraft lignin samples would be expected to have 

different physicochemical properties as significant variability is observed in the thermal 

degradation profiles. Therefore, developing rigorous structure-property relationships based on 

facile characterization methods, such as decomposition temperature and product distributions, to 

determine a priori how industrially derived lignin will perform in any given process would be 

immeasurably helpful in matching lignin streams and valorization pathways.  

2.4 Conclusions 

In this study, eight industrially sourced lignin samples were collected, and key structural 

properties relevant to catalytic depolymerization were characterized. NMR spectroscopy revealed 

heightened degrees of condensation and partial depolymerization due to fractionation in all lignin 
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samples, showing most of the aromatics were linked together with irregular and recalcitrant bonds. 

Based on NMR, GPC, and elemental analysis, the theoretical monomer yields for all lignin samples 

were calculated to be less than 5%. This suggests that solid lignin industrially extracted by any 

currently available methods will have low monomer yields and would be a poor feedstock for 

processes intended to take advantage of residual labile ether bonds for depolymerization. 

Thermogravimetric analysis showed stark differences in the thermal decomposition profiles of the 

lignin samples, suggesting differences in physicochemical properties and pyrolysis products. 

These differences may be leveraged in future work to access different types of value-added 

compounds. 
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CHAPTER 3  

MODELING REACTIVE CONDITIONS IN MECHANOCHEMICAL 

REACTORS 

3.1 Introduction 

Mechanochemistry has remained an enigmatic field for much of its history.113 Analogous to 

electro- and photochemistry, mechanochemistry utilizes the input of mechanical energy to drive 

chemical reactions.114 These reactions are generally performed in ball mills, where the collision 

between the balls and the vessel supply the mechanical energy. The mechanical action in these 

reactors is believed to drive the chemical reactions in several ways: the creation of hot spots, 

enhanced solid-solid mixing and contact area, the creation of meta-stable or unstable structural 

configurations, or producing reactive surfaces in situ. The presence and influence of these different 

phenomena depend significantly on the media being milled, making a generalized unified theory 

of mechanochemistry difficult or impossible. None the less, mechanochemistry has seen an 

increase in popularity over the past several years, with wide applications in metallurgy and 

inorganic chemistry,114-116 organic synthesis,38 materials synthesis,117-121 environmental 

protection,122-126 biomass valorization,69-70, 127-129 enzymatic catalysis,130-131 and heterogeneous 

catalysis,42, 132 to name a few. The mechanical processes are readily available on an industrial scale 

as grinding and ball milling are commonly used in manufacturing. But, the scale-up of the chemical 

aspect remains difficult, compared to traditional chemical processes, due to the lack of general 

foundational models.133 A model capable of describing mechanochemical reactions using the 

existing pool of traditional chemical and physical knowledge would provide a critical step towards 

elucidating mechanochemistry. 

Attempts to understand mechanochemical reactions have focused on a top-down approach 

by developing kinetic models of the reactions, typically based on energy dose.134-138 The extent of 
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reaction or reaction rate have been determined by periodically removing and analyzing the 

reactants or, preferably, directly measuring their concentrations operando.139 These efforts have 

highlighted the key parameters of the milling (collision energy and collision frequency)140 and that 

the kinetics may follow simple power laws, step-wise kinetics, or require novel mechanisms. The 

rate of mechanical amorphization of Ni alloys was found to be invariant of milling conditions, but 

could be wholly described by energy dose.141  The in situ X-ray diffractometry of 

mechanochemical zni-Zn(Im)2 synthesis showed a reaction rate that follows first order kinetics,142 

contrasting earlier, ex situ studies, which showed second order kinetics.143 This discrepancy could 

have arisen through difficulty in processing the in situ data caused by the heterogeneity of the 

sampling during milling.144 Through continuous monitoring of gas uptake, the mechanochemical 

nitridation and hydridation of Hf and Zr powders was shown to follow Johnson-Mehl-Avrami-

Kolmogorov kinetics with a rate constant governed by the specific energy dose.145 The study of 

the co-crystallization of ibuprofen and nicotinamide, via in situ Raman spectroscopy, suggested a 

mechanism where the reactants were mechanically amorphized but then crystallized 

thermochemically.146 Delogu and Takacs were also able to analyze the detailed kinetics of 

mechanochemical reactions to elucidate several microscopic parameters of the reactions, such as 

the amount of material impacted within a single collision or minimum impact energies needed to 

drive a reaction.147 While the conditions and processes occurring in mechanochemical reactions 

are complex, their influences often collapse and allow the reaction rate to be described with 

straightforward kinetic equations, at least over a certain range of parameters. 

A second approach, albeit a much less common one, focuses on building bottom-up models 

of the collision characteristics to describe mechanochemical reactions. Initial attempts to model 

collision energies focused on understanding the micromechanics of mechanical alloying.148-149 



34 

 

These models were based on Hertzian Contact Theory and calculated energies of 10-3 to 10-2 J per 

collision and temperatures rises on the order of 500 K in the powder. Kinematic equations for the 

average motions of balls in a planetary ball mill have also been derived and used to determine the 

energies of collisions,150 and has been used to better understand mechanocatalytic reactions.151 

Hashimoto et al. developed a model, also based on Hertzian Contact Theory, to calculate collision 

energies by treating the ball and powder bed as viscoelastic materials.152 By calculating the forces 

and deformation over small time steps, the energy dissipated during the collision was determined. 

Similar equations were used to model the particle-particle interactions instead of the ball-powder 

interactions. The increase in temperature,153-154 pressure, and contact area155 at the points of contact 

between particles have been modeled. Similarly to Hertzian Contact Theory approach, highly 

generalized equations, able to describe the localized time, pressure, and temperature conditions, 

were derived from the theory of glancing collisions of ridged bodies in comminuting devices.156-

157 These models have provided some insights to the microscopic phenomena of 

mechanochemistry, but their application has been limited. At best, the results have been correlated 

to macroscopic observations. There is no available model capable of describing mechanochemical 

reactions or kinetics. 

A key difficulty of the bottom-up approach is the lack of understanding for the different 

phenomena that occur during collisions, but hot spot formation maybe one of the simplest to 

model. “Hot spots” are one of the oldest theories in mechanochemistry, dating back to Bowden & 

Yoffe’s works on impact explosives in the 1950s158-159 and Thiessen & Heinicke’s work on 

tribochemistry in the 1960s.160 Research into understanding the conditions of hot spots has 

continued to the current day.161-167 Hot spots occur as the kinetic energy is dissipated into the 

milling medium during a collision, creating a short-lived spot of high temperature. These hot spots 
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have been proposed to have temperatures greater than 1000 K but last only on the order of 

microseconds168 Several mechanisms for hot spot creation have been proposed: viscous heating, 

localized plastic work, friction between particles, and adiabatic heating of trapped gases,169-171 but 

friction and deformation are believed to dominate.172 The temperatures of these hot spots strongly 

depend  on the material, thermal, and mechanical properties of the milling media.173 Ultimately, 

energy will be distributed between heat, comminution, and other chemical and physical processes, 

but the collision energy provides a good first approximation of the hot spot heating. 

Admittedly, the concept of hot spots, as an explanative theory of mechanochemistry, has 

come under some criticism in recent years. Discrepancies have been demonstrated in the 

temperature rise of milled metal and metal oxide powders, based on phase transitions.174 Specific 

phase transitions were detected in Co (hcp to fcc), TiO2 (anatase to TiO2 II to rutile), and ZrO2 

(monoclinic to tetragonal), with the transition of ZrO2 requiring the highest temperature of 2643 

K. However, no changes were detected in Fe, Ti, or Zr, which experience phase transitions between 

1100 K and 1200 K. The temperature rises in the Fe, Ti, and Zr powders may not have been as 

high due to particle malleability, fracturing, or many other physical and dynamic properties that 

differ between samples. It is also possible that other condition induced by collisions, such as high 

stress, could influence the phase transitions. The sub-field of organic mechanochemical synthesis 

has shifted away from using hot spots to describe the reactions.175 Due to the more malleable nature 

of organic materials, the enhanced mixing during milling, not localized hot spots, is expected to 

be the predominant phenomena of the reactions,36, 143 but reported results have suggested higher 

than ambient temperatures occurring during collisions.175-176 Hot spots cannot fully explain all 

mechanochemical reactions, and the goal of this paper is not to discount the existence of other 

possible phenomena. The instances where mechanochemical results differ from thermochemical 
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results are simply too numerous to describe in detail.177-183 However, at the same time, these works 

do not provide a definitive refutation of the presence of hot spots in all reactions. 

In this chapter, a bottom-up modeling approach to study the reactive conditions in 

mechanochemical reactors is presented. As a first pass, the approach focuses solely on the creation 

of hot spots. The heat dissipated into the milling media is calculated as a ball on powder bed 

collision, followed by the reaction proceeding thermochemically. The mechanochemical calcium 

carbonate decomposition was selected to validate the modeling approach. Given a collision 

velocity and material properties, the final result of the model is the extent of reaction over a single 

collision, which can then be used to scale up to overall reaction rates based on a frequency of 

collision and velocity distribution.  

3.2 Materials and Methods 

3.2.1 Chemicals and Materials 

Calcium carbonate (ACS reagent grade), silicon dioxide (~99%, 0.5 – 10 µm), and zinc 

oxide (<5 micron, 99.9%) were purchased from Sigma Aldrich. Calcium Oxide (Reagent grade) 

was purchased from Alfa Aesar. Sodium Carbonate (anhydrous, 99.5+%, ACS) was purchased 

from Strem Chemicals. Zinc carbonate basic was purchased from MP Biomedicals, Inc. Argon 

(ultra high purity grade), nitrogen (ultra high purity grade), and carbon dioxide (bone dry grade) 

were purchased from Airgas. Poly-methyl methacrylate (PMMA) acrylic rods were purchased 

from McMaster-Carr. Super Lube® Silicone Heat Sink Compound was purchased from The Home 

Depot. 
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3.2.2 Carbonate Characterization 

Powder X-ray diffraction (XRD) patterns were collected on a Malvern Panalytical 

Empyrean diffractometer with a Bragg-BrentanoHD source using Cu Kα radiation (λ = 1.5406 Å). 

Diffractograms were collected between 20° and 100° 2θ with a step size of 0.0131303° and with 

a scan speed of 0.164129 s-1. Transmission electron microscopy (TEM) images (50,000x 

magnification) were obtained on a Hitachi-HT7700 with an acceleration voltage of 120 kV and a 

current of 10 µA. Samples were dispersed on a supported copper mesh with acetone. Nitrogen 

physisorption measurements were performed using a Micromeritics ASAP 2020 physisorption 

analyzer. The samples were degassed at 200 °C for 140 min. Surface area was calculated from the 

adsorption isotherm using the BET method.184 

3.2.3 Mechanochemical Reactions 

Mechanochemical decomposition reactions were conducted using a Retsch MM400 

vibratory ball mill with a modified 25 mL stainless steel milling vessel. The vessel was modified 

with Swagelok connections to allow for continuous gas flow through the vessel during milling. 

The vessel was loaded with 1.5 g of calcium carbonate (CaCO3) and a single 20 mm diameter 

stainless steel grinding ball. The flows of argon and nitrogen were controlled by FMA-2604A 

Omega Mass Flow Controllers. Experiments were conducted once under a gas flow of pure argon 

(15 sccm) and twice under a gas flow of argon (11 sccm) and nitrogen (1 sccm). The mill effluent 

was analyzed in-line by a Hiden HPR-20 Mass Spectrometer. The CaCO3 was milled at a specific 

frequency until a steady state carbon dioxide (CO2) flow rate was reached. Control experiments 

were conducted by milling 1.5 g of silicon dioxide (SiO2), 1.5 g of calcium oxide (CaO), or 1.5 g 

of sodium carbonate (Na2CO3) under similar conditions (30 Hz, one 20 mm grinding ball, 11 sccm 

argon). No CO2 production was detected in any control experiment (Figure S1). 1.5 g of zinc 
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carbonite basic (Zn5(CO3)2(OH)6) was milled under argon (15 sccm) at 30 Hz until a conversion 

>90% was reached. A calibration curve for CO2 in argon was used to calculate the flow rate of 

CO2 from the mass spectrometer signal. 

3.2.4 Thermogravimetric Analysis (TGA) 

Thermogravimetric analysis experiments were performed on a Simultaneous DSC-TGA Q 

Series 600 instrument. Between 10 – 20 mg of the carbonate sample was placed into an alumina 

crucible. The sample was heated to 30 °C and held at constant temperature for 15 minutes. The 

temperature was then ramped at 10 °C/min to the final temperature (800 °C for Zn5(CO3)2(OH)6 

and 1000 °C for CaCO3) and then held constant for 1 hour. A gas flow of nitrogen was held 

constant at 50 sccm.  

3.2.5 Ball Velocity and Collision Frequency Analysis 

A transparent PMMA milling vessel, matching the geometry of the stainless-steel vessel, 

was manufactured in house. A Chronos 1.4 High Speed camera (2,678 fps) was used to film the 

transparent vessel with the 20 mm stainless steel grinding ball at the desired frequencies. Video 

files can be access in the supplementary information. A MATLAB® script, based around the built 

in imfindcircles function, analyzed the video frames to track the positions of the ball and the vessel. 

Video analysis used the ball diameter as an internal standard to measure distance and the time step 

was set as the video frame rate. Ball and vessel positions were fit with series of sine functions, as 

determined by the number of dominant signals from the Fourier transform of the position data. 

Velocity was calculated as change in position between two frames. Ball velocity was determined 

as the peak velocity before a collision (change in sign of the velocity vector). Mill velocity was 

determined as the velocity when the ball velocity is zero. 
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3.2.6 Coefficient of Viscosity (Cvisc) Measurements 

1.5 g of CaCO3 was evenly distributed over an area of 20.3 cm2 on a ½” AR500 carbon 

steel plate and pressed at 0.5 metric tons for 1 minute. The 20 mm grinding stainless steel ball was 

suspended with an electromagnet at the height necessary to achieve the required impact velocities. 

Slow motion video (iPhone 6s, 240 fps) was used to capture the ball drop and rebound. Extracted 

frames were analyzed using GIMP image editing software to measure the rebound height, using 

the ball diameter as an internal standard. Each impact velocity was measured three times. The 

coefficient of viscosity (Cvisc) in the collision model (Section 3.1) was adjusted to match the 

rebound velocity for each impact velocity. 

3.2.7 Powder Bed Heat Transfer Properties 

Thermal conductivity (κ) and heat capacity (Cp) of the calcium carbonate powder was 

measured with a Hot Disk TPS 2500 S Thermal Constants Analyser at room temperature. Calcium 

carbonate powder was packed into 30 cm3 pellets (height: 1.4 cm, radius: 2.5 cm) at packing 

densities between 0.25 and 0.45. The probe was coated in thermally conducting grease (heat sink 

compound) to remove potential thermal resistance from air between the sensor and the pellet. The 

sensor was placed between two pellets and values were determined from a heating rate of 10 mW 

for 40 seconds. Temperature drifts of the sample, collected for 80 seconds, were less than 100 mK 

before the experiments were collected. Mean temperature deviation for all measurements was 

below 10-3 K. 

3.3 Model Description 

3.3.1 Collision Model 

A Kelvin-Voigt (spring-damper) collision model has been developed in order to determine 

computationally the energy dissipated during a ball on planar wall collision.152 Based on Hertz 
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Contact Theory,185 the interactions between colliding bodies can be applied to yield the forces on 

the bodies, where the restorative (spring) force (fE) [N] is characterized by: 

𝑓𝐸 = 𝐾𝐷
3

2       (3) 

𝐾 =
4

3(𝜎𝑏𝑎𝑙𝑙+𝜎𝑤𝑎𝑙𝑙)
√𝑅𝑏𝑎𝑙𝑙      (4) 

𝜎 =
(1−𝜈2)

𝛦
       (5) 

 D [m] represents the ball deformation and is calculated as the difference between the initial radius 

of the ball (Rball) and the distance between the center of the ball and the wall during the collision. 

The radius of deformation (Rdef) defines the area of contact between the ball and wall. Figure 9 

shows a schematic of the ball-wall collision. K [kg m-1/2 s-2] is the effective spring constant of the 

collision and is determined via the physical properties of the ball and the wall. The properties used 

are Young’s Modulus (E) [Pa] and Poisson’s Ratio (ν).186 σ represents the composite material 

parameters for either the colliding ball or wall. σ for the ball or the wall is composed of the E and 

ν for the material of the ball or material of the wall, respectively. For the model and experimental 

system of this paper, carbonate powder is caught between the grinding ball and vessel wall during 

a collision. As such, the Young’s Modulus of the wall was taken to be that of densely packed 

CaCO3 powder.187 
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Figure 9: Scheme depicting the physical representation of the collision model with the ball 

radius (Rball), deformation depth (D), and radius of deformation (Rdef). 

The dashpot or dissipative (viscous) force fv [N] of the collision reflects the energy not 

recovered to kinetic energy after the collision and is characterized by: 

𝑓𝑣 = 1.5𝐶𝑣𝑖𝑠𝑐𝐷
1

2
𝑑𝐷

𝑑𝑡
        (6) 

Cvisc [kg m-1/2 s-1], the coefficient of viscosity, is a factor that is dependent on both the ball and the 

wall materials and the net velocity (sum of ball and wall) of impact. Its value determines the 

viscous force, and by extension, energy lost through friction.188 Cvisc does not have an explicit 

function that relates it to physical properties, and so it must be determined experimentally for every 

unique ball and wall combination (Section 3.4.5). 

The computation of the above equations is performed in MATLAB® and is based on the 

approach set forth by Hashimoto et al.152 The collision iteration begins with two initial conditions 

for the ball: the velocity at the start of the collision right when contact between the ball and the 

wall begins, and the position of the center of the ball. The former can be set to any desired starting 
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velocity based on the distribution of velocities in the mill. The latter is exactly one ball radius away 

from the wall, such that D = 0 at the start of the collision and D < 0 for its duration. Additionally, 

the velocity of the wall can also be set as either a constant value or as a function of time. While 

this velocity does not explicitly appear in the equations of motion (Equations 7 and 8), it affects D 

by its constant relative motion compared to the ball and therefore fE and fv, which do appear in the 

equations of motion. 

�̈� =  −𝑔 +
𝑓𝐸𝑖

𝑚𝑏𝑎𝑙𝑙
+

𝑓𝑣𝑖

𝑚𝑏𝑎𝑙𝑙
       (7) 

�̈�(0) = −𝑔, �̇�(0) = �̇�0, 𝑝 = 0      (8) 

The collision forces affect the motion of the ball and are modeled using Equations 3 and 6. 

The simulation of the differential equations for acceleration, velocity, and position of the ball is 

carried out by discretizing time into intervals t [s], and using a 1st order forward Euler method 

using the standard equations of discrete particle motion, shown for the acceleration (Equation 7). 

Initial conditions are given in Equation 6 with the standard definitions for velocity and position 

(p). 

The deformation (D) and the rate of deformation (dD/dt) [m s-1] are available directly from 

the position and velocity of the ball. These values are updated once every time-step and result in a 

feedback loop that will eventually halt the motion of the ball into the wall and reverse it. Once the 

velocity has reversed, the ball moves away from the wall and fv no longer affects the collision, as 

plastic deformation has ceased.188 Once D ≥ 0, the collision has ceased. A t of 1 nanosecond was 

chosen based on the results of an error analysis to ensure that the dissipated energy during the 

collision differs negligibly from change in the kinetic energy of the ball before and after the 
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collision. This is key in order to obtain accurate energy dissipation values, which in turn are used 

in the calculation of hot spot temperatures, as explained subsequently. 

The elastic and dissipative forces are stored for each iteration during the collision, allowing 

for the calculation of elastic energy (EE) [J] and dissipated energy (Ev) [J] via trapezoidal rule 

solutions of the following integrals: 

𝐸𝐸 = ∫ 𝑓𝐸  𝑑𝐷
𝐷

0
       (9) 

𝐸𝑣 = ∫ 𝑓𝑣  𝑑𝐷
𝐷

0
        (10) 

The above integrals are solved at every time step, yielding their values up to each individual 

collision time point during the collision trajectory. Due to the use of a small dt of 1 nanosecond, 

the error accrued due to using the trapezoidal approximation for the integrals is negligible. As a 

fraction of the dissipated energy is imparted as heat into the collision interface, the change in 

temperature caused by Ev can be calculated for a progressively larger cylindrical hot spot 

(Equation 11). The thermal dissipation factor (φ) is the fraction of dissipated energy that 

contributes to temperature increase, and the mass (mpowder) [kg] and specific heat (Cp) [J kg-1 K-1] 

is that of the material trapped during the collision in the progressively larger hot spot.  

𝛥𝑇 = 𝜑 ∙ 𝐸𝑣 ∙  𝑚𝑝𝑜𝑤𝑑𝑒𝑟
−1 ∙ 𝐶𝑝

−1      (11) 

The radius of the cylindrical hot spot (Rdef) can be determined at each time-step via a geometric 

relationship with Rball and D: 

𝑅𝑑𝑒𝑓 =  √𝐷(2𝑅𝑏𝑎𝑙𝑙 − 𝐷)      (12) 

The cylindrical radius of the hot spot grows larger as the circular collision interface between the 

ball and the wall grows larger. With Rdef and the powder thickness and packing density, the mass 
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of the cylinder m can be calculated. The temperature differences of each progressive iteration are 

summative, meaning that the innermost cylinder experiences temperature differences equal to the 

number of iterations, and the outermost only experiences one. As the iteration progresses up to the 

maximum deformation (Dmax), isothermal epicycles of decreasing temperature are calculated, thus 

yielding the temperature gradient formed by the collision. The collision duration is assumed to be 

much shorter than the timescale of heat conduction, so heat transfer effects are ignored in the 

collision model. The powder is also assumed to have a uniform temperature as a function of height.  

The resulting model allows for a variety of simulation scenarios to be studied. The collision 

velocity can be adjusted in order to analyze the temperature profiles of average collision velocities 

that correspond to different milling frequencies. 

3.3.2 Heat Decay Model 

While the collision model is used to generate the temperature profile of a hot spot based on 

a collision, it does not take into account the decay of the hot spot due to heat conduction through 

the powder bed. However, in order to characterize a reaction rate caused by the hot spot, the 

temporal persistence must be understood. To achieve this, a COMSOL® model was developed that 

takes, as the input, the radial temperature gradient produced by the collision model, and outputs 

the decay of the gradient. This yields the time for the temperatures present to fall below the 

threshold for significant reaction, as well as the profile of the decay up to that point. It should be 

noted that some of the powder will be moving with the mill, but, in this experimental system, most 

of the powder is caked to the walls of the vessel and is effectively stationary with respect to the 

surrounding powder.  

Since the duration of the collision falls within 10-100 μs, the conduction that occurs during 

this time is much lower than the conductive dissipation of the hot spot after the collision, which 
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occurs on time scales of 10 – 100 ms. Thus, conductive decay of the hot spot during the collision 

itself is negligible, and so the COMSOL® model can viably utilize the temperature gradient at the 

end of the collision as the starting point for the hot spot decay.  

Geometric assumptions must be made as well. The general layout, as shown below, 

consists of the inner hot spot cylinder (at the max deformation) surrounded by an outer cylinder 

that models the powder on the ball mill wall. For computational ease, the model is constructed and 

computed in two dimensions with radial symmetry. Figure 10 shows a three-dimensional render 

of the cylinder with a delineation between the two regions of powder. The outer diameter is set 

such that the temperature decay of the hot spot radially outward does not affect temperatures near 

the edge during the time scales of interest. This powder bed sits on a second cylinder that represents 

the metal wall behind the powder bed. While the outer powder cylinder encircling the hot spot 

serves to conduct heat radially out from the collision, the metal behind serves to characterize 

conduction through the hot spot into the ball mill wall. 

 

Figure 10: COMSOL render of the hot spot with the collision volume (red), surrounding powder 

(light blue), and metal wall (dark blue). 

The physical parameters required by the model are the heat transfer properties of the powder 

and the metal (density (ρ) [kg m-3], thermal conductivity (κ) [W m-1 K-1], and heat capacity (Cp) 

[J kg-1 K-1]). The initial conditions are set based on the characterization of the hot spot and its 
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surroundings at the end of the collision. The temperature profile of the hot spot, from its center to 

its outer radius, is passed into COMSOL® using a fourth order polynomial fit to the data produced 

by the collision model. The powder surrounding the hot spot and the metal wall are set at ambient 

conditions (293 K). To reconcile initialization issues within COMSOL® due to the large 

temperature difference between the hot spot center and the steel wall, a smoothing region is 

implemented at the bottom of the hot spot powder layer. This smoothing region is small compared 

to the overall hot spot cylinder height (<1%) and therefore negligibly affects reaction rate. 

Additionally, as part of the COMSOL® parameterization the ‘fraction of initial time step for 

Backward Euler’ is set to 0.00001 (default is 0.001). The boundary conditions of the outer cylinder 

wall of the powder and the metal, as well as the backside of the metal are set as isothermal (293 K). 

To account for heat loss through the top of the powder cylinder (hot spot and surrounding powder), 

convective heat transfer boundary condition was implemented. The heat transfer coefficient (h) 

was set to 100 W m-2 K-1 as a typical value.189  

Finally, the COMSOL® model is run for 50 ms at a time step of 0.2 ms using a physics-

controlled mesh with a size setting of ‘Fine’. After the model was run, the temperature values of 

nodes evenly spaced in the r and z directions as a function of time were exported. 500 nodes in the 

r-direction from ½Δr to 2Rdef – ½Δr and 100 nodes in the z-direction from ½Δz to l – ½Δz were 

used, where Δr and Δz are the step length in their respective directions and l is the powder height. 

3.3.3 Batch Reactor Model 

The temperature profiles of the nodes (Tnode) from the two-dimensional COMSOL® model 

were imported to MATLAB® to calculate the extent of reaction over the duration of the hot spot. 

Each node represents a concentric volume (Vnode) [m3] of the powder bed (Equation 13). The 

reaction rate for each node (Ratenode) [mol s-1] is then calculated using Arrhenius law based on 
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activation energy and pre-exponential factor for the reaction of interest (frate) (Equation 14). Extent 

of reaction (ξnode) [mol] is then calculated by the trapezoid rule between time points (Equation 15). 

The extent of reaction of the hot spot as a function of time can be calculated by summing all ξnode 

at each time step and the extent of reaction of the hot spot as a function of space can be calculated 

by summing each ξnode for all time steps. The final result of the model is the extent of reaction for 

a single collision event. 

𝑉𝑛𝑜𝑑𝑒 = Δ𝑧 ∙ 𝜋 ∙ ((𝑟𝑛𝑜𝑑𝑒 + Δ𝑟)2 − (𝑟𝑛𝑜𝑑𝑒 − Δ𝑟)2)   (13) 

𝑅𝑎𝑡𝑒𝑛𝑜𝑑𝑒,𝑡𝑖
= 𝑓𝑟𝑎𝑡𝑒(𝑇𝑛𝑜𝑑𝑒,𝑡𝑖

, 𝐶𝐴,𝑛𝑜𝑑𝑒 , … ) ∙ 𝑉𝑛𝑜𝑑𝑒   (14) 

ξ𝑛𝑜𝑑𝑒,𝑡𝑖+1
= (𝑅𝑎𝑡𝑒𝑛𝑜𝑑𝑒,𝑡𝑖

+ 𝑅𝑎𝑡𝑒𝑛𝑜𝑑𝑒,𝑡𝑖+1
) ∙

Δ𝑡

2
   (15) 

3.4 Results  

3.4.1 Calcium Carbonate Characterization 

XRD was used to verify the starting material was calcium carbonate and to assess the 

influence of milling on the crystal structure (Figure B2). The unmilled calcium carbonate consisted 

of pure calcite. After milling for 11 hours, the calcium carbonate showed a significant presence of 

aragonite, which forms at pressures greater than 2 GPa.190 Rietveld refinement determined the 

crystalline composition to be 52% calcite and 48% aragonite. A significant decrease of the signal-

to-noise ratio and peak broadening indicated significant amorphization. No crystalline calcium 

oxide was detected, as expected from the low overall conversion (<0.5%). TEM imaging (Figure 

11) provided a visual tool for assessing the influence of milling, as well as to determine the average 

particle size needed for the thermal decomposition kinetics (Section 3.4.3). Prior to milling, the 

calcium carbonate was comprised of relatively small discrete particles with an average particle 

diameter of 40 nm. After milling, the particles showed high levels of agglomeration, which 
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demonstrates the formation of highly reactive surfaces, which could be rationalized by dislocation 

of surface atoms to form high energy surfaces or the formation of melted domains. Either case 

could make particles adhere to each other. Similar particle agglomeration has been observed in the 

ball milling of limestone.191 N2-physisorption showed an increase in BET surface area from 0.22 

m2g-1 before milling to 8.2 m2g-1 after milling (Figure B3), indicating that porous agglomerates 

were formed during milling. 

 

Figure 11: TEM images of the unmilled calcium carbonate and milled calcium carbonate  

3.4.2 Mechanochemical Reactions 

In-line MS allowed for real time detection of CO2 in the exhaust stream from the stainless 

steel ball mill during mechanochemical decomposition of the carbonates. Before delving into hot 

spot conditions, it is important to acknowledge that simple fracturing of decomposing inorganic 

particles can produce the volatile products, sometimes through non-thermal processes,177-180 and 

this has been observed to contribute to CO2 formation from CaCO3.
192-193 However, the 93% 

conversion of Zn5(CO3)2(OH)6 milled at 30 Hz for 6.5 hours (Figure B4a) demonstrates that the 

detected CO2 must come from more than fracturing the carbonate particles. The near quantitative 

conversion of Zn5(CO3)2(OH)6 to zinc oxide (ZnO) is consistent with the XRD trace that only 

contains diffractions from crystalline ZnO domains (Figure B4b). Comprehensive kinetics could 
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not be found for Zn5(CO3)2(OH)6, so the decomposition of CaCO3 was selected as the model 

system to study. The low reaction rate of CaCO3 allows for pseudo-steady state rates to be reach 

at each milling frequency (Figure 12a). Other runs showed similar signals, but with the milling 

frequencies in different orders. An 11-point moving average (red) was overlaid on the raw data 

(black) to highlight the true value of the signal. The highest milling frequency (30 Hz) was dictated 

by the instrument hardware. For milling frequencies below 22.5 Hz, the signal-to-noise ratio 

became too low to accurately quantify the CO2 signal. 

 

Figure 12: Mass spectrometry results from the mechanochemical decomposition of CaCO3. (a) 

CO2 release during the milling of calcium carbonate at frequencies between 22.5 Hz and 30 Hz 

and (b) average pseudo steady state reaction rate. The raw data (red) was smoothed (black) using 

an 11-pt moving average to highlight the response to the change in milling frequency.  

The pseudo- steady state reaction rates of CaCO3 for the milling frequencies (Figure 12b) 

ranged from 0.014 to 0.22 µmol min-1. The rates were two to three orders of magnitude lower than 

the reaction rate of Zn5(CO3)2(OH)6, which is expected due to the higher thermal decomposition 

temperature of CaCO3 (750 °C versus 258 °C) as determined by thermogravimetric analysis 

(Figure B5). The reaction rate of CaCO3 increased exponentially with increasing milling frequency 

(R2 = 0.998). This exponential trend is a strong indicator that the reaction involves a thermal 

mechanism. The collision frequency is expected to be linear (Section 3.4.4) and collision energies 
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are expected to be quadratic with respect to milling frequency. The exponential trend arises from 

an Arrhenius relationship between the hot spot temperature and reaction rate. While the three trials 

were conducted using different milling orders, gas phase composition, and gas flow rates, the 

relatively tight error bars indicate that these parameters have minimal impact on the steady state 

value.  

3.4.3 Partial Pressure of CO2
  

As described by the kinetics of carbonate decomposition (Equation 16), the partial pressure 

of CO2 (pCO2) around the calcium carbonate particles affects the reaction rate.194 A series of 

differential equations, based on the mass balance of CO2 in the powder bed and reactor bulk, were 

derived to determine the partial pressure of CO2 within the powder bed. The reactor is treated as 

two distinct systems, the void space within the powder bed and the empty bulk space of the vessel, 

with a single interface between them. Equation 17 describes the change in the partial pressure of 

CO2 within the particle bed (p*
CO2) [atm] with a generation term from the decomposition reaction 

and an outflux term as mass transfer into the bulk reactor. The partial pressure is assumed uniform, 

both within the powder bed and the bulk reactor, and that individual collisions do not affect the 

partial pressure within the powder bed. Equation 18 describes the change in the partial pressure of 

CO2 in the bulk reactor (pr
CO2) [atm] with an influx term of CO2 from the powder bed and an 

outflux term from the carrier gas of the reaction. Here, the transfer of CO2 from the powder bed to 

the bulk reactor is governed by the partial pressure differential and a mass transfer coefficient. 

𝑅𝑎𝑡𝑒 =
𝛾𝑀𝐶𝑎𝐶𝑂3

𝜌𝑟0(2𝑀𝐶𝑎𝑂𝑅1𝑇)0.5 ∙
1

𝑝𝐶𝑂2

∙ exp (
𝛥𝑟𝑆𝑇

𝑜

𝑅1
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𝑑𝑝𝐶𝑂2
𝑟

𝑑𝑡
=

𝑘𝑚𝑡

𝑉𝑟
(𝑝𝐶𝑂2

∗ − 𝑝𝐶𝑂2

𝑟 ) −
�̇�

𝑉𝑟
𝑝𝐶𝑂2

𝑟      (18) 

A MATLAB® script was written based on the built-in functions fmincon to fit variable or 

unknown parameters and ode45 to solve the differential equations. The fitted parameters are the 

effective reactor temperature (Trxn) [K] under each milling condition, the interspatial volume of 

the powder bed (V*) [m3], the mass transfer coefficient (kmt) [m
3 s-1], and the initial conditions for 

each partial pressure under each milling condition.  The partial pressure of CO2 in the bulk reactor 

is known from the mass spectroscopy data (Figure 12a). The actual reactor temperature (Trm) was 

assumed to be 298 K. The bulk reactor volume (Vr) [m3] and gas volumetric flow rate (�̇�) [m3 s-1] 

are known from the experimental set-up. R1 [J K-1 mol-1] and R2 [m
3 atm K-1 mol-1] are the Gas 

Constants with appropriate units. The partial pressures for each milling frequency for each 

experiment were solved simultaneously with the same V* and kmt. Figure 13 depicts the typical 

fitting results. 

 

Figure 13: Typical results from fitting the transient partial pressure of CO2 in the bulk of the 

reactor based on the differential mass transfer equations. Model results (red) overlaid the 

experimental measurements (black) from the experiment depicted in Figure 12a. 
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Figure 14a shows the apparent reactor temperature and Figure 14b the steady state partial 

pressure of CO2 in the powder bed as a function of milling frequency. The linear dependence of 

the apparent reactor temperature (R2 = 0.9985) is expected from the exponential dependence of the 

reaction rate, and provides support that the fitted parameters are reasonable. The steady state partial 

pressure increases exponentially with milling frequency (R2 = 0.9985), which is expected as the 

partial pressure is largely governed by the rate at which CO2 produced (reaction rate). This in turn 

is also exponentially dependent on milling frequency. Additionally, the partial pressure of CO2 

within the bed is approximately three orders of magnitude higher than that of the bulk. With this 

mechanochemical reactor set up, mass transfer of the gaseous chemicals requires a high driving 

force. From these results it is clear that for mechanocatalytic reactions involving either gaseous 

reactants or products, mass transfer is an important consideration when studying the kinetics of 

the system. 

 

Figure 14: (a) The apparent bulk reactor temperatures required to thermally decompose CaCO3 at 

the measured rate and (b) steady state partial pressures of CO2 in the bulk reactor (squares) and 

within the powder bed (diamonds) based on the results from fitting the differential equations to 

the mass spectrometer data. 
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3.4.4 Video Analysis and Collision Velocities 

Video analysis of the milling ball in a transparent milling vessel provided the horizontal 

(x) and vertical (y) positions of the ball and milling vessel over time. Figure 15 shows frames of 

the video with the ball and mill position identified by the analysis script. The resolution of the 

circle finding script was not sufficient to extract quantitative information about motion 

perpendicular to the plane of the video. Qualitative analysis of the ball motion shows a resonance 

pattern for each mill cycle. For this reason, the x-position and y-position vectors were fit with 

series of sine functions to smooth the data in place of moving averages. Figure 16a shows a 

representative portion of the ball velocity in the x-direction (vx,ball), the fitted mill velocity in the 

x-direction (vx,mill), and collision events for the 30 Hz milling. The system was dominated by two 

end-on collisions in the x-direction per cycle. vx,ball remained fairly constant between collisions, 

suggesting minimal kinetic energy lost from glancing collisions. This was confirmed by the 

collision events in the y-direction having approximately an order magnitude lower collision 

velocity. 

  

Figure 15: Frames representing the two dominant collisions in the reactor; backwards (right) and 

forwards (left). Image identification of the ball (red) and mill position (green) and highlighted as 

well. 
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Figure 16: Results from video analysis of milling dynamics. (a) A typical segment of the profiles 

for the ball and mill velocities during 27.5 Hz milling in the x-direction with the raw ball velocity 

(light gray), the smoother ball velocity (red), the mill velocity (blue), and collision events (circles). 

(b) The average ball (circles) and mill (diamond) collision velocities in the backwards (negative 

x) direction at the relevant milling frequencies. (c) The average ball (circles) and mill (diamond) 

collision velocities in the forwards (positive x) direction at the relevant milling frequencies. 

Somewhat surprisingly, the two end-on collision were asymmetric. For the collision with 

the ball moving in the negative x-direction, the ball had a higher collision velocity. During the 

collision with the ball moving in the positive x-direction, the ball had a higher exit velocity than 

its incoming velocity. These findings are illustrated in Figure 16b and Figure 16c, which shows 

the negative x-direction collision ball and mill velocities and the positive x-direction collision ball 

and mill velocities. In both collisions, the velocity of the ball and mill at impact increased linearly 
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with milling frequency (R2 = 0.9966, R2 = 0.9851). The y-intercept of the ball velocities are 

negative, suggesting the linear relationship may not hold true over the whole space of milling 

frequencies. Despite the numerous glancing blows, the system is sufficiently described by at most 

two collisions per cycle. 

3.4.5 Determination of Cvisc 

Rebound velocities were measured for impact velocities ranging from 2 to 5 m/s in 

increments of 0.5 m/s. This is the range was based on velocities from the high-speed video footage. 

The corresponding Cvisc values for the velocities are shown in Figure B6. The results were fit with 

a power function (Equation 19) that allows interpolation of Cvisc. A power function is deemed most 

appropriate due to its vertical asymptote at x = 0, which conveys that lower velocities tend towards 

perfectly inelastic collisions. The data shows a downward trend in Cvisc with increasing velocity. 

Therefore a faster collision will contribute a smaller fraction of its kinetic energy to frictional 

dissipated energy, however that kinetic energy will be higher, and therefore the absolute dissipated 

energy has a higher value.  

𝐶𝑣𝑖𝑠𝑐 = 1.94 ∙ 106 𝑣𝑐𝑜𝑙
−0.919      (19) 

3.4.6 Thermal Properties of the CaCO3 Powder Bed 

The thermal properties of the calcium carbonate bed, specifically thermal conductivity (κ) 

and heat capacity (Cp), play an important role in the temperature and duration of the hot spots. The 

correlations of the thermal properties of powders and their bulk materials have long been 

researched, but the correlation rely on powder properties such as particle contact area and 

knowledge of the conductive, convective, and radiative heat transfer between particles.195-196 Due 

to the complexity of the correlations, the thermal properties of the calcium carbonate powder were 

directly measured. The values of κ of the powder as a function of packing density ranged from 
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0.10 and 0.17 [W m-1 K-1] with a linear increase with packing (R2 = 0.9609), although this may be 

a result of a narrow sample space (Figure B7a). The Cp of the powder at packing densities between 

0.25 and 0.45 showed to be independent of the packing (Figure B7b). The sum deviation from the 

average value of 816.8 J kg-1 K-1 and from the literature value of 834.3 J kg-1 K-1 for bulk calcite 

was 156.7 J kg-1 K-1 and 145.1 J kg-1 K-1, respectively.197 The literature value was used for all 

conditions in the model. 

3.5 Discussion 

3.5.1 Model Application and Results 

3.5.1.1 Collision Model 

The collision model provides various descriptors of the hot spots (Table 5). The inputs are 

the velocities of the ball and the wall, with the net velocity of the two the driver of dissipated 

collision energy (Ev). Within the range of net velocities of interest for this experiment (2 to 5 m s-1), 

energy dissipated ranges between 0.06 and 0.36 J. The pressure values shown below are a result 

of the elastic force at the maximum deformation applied to the hot spot area. The large force over 

a small area results in a large pressure value that is experienced by the particles in the powder bed 

but not necessarily the gas within the bed. Finally, the maximum radius of the deformation, which 

characterizes the size of the hot spot, has a quadratic relationship with net velocity. 
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Table 5: Dominant net collision velocities for each milling frequency and corresponding model 

outputs for each collision condition. 

Frequency 

[Hz] 

Net Vel. 
[m s-1] 

Collision 

Energy [J] 

Time to Max 
Deformation 

[s] 

Total 
Collision 
Time [s] 

Max 
Pressure 

[Pa] 

Radius Max 
Deformation 

[m] 

22.5 3.3140 0.1640  .1   ∙10-5  .    ∙10-5  .    ∙108  . 11 ∙10-4 

22.5 3.4198 0.1743  .1   ∙10-5  . 5  ∙10-5  . 1  E∙108  .    ∙10-4 

25 3.6077 0.1931  .1   ∙10-5  .    ∙10-5  . 5  E∙108  .    ∙10-4 

25 3.7747 0.2106  .1 51∙10-5  .  1 ∙10-5  .    E∙108  .  5 ∙10-4 

27.5 3.8570 0.2194  .1  5∙10-5  . 0  ∙10-5  .    E∙108  .    ∙10-4 

27.5 4.0832 0.2447  .1   ∙10-5  .    ∙10-5  .  0 E∙108  .    ∙10-4 

30 4.4082 0.2831  .11  ∙10-5  .1  1∙10-5  . 1  E∙108  .   0∙10-4 

30 4.6585 0.3144  .11  ∙10-5  .0   ∙10-5  . 0 1E∙108  .    ∙10-4 

 

The energy dissipated at each primary collision is shown in Figure 17, which shows a 

quadratic relationship between net velocity and dissipated energy. In terms of the backward and 

forward collisions observed, the energy contribution from the floor is higher in the forward 

collision and lower in the backward collision. However, the ball velocity is lower in the forward 

collision, yielding a lower overall energy dissipation. For the backward collision, the net velocity 

is comprised nearly entirely of the velocity of the ball. 

 

Figure 17: Computed dissipated energy for four experimental milling frequencies (22.5, 25, 27.5, 

and 30 Hz). Each frequency has two energy dissipated values as the collision on each end of the 

ball mill has a distinct ball/wall velocity combination.A key insight from the collision model is the 
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spatial resolution of the collision event. Uniformly distributing the dissipated energy into the 

collision mass would result in temperature rises of only 120 to 240 K, which would be far too low 

to produce any noticeable reaction. A cumulative collision energy model sheds light on the 

distribution of Ev as a function of radial location by describing the amount of dissipated energy 

contained within any radial location of the hot spot. As seen in Figure 18a, only a very small 

fraction of the dissipated energy is contained at the very center of the hot spot. However, the 

temperature is highest there because the volume initially in contact with the ball is miniscule, 

meaning that even that small amount of energy is enough to cause a large temperature increase. 

As the deformation radius increases, the hot spot volume increase outpaces the energy increase, 

such that temperatures are lower radially outward from the center of the hot spot. The temperature 

profile in Figure 18b demonstrates this and serves as the initial condition for the temperature decay 

model. 

 

Figure 18: (a) Cumulative energy dissipation profile and (b) temperature rise and energy density 

profile versus deformation radius of the collision at 30 Hz (4.66 m s-1). 

The increasing volume approach and the magnitude of the maximum temperature of the 

hot spot is supported by literature. There is experimental evidence using infrared sensors in support 

of high temperature spikes (>1000 °C) at the very beginning of an impact, suggesting that a 
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stepwise collision process better characterizes hot spot temperature than a bulk approach whereby 

all collision energy is inserted into the final deformation volume.198 Indeed, studies that utilize a 

bulk approach yield much lower temperature changes.148-149, 199-200 One discrepancy that became 

apparent is that others report one to two orders of magnitude less energy dissipation compared to 

this work.149, 199 This is easily explained by the use of different milling media, which can vary 

greatly in their elastic properties. The approach presented here remains rigorous as energy 

dissipation is characterized by the physical ball drop experiment described earlier, and thus is 

calibrated to accurately characterize the physical system in question. 

As mentioned above, the appropriateness of the spatial resolution selected for the model is 

important to consider. Too little resolution results in temperature insufficient to drive the observed 

chemical reaction. Conversely, this model treats the powder bed as a continuous medium and 

sacrifices the individual particle interactions for computational ease and efficiency. This 

simplification results in a loss of information at the point of particle-particle contact. The 

discrepancies of the pressures during the collision highlight this loss in information. The model 

calculates a maximum pressure of 0.89 GPa, whereas as the formation of aragonite, which was 

detected experimentally, requires a minimum experienced pressure of 2 GPa.190 The higher 

pressures arising from the small contact areas in particle deformations have been smoothed out in 

this model. Similarly, temperatures at the points of contact between particles can be expected to 

be higher than the bulk during the collision. Due to the large temperature gradient that would exist 

between the particle surface and core, along with the order of magnitude higher thermal 

conductivity of the particle (κcalcite ~ 3 W m-1 K-1)201 compared with the powder bed 

(κpowder ~ 0.2 W m-1 K-1), it can be assumed that the bulk mass of the particle rapidly reaches a 

pseudo-thermal equilibrium. For mechanochemical reactions that use the bulk material, this state 
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of intraparticle thermal equilibrium should sufficiently characterize the system. For systems where 

surface interactions are significant, such as in mechanocatalysis with gaseous reagents, the 

necessary spatial resolution should be more rigorously addressed. 

3.5.1.2 Temperature Decay Model 

The heat decay occurs on the order of milliseconds (Figure 19). Since this time frame is 

significantly longer than that of the collision, heat transfer from the hot spot to the environment 

during the actual collision event can be neglected. The heat dispersion occurs primarily through 

heat transfer to the surrounding powder and metal plate. However, due to the high thermal 

conductivity of the metal and the increasing radial mass of powder around the hot spot, negligible 

increases in temperature are observed in either component. Due to the low convective heat transfer, 

the peak temperature persists roughly one fourth the powder height below the surface, but this 

condition is only noticeable long after the reaction has completed (Section 3.5.4). Finally, the peak 

temperature drops below 373 K after roughly 400 ms. 

 
Figure 19: Progression of the temperature profile within in the hot spot and surrounding powder 

and steel plate. Temperature profiles are shown at (a) 0 ms, (b) 50 ms, and (c) 250 ms after 

collision.  

3.5.1.3 Batch Reactor Model 

The temperature decay profile can be treated as a batch reactor in order to determine the 

extent of reaction as a function of both space and time. For all conditions, the COMSOL model 
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was run for 50 ms, which fully captures the extent of reaction. Since the extent of reaction will 

perpetually increase with longer model times, the final extent of reaction (ξcol) was defined as 

99.9% of the extent of reaction at 50 ms. To confirm the suitability of this criterion, the COMSOL 

model for one of the 30 Hz conditions was ran for 500 ms and resulted in only a 0.12% increase 

in extent of reaction. Figure 9 shows typical results from the reactor model of ξcol as a function of 

space (a) and of time (b). Qualitatively, the reaction occurs in only a small portion of the hot spot. 

Due to the exponential nature of the rate, the hot center contributes disproportionately to the overall 

extent of reaction. The fluctuations along the highest ridge arise from small deviations in the 

COMSOL® initialization. Similarly, the reaction rate occurs predominately at the beginning of the 

hot spot and quickly decays, despite the still relatively high temperature. This observation is not 

surprising considering that reaction rate constants are exponential functions of the temperature. 

 

Figure 20: (a) The final extent of reaction per area across the vertical cross section of the hot spot 

and (b) the extent of reaction over time for the 30 Hz milling condition. 

For determining the total extent of reaction, the contributions from both collisions were 

considered. Since the partial pressure of CO2 (pCO2) is known for only the mill as a whole, the 

reactor model was run with the same pCO2 for all collisions within the same milling frequency. 

From this, the slower of the two collision energies produce merely 1% of the ξcol of the higher 
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velocity collision. As such, only the more energetic of the two combinations is utilized in the 

calculation of reaction rates at each frequency. This also means that each milling cycle has only a 

single meaningful collision event. Thus, the extent of reaction per collision for this reaction is 

simply the steady state reaction rate divided by the milling frequency.  

Previous studies of energy dissipation and temperature rise during collisions have assumed 

that all the dissipated energy is released as heat.149, 199 When just studying the final temperature, 

this assumption is acceptable as nearly all the energy does dissipate as heat, and any discrepancies 

will only result in linear errors in terms of the final temperature. However, when studying chemical 

reaction rates, the errors will be exponential. Thus, an additional parameter, Thermal Dissipation 

Factor (φ), is considered to make this correction. The predominant modes of energy dissipation 

are friction (or heat), particle fracture, and particle kinetic energy,202 but essentially no research 

has been performed to understand energy partitioning of a ball collision with a fine powder bed. 

The energy partition during a collision has primarily been studied in the context of particle 

breakage, where the particles are only an order or two of magnitude smaller than the ball. The heat 

generated during the breakage of a single particle from a ball collision was found to be between 

30% and 80% of the supplied kinetic energy, but the total dissipated energy was not reported.203 

Since no clear means exist to measure this parameter experimentally, the factor was fit with the 

model for each milling frequency in order to accurately study the hot spot conditions. Table 6 

shows the final results for each milling frequency. At higher net collision velocities, φ decreases, 

meaning more of the energy is dissipated through other phenomena, such as the kinetic energy of 

ejected particles. 
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Table 6: Summary of the primary experimental and modeling results used in final parameters and 

outputs for each milling frequency. 

 
Reaction Rate 

[mol s-1] 
pCO2 

[atm] 
Φ ξcol [mol] 

Collision 

Energy [J] 

22.5 Hz  . 5∙10-10 1. 0∙10-2 0.9625 1.00∙10-11 0.174 

25 Hz 5.5 ∙10-10  . 0∙10-2 0.9347  .  ∙10-11 0.211 

27.5 Hz 1.  ∙10-9  .1 ∙10-2 0.9159  .  ∙10-11 0.245 

30 Hz  .5 ∙10-9  .50∙10-1 0.8712 1.1 ∙10-10 0.314 

 

3.5.2 Model Sensitivity Analysis 

The sensitivity of the model was studied by varying each model parameter for the 30 Hz 

milling condition by ±10% (even though several parameters can be controlled much more 

accurately). Figure 10 depicts the change in extent of reaction and maximum temperature at the 

hot spot for each parameter. A clear division in sensitivity is apparent due to the Arrhenius nature 

of the chemical reaction. Parameters that contribute to the exponential term of the rate law, or have 

substantial effect on the hot spot temperature, have a drastic effect on the calculated extent of 

reaction. Additionally, the ball velocity shows the most asymmetric sensitivity in temperature (and 

correspondingly extent of reaction). Maximum temperature is proportional to the square root of 

velocity, so an increase in velocity results in a smaller absolute change in temperature compared 

to a decrease in velocity. The mass of the collision increases proportionally to the collision 

velocity, and despite the total dissipated energy increasing quadratically with velocity, the energy 

dissipated at the center of the collision increases proportionally to the velocity to the power of 1.5. 

At higher collision velocity, the energy becomes more evenly distributed throughout the collision 

mass. The asymmetry observed for the extent of reaction and maximum temperature for the 

thermal dissipation factor, hot spot mass, and heat capacity are simply a result of their 

mathematical relationships. 
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Figure 21: Sensitivity analysis of the hot spot model with respect to the various parameters. 

Shown are the change in the extent of reaction and maximum temperature for the 30 Hz condition 

resulting from a 10% increase (white) or 10% decrease (gray) in each parameter.These results 

additionally highlight the key properties of the milling system that require high levels of accuracy 

and understanding to fully predict mechanochemical reaction rates. The distribution profiles of 

collision velocities need to be determined as more energetic collisions will contribute 

disproportionally more to the reaction rate. This will be an important challenge for systems with 

multiple balls that can collide with each other, in addition to ball-wall collisions. Methodologies 

to independently measure how the dissipated energy is partitioned and directly measure the amount 

of powder caught in the collision are necessary. Finally, accuracy in the pre-exponential factor and 

activation energy of the thermochemical rate equation is equally important as any one of the mill 

dependent parameters. 

3.5.3 Predictive Capabilities 

To explore the predictive capabilities of the model, the error in the expected steady state 

reaction rate was calculated based on extrapolation and interpolation of a subset of the data. The 

two parameters that were required are φ and pCO2. φ was predicted based on a linear fit against the 

milling frequency net collision velocity. pCO2 was predicted based on an exponential fit against 
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milling frequency. A total of seven conditions were analyze: one where all four data points were 

used in the fit and six where the fit from two milling frequencies were used to predict the remaining 

two. The errors are shown in Table 7. The fit will all four conditions provides a baseline range for 

the expected errors. Even with all data, the fit produces error between 5% to 20%. The 

extrapolation and interpolation of the data will, in general, result in higher errors. However, despite 

the exponential error relationship between reaction rate and φ, fitting the data with simple linear 

equations, using two data points, results in a single maximum error of just 63.7% with most of the 

errors being substantially lower.  

Table 7: Errors in predicted CaCO3 decomposition rates based on extrapolation and interpolation 

of a subset of data. The fitted data was used to predict φ and pCO2 for the remaining data in order 

to calculate the expected reaction rate. 

 
Reaction Rate Error [%] 

Fitted Data 22.5 Hz 25 Hz 27.5 Hz 30 Hz 

22.5, 25.0, 27.5, 30.0 -14.5 6.7 -19.8 14.3 

22.5, 25.0 - - -40.9 -44.6 

22.5, 27.5 - -56.6 - 16.7 

22.5, 30.0 - 8.6 -19.1 - 

25.0, 27.5 -41.6 - - 63.7 

25.0, 30.0 -22.4 - -26.5 - 

27.5, 30.0 51.6 30.6 - - 

3.5.4 Hot Spot Characteristics – Size, Duration, and Temperature 

Application of the model allows for investigation into the characteristic of the hot spot. The 

three key aspects of the hot spot, in the context of chemical reactions, are duration, size, and 

temperature (Table 8). As described in Section 3.5.1, the final extent of reaction was taken as 

99.9% of the extent of reaction at 50 ms. This provides the definition for the duration of the reactive 

hot spot. The reactive hot spots exist on the order of 10 ms, and the duration increases at higher 

milling frequencies. While nearly all of the collision powder experiences temperature increase, 

most of it remains too cold to significantly contribute to the reaction. Here, the radius of the hot 
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spot is defined as the radius of material that contributes 99% of the extent of reaction. These radii 

are an order of magnitude smaller than the collision radius, resulting in only about 1.5% of the 

collision mass contributing to the reaction. The temperatures in all cases exceed 1000 K, but 

decrease by only 150 K by the time the reaction has decayed.  

Table 8: The reaction conditions within the hot spots generated in under each milling condition. 

Milling Frequency 
[Hz] Duration[a] [s] Radius[b] [m] Initial Max 

Temperature [K] 
Final Max 

Temperature[c] [K] 

22.5  . 1∙10-2  .1 ∙10-5 1030 884 

25.0  . 5∙10-2  . 5∙10-5 1059 907 

27.5  .0 ∙10-2 1.05∙10-4 1086 928 

30.0  .5 ∙10-2 1.15∙10-4 1120 956 
[a] Time to reach ξcol (ξcol ≡ 99.9% ξ50ms); [b] Radius encompassing 99% ξcol; [c] Maximum temperature at the end of the hot spot 

The results of the hot spot temperature highlight the importance that bulk reactor 

temperature can play in mechanochemical reactions. There is a relatively small difference between 

the temperatures of each milling frequency. The collision event can be assumed adiabatic, and that 

bulk temperature will have minimal influence on the dissipated energy. Raising the bulk 

temperature should translate to an equivalent increase in the hot spot temperature. Therefore, 

controlling the bulk reactor temperature can allow for effective shifts in milling frequency and 

result in exponential changes in reaction rate. Conversely, a sufficiently low bulk temperature can 

effectively quench a reaction. This effect was indirectly demonstrated by Eckert et al., who showed 

an increasing conversion of mechanocatalytically oxidized CO at lower temperatures because the 

transient active sites formed from the mechanical impact of the catalyst (Cu/Cr2O3) decayed more 

slowly.204 Such trends were also observed by Andersen et al. when studying the mechanochemical 

Diels-Alder cycloaddition of several dienes and dienophiles.175 The milling of benzoquinone and 

9,10-dimethylanthracene for three hours at ambient conditions (36 °C) resulted in 100% yield, but 

a reduction in the reactor temperature to 22 °C resulted in a yield of just 12%. Likewise, the milling 
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of benzoquinone and anthracene produce no measurable yield after three hours at ambient 

conditions, but raising the reactor temperature to roughly 90 °C and 100 °C resulted in yields of 

35% and 100%, respectively.  

Milling vessels and grinding balls have been shown to have high temperature increases 

(>50 °C) under certain milling conditions.205-206 Often, reactor temperatures are measured as the 

outside surface temperature of the mill, but potentially large temperature gradient can exist 

between the outer wall and the milled powder.206 The bulk temperature rise during organic 

mechanosynthesis has been measured in situ, with results ranging from 10 to 40 K (largely due to 

the heat of reaction). This change in temperature can significantly impact the reaction pathway.207-

208 It can be clearly seen that precise controls of reactor temperatures and accurate measurements 

thereof will be critical in fundamentally understanding and optimizing mechanochemical 

reactions. 

3.5.5 Collision Efficiency 

The question of how efficient mechanochemical reactions are have long been pondered by 

experts in this field.209-212 The application of the hot spot model allows for the efficiency of single 

collision events to be assessed. Here, three efficiency are defined: total energy efficiency (ηenergy), 

thermal energy efficiency (ηthermal), and product efficiency (ηproduct). For total energy and thermal 

energy, an additional parameter is introduced, “useful heat” (Qu), which is the total heat dissipated 

into the effective hot spot radius. Total energy efficiency is defined as the fraction of total 

dissipated energy (Ev) that goes into useful heat. Similarly, thermal energy efficiency is the fraction 

of the thermal energy (φ∙Ev) that becomes useful heat. Finally, product efficiency is the ratio of the 

extent of reaction times the activation energy (Ea) to the total dissipated energy. Table 9 shows the 

efficiency for all four milling frequencies. The total energy efficiencies and thermal energy 
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efficiencies range between 5.3% and 6.1%, but show opposing trends. At low enough milling 

frequencies, all dissipated energy will go into heat, and the total energy efficiency and thermal 

energy efficiencies will be identical. Therefore, a most energy efficient milling frequency exists 

for this system. It is important to state again that these efficiencies are especially low due to how 

intensive the carbonate decomposition reaction is, and efficiencies are expected to increase with 

more facile reactions. The third metric, product efficiency, provides insight to the absolute utility 

of the dissipated energy. While the total energy efficiency decreases and thermal energy efficiency 

slightly increases, the efficiency at which energy is converted into product increases exponentially. 

It is important to note that the efficiencies are dependent on the specific chemical reaction. In terms 

of whole mechanochemical reactors, the efficiency of individual collision represents a theoretical 

maximum, as any system will have additional energy losses (motor friction, ineffective collisions, 

etc.). This ability to describe the collision efficiencies will allow for more direct comparisons of 

reactions in different ball mills and provide guidance in optimizing mechanochemical reactors. 

Table 9: Total Energy, Thermal Energy, and Product Efficiencies for the single collision hot 

spots at each milling frequency. 

Milling Frequency [Hz] Total Energy 
Efficiency[a] 

Thermal Energy 
Efficiency[b] Product Efficiency[c] 

22.5 5.50∙10-2 5. 1∙10-2  . 1∙10-5 

25.0 5. 5∙10-2 5.  ∙10-2 5.15∙10-5 

27.5 5.  ∙10-2 5.  ∙10-2  .  ∙10-5 

30.0 5.  ∙10-2  .1 ∙10-2 1.  ∙10-4 
[a] ηtotal  ≡ Qu/Ev; [b] ηthermal  ≡ Qu/φ∙Ev; [c] ηproduct  ≡ ξ∙Ea/Ev 

3.6 Conclusions 

Herein, a three-part model to determine the energy release, thermal conditions present, and 

extent of reaction during a collision of a milling ball with a mill wall was developed. Such a model 

requires knowledge of the physical and thermal properties of the milling media and understanding 

the dynamics and kinematics of the ball mill system. The model was verified with the 
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mechanochemical decomposition of calcium carbonate. It shows that the collisions last for tens of 

microseconds and dissipate on the order of a hundred millijoules of energy into the milling media. 

These collisions create reactive hot spots that exceed 1100 K and persist for tens of milliseconds. 

Additionally, for this very energy intensive reaction, a per-collision energy efficiency of roughly 

5% is seen. The model is highly sensitive to parameters that exist in the exponential term in the 

rate kinetics. And yet, it is capable of predicting reaction rates within a 65% error. The 

methodology of this model need not be limited to the phenomena of hot spots but should be 

generalizable as long as physical and chemical laws relating energy and reaction rates are 

available. While refinements, revisions, and additions will be necessary for broader application, 

this model marks an important step forward in understanding the fundamental phenomena in 

mechanochemical reactions.  
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CHAPTER 4  

DEMONSTRATING NOVEL MECHANOCATALYST 

BEHAVIOR VIA AMMONIA SYNTHESIS  

4.1 Introduction 

The fixation of N2 to ammonia, a key precursor for fertilizers, is one of the most significant 

chemical reactions to the modern world,213-214 fueling the explosive global population growth over 

the past century. However, ammonia synthesis is burdened by two competing factors: the N2 triple-

bond is very stable (bond energy = 945 kJ mol-1), but ammonia formation is thermodynamically 

favored at low temperature. Currently, ammonia is obtained almost exclusively through the Haber-

Bosch process, which operates at high temperatures (>400 °C) and pressures (>100 atm) in order 

to achieve sufficient rates and conversion.215 These harsh reaction conditions require specialized 

facilities and centralized plants, which inhibit local ammonia production in developing regions, 

restricting access to fertilizers and limiting agricultural output.216 This process also accounts for 

~2% of global energy consumption and ~1% of global CO2 emissions, mainly from hydrogen 

production via methane reforming.217-218 New industrial processes that operate under mild 

conditions, with renewable energy sources, and near end use would facilitate both distributed 

fertilizer production219 and a decarbonized ammonia industry.220 Novel catalytic approaches have 

utilized electrons,221-222 photons,223-225 and non-thermal plasmas,226-227 as well as looping system 

conditions,228-230 to synthesize ammonia closer to ambient conditions. Such processes could 

produce ammonia directly from nitrogen and water using solar power or operate at scales where 

water electrolysis is competitive with methane reforming. However, none of these alternative 

approaches are used industrially, so the need for small scale ammonia synthesis remains 

unresolved. 
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Mechanochemistry offers a novel platform for distributed chemical production. Lab scale 

applications exist in a plethora of research areas (e.g. organic synthesis,38, 231-232 materials 

synthesis,233-234 heterogeneous catalysis,235-236 biomass valorization69, 128, 237). In these approaches, 

mechanical energy is applied to the system to drive the reaction, often in ball mills.113 The energy 

released during the collisions between grinding balls, reactor walls, and catalyst particles can 

create transient thermal hot spots,238 fresh reactive surfaces,239 and highly active transient defect 

sites.42, 132 Due to this localized energy input, reactions that traditionally require elevated 

temperatures and pressures can operate in reactors at nominally ambient conditions. 

Mechanochemical approaches to chemically bind nitrogen, such as in metal nitrides240-241 or 

N-doped graphite,242 have been reported. However, mechanocatalytic nitrogen fixation to 

ammonia has been reported only twice before, more than four decades ago, and over iron based 

catalysts.243-244 Gaps in documentation and analysis make these experiments nonreproducible, and 

specific understanding of the catalytic reaction and process design were not provided. Therefore, 

rigorously demonstrating mechanocatalytically synthesized ammonia with modern analytics opens 

truly new opportunities for distributed ammonia production. 

As proof of concept, ammonia was mechanocatalytically synthesized for the first time over 

an in situ formed titanium nitride (TiN) catalyst under nominally ambient conditions (<50 °C, 

1 atm) from N2 and H2. Milling titanium powder (Ti) in a vibratory ball mill with a stainless-steel 

milling vessel modified to allow a steady gas flow of N2 and H2 resulted in the simultaneous 

formation of TiN and the continual synthesis of ammonia without the need for external heating or 

pressurizing. 
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4.2 Materials and Methods 

4.2.1 Chemicals 

The gases Ar, H2 and N2 were obtained from AirGas with a purity of UHP, grade 5. 

Titanium nitride (TiN), anatase titanium dioxide (TiO2) were obtained from Alfa Aesar in powder 

form with a purity of 99.7% trace metals basis. Titanium powder (Ti) (100 mesh, 99.7% trace 

metals basis), iron powder, and iron oxide (Fe3O4) were purchased from Sigma-Aldrich. The 

titanium powder was stored in a desiccator to minimize additional oxidation. 

4.2.2 Mechanocatalytic Reactions 

Mechanochemical reactions were performed in a Retsch MM400 shaker ball mill with a 

25 mL stainless steel reactor vessel and one stainless steel grinding ball (d = 20 mm, m = 32.3 g). 

The mill runs with a built-in timer, so the start button needed to be manually pushed every 90 min 

for experiments longer than 90 min. The reactor was modified by adding two 1/8 in NPT outlet 

tubes to allow for continuous gas flow. A frit was installed at the effluent connection to retain 

solids. The reactor was neither heated nor pressurized, though the vessel did heat up internally due 

to the milling action. Reactions were conducted with 2.00 g of either Ti or TiN powder. The 

catalyst powder and grinding ball were loaded into the vessel, which was then connected to the 

gas flow. The gasses were allowed to stabilize at the initial condition for at least 30 minutes prior 

to milling. During gas composition changes, milling was continued. Unless otherwise specified, 

the reaction was carried out at a milling frequency of 30 Hz, and a total gas flow of 15 standard 

cubic centimeters per minute (sccm).  

After each reaction, the reactor was disassembled, rinsed, and sonicated with water for 

30 min to remove residual catalyst powder. Additionally, silica-alumina powder was milled to 

further remove any remaining powder. The reactor was then rinsed again and sonicated in dilute 
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sulfuric acid (pH ~3) for 30 min to remove any residual ammonia on the equipment. Afterwards, 

the reactor was rinsed and sonicated in pure water for 30 min to remove residual sulfuric acid. 

Finally, the reactor was placed in a convection oven (105 °C) for 10 min and then allowed to cool 

down to room temperature by sitting in air before being reassembled. 

4.2.3 Ammonia Temperature Program Desorption (TPD) and Thermal Ammonia Synthesis 

Ammonia synthesis via direct hydrogenation of TiN (Alfa Aesar, <10 micron, 99.7%) was 

investigated by exposing it to 100 mL min-1 of 5% H2:Ar (AirLiquide, Arcal F5 5% H2/Ar). The 

reactor set-up was equipped with a Thermo Scientific Antaris IGS-System for gas analysis. For 

this experiment, 0.10 g of the catalyst was loaded into a quartz tube, flushed with 5% H2:Ar at RT. 

The catalyst was heated from RT to 900 °C with a heating rate of 10 K min-1. The temperature of 

900 °C was held for 90 min. The amount of NH3 in the effluent gas was determined in an IR-cell 

(Thermo Scientific IGS Analyzer). The total amount of ammonia was calculated by determining 

the total area of the ammonia signal (Equation 20): 

𝑛(𝑁𝐻3) = 𝑆𝑁𝐻3
∙ �̇�(𝑁2) ∙

𝑝0

𝑅∙𝑇0
∙ 1000    (20) 

 where 𝑛(𝑁𝐻3) is the molar flow rate of ammonia [mmol s-1], 𝑆𝑁𝐻3
 is the IR signal for 

ammoinia (ppm), �̇�(𝑁2) is the volumetric flow rate of N2 at standard conditions [L s-1], 𝑝0 is 

standard pressure [Pa], 𝑅 is the gas constant [J K-1 mol-1], and 𝑇0 is standard temperature [K]. The 

IR-cell was calibrated using 1000 ppm NH3 in nitrogen and diluting it stepwise with N2 to obtain 

seven calibration points. The calibration was implemented in the instrument using a second order 

approach with the software TQAnalyst, provided by ThermoScientific. 

The catalytic activity of TiN was investigated using the same set-up with N2 and H2 in a 

molar ratio 1:3 and a total flow rate of 100 mL min-1. 
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NH3-TPD experiments were carried out using the same setup as described above. For this 

experiment, 0.10 g of the catalyst was loaded into a quartz tube, flushed with N2 at RT. The catalyst 

was pretreated with N2 (AirLiquide, 99.999%) at 600 °C to clean the surface from adsorbed 

molecules. The cooled catalyst was then flushed with 2% NH3 in N2 (Crystal gas mixture, 

AirLiquide, 99.999%) for 20 minutes. Afterwards the gas is again changed to N2 and after no 

ammonia is detected in the effluent gas the catalyst was heated from RT to 900 °C with a heating 

rate of 10 K min-1. The temperature of 900 °C was held for 90 min. The amount of NH3 in the 

effluent gas was determined in an IR-cell (Thermo Scientific IGS Analyzer). The total amount of 

adsorbed ammonia was calculated by determining the total area of the ammonia signal 

(Equation 20). 

4.2.4 Colorimetry 

Qualitative detection of ammonia in the catalyst wash was determined via the Berthelot 

reaction245 following the procedure described by Shi et al.246 Detection Solution 1 contained 

0.05 M NaOCl (Sigma Aldrich, ACS reagent grade, 4.00-4.99% chlorine) in DI water. Solution 2 

was made of 1 wt % sodium nitroprusside (Sigma Aldrich, ACS reagent grade, 99%) in water. 

Solution 3 was a 1.0 M aqueous NaOH (Sigma Aldrich, >97%) solution containing 5 wt % 

salicylic acid (Sigma Aldrich, ACS reagent grade, >99%) and 5 wt % sodium citrate (Sigma 

Aldrich, ACS reagent grade, >99%). 1 mL of the Solution 1, 0.5 mL of Solution 2, and 0.1 mL of 

Solution 3 were used in each cuvette. The presence of ammonia was indicated by a color change 

of the final solution from yellow to green. 

4.2.5 Mass Spectrometry (MS) 

In-line mass spectrometry data of the effluent gas were collected for select experiments 

using a Hiden Analytical HPR120 RGA mass spectrometer. When measuring m/z = 18 and m/z = 
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17, the ionization energy was reduced from 70 eV to 19 eV (Appendix C.1.2.1), and the emission 

current was reduced from 250 μA to 120 μA. The vessel was loaded, and the initial gas 

configuration was allowed to stabilize for at least 8 h overnight. Argon gas was included as an 

internal standard to account for systematic changes in the measure signal intensity over the course 

of the reaction. Gas flows were 11.25 sccm for N2, 3.75 sccm for H2, and 1 sccm for Ar. After the 

milling portion of the experiment was completed, the gases were allowed to stabilize again 

overnight, before the hydrogen flow was set to 0 sccm for safety reasons. 

4.2.6 Ion Chromatography (IC) 

Ammonia quantification by ion chromatography (IC) was performed with a Thermo 

Scientific Dionex Aquion Ion Chromatography System with an anionic polymer column (Dionex 

IonPac AS22, cation column). The processing software was Chromelon Chromatography Studio 

7. For calibration, an ammonia standard solution of 1.00 mg L-1 as NH3-N by Hach Company was 

utilized and diluted to the desired concentration. For the catalyst washing, a suspension of 

1 mg mL-1 catalyst in deionized (DI) water was sonicated for 45 min. The suspension was 

centrifuged for 20 min at 13000 rpm. Afterwards, the liquid supernatant was filtered using a 

0.2 μm pore sized nylon membrane syringe filter. For analysis upon ammonia content, 5 mL of the 

washing solution were injected into the column. The eluent was 20 mM methanesulfonic acid 

(Sigma Aldrich, ≥99.0%) in DI water.  

4.2.7 X-ray Powder Diffractometry 

X-ray powder diffraction (XRD) patterns were obtained using an Empyrean diffractometer 

by Malvern Panalytical, which operates with CuKα radiation coming from a Bragg-BrentanoHD 

source with a wavelength of λ = 1.5406 Å. The mask was 4 mm, the divergence slit was fixed at 

¼°, the anti-scatter slit was 1°, and the soller slits were 0.04 rad. With this optics, an area of 
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104.2 mm2 of the sample was scanned. The generator was operating at a tension of 45 kV and a 

current of 40 mA. The sample stage was a reflection-transmission spinner, the detector was a 

PIXcel3D. Diffractograms were measured at incident angles from 2θ = 10 ° to 100 ° with a step 

size of 0.0131303 ° and a number of steps of 6855. The time per step was set to 20.4 s, the scan 

speed was chosen to be 0.164129 s-1. The detection limit was 0.5 wt%. Data analysis was 

performed using HighScore Plus by Panalytical.  

XRD patterns of the thermally reacted TiN were collected using a D2-Phaser (Bruker AXS) 

with CuKα (30 kVA, 10 mA, λ = 1.5406 nm) radiation with 2θ ranging from 20° to 90° and a 

scanning speed 0.02 °/0.4  s. The sample was rotated during the measurement with 30 rpm. 

4.2.8 X-ray Absorption Spectroscopy 

X-ray absorption spectroscopy (XAS) experiments were performed at Brookhaven 

National Laboratory at the National Synchrotron Light Source (NSLSII), beamline inner shell 

spectroscopy (ISS) 8-ID, in fluorescence mode. A cryogenically cooled Si (111) double crystal 

monochromator was used. The beam current was 400 mA. Ten runs of each sample were 

performed for averaging. About 105 mg of boron nitride (BN) and 3.5 to 4.5 mg of the sample 

were mixed and fixed in a sample holder with Kapton tape. The florescence of a sample was 

measured against a Ti foil as a reference. The K absorption edge of titanium was calibrated to 

4966 eV.247 Data processing was performed with the program ATHENA in the Demeter package 

version 0.9.26. 

4.2.9 X-ray Photoelectron Spectroscopy 

X-ray photoelectron spectroscopy (XPS) analysis was performed using a Thermo Scientific 

Scanning X-ray photoelectron spectrometer. This device used a focused monochromatic 
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Aluminum K-Alpha X-ray (1.486 keV) source for excitation and a 180° hemispherical analyzer. 

The signals were detected by a 128-channel detector. The 72 W X-ray beam was focused onto a 

400 µm spot on the sample. The X-ray beam was incident at 60° from the normal to the sample 

and the photoelectron detector was oriented normal to the sample surface. High-energy-resolution 

spectra were collected using a pass-energy of 50.0 eV with a step size of 0.10 eV. The powder 

samples were loosely loaded into 3 mm deep · 3 mm diameter blind holes drilled into a square 

copper-alloy powder sample plate. That sample holder was then manually placed into the XPS 

vacuum introduction system, and the pressure in the chamber was lowered to <4·10-7 Torr by a 

vacuum pumping system utilizing a turbomolecular pump. After that, the sample holder was 

moved into the XPS ultrahigh vacuum analysis chamber. The base pressure in the analysis chamber 

was maintained at <2·10-8 Torr prior to the analysis by using both a turbomolecular vacuum pump 

and a titanium sublimation pump. During the analysis itself, an integrated charge compensation 

source was used to minimize sample charging due to the photoelectron current flowing out of the 

sample. The source used a mixed beam of electrons and Ar+1 ions, which raised the analysis 

chamber pressure to ~3·10-7 Torr of which >90% is due to the introduced Ar. Data analysis was 

performed using the Avantage software package v.5.957 by Thermo Scientific. The detection limit 

was ~1mol%. 

4.3 Results and Discussion 

4.3.1 Ammonia Formation and Proposed Mechanism 

Ammonia synthesized by milling Ti in N2 and H2 was qualitatively detected by colorimetry 

(Appendix C.1.1), mass spectrometry (MS) of the reactor effluent, and olfactorily (Appendix 

C.1.3), with the possibly of contamination ruled out (vide infra). Potential contamination of the Ti 

with iron (the catalyst of choice for industrial ammonia synthesis) from the steel vessel was 
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considered, but X-ray photoelectron spectroscopy of milled Ti detected no iron (Appendix C.2.2), 

and neither iron nor iron oxide showed catalytic activity (Table C1). Finally, synthesizing the 

catalyst, TiN, from Ti and N2 in the same system as the ammonia demonstrates catalytic formation 

from in situ fixed N2 rather than depletion of ex situ fixed N2 in the nitride. 

The gas phase during a reaction with Ti was analyzed with an in-line mass spectrometer 

(MS) to qualitatively detect ammonia with an additional, orthogonal method and without the 

necessity to remove the catalyst from the system. The ionization energy of the MS was reduced 

from 70 eV to 19 eV to avoid the influence of fragmented water (OH) on the ammonia signal 

(m/z = 17). Figure 22 shows the ammonia signal from the MS normalized to the N2 signal. While 

the MS signal was recorded for more than 144 h, the catalyst was only in a reactive (i.e., milling) 

environment for a total of 7.5 h (indicated by the white bar “Mill On”). 

 

Figure 22: MS signal intensity for ammonia (m/z = 17) relative to nitrogen (m/z = 28) with an 

ionization energy of 19 eV. The feed composition at each time point is highlighted with yellow 

(Ar), blue (N2) and red (H2) bars. 

The initial feed of N2 (11.25 sccm) and Ar (1.0 sccm) was left to stabilize over night before 

the experiment began (defined as t = 0 h when milling started). H2 (3.75 sccm) was introduced 

after 1.5 h of milling. The milling experiment ended after an additional 6 h of milling (t = 7.5 h) 
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and the milling vessel was left idle (0 Hz) for the remainder of the time. The gas flows were then 

left to stabilize overnight, after which the H2 flow was stopped (t = 23.2 h). Fluctuations in the 

ammonia signal between 7.5 h and 23.2 h resulted from the presence of H2 in the MS (Appendix 

C.1.2.2). A breakthrough of ammonia was observed 58 h after milling ended (t ~ 65 h), followed 

by a steady decay. The precise cause of the delay is currently unknown, but it is reproducible and 

potential explanations are discussed below (Appendix C.1.2.3). Increasing the nitrogen flow rate 

from 11.25 sccm to 31.25 sccm (t = 123.4 h) resulted in a sudden change in the slope of decay of 

the ammonia signal, which is explained by dilution of the ammonia stream. 

In this mechanocatalytic system, only a small fraction of the catalyst is activated by the 

ball collision at any given time.238 The estimated mole fraction of ammonia in the active catalyst 

void space is 0.06 (Appendix C.3). In a conventional thermochemical reaction at steady state, this 

mole fraction would only be achievable up to 230 °C, based on the thermodynamic equilibrium 

(Figure 23a). Notably, collision induced hot spots are expected to greatly exceed this temperature 

(e.g., 800 °C during the milling of CaCO3), with the exact number dependent on powder 

properties.148-149, 198, 238 Additionally, despite nitrides being among the most active catalysts for 

ammonia synthesis,248-249 significant thermal catalytic turnovers for TiN were observed only above 

600 °C (Appendix C.4.2). Thus, a transient Mars van-Krevelen (MvK) process is proposed for 

mechanocatalytic synthesis (Figure 23b), where N2 fixation and ammonia formation occur in 

thermodynamically distinct regimes. TiN is first mechanically activated, forming an environment 

where N2 can be dissociated. Next, the TiN relaxes to conditions where ammonia formation is 

thermodynamically favorable and kinetically feasible, before returning to an inactive state. Parallel 

reaction pathways may be present, such as through a TiH2 intermediate, but TiN is expected to be 

the dominant catalyst (Appendix C.2.3). This mechanical activation could be a combination of 
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several phenomena (e.g. temperature rise, reactive defect sites and surfaces, lattice strain). For 

illustrative purposes, the mechanical activation could be explained by localized heating where the 

peak temperature enables N2 activation, but ammonia formation is strongly thermodynamically 

limited. Analogous to dynamic catalysis,250 the mechanocatalytic reactor creates a constantly 

transient reaction environment that increases the local reaction rate by three orders of magnitude 

(Appendix C.4.2) and circumvents steady state thermodynamic and kinetic limitations. 

 

Figure 23: Analysis of local ammonia mole fraction and proposed mechanism for 

mechanocatalytic ammonia synthesis. (a) Curves of the equilibrium (red) and estimated (blue) 

mole fraction of ammonia at temperatures between 25 °C and 1025 °C. The intersection of the 

curves (231 °C) marks the upper temperature limit of surface catalyzed mechanism. (b) Proposed 

transient Mars-van Krevelen reaction mechanism for ammonia synthesis.  

4.3.2 In Situ Synthesis of Titanium Nitride 

X-ray Powder Diffraction (XRD) and X-ray Absorption Spectroscopy (XAS) provided 

complementary evidence for the mechanochemical synthesis of TiN. XRD showed a substantial 

change in crystal structure from pure Ti to a Ti/TiN mixture within 1.5 h (Figure 24a). By 3 h, TiN 

becomes the dominant crystal structure. A peak shift of Ti toward lower diffraction angles has 

been explained by the formation of a solid solution,251 with dissolved N atoms expanding the Ti 

crystal lattice. The peak shift to higher angles of TiN indicates a more compact structure, 

originating from nonstoichiometric TiNx phases.252 The peak broadening and a lower signal-to-
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noise ratio at increased milling time indicates mechanically induced amorphization.251-252 Since 

XRD cannot characterize amorphous phases, XAS measurements of the Ti K-edge were collected. 

The X-ray Absorption Near Edge Structure (XANES) spectrum of Ti milled in N2 was dominated 

by characteristic features of TiN (Figure 24b). The Ti pre-edge peak (4965 eV) disappeared, the 

white line intensity (4895 eV) increased, and the edge shifted by 3.6 eV to a higher energy. The 

overall XANES line shape is consistent with TiN. The Fourier Transform of the EXAFS region 

(Figure 24c) showed that the Ti milled in N2 had both a Ti-N shell (1.69 Å) and a Ti-Ti shell 

(2.52 Å). The smaller radial distance of the Ti-Ti shell in the milled Ti, compared to the TiN, 

supported the observations of a more compact nitride structure. The diminished intensity is caused 

by amorphization. Thus, XRD and XAS confirmed the near quantitative in situ conversion of Ti 

to stoichiometric TiN.  
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Figure 24: Characterization of milled titanium in N2.X-Ray diffractograms for unmilled Ti, 

unmilled TiN and Ti milled for 1.5 h, 3 h, 4.5 h, and 6 h in 15 sccm N2. Peak assignment was 

performed according to the unmilled Ti and TiN samples and literature.253 (b) X-ray absorption 

spectra of the titanium K-Edge and (c) Fourier Transform of the EXAFS region for Ti foil (black), 

Ti powder milled in N2 for 4.5 h (blue), and unmilled TiN (green). 

4.3.3 Mechanochemical and Mechanocatalytic Ammonia Synthesis Reactions 

During the experiment to qualitatively detect ammonia in the reactor effluent with MS (Ti 

milled in N2 for 1.5 h then N2 and H2 for 6 h), a significant delay of 58 h between the end of milling 

and the initial detection of ammonia in the gas phase was observed (Figure 22). Thus, ammonia 

yields were measured by washing the catalyst after reaction with DI water, and then performing 

ion chromatography (IC) with the washing solution (Appendix C.1.4). Contamination by ambient 

ammonia is necessary to consider.254-256 Negative results (Figure 25a) from milling iron, iron 

oxide, or titanium dioxide under reactive conditions rule out potential contamination in the gas 

streams, the reactor system, and the IC sample preparation procedure and demonstrate the 

necessity of the TiN or Ti for positive ammonia detection. Control experiments with TiN and Ti 
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rule out initial contamination from these materials as well, and background subtraction of initial 

present ammonia on the catalyst was deemed unnecessary.  

 

Figure 25: Mechanochemical and mechanocatalytic ammonia yields. (a) Ammonia yields for 

control experiments. n.d. = not detected. (b) Ammonia yields for TiN milled in H2 and Ti milled 

in N2 followed by H2, with varying reaction times. Samples were milled at 30 Hz in a pure gas 

stream (15 sccm). (c) Ammonia yields for TiN and Ti milled in H2 and N2 with varying 

composition and reaction time. Samples were milled at 30 Hz in a mixed gas flow (15 sccm) of 

both N2 and H2. Full experimental conditions and numeric values are reported in Table C1.  

The amount of reactive nitrogen in mechanochemical and commercial TiN was studied. Ti 

samples were first milled in N2 for 4.5 h, then in H2 for 1.5, 3.0 or 4.5 h (Figure 25b, Ti-1 to Ti-3). 

Extending milling time in H2 did not significantly increase the ammonia loading. Likewise, milling 

commercial TiN in H2 (Figure 25b, TiN-1) and thermally reducing TiN in H2 (Appendix C.4.2) 

resulted in similar ammonia yields. The slightly higher yield from the commercial TiN may arise 

from incomplete conversion of Ti to TiN during milling. Thus, titanium nitride contains a certain 
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amount of inherently reactive nitrogen, regardless of its synthesis method or reaction environment. 

After depletion, the residual nitride becomes inactive until replenished with a nitrogen source. 

The reactivity of titanium with different nitridation degrees was investigated by milling Ti 

for 1.5, 3.0, or 4.5 h in N2 followed by 4.5 h milling in H2 (Figure 25b, Ti-3 to Ti-5). Milling for 

only 1.5 h resulted in background levels of ammonia, while 3.0 h and 4.5 h had yields similar to 

TiN milled in H2. This significant increase in ammonia yield by increasing milling time in N2 from 

1.5 to 3.0 h aligns with the expected nitridation mechanism based on XRD (Figure 24a).252-253 

Initially, nitrogen gradually diffuses into the Ti metal, forming a solid solution. Once a threshold 

concentration is reached (~32 mol%),251 a rapid, bulk change to TiN occurs.252-253 The low 

ammonia yields at short milling times in N2 indicates that the dissolved nitrogen is not reactive 

toward ammonia, but must be incorporated into a nitride crystal lattice, supporting a MvK 

mechanism during catalytic ammonia formation. Thus, a critical amount of incorporated lattice 

nitrogen is required for relevant ammonia yields.  

The catalytic properties of TiN were investigated under steady state conditions. 

Commercial TiN milled in N2 and H2 (Figure 25c, TiN-2) showed an ammonia yield four times 

larger than TiN milled in H2, indicating that TiN has catalytic activity toward ammonia formation. 

The ammonia yields from Ti milled in a continuous flow of N2 and H2 was measured after 6 h, 9 h, 

and 12 h (Figure 25c, Ti-6 to Ti-8). The samples show a continuous production of ammonia by 

milling, demonstrating that catalytic activity is sustained for an extended period. An induction 

period can be inferred before catalytic ammonia production starts, which would be expected from 

the need to first synthesize the TiN. Notably, for both TiN and Ti as (pre)catalyst, significantly 

higher amounts of ammonia are achieved under continuous conditions, compared to the 

experiments with a separate feed (Figure 25b). Thus, the presence of N2 in the feed allows for 
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continuous nitride regeneration, and this regeneration ability is sustained for extended times via a 

fully catalytic process. 

The influence of feed composition and nitride content are two key parameters that will 

control the catalytic behavior of the system. Two Ti samples (Figure 25c, Ti-6 and Ti-9) were 

milled in different gas compositions, 1:1 and 3:1 N2:H2, respectively. The influence of gas 

composition and nitride content cannot be completely separated as milling Ti in a mixture of N2 

and H2 results in a mixture of nitride and hydride phases (Appendix C.2.3). However, the nitride 

to hydride ratio increased with higher N2 content in the gas phase. The 50% increase of N2 in the 

gas phase did show an increase in ammonia yield, though precise discussion is difficult due to the 

large error bars between Ti-6 and Ti-9. Obtaining higher ammonia yields with a higher N2 feed 

and greater nitride content suggests that the ammonia synthesis rate is limited by the nitride 

regeneration rate. Optimal catalytic activity is expected to require a balance of stability of the 

nitride, with a more stable nitride than TiN exhibiting higher activity due to greater nitrogen 

binding and nitride formation energies. By further studying these parameters and more traditional 

thermal nitride catalysts (e.g. MoN,257-258 Co3Mo3N
248, 259), higher mechanocatalytic ammonia 

yields should be obtained. 

4.3.4 Preliminary Technoeconomic Analysis 

When introducing a new approach, addressing the feasibility of the process is valuable to 

frame its broader significance. Metrics laid out by Comer et al. suggests preliminary performance 

targets for solar powered fertilizer processes of 8.83∙104 kJ molN
-1 energy consumption and 

100 kgN ha-1 yr-1 production rate.219 Other novel approaches for distributed fertilizers (i.e. 

electrocatalysis, photocatalysis, and plasma-assisted catalysis) produce ammonia at energy 

consumptions of 104-105 kJ molN
-1.219 A small, electric industrial ball mill (1 m3) would have a 
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typical mineral (i.e. catalyst) loading of 103 kg while requiring 104 W to operate.260 A preliminary 

technoeconomic analysis (Appendix C.5) shows that ammonia could be produced at 103 kg yr-1 

with a solar energy consumption of 104 kJ molN
-1 (assuming 20% solar panel efficiency). Such a 

mill could produce fixed nitrogen equivalent to the necessary amount to fertilize a small to medium 

sized farm (~10 ha) and be powered onsite with the typical output of 200 solar panels.219 Future 

assessments would need to account for nitrogen separation from air, hydrogen production via 

electrolysis, and upgrading the ammonia to fertilizers (e.g. urea or ammonium nitrate). Notably, 

mechanocatalysis has unique advantages, such as generating catalysts in situ from abundant 

materials and utilizing non-electrical sources of renewable energy (i.e. direct mechanical energy 

from wind or water mills). While this assessment is preliminary, it reveals that mechanocatalysis 

is clearly competitive with other well-studied alternative systems for distributed ammonia 

production. 

4.4 Conclusions 

In summary, a novel approach to ambient ammonia synthesis via mechanocatalysis is 

introduced, where N2 and H2 are catalytically reacted over an in situ synthesized nitride catalyst. 

By creating transient microenvironments, kinetic and thermodynamic limitations are elegantly 

circumvented. A transient Mars-van Krevelen mechanism is proposed, comprising nitrogen 

incorporation and titanium nitride hydrogenation steps. The catalytic cycle is rate limited by the 

nitride regeneration, thus a more stable nitride is expected to yield higher ammonia rates.  

This work demonstrates how mechanocatalysis provides fundamentally new opportunities 

to exploit spatiotemporal variations in thermodynamic driving forces and kinetic phenomena to 

make difficult chemistry accessible at benign conditions. The mechanocatalytic process shown 

here could foreseeably be utilized for other reactions with similar kinetic and thermodynamic 
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mismatches, such as the partial oxidation of methane to methanol261-262 or the water-gas shift 

reaction,263 opening new avenues for a distributed chemical production.   
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CHAPTER 5  

MECHANOCATALYTIC HYDROGENOLYSIS OF 

A MODEL LIGNIN ETHER  

5.1 Introduction 

As society strives to shift away from fossil-based fuels and chemicals, the necessity for 

complete utilization of biomass becomes ever more pressing. Lignin, one of the primary 

components of woody biomass, is an abundant renewable resource (growth rate of 2∙1012 tonnes 

and production rate of 6∙107 tonnes annually globally) but is practically unutilized as a feedstock 

for chemicals and materials (< 2% of isolated lignin).264 This heterogeneous, amorphous polymer 

is comprised primarily of three propyl-phenolic monolignols (p-coumaryl alcohol, coniferyl 

alcohol, and sinapyl alcohol) linked together randomly by various C-O (β-O-4, α-O-4, 4-O-5) and 

C-C (β-β, β-5, 5-5) bonds.265 As the largest natural source of aromatic carbon, lignin is a promising, 

sustainable alternative starting point for historically BTX-derived chemicals if the polymer can be 

depolymerized selectively to mono-aromatics. The fractionation of lignin from the lignocellulosic 

matrix drastically changes the structure of the polymer and increases the abundance of condensed 

linkages,266 resulting in either large product distributions or low monomer yields.  

Two of the most promising approaches to depolymerize lignin utilize hydrogen as either a 

cleaving or stabilizing reagent: hydroprocessing and reductive catalytic fraction (RCF).8 

Hydroprocessing, generally performed with isolated lignin, combines hydrogenolysis of the 

linkages to produce monomers and hydrodeoxygenation to upgrade monomers simultaneously.71 

These reactions tend to produce monomer yields between 10 and 20 wt%, with harsher reaction 

conditions increasing monomer yields at the expense of product selectivity.8 RCF starts with 

complete lignocellulose and combines the isolation and depolymerization of lignin, where 

solvolysis formed monomers are stabilized before repolymerization can occur.29 Most reported 
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monomer yields from RCF studies range from 10 to 30 wt% for softwood and from 30 to 60 wt% 

for hardwood feedstocks with very high selectivites of phenolics. Both hydroprocessing and RFC 

reactions employed noble metals, such as Pt, Pd, Ru, or Rh, or transition metal, primarily Ni and 

Cu, on either acidic or neutral supports. These reactions often require elevated temperatures 

(130 - 450 °C), elevated hydrogen pressures (10 – 100 bar), and large quantities of organic 

solvents, such as methanol, dioxane, or THF.8 The specialized equipment necessary for the 

combination of high hydrogen pressures and heated, flammable solvents, along with the energy 

demands for solvent recovery, currently stand as major barriers to scale up for these processes.267 

 Mechanocatalysis offers a novel approach for green chemical production by performing 

reactions under solvent-free conditions and at nominally ambient temperatures and pressures.33, 38 

The direct input of mechanical energy, such as collisions in a ball mill, drives the reaction between 

solid reactants and catalyst. This energy can influence the system in many ways, such as enhancing 

solid-solid mixing and contact,39 creating fresh reactive surfaces,239 creating localized hot spots,238 

and altering reactivity of reagents40 and catalysts.42, 268 Mechanical energy, without added 

chemicals or catalysts, has long been used as a method for pulping wood and pretreating biomass 

for conversion to fuels and chemicals. In recent years, the use of mechanocatalysis for biomass 

valorization has seen a rise in popularity, albeit with an emphasis on cellulose or whole 

lignocellulosic biomass.269 Works on the degradation of isolated lignin have been limited; for 

example using mechanochemistry as a pretreatment method67 or for alkaline69, 128 and oxidative70 

depolymerization. As of now, reductive mechanocatalytic depolymerization of lignin has not been 

explored. 

While the mechanocatalytic hydrogenation of benzene over nickel in a vibratory ball mill 

was reported as far back as 1963,270 studies on reductive mechanocatalysis with gaseous hydrogen 
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have also been sparse.271-272 The methanation of CO2 over Ni/Fe/Ru on MgO catalysts273 and LaNi 

alloys274  and of CO over mixed FeCo and MgNi catalysts275 have been demonstrated. The 

hydrogenation of numerous alkynes, alkenes, aromatics, and various functional groups have been 

reported using a feed of H2 or splitting water in situ.276-278 Recently, the reduction of N2 to NH3 

with H2 was reported using a batch planetary ball mill with an iron catalyst279 and in a 

continuous-flow vibratory ball mill using a titanium nitride catalyst.268   

Herein, the first use of reductive chemistry to mechanocatalytically cleave a model lignin 

ether is reported. Benzyl phenyl ether (BPE) is often studied as a model compound for lignin 

because of the similarity in C-O bond strengths between BPE and the β-O-4 linkage in lignin.280 

The hydrogenolysis of BPE was conducted under solvent-free, nominally ambient conditions 

(room temperature, ~1 bar H2) using supported nickel catalysts in a vibratory ball mill. The 

hydrogenolysis occurred at the benzyl ether bond, producing toluene and phenol as primary 

products. Additionally, the milling generated metallic nickel surfaces in situ, circumventing the 

need for a thermal reduction step. The unique design of the ball mill reactor allowed for the 

continuous monitoring of the formation of toluene and for a simple kinetic model to be fit to the 

reactions. Recycle experiments with a commercial 53 wt% Ni on silica-alumina catalyst showed 

the continuous deactivation of the catalyst during milling, while Raman spectroscopy confirmed 

the formation of polyaromatic coke. The influence of the support properties on the reaction was 

also studied. The enhanced reactivity of the oxides during milling was determined to be a key 

factor for forming chemisorbed species and subsequent carbon loss. These insights will aid further 

developing processes for the solvent-free and mild depolymerization of lignin via reductive 

mechanocatalysis.  
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5.2 Materials and Methods 

5.2.1 Chemicals 

Benzyl phenyl ether (BPE, 97%) and o-xylene (99%) was purchased from Alfa Aesar. 

Nickel on silica-alumina (Ni53SiAl), silicon dioxide (quartz, ~99%), silica-alumina catalyst 

support (grade 135), and nickel nitrate hexahydrate (Ni(NO3)2·6H2O, 99.999%) was purchased 

from Sigma-Aldrich. Silica gel was purchased from Sorbent Technologies. Methanol (ACS grade) 

was purchased from VWR. Hydrogen (H2, UHP, Grade 5) and nitrogen (N2, UHP, Grade 5) was 

purchased from Airgas.  

5.2.2 Catalyst Synthesis 

Three 5 wt% nickel catalysts were synthesized using the amorphous silica-alumina 

(Ni05SiAl), silica gel (Ni05SiHigh), and quartz (Ni05SiLow). The catalysts were prepared by incipient 

wetness impregnation with an aqueous Ni(NO3)2 solution. The wetted samples were dried at 

105 °C in air overnight. The dried samples were reduced in 7% H2 in Ar at 450 °C (ramp from 

room temperature at 10 °C/min) for 8 hours. The samples were exposed to and stored in air after 

returning to room temperature. 

5.2.3 Catalyst Characterization 

5.2.3.1 Inductively Coupled Plasma Atomic Emission Spectroscopy (ICP-OES) 

Acid digestion and inductively coupled plasma atomic emission spectroscopy (ICP-OES) 

was performed by the Renewable Bioproducts Institute. Sample aliquot was weighed into a 

predigested beaker. The beaker with sample was placed on a hot plate. After 5ml concentrate nitric 

acid was added, the contents were reacted for 30 minutes under elevated temperature (not boiling). 

This was followed by adding another 2.5 ml concentrate HCl, and the mixture was reacted for 

another 30 minutes. The digested mixture was cooled to room temperature and was filtered through 
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a grade 40 ashless Whatman filter paper. The filtering assemble was washed with di-ionized water 

and jointed to the filtrate. The volume of the final aqueous solution was recorded.  

Instrument was periodically tested for performance, which includes detector calibration, 

align view, wavelength calibration. In each batch of sample analysis, the instrument was calibrated 

with standards for the target elements, and a four-point calibration curve was established for each 

interested element. The aqueous sample prepared as stated above was used for ICP-OES analysis. 

5.2.3.2 Carbon, Hydrogen, and Nitrogen Elemental Analysis 

C, H, and N elemental analysis was performed by Atlantic Microlab. C, H, and N contents 

were determined by high temperature combustion in pure oxygen. 

5.2.3.3 N2 Physisorption 

 Nitrogen physisorption measurements were performed using a Micromeritics ASAP 2020 

physisorption analyzer. The samples (50-100 mg) were evacuated at 50 °C and 10 µmHg for 1 min 

and subsequently degassed at 110 °C and 100 mmHg for 4 h prior to the measurement. The 

measurement was performed at 77 K. Surface areas were calculated based on the BET method 

described elsewhere for a p/p0 range between 0.025 and 0.30.184  

5.2.3.4 XRD 

X-ray powder diffraction (XRD) patterns were obtained using an Empyrean diffractometer 

by Malvern Panalytical, which operates with CuKα radiation coming from a Bragg-BrentanoHD 

source with a wavelength of λ = 1.5406 Å. The mask was 4 mm, the divergence slit was fixed 

at ¼°, the anti-scatter slit was 1°, and the soller slits were 0.04 rad. With this optics, an area of 

138.7 mm2 of the sample was scanned. The generator was operating at a tension of 45 kV and a 

current of 40 mA. The sample stage was a reflection-transmission spinner, the detector was a 
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PIXcel3D. Diffractograms were measured at incident angles from 2θ = 15 ° to 100 ° with a step 

size of 0.0131303 ° and a number of steps of 6474. The time per step was set to 61.2 s, the scan 

speed was chosen to be 0.05471 s-1. The detection limit was 0.5 wt%. Data analysis was performed 

using the HighScore Plus software by Panalytical. The sample was rotated during the measurement 

with a revolution time of 16.0 s. 

5.2.3.5 STEM and EDS 

The powder sample was dispersed in ethanol, then dropped on holy carbon coated Cu grids 

after ultrasonic for 5 minutes. A Hitachi HD2700 aberration-corrected scanning transmission 

electron microscope was used to record the high-angle annular dark-field (HAADF) STEM 

images. The electron beam convergent angle α is 27 mrad and the HAADF detector collection 

angle β=70–370 mrad. 

5.2.3.6 Raman Spectroscopy 

Visible Raman spectroscopy was performed on a Renishaw Raman spectrometer using an 

excitation wavelength of λ = 488 nm. The laser power was set to 1-10% of the total power 

(30 mW), the grating of the filter was 2400 lines/mm. Samples were analyzed with 50x 

magnification and an acquisition time between 5-20 s. The acquisition software is WiRE 5.2. The 

spectra were collected using a CCD detector. The acquired spectra were deconvoluted using the 

peak analyzer function of the OriginPro 2020 (V9.7) software.  

5.2.3.7 DRIFTS 

DRIFTS spectra were collected using a Nicolet 8700 FT−IR equipped with a liquid 

nitrogen cooled MCT/A detector and the Praying Mantis (Harrick Scientific) accessory with a high 

temperature reactor for in-situ studies. Spectra were averaged at 64 scans with a resolution of 
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4 cm−1. All spectra were treated using the Thermo Scientific Omnic Software. A background of 

dried potassium bromide at 50 °C was used for all spectra. The sampling cup was filled with spent 

catalyst and then smoothed across several times to ensure an even layer. The reactor was sealed 

and flushed with 100 sccm N2 for 5 min to settle the sample bed. An initial spectrum of the pure 

milled catalyst was collected at 50 °C for spectral subtraction against the spent catalyst with species 

adsorbed. Spent catalysts were measured before at 50 °C and then ramped up to 700 °C at 10 

°C/min and held for 30 min in 40 sccm N2 and then cooled back down to 50 °C. All the spectra 

were collected at 50 °C after the sample had been heated to the respective reaction temperature. 

5.2.4 Mechanocatalytic Reactions 

5.2.4.1 Hydrogenolysis Reactions 

Mechanocatalytic reactions were performed using a Retsch MM400 vibratory ball mill 

with a 25 mL stainless steel milling vessel. The milling vessel was modified to allow for 

continuous gas flow. The effluent line was heated to 160 °C and the effluent gas was bubbled 

through methanol (~ 10 mL with ~0.03 g o-xylene as an internal standard) cooled to 4 °C to trap 

volatile products leaving the reactor (Figure 26). Unless otherwise specified, reactions were 

conducted with 1.00 g of catalyst, 0.20 g of BPE, two 15 mm stainless steel grinding balls, and a 

milling frequency of 20 Hz in a continuous flow of H2. The vessel was left unheated but milling 

induced a temperature increase to ~30 °C within the reactor. The vessel was purged with N2 for 15 

min and then with H2 for at least 15 min before milling began. After milling, the vessel was purged 

with N2 for 1 h to remove additional residual volatile products. 
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Figure 26: Depiction of flow-through ball mill reactor 

Unconverted BPE and non-volatile products were measured after each reaction by 

removing the product-catalyst mixture from the milling vessel and sonicating in methanol 

(~10 mL) for 30 minutes. Roughly 90% of the sample mas could be recovered from the vessel. 

The remaining ~10% remained stuck on the vessel and balls or was in the effluent neck of the ball 

mill. After sonication, o-xylene was added (~0.03 g) was added as an internal standard. The yield 

of volatile products over the course of the reaction was measured by taking aliquots (~0.05 mL) 

of methanol trap. Product yields were determined via gas chromatography using a Varian 450-GC 

with a fused silica column (Supelco, SPB-1, 60m x 0.25 mm x 1.0 μm) and a flame ionization 

detector. The GC-FID is equipped with a PolyArc reactor (Activated Research Company), which 

allowed for calibration-free quantification of the products. 

5.2.4.2 Catalyst Recycle Experiments 

The long-term stability of the Ni53SiAl catalyst was studied through a series of recycle 

experiments. The catalyst was milled for 2 h during the first cycle and 4 h for the second and third 

cycles. After being washed to recover unconverted BPE and non-volatile products, the catalyst 

was vacuum filtered and dried under vacuum at room temperature. Similar to the mechanocatalytic 

reactions with the fresh catalyst, 1.00 g of the recycled catalyst was used. The same experimental 

procedures were used as the reaction with fresh catalyst. After vial transfers and filtration, only 
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~65% of the spent catalyst mass could be recovered (~0.65 g), so spent catalyst samples of several 

different runs were combined for each recycle stage. For example, to produce enough sample to 

run a third cycle, two second cycle run were performed, which required four fresh catalyst runs. 

5.2.4.3 Mechanocatalytic Reaction Kinetics 

The mechanocatalytic hydrogenolysis reactions were initially fit using a simplified kinetic 

model:  

𝑑𝑋𝐵𝑃𝐸

𝑑𝑡
= −(𝑘𝐻(𝑡) ∙ 𝑚𝑁𝑖 + 𝑘𝐶)(1 − 𝑋𝐵𝑃𝐸(𝑡))  (21) 

𝑑𝑌𝑇𝑜𝑙

𝑑𝑡
= 𝑘𝐻(𝑡) ∙ 𝑚𝑁𝑖 ∙ (1 − 𝑋𝐵𝑃𝐸(𝑡))     (22) 

where XBPE is the conversion of BPE, kH is the hydrogenolysis rate constant, mNi is the mass of 

nickel, kC is the coking rate constant, and YTol is the yield of Toluene in the condenser. Equation 

21 and 22 can be integrated for an analytical solution: 

𝑋𝐵𝑃𝐸(𝑡) = 1 − exp(−(𝑘𝐻 ∙ 𝑚𝑁𝑖 + 𝑘𝐶)𝑡)   (23) 

𝑌𝑇𝑜𝑙(𝑡) =
𝑘𝐻∙𝑚𝑁𝑖

𝑘𝐻∙𝑚𝑁𝑖+𝑘𝐶
(1 − exp(−(𝑘𝐻 ∙ 𝑚𝑁𝑖 + 𝑘𝐶)𝑡))  (24) 

Since the XBPE was measured for several time points for fresh Ni53SiAl, Equations 23 was fit to 

solve for kH·mNi + kC. For experiments where the full product yields were only measured once and 

the conversion of BPE is incomplete, kH·mNi + kC can be determined by rearranging Equation 23 

and using the final conversion: 

𝑘𝐻 ∙ 𝑚𝑁𝑖 + 𝑘𝑐 = −
𝑙𝑛(1−𝑋𝐵𝑃𝐸(𝑡𝑓𝑖𝑛𝑎𝑙))

𝑡𝑓𝑖𝑛𝑎𝑙
    (25) 
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Since Ni53SiAl-Cycle 2 had was run only once, but had nearly 100% conversion of BPE, kc could 

not be determined directly and was approximated by the kC of Ni53SiAl-Cycle 3. kH was fit using 

Solver in Excel to minimize the error between the model and the toluene yield from the condenser. 

Due to the observed induction period in the condenser yield, a delay term was also fit.  

To assess the deactivation of Ni53SiAl, a first-order deactivation term was included in the 

model: 

𝑑𝑘𝐻

𝑑𝑡
=  −𝑘𝐷 ∙ 𝑘𝐻(𝑡)      (26) 

where kD is the deactivation rate constant. There is no analytical solution to Equations S1, S2, and 

S6, so the equations were fit numerically. A Matlab script based on the built in functions fmincon 

(error minimization) and ode45 (differential equation solver) was used to determine kD and the 

initial hydrogenolysis rate constant (kH,0). An average kC was used and assumed constant. 

5.3 Results and Discussion 

5.3.1 Catalyst Characterization 

ICP-OES was used to measure the nickel loadings of the catalysts. The commercial nickel 

on silica-alumina (Ni53SiAl) had 53.4 wt% Ni and the synthesized catalysts (Ni05SiAl, Ni05SiHigh, 

and Ni05SiLow) had 4.42 wt%, 4.93 wt%, and 4.85 wt% Ni loadings, respectively. The BET surface 

areas of Ni53SiAl, Ni05SiAl, Ni05SiHigh, and Ni05SiLow were 85.3 m2 g-1, 499 m2 g-1, 515 m2 g-1, and 

6.7 m2 g-1, respectively. Adsorption and desorption isotherms are shown in Figure D1. XRD of 

Ni53SiAl showed the presence of both Ni and NiO, while only peaks corresponding to metallic Ni 

were observed in the diffractograms of Ni05SiAl, Ni05SiHigh, and Ni05SiLow (Figure D2). STEM 

images showed that the nickel particles of Ni53SiAl were encapsulated in NiO (Figure 27a, Figure 

D3). Similarly, STEM showed outer layers of NiO on the nickel particles for Ni05SiAl, Ni05SiHigh, 
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and Ni05SiLow (Figure 27b-d). Ni05SiAl, Ni05SiHigh, and Ni05SiLow had initial particle sizes of 18.7 

nm, 15.1 nm, and 46.7 nm, respectively (Figure D4). EDS mapping of Ni53SiAl showed particles 

uniformly coated in nickel (Figure 27e), while the low nickel loading catalysts had more discrete 

nickel particles (Figure 27f-g). The abundance of nickel on Ni53SiAl prevented the measurement 

of enough particles to determine initial particle size.  

 

 

Figure 27: STEM images of individual nickel particles on (a) Ni53SiAl, (b) Ni05SiAl, (c) Ni05SiHigh, 

and (d) Ni05SiLow. STEM images and EDS mapping of nickel for whole catalyst particles of (e) 

Ni53SiAl, (f) Ni05SiAl, (g) Ni05SiHigh, and (h) Ni05SiLow. 

5.3.2 Hydrogenolysis Reaction Network 

Analysis of final products formed over Ni53SiA after various milling times elucidated the 

mechanocatalytic reaction network of BPE, which closely follows reported pathways during 

thermally catalyzed hydrogenolysis of BPE (Figure 28).280-284 At early milling times, the main 

products were toluene (1a) and phenol (1b), which are formed by hydrogenolysis of the benzyl 

ether bond. At longer milling times, a discrepancy between toluene and phenol yields were 



99 

 

observed, and the origins of this break in stoichiometry are discussed below. Benzyl alcohol, a 

potential product of hydrogenolysis of the phenyl ether bond, was not detected. Cleavage of the 

benzyl ether bond is the expected dominant reaction pathway since the bond dissociation energy 

of the benzyl ether (56.4 kJ/mol)107 is much lower than that of the phenyl ether (95.7 kJ/mol).285 

The formation of methylcyclohexane (2) and cyclohexanol (3) occurs through the hydrogenation 

of toluene and phenol, respectively. Hydrogenated ethers (4 & 5) were detected, and yields passed 

through maxima at 60 min, suggesting that hydrogenolysis of these compounds occurred. 

However, the yields never exceeded 1%, and so these reaction paths are not expected to 

significantly contribute to the formation of the single-ring products. Phenol hydrogenation to 

cyclohexanol was established as a reaction path based on the maximum in the phenol yield at 60 

min. Methylcyclohexane yields (<1%) were significantly lower than cyclohexanol yields because 

toluene evaporated and was removed from the reactor prior to be being hydrogenated. Benzene (6) 

and cyclohexane (7) were detected after 60 min and 120 min, respectively, from the 

hydrodeoxygenation (HDO) of phenol and cyclohexanol. Since benzene and cyclohexane were 

only found in the condenser, benzene is expected to volatilize before hydrogenation can occur. 

Increased selectivity of benzene to phenol and cyclohexane to cyclohexanol was observed over the 

low nickel loading catalysts (Figure D5), which should have higher numbers of sites for 

metal/support interactions. This suggests a direct HDO path since the 

tautomerization/hydrogenation/dehydration mechanism of phenol to benzene and the 

dehydration/hydrogenation of cyclohexanol to cyclohexane are catalyzed by the combination of 

metal and acid sites.286-287 Alkylation and heavier products have been reported in thermal catalytic 

systems.282, 288-289 From the decreasing carbon balance with milling time, similar species might 

have formed in this system as well (vide infra), but specific species could not be identified. Overall, 



100 

 

the nickel catalyst behaves similarly in mechanochemical and thermochemical systems, so the 

results of other thermocatalytic reactions could be anticipated when performing mechanocatalytic 

reactions.  

 

 

Figure 28: Product yields, conversion of BPE, and carbon balance during the mechanocatalytic 

hydrogenolysis of BPE with Ni53SiAl. 1.00 g Ni53SiAl, 0.20 g BPE, 25 mL S.S. vessel, 2x15 mm 

S.S. grinding balls, 30 Hz, 60 sccm H2. 

Before traditional thermal catalysis, nickel must often be reduced at elevated temperatures 

to remove oxide layers (i.e. activated) in situ before reactions. In this system, thermal pretreatment 

of the nickel is not necessary as milling activates the catalyst. While the nickel particles of the 

Ni53SiAl catalyst were encapsulated by a layer of NiO (Figure 27a), NiO itself showed marginal 

catalytic activity (Figure D6). Mechanocatalytic hydrogenolysis of BPE using a fully oxidized 

Ni53SiAl catalyst (pre-treated in air at 450 °C for 8 h) showed less than 10% yield of 

hydrogenolysis products within 180 min of milling. Thus, instead of relying on a thermal pre-

treatment, the nickel was mechanically activated. Attrition during milling is expected to remove 
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the nickel oxide layer, liberating the metallic nickel. Particularly when milling hard and brittle 

material, localized hot spots can be expected for form238 which may produce temperatures high 

enough to directly reduce the NiO back to metallic Ni. This mechanochemical reduction of the 

NiO could explain why the rate of toluene production increased during the course of milling with 

the oxidized Ni53SiAl. Mechanical energy both drives the hydrogenolysis reaction and activates 

the catalyst, removing the need for high temperature pre-treatments and allowing for a fully 

ambient system. 

5.3.3 Catalyst Recycle and Deactivation 

The accumulation of toluene yield in the condenser can serve as a proxy for the 

hydrogenolysis rate. The profile of the toluene yield in the condenser when milling with fresh 

Ni53SiAl for 120 min (Figure 29a - Cycle 1) closely matches the progression of toluene yield 

during the full product analysis (Figure 28). An induction period for the condenser toluene yield 

of about 10 min is observed, which are traditionally associated with a catalyst activation period. 

However, at 7.5 min, the full toluene yield was 7% (compared to just 1% for the condenser toluene 

yield), suggesting the delay is an artifact of the reactor system rather than, for example, a period 

needed to mechanically activate the nickel. 
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Figure 29: Toluene yields and all product yields from recycle experiments with Ni53SiAl, and 

Raman spectra of spent Ni53SiAl samples. (a) Toluene yield in the condenser during the 

hydrogenolysis of BPE with fresh Ni53SiAl (Cycle 1) and recycled Ni53SiAl (Cycle 2 and Cycle 

3). Fits from the kinetic modeling are overlaid the toluene yields. (b) Full product yields, 

conversion of BPE, and carbon balance after the hydrogenolysis reaction of BPE with fresh and 

recycled Ni53SiAl. 1.00 g Ni53SiAl, 0.20 g BPE, 25 mL S.S. vessel, 2x15 mm S.S. grinding balls, 

30 Hz, 60 sccm H2. (c) Raman spectra of fresh Ni53SiAl (black), Ni53SiAl after 2 h of reaction 

(after Cycle 1) (red), Ni53SiAl after 6 h of reaction (after Cycle 2) (blue), and Ni53SiAl after 10 h 

of reaction (after Cycle 3) (green). 

To evaluate the longer-term stability of the catalyst under such intense conditions, the 

Ni53SiAl catalyst was recycled twice. After each reaction, the catalyst was washed with methanol 

to analyze the complete product profile, and then filtered and dried under vacuum overnight at 

room temperature. The toluene yields for each run (Figure 29a) show a continuous deactivation of 

the catalyst. In the second cycle, the toluene yield flattened by the fourth hour, trending towards a 

maximum toluene yield of 65%. During the third cycle, the toluene yield increased over the whole 

4 h experiment, but only a 30% yield was achieved. Similar to the first cycle, an induction period 
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of about 10 min was observed in the second and third one. As expected from the toluene yield 

profiles (Figure 29b), the full product profiles showed nearly 100% conversion of BPE by the end 

of Cycle 2 and incomplete conversion (65%) by the end of Cycle 3. The deactivation of the nickel 

was also observed in the decreased selectivity of cyclohexanol to phenol between Cycle 2 (69%) 

and Cycle 3 (45%). Finally, significant carbon loss was observed for each cycle. 

The carbon balance suggests carbonaceous deposits form as undesired side reactions with 

increasing milling time. Raman spectroscopy was performed on the spent catalyst after each cycle 

to qualitatively detect coke deposits (Figure 29c). Three bands in the Raman spectra of spent 

catalysts were detected: the G-band (1580 cm-1; ideal graphitic lattice vibrations), the D1-band 

(1350 cm-1; vibrations of graphene layer edges), and the D2-band (1610 cm-1; surface graphene 

layers). These three bands are indicative of polyaromatic coke.290 At longer milling times, the 

relative intensity of the D bands increase (compared to the G band), which is supported by 

deconvolution and fitting of the bands (Table D2). This increase of the D-bands and the decrease 

of the G-band suggest that the coke transformed to a more disordered and amorphous structure, 

which is expected with extended milling times.291 Suppressing the path for coke formation will be 

critical in future research. 

A simplified kinetic model was developed to provide a more quantitative description of the 

catalyst activity and deactivation. Here, the system was approximated by two reactions: 

hydrogenolysis of BPE to toluene (kH) and the coking of BPE (kC), both first order with respect to 

BPE (Equations 21-22). Initially, the conversion of BPE and yield of toluene for each cycle were 

fit independently to determine kH and kC (Figure D7). Both Cycle 1 and Cycle 3 had similar rates 

of coke formation (kC,1 = 0.17 hr-1; kC,3 = 0.16 hr-1), suggesting the activity of the catalyst towards 

coke formation is constant across all three cycles. Due to the high final conversion in Cycle 2, 
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calculating kC,2 directly would result in high uncertainty, so the value for kC,3 was used during the 

fitting. The results of this kinetic modeling confirm the deactivation of the catalyst towards 

hydrogenolysis with a decrease in the rate constant between each cycle (kH,1 = 2.0 h-1 g-1
Ni; 

kH,2 = 0.89 h-1 g-1
Ni; kH,3 = 0.20 h-1 g-1

Ni). By the third cycle, the catalyst retained only a tenth of its 

initial activity. Next, all three cycles were fit simultaneously, using an average kC of 0.163 h-1, with 

a first order deactivation term introduce to the hydrogenolysis rate constant (Equation 26). These 

fits were overlaid on the toluene yields in Figure 3a. This fit shows an initial rate constant (kH,0) of 

2.5 h-1 g-1
Ni and that the catalyst deactivated at a rate of 34% per hour of milling (kD = 0.34 h-1). 

The good agreement between the observed activity of the catalyst and the deactivation model 

suggests a continuous mechanism is occurring during milling, instead of discrete deactivation 

occurring between cycles. 

As expected from the carbon balances, the carbon content of the spent catalyst, in general, 

increased with milling time (Figure D8). Notably, the residual carbon on the catalyst did not close 

the carbon balance, suggesting some carbon deposits were removed during the sonication/washing 

step but were not detectable by GC. Agglomeration, attrition, and oxidation of the nickel were also 

explored as potential sources of deactivation. EDS mapping of the spent catalyst did not show 

separation of the nickel from the support or agglomeration the nickel particles (Figure D9). 

Additionally, agglomeration of the nickel particle is not expected to have a significant impact on 

the observed rate of hydrogenolysis. Large amount of agglomeration was observed for the spent 

Ni05SiAl and Ni05SiLow and not Ni05SiHigh, but the hydrogenolysis rates were similar between the 

three catalysts (vide infra). Since the nickel is located on the exterior of the support, attrition could 

lead to a loss of nickel particles during milling. However, elemental analysis showed no significant 

change in the Ni:Al ratio between the fresh and spent catalysts (Figure D10). Finally, since the 
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catalyst was exposed to air between cycles, the newly exposed metallic surfaces were expected to 

oxidize. XRD of the spent catalysts (Figure D11) showed negligible amounts of bulk oxidation, so 

the new passivating oxide layers are expected to be removed during milling similar to the fresh 

catalyst. Consequently, the formation of carbon deposits is the most reasonable explanation for the 

deactivation of the catalyst for now, but future work will be necessary to elucidate the exact 

mechanism of the deactivation and to identify ways to prevent it. 

5.3.4 Influence of Support Properties 

Three catalysts were synthesized with low nickel loading (~5 wt%) to explore the influence 

of the support properties on the reactivity of the system. The support materials were silica-alumina 

and silica (Ni05SiAl versus Ni05SiHigh) and the surface area of the support was varied between the 

silica supports (Ni05SiHigh versus Ni05SiLow). The hydrogenolysis of BPE was performed for 

180 min with each catalyst. The toluene yield over the course of the reaction (Figure 30a) showed 

a constant increase for Ni05SiLow, while the rate of toluene yield diminished for Ni05SiAl and 

Ni05SiHigh. The full product profiles of the reactions with Ni05SiAl and Ni05SiHigh (Figure 30b) 

showed that the decreasing rate was primarily due to the conversion of BPE to undesirable side 

products, resulting in large carbon losses. The other major distinction between Ni05SiLow and the 

high surface area catalysts was the discrepancy between the toluene and phenol/cyclohexanol 

yield. Similar to the fresh Ni53SiAl, Ni05SiLow had a significantly higher yield of toluene than of 

phenol and cyclohexanol, while Ni05SiAl and Ni05SiHigh had near stoichiometric amounts. Finally, 

lower surface area for the support appeared more desirable for an effective catalyst in this system, 

primarily based on the lower carbon loss.  
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Figure 30: Toluene yields and all product yields from hydrogenolysis reactions with Ni05SiAl, 

Ni05SiHigh, Ni05SiLow. Raman spectra and DRIFTS spectra of spent low Ni catalysts. (a) Toluene 

yields during the hydrogenolysis of BPE with Ni05SiAl (red), Ni05SiHigh (blue), and Ni05SiLow 

(green). Fits from the kinetic modeling are overlaid the toluene yields. (b) Full product yields, 

conversion of BPE, and carbon balance after the hydrogenolysis reaction of BPE with Ni05SiAl, 

Ni05SiHigh, and Ni05SiLow. 1.00 g catalyst, 0.20 g BPE, 25 mL S.S. vessel, 2x15 mm S.S. grinding 

balls, 30 Hz, 30 sccm H2. (c) Raman spectra of the spent Ni05SiAl (red), Ni05SiHigh (blue), and 

Ni05SiLow (green). (d) DRIFTS spectra of the spent Ni05SiHigh (blue) and Ni05SiLow (green) at 50 °C 

(top) and 700 °C (bottom). 

The three low nickel loading catalysts were analyzed with Raman spectroscopy after the 

hydrogenolysis reaction to determine the nature of the carbon deposits (Figure 30c). The spent 

Ni05SiAl exhibited the same characteristics bands for polyaromatic coke (the G band, D1 band, and 

D2 band) as the spent Ni53SiAl, which was expected from the low carbon balance after reaction. 

The D2 band was much less distinct, and there was only a shoulder of the G band. Additionally, 

the G band and D1 band of the deposits on Ni05SiAl increased by about 5 cm-1 wavenumbers 

compared to Ni53SiAl. Smaller conjugated π-systems have been observed to have larger 
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wavenumbers,292 suggesting the polyaromatics on the spent Ni05SiAl are smaller than those on the 

spent Ni53SiAl. The larger surface area of the Ni05SiAl catalyst may limit the interactions between 

aromatic species, resulting in these smaller polyaromatics. The spectrum of spent Ni05SiHigh does 

not show polyaromatic coke, despite a similar carbon loss as Ni05SiAl. Non-polycyclic aromatic 

systems, such as lignin293 or adsorbed aromatic thiols,294 have a dominant Raman band around 

1600 cm-1 and smaller bands between 1400 cm-1 and 1300 cm-1. Only a single band at 1596 cm-1 

was observed in the two spent silica supported catalysts suggesting that the deposits are 

predominantly mono-aromatic species. Acidic catalysts and supports, such as silica-alumina, are 

well known to facilitate coking reactions,295-296 so the presence of polyaromatic carbon deposits 

on Ni53SiAl and Ni05SiAl is not surprising. Silica can be reactive during mechanical activation,41, 

297-298 so chemisorbed species, such as phenolates, may be forming during the ball impact. 

However, silica is essentially inert under relaxed conditions and so may not further catalyze 

polyaromatic coke formation. 

The spent Ni05SiHigh and Ni05SiLow were subsequently analyzed using in-situ DRIFTS 

(Figure 30d) to further characterize deposits on the surface. The depicted region between 1400 and 

1600 cm-1 corresponds to ring vibrations of aromatic species. After heating the samples, the extent 

of aromatics left on the Ni05SiHigh catalyst was much greater than what was left on the Ni05Silow. 

Similar experiments using fresh catalysts impregnated with BPE showed complete loss of the 

aromatic features at elevated temperature (Figure D12). This indicates that aromatic species were 

more strongly adsorbed onto the Ni05SiHigh surface. This also corroborates the lower carbon 

balance for Ni05SiHigh observed in Figure 4b. The exact species that are still adsorbed remain 

unknown, although it is more likely to be the phenoxy moiety as was shown when BPE was grafted 

unto SBA-15 and heated to 600 ⁰C.299 This possibility is also in line with the Raman spectra that 
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indicated mono-aromatics are adsorbed on both Ni05SiHigh and Ni05SiLow. The higher surface area 

of the support can also be responsible for the discrepancy in carbon balances. As a result of milling, 

the Si-O bonds break creating transient active sites that can catalyze reactions.41 Due to higher 

abundance of surface Si-O bonds in the high surface area support, it is plausible that there are more 

active sites from rupturing than in the low surface area silica support. The higher density of active 

sites from rupturing can thus be responsible for more adsorbed species and a lower carbon balance 

on the Ni05SiHigh. Decreasing the intensity of the milling may have a beneficial effect by decreasing 

the extent the support bonds rupture, but a balance will have to be struck with activating the metal 

sites and driving the hydrogenolysis reaction. Work on future should focus on mitigating these 

reactions by either optimizing milling intensity or studying supports that are less prone to rupture. 

Softer material, like activated carbon, should flex and bend under the mechanical impact, and 

harder material, like zirconium oxide, should be more resilient to rupture.   

The simplified kinetic model (Equations 21 and 22) was applied to these reactions as well, 

without the deactivation expression, to determine the hydrogenolysis rate constant and the coking 

rate constant (fits shown in Figure 30a). Ni05SiAl (kH = 0.81 hr-1 g-1
Ni) and Ni05SiLow 

(kH = 0.83 hr-1 g-1
Ni) had similar hydrogenolysis rates, which were approximately 33% lower than 

the rate of Ni05SiHigh (kH = 1.21  hr-1 g-1
Ni). The similarity between the kH of Ni05SiAl and Ni05SiLow 

suggests the support material has little influence on the activity of the catalyst. The nickel particle 

size also had a weak correlation with the activity of the catalyst. Nickel particle on Ni05SiAl and 

Ni05SiLow agglomerate during milling to a size on the order of 100 nm (Figure 31a-b,e-f), while the 

size of the nickel particles on Ni05SiHigh did not appreciably change over the course of the reaction 

(Figure 31c-d). For a constant mass of particles, a 10-fold increase in particle size corresponds to 

a 10-fold decrease in surface area. However, the roughly order of magnitude drop in available 
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nickel surface area only corresponded to a 33% lower rate constant. The agglomeration is 

indicative of enhanced interaction between the nickel and the mechanical action. As such, the 

agglomerated particles should have experienced more mechanical activation, resulting in a higher 

proportion of metallic nickel surface area. So, the agglomerated particles of Ni05SiAl and Ni05SiLow 

are expected to have fully metallic surfaces, while many of the unaltered particles of Ni05SiHigh are 

expected to maintain the inert NiO shell. In a similar vein, the higher activity of Ni53SiAl may 

result from more efficient mechanical activation due in part to the higher nickel loading. As so, 

unsupported metal catalysts may be the most promising candidates for future catalyst because any 

mechanical energy imparted on the catalyst would be used to create additional reactive surfaces 

and the undesired support interactions would be avoided altogether.  

 

Figure 31: EDS mapping of (a) fresh Ni05SiAl and (b) spent Ni05SiAl, (c) fresh Ni05SiHigh and (d) 

spent Ni05SiHigh, and (e) fresh Ni05SiLow and spent Ni05SiLow. 

While the surface area of catalyst had little connection to the hydrogenolysis rate, it had a 

strong influence on the rate of carbon loss. The coking rate constants for Ni05SiAl (kC = 0.45 hr-1) 

and Ni05SiHigh (kC = 0.52 hr-1) were nearly an order of magnitude higher than that of Ni05SiLow 

(kC = 0.074 hr-1). Ni53SiAl fits this trend well, too (kC = 0.16 hr-1). This correlation between carbon 

loss and catalyst surface is expected from the explanation of the origin of the carbon loss for 
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Ni05SiHigh. The ratio of kH and kC from each experiment provide insights to the origin of the 

discrepancy between toluene yields and phenol/cyclohexanol yields. Excess toluene is observed 

when kH is much larger than kC (Fresh Ni53SiAl and Ni05SiLow). When kH and kC are closer in 

magnitude (or kC is greater than kH), stoichiometric yields of toluene and phenol/cyclohexanol are 

observed. What is believed to be happening is that since toluene is produced much more quickly 

than it could be consumed to form coke or adsorbed species, the toluene will more readily volatilize 

and leave the reactor before participating in the coking reaction. Since phenol cannot volatilize, 

the same amount will participate in the coke formation reaction, regardless of how quickly it is 

produced.  

5.4 Conclusions 

The mechanocatalytic hydrogenolysis of benzyl phenyl ether was studied over supported 

nickel catalysts. Hydrogenolysis occurred at the benzyl ether bond, producing toluene and phenol 

as primary products. The observed reaction network closely matches those for thermal 

hydrogenolysis of BPE, suggesting similar reactions can be expected to occur between 

mechanocatalytic and thermocatalytic reactions over metal catalysts. Additionally, the milling 

liberated active nickel surface in situ, side stepping the need for a catalyst reduction step. Catalyst 

deactivation was observed through recycle experiments, expected to occur predominantly through 

carbon deposits. Studying the influence of support properties showed that high carbon losses were 

associated with high catalysts surface areas, even for traditionally insert silica. The enhance 

reactivity of the support oxide induced by milling is expected to create chemisorbed species, which 

can further react to form polyaromatic coke and deactivate the catalysts. Less intense milling may 

diminish these effects, so future work with need to focus on determining optimal conditions for 

promoting hydrogenolysis while mitigating carbon loss. Importantly, the underlying chemistry 
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necessary for reductive depolymerization has been demonstrated under mild and solvent free 

conditions. 
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CHAPTER 6  

SUMMARY AND RECOMMENDATIONS 

6.1 Summary 

The overarching objective of this thesis is to study the fundamental challenges to lignin 

depolymerization and phenomena of mechanocatalysis in order to mechanocatalytically valorize 

lignin. Achieving this goal has focused on understanding the limits of lignin depolymerization 

imposed by fraction and isolation, developing the means to describe the reaction conditions present 

in mechanochemical reactors, identifying novel catalyst behaviors due to milling, and 

demonstrating the chemistry necessary for mechanocatalytic depolymerization. The understanding 

developed in this thesis lays the foundational groundwork for rationally approaching 

mechanocatalytic lignin depolymerization and valorization. 

In Chapter 2, the structure of lignin from four different industrial fractionation processes 

are characterized using a suite of analytical techniques. While several of these methods are 

supposedly less harsh than kraft pulping, all eight lignin streams exhibit extensive 

depolymerization (loss of labile ether bonds) and repolymerization (formation of condensed 

carbon-carbon bonds). The largest β-O-4 content was found to be 11.1 linkages per 100 aromatics, 

far below the expected 40 to 60 linkages in native lignin. The calculated theoretical monomer 

yields by depolymerization is less than 5% for all the lignin samples. These results suggest that 

strategies focused on valorizing isolated lignin will face inherently limited monomer yields. 

Despite the similarities in the structures, stark difference are observed during thermogravimetric 

analysis, suggesting there still could be exploitable difference between the lignin streams during 

valorization.  

In Chapter 3, a modeling approach is developed to describe mechanochemical reactions 

using traditional physico-chemical principles. The model uses the kinetic energy dissipated by the 
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ball during collision to describe the hot spot conditions during the mechanochemical 

decomposition of calcium carbonate. The kinetic energy is converted to heat, which then dissipates 

away in the surrounding powder. The described reaction conditions exceed 1000 K and persisted 

for tens of milliseconds. The reaction rate at these conditions were able to match the experimentally 

measured decomposition rate. While the model is highly sensitive to the input parameters, due to 

the exponential term in the reaction rate equation, the model is able to predict experimental rates 

within a 65% error. While this current approach has limited application, it establishes a valuable 

tool that can be built upon to describe the conditions present in more complex mechanocatalytic 

reactions. 

In Chapter 4, mechanocatalytic ammonia synthesis is demonstrated over an in situ formed 

nitride catalyst. XRD and XAS confirm that metallic titanium powder milled in N2 

mechanochemically converts to titanium nitride. Milling the metallic titanium in an atmosphere of 

N2 and H2 also results in the formation of titanium nitride, which can mechanocatalytically 

synthesize ammonia. Assessing the thermodynamics of the reaction shows that a surface catalyzed 

reaction could not describe the observed reaction rate. Instead, a transient Mars-van Krevelen 

reaction mechanism is proposed, where the nitrogen is incorporated into the nitride structure, and 

under different reaction conditions, the nitride is reduced with H2 to form ammonia. This study 

exemplifies the unique chemistry attainable in mechanocatalytic reactions, compared to traditional 

thermocatalytic systems.  

Finally, in Chapter 5, the mechanocatalytic hydrogenolysis of benzyl phenyl ether (BPE) 

over supported nickel catalysts is studied as a model system for lignin depolymerization. The 

reaction network observed during hydrogenolysis aligned closely with the reactivity of BPE in 

thermal reactions. Milling plays a key role in performing this reaction at ambient conditions by 
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liberating passivated nickel surfaces. During the hydrogenolysis reaction, catalyst deactivation and 

carbon deposition is observed, predominantly caused by the enhanced reactivity of the oxide 

support induced by milling. These results suggest that an improved catalyst should have a support 

less prone to fracture or be a non-supported metal to minimizing the formation of carbon deposits. 

Importantly, the chemistry necessary for advanced lignin valorization strategies, such as 

hydroprocessing or reductive catalytic fractionation, are feasible in mechanocatalytic reactors.  

6.2 Recommendations for Future Work 

6.2.1 Modeling Mechanocatalytic Reactors and Reactions 

In Chapter 3, a model describing the reaction conditions during a ball-on-wall collision in 

a ball mill reactor was introduced. A major assumption of the model was that the collision could 

be described well by a head-on collision between the ball and a flat wall. However, glancing and 

rolling collision also make up a meaningful fraction of the impacts, especially in mills with 

different geometries (such as a planetary mill). Additional energy transfer experiments (ball drop 

experiments) could be performed to account for the different collision geometries (e.g., vertical 

drops on an angled plate or attaching the ball to a pendulum for glancing collisions or rolling the 

ball off a ramp to add rotation to the ball). The complexity of using larger mills with numerous 

balls may make direct characterization of the collision frequencies and qualities inhibitive, so 

future works should be coupled with additional computational approaches, like discrete element 

method (DEM) analysis. A calibrated DEM model would provide the necessary information on 

the distribution of collisions needed to design and bound the energy transfer experiments. Another 

difficulty for the model was determining what fraction of energy lost in the collision was converted 

to heat. While many studies have looked at different ways the energy can be partitioned, a 

comprehensive and quantitative study on this partition and systematic influences could not be 
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found. Such a study, particularly where the materials are varied as well, would be highly valuable 

for the accuracy of any future models.  

The applicability of the hot spot model should also be expanded to describe 

mechanocatalytic reactions as well, with mechanocatalytic ammonia synthesis as the simplest first 

choice. In order to account for other means for the reaction, the formation and decay of hot spots 

could be quantified thermographically using a high-speed IR camera with an automated hammer 

set up. Infrared thermography has been successfully used to measure the temperature and energy 

distribution of impacts on composite materials300-302 and energetic materials.303 The progression of 

the hot spot temperature will be monitored as the heat distributes throughout the powder. Despite 

the high resolution of the IR camera, the thermography is expected to only provide course-grain 

information on the hot spot characteristics due to their small size and short duration. Thus, 

COMSOL should be used to infer higher resolution on the temperature profiles within the catalyst 

bed. For an initial assessment, the N2 activation should be assumed to occur strictly 

mechanochemically during the collision while the hydrogenation reaction should be assumed to 

occur strictly thermochemically during the decay of the hot spot after the collision. The kinetics 

from these two half reactions will be incorporated into the hot spot model to determine the 

ammonia yield from a single collision. Additionally, potential discrepancies between the model 

and experimental results can provide additional insights to the roles of mechanically induced active 

sites. 

6.2.2 Ammonia Synthesis 

 Chapter 4 demonstrated mechanocatalytic ammonia synthesis over titanium nitride as a 

proof of concept. The underlying chemical properties that control the activity of a mechanocatalyst 

are still unknown, so a follow up project should study additional transition metal nitrides, 
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specifically vanadium (V), zirconium (Zr), niobium (Nb), and molybdenum (Mo). The rate of 

mechanochemical nitridation of a metal is expected to be a key descriptor of the activity of the 

subsequent nitride for ammonia synthesis. An important metric as well to quantify will be the 

steady state rate for ammonia synthesis. This requires a new ball mill reactor capable of operating 

for extended times and means to continuously detect ammonia. Surveying these elements will 

provide initial trends and relationships between elemental/nitride properties and catalyst activity, 

which should allow for the rational design of potentially more active tertiary nitride catalysts. 

Additionally, molybdenum nitride is recognized as one of the best binary nitrides for thermal 

ammonia synthesis,304 so comparing the relative activity of molybdenum nitride during 

mechanocatalytic and thermocatalytic reactions may provide deeper insights to the underlying 

mechanism of mechanocatalytic ammonia synthesis.  

 Another direction to focus the project on is to increase the sustainability of the process by 

utilizing water and air as primary reagents. The reactions were conducted using H2, the production 

of which is dominant source of CO2 emissions currently for ammonia synthesis.305 H2 could be 

produced on-site from water using electrolyzers, but the additional infrastructure will increase the 

cost and complexity of the process. The direct use of water as a reducing agent should first be 

explored. Thermal reactions with TiN showed ammonia formation when heated in pure Ar, which 

was attributed to the presence of water on the nitride surface (Appendix C.4.2). Another possibility 

is to operate with a dual catalyst system, where the water is mechanocatalytically split into H2 and 

O2 over a second catalyst. Single-pot systems like this have been used for the hydrogenation of 

numerous organic compounds, with Cr acting as the water-splitting catalyst and Ni acting as the 

hydrogenation catalyst.276 The separation and purification of N2 from air will also further increase 

the energy demand of the process, so replacing the N2 with air is a logical next step. Avoiding the 
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use of purified H2 and N2 results in the presence of O2 in the reactor, introducing the question of 

catalyst stability. For example, titanium nitride will begin to thermally oxidize to TiO2, which is 

not active for ammonia synthesis, between 450 °C and 500 °C.306-307 So, the kinetics of 

mechanochemical oxidation of nitrides and mediation strategies will most likely need to be 

explored too.   

6.2.3 Lignin Depolymerization and Valorization 

Chapter 5 discussed the mechanocatalytic hydrogenolysis of BPE, a model for the α-O-4 

ether linkage found in native lignin. However, Chapter 2 clearly demonstrated that most ether 

linkages (β-O-4 and α-O-4 bonds) are lost during the fractionation of lignin. For this reason, follow 

up projects on mechanocatalytic depolymerization of lignin should be bifurcated: one focused on 

the reductive mechanocatalytic fractionation of lignocellulose and a second on the 

mechanocatalytic cleavage of model condensed moieties. 

Reductive catalytic fractionation (RCF) relies on the combination of solvolysis of native, 

unfractionated lignin and reductive stabilization of reactive intermediates and can produce 

monomer yields between 40% and 60%, depending on the lignin source.29 The chemistry needed 

for the latter step (hydrogenolysis, hydrodeoxygenation, hydrogenation) was demonstrated 

mechanocatalytically using BPE as a model system. Moving closer to real lignocellulosic biomass, 

initial studies should start with milled wood lignin (MWL), which preserves much of the native 

lignin structure, to introduce influences from polymeric material properties while avoiding the 

unnecessary complexity associated with the presence of cellulose and hemicellulose. Liquid 

assisted grinding (LAG) is a common technique in mechanochemistry and is the logical starting 

point for studying mechanochemical solvolysis. Even for direct hydrogenolysis, the presence of a 

small amount of solvent may be necessary to stabilize transition states or facilitate the interaction 
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between the lignin polymer and the catalyst. Depolymerization of the lignin can be quantified 

through three metrics: monomer yields (via GC or HPLC), β-O-4 reduction (via HSQC NMR 

spectroscopy), and molecular weight reduction (via GPC). Finally, results from Chapter 5 showed 

that non-active catalyst surface area contributes to significant carbon loss, so future experiments 

should focus on non-porous, non-supported metal catalysts in order to maximize the amount of 

reachable, active surface area.  

While RCF can result in high mono-aromatic yields, approximately 50% of the aromatic 

rings remain part of an oligomer or a polymer. Additionally, many biorefining processes will not 

be compatible with a lignin-first approach and create a large supply of condensed, isolated lignin. 

Cleaving the condensed linkages in lignin will be necessary to achieve full lignin valorization, but 

breaking carbon-carbon bonds mechanocatalytically has not been extensively studied. Here, future 

work should first focus on demonstrating and understanding the depolymerization of well-defined 

carbon-chain polymers, such as polyolefins or polystyrene. Ruthenium based catalysts have been 

demonstrated to hydrogenlyze polyethylene (specifically over Ru/C)308 and cleave carbon-carbon 

bonds in Kraft lignin and model dimers (over Ru/NbOPO4),
309 so overlaps in the chemistries of 

the two systems should exist. Investigating well-defined polymers will make analysis of the 

products and reaction progress much less difficult, which will be important when probing such 

uncharted areas. In tandem and relying on similar chemistry, the cleavage of dimeric model 

compounds, such as 4,4’-biphenol (5-5 linkage), 2,4’-dihydroxydiphenylmethane, or bibenzyl (β-5 

linkage), should be explored to understand how the different depolymerization approaches may 

translate to structures closer to lignin.  
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6.2.4 Mechanocatalytic Chemical Recycling of Plastics 

The transition from a linear to a circular economy, based on reusing, recycling, and 

remanufacturing all material resources, has recently been the focus of much interest.310 Recycling 

consumer plastics are a major hurdle to achieving a circular economy. Globally, 40 wt% of plastics 

are landfilled and 32 wt% enter the environment, while the consumption of plastics is projected to 

only grow in the coming years.311 As discussed in Section 6.2.3, similarities in depolymerization 

chemistry are expected to exist between lignin and plastics, so utilizing mechanocatalysis should 

be explored as well as a means for efficient chemical recycling of plastics. Quantitative 

mechanochemical depolymerization of poly(ethylene terephthalate) (PET) has been demonstrated, 

but required stoichiometric consumption of NaOH.312 Building on that study, future research 

should work to understand the influence of various milling parameters on the depolymerization 

kinetics. Demonstrating and exploring mechanocatalytic hydrolysis or alcoholysis on other 

polyesters and polyamides, most likely with lewis acid catalysts, would be important for creating 

a more industrially viable process. The hot spot temperatures described in Chapter 3 suggests that 

temperatures needed for the catalytic cracking of polyolefins (500 – 550 °C) may be achievable in 

mechanocatalytic systems. Here, future work should focus on understanding how material 

properties affect the energy transfer during a collision. Ultimately, these studies would both 

provide valuable applied insights for the chemical recycling of plastics and fundamental insights 

for the interactions between polymers and catalysts during ball milling.  
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APPENDIX A 

SUPPLEMENTARY INFORMATION FOR CHAPTER 2 

A.1 Compositional and Elemental Analysis 

Table A1: Composition of Residual Sugars (in wt%) and Ash content (wt%). 

Sample Arabinan Galactan Glucan Xylan Mannan Ash 

SWK1 0.3 2.3 0.0 0.7 0.0 1.5 

SWK2 0.3 2.0 0.0 0.6 0.0 0.6 

SWK3 0.3 0.0 2.0 0.4 0.0 3.6 

SWBuOH 0.0 0.0 0.5 0.0 0.0 0.1 

HWK 0.0 0.1 0.1 0.1 0.0 0.0 

HWSCW 0.0 0.0 4.4 0.0 0.0 0.9 

HWSEW 0.0 0.1 2.3 1.4 0.0 1.4 

HWBuOH 0.0 0.0 0.0 0.0 0.0 3.9 

 

The CHNOS content (Table A2) of the lignin samples were similar, and in the ranges of 

previously reported values,313-314 but samples from processes using sulfur chemicals (kraft samples 

and HWSEW) had higher contents of sulfur.  

Table A2: CHNOS Elemental Composition (in wt%). 

Sample Carbon Hydrogen Nitrogen Oxygen Sulfur 

SWK1 64.4 5.66 n.d[a] 28.1 1.77 

SWK2 62.2 5.65 0.56 29.2 1.98 

SWK3 64.3 5.73 n.d 27.7 1.94 

SWBuOH 68.0 6.27 n.d 25.3 0.13 

HWK 65.0 5.80 0.17 27.0 1.01 

HWSCW 62.5 5.55 n.d 31.2 0.49 

HWSEW 57.6 5.39 0.35 33.8 2.13 

HWBuOH 63.7 6.41 3.67 24.5 0.53 

[a] n.d. = not detected 
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Table A3: Elemental composition from PIXE analysis (in ppm). Cells are shaded linearly from 

red (negative) to green (positive) as distance from the mean value, excluding outliers, grows. 

 SWK1 SWK2 SWK3 SWBuOH HWK HWSCW HWSEW HWBuOH 

Sulfur 12590.0 12510.0 20060.0 162.3 10450.0 165.8 15770.0 4380.0 

Sodium 1340.0 7140.0 434.4 0.0 8720.0 339.9 670.3 714.4 

Magnesium 240.5 276.4 202.1 0.0 3080.0 149.5 251.3 380.3 

Aluminum 124.0 206.4 64.4 455.8 239.2 133.9 98.2 57.7 

Silicon 200.6 360.7 146.7 0.0 1960.0 493.0 156.0 0.0 

Phosphorus 0.0 0.0 0.0 0.0 251.3 0.0 0.0 619.5 

Chlorine 0.0 169.9 0.0 35.3 0.0 0.0 0.0 4010.0 

Potassium 58.0 449.3 44.7 37.5 1500.0 31.9 507.9 3850.0 

Calcium 28.9 194.2 97.0 22.1 1600.0 479.5 959.5 237.9 

Titanium 0.0 0.0 0.0 0.0 0.0 4.9 0.0 0.0 

Chromium 0.0 0.0 13.8 0.0 0.0 15.9 119.7 0.0 

Manganese 13.4 24.8 9.4 0.0 271.7 0.0 65.5 0.0 

Iron 30.3 32.8 81.8 76.5 75.4 176.3 967.1 210.4 

Cobalt 0.0 0.0 0.0 0.0 0.0 8.4 0.0 0.0 

Nickel 0.0 0.0 12.7 7.5 1.5 11.0 114.3 15.4 

Copper 8.8 0.0 7.9 0.0 1.7 2.9 50.6 22.2 

Zinc 17.1 10.8 5.6 1.8 6.2 0.0 46.9 35.3 

Tungsten 0.0 0.0 0.0 0.0 0.0 27.9 0.0 0.0 

Selenium 148.3 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Strontium 0.0 0.0 0.0 0.0 0.0 0.0 8.1 0.0 

Molybdenum 0.0 0.0 19.4 0.0 0.0 0.0 48.7 0.0 

Rubidium 0.0 0.0 0.0 0.0 6.0 0.0 0.0 0.0 

Vanadium 0.0 0.0 0.0 0.0 19.5 0.0 0.0 0.0 

Bromine 0.0 0.0 0.0 0.0 2.1 0.0 0.0 11.8 

Niobium 0.0 0.0 0.0 0.0 0.0 0.0 0.0 21.5 
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A.2 Gel Permeation Chromatography 

 

Figure A1: GPC traces for acetylbrominated lignin samples. 
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A.3 Quantitative 13C NMR Spectroscopy 

 

Figure A2: 13C NMR Spectra for all lignin samples. 
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Table A4: Integral values of the 13C NMR spectra. Integral values were normalized by defining 

the sum of the three aromatic regions as 6. 

Sample 
CArO 

[162 – 142 ppm] 
CArC 

[142 – 125 ppm] 
CArH 

[125 – 102 ppm] 
CMeO 

[58 – 54 ppm] 

SWK1 1.94 1.79 2.27 0.91 

SWK2 1.97 1.71 2.32 0.87 

SWK3 1.80 1.84 2.36 0.85 

SWBuOH 2.03 1.55 2.41 0.73 

HWK 2.07 2.02 1.91 1.15 

HWSCW 2.33 1.73 1.94 1.28 

HWSEW 2.50 1.77 1.73 1.07 

HWBuOH 2.10 1.91 1.99 0.74 

 

A.4 2D HSQC NMR Spectroscopy 

Table A5: Peak assignments of the HSQC NMR spectra. 

δC [ppm] δH [ppm] Assignment 

111.4 7.0 C2/H2 on G 

115 6.7,6.94 C5/H5 on G 

119.5 6.9 C6/H6 on G 

103.3 6.6 C2/H2 and C6/H6 on S 

106.5 7.0 C2/H2 and C6/H6 on Oxidized S 

128.0 7.2 C2/H2 and C6/H6 on H 

56.2 3.6 Methoxy Groups 

70.9 4.71 𝛽𝑂4𝛼 on G 

71.8 4.83 𝛽𝑂4𝛼 on S 

83.4 4.27 𝛽𝑂4𝛽 on G 

85.9 4.10 𝛽𝑂4𝛽 on S 

82.9 4.48 𝛽𝑂4𝛽 on H 

59.4 3.40, 3.72 𝛽𝑂4𝛾 

87.5 5.6 𝛽5𝛼 

53.1 3.43 𝛽5𝛽 

62.6 3.67 𝛽5𝛾 

85.7 4.5 𝛽𝛽𝛼 

53.5 3.05 𝛽𝛽𝛽 

71.0 3.81, 4.17 𝛽𝛽𝛾 
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Figure A3: HSQC NMR spectra of the aromatic region for all lignin samples with integral 

boundaries. 
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Figure A4: HSQC NMR spectra of the aliphatic region for all lignin samples with integral 

boundaries. 



127 

 

A.5 Theoretical Monomer Yield Calculations 

Equations A1-3: Elemental Composition for the Empirical Monomeric Formula. Carbon, 

hydrogen, and oxygen weight percent determined from elemental analysis (Figure A2). Methoxy 

group content per aromatic (MeOAro) was determined from 13C NMR (Table 3).  

𝐶𝐴𝑟𝑜 ≡ 9        (A1) 

𝐻𝐴𝑟𝑜 = (𝐶𝐴𝑟𝑜 + 𝑀𝑒𝑂𝐴𝑟𝑜) ×
𝐻𝑤𝑡%

(
𝐶𝑤𝑡%

12
)

− (3 × 𝑀𝑒𝑂𝐴𝑟𝑜)  (A2) 

𝑂𝐴𝑟𝑜 = (𝐶𝐴𝑟𝑜 + 𝑀𝑒𝑂𝐴𝑟𝑜) ×
(

𝑂𝑤𝑡%

16
)

(
𝐶𝑤𝑡%

12
)

− 𝑀𝑒𝑂𝐴𝑟𝑜   (A3) 

Equation A4: Monomeric Molar Mass. 

𝑀𝑜𝑙𝑎𝑟 𝑀𝑎𝑠𝑠 [
𝑔

𝑚𝑜𝑙
] = (𝐶𝐴𝑟𝑜 × 12 ) + (𝐻𝐴𝑟𝑜 × 1) + (𝑂𝐴𝑟𝑜 × 16) + (𝑀𝑒𝑂𝐴𝑟𝑜 × 31)  (A4) 

Equation A5: Degree of Polymerization. Number average molecular weight (MN) determined by 

GPC (Table 2).  

𝐷𝑜𝑃 =
𝑀𝑁

𝑀𝑜𝑙𝑎𝑟 𝑀𝑎𝑠𝑠
       (A5) 

Equation A6: Fraction of Cleavable Bonds. βO4 content per aromatic (βO4Aro) determined by 

HSQC NMR and 13C NMR (Table 3).  

𝐹𝐶𝐵 [%] =
𝛽𝑂4𝐴𝑟𝑜

(
𝐷𝑜𝑃−1

𝐷𝑜𝑃
)

× 100       (A6) 

  



128 

 

APPENDIX B 

SUPPLEMENTARY INFORMATION FOR CHAPTER 3 

Table B1: List of Nomenclature 

Cp Heat Capacity [J kg-1 K-1]  nr Moles of Reactant [mol]  Δt Time Step [s] 

Cvisc Coefficient of Viscosity [kg m-1/2 s-1]  p Ball Position [m]  Vr Volume of Reactor [m3] 

D Ball Deformation [m]  �̇�  Ball Velocity [m s-1]  V* Void Space of Powder [m3] 

Dmax Maximum Ball Deformation [m]  �̇�0  Initial Ball Velocity [m s-1]  Vnode Nodal Volume 

dD/dt  Rate of Deformation [m s-1]  �̈�  Ball Acceleration [m s-2]  �̇�  Gas Volumetric Flow Rate [m3 s-1] 

E Yo n ’   o  l         pCO2 Partial Pressure of CO2 [atm]  vx Velocity in x-direction [m s-1] 

Ea Activation Energy [J mol-1] 
 

p*
CO2 

Partial Pressure of CO2 in Powder Bed 
[atm] 

 
vcol Collision velocity [m s-1] 

EE Elastic Energy [J] 
 

pr
CO2 

Partial Pressure of CO2 in Bulk Reactor 
[atm] 

 
Δz Step Size in Vertical Direction [m] 

Ev Dissipated Energy [J]  Qu Useful Heat [J]  γ Pressure Conversion Factor [Pa atm-1] 

fE Restorative Force [N]  R1 Gas Constant [J mol-1 K-1]  ηtotal Total Energy Efficiency 

fv Dissipative Force [N]  R2 Gas Constant [m3 atm K-1 mol-1]  ηthermal Thermal Energy Efficiency 

frate Reaction Rate Function [mol s-1 m-3]  Rball Ball Radius [m]  ηproduct Product Efficiency 

g Gravitational Acceleration [m s-2]  Rdef Radius of Deformation [m]  κ Thermal conductivity [W m-1 K-1] 

h Heat Transfer Coefficient [W m-2 K-1]  Ratenode Nodal Reaction Rate [mol s-1]  ν  oi  on’  R tio 

ΔrH0
T Enthalpy of Reaction [J mol-1]  r0 Carbonate Particle Size [m]  ξ Extent of Reaction [mol] 

l Powder Bed Height [m]  rnode Nodal radial position [m]  ξnode Nodal Extent of Reaction [mol] 

K Effective Spring Constant [kg m-1/2 s-2]  Δr Step Size in Radial Direction [m]  ξcol Extent of Reaction per Collision [mol] 

kmt 
Effective Mass Transfer Coefficient [m3 
s-1] 

 
ΔrS0

T Entropy of Reaction [J mol-1 K-1] 
 

ξ50ms 
Extent of Reaction at 50 milliseconds 
[mol] 

krxn Pre-exponential Factor [s-1]  T Temperature [K]  ρ Density [kg m-3] 

mball Mass of the Ball [kg] 
 

Tnode Nodal Temperature [K] 
 

σ 
Intermediate Material Property 
Parameter 

mpowder Mass of Collided Powder [kg]  Trm Room Temperature [K]  φ Thermal Dissipation Factor 

MCaCO3 
Molar Mass of Calcium Carbonate [g 
mol-1] 

 
Trxn Reaction Temperature 

 
 

 

MCaO Molar Mass of Calcium Oxide [g mol-1]  Δ  Change in Temperature [K]    
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Figure B1: CO2 response during milling of (a) SiO2, (b) CaO, and (c) Na2CO3 at 30 Hz. 
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Figure B2: X-ray diffractograms of the unmilled calcium carbonate (red), calcium carbonate 

milled for about six hours under varying milling frequencies (blue), standard calcite[a] (black), and 

standard aragonite[b] (green). The milled calcium carbonate is from the same experiment depicted 

in Figure 12. 
[a] http://rruff.info/Calcite/R040170; [b] https://rruff.info/Aragonite/R040078 

 

  

Figure B3: N2 physisorption isotherm used to calculate BET surface area for (a) untreated calcium 

carbonate and (b) calcium carbonate milled for six hours. 
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Figure B4: (a) Conversion of Zn5(CO3)2(OH)6 during milling at 30 Hz based on measured CO2 

rates. (b) XRD patterns for unmilled Zn5(CO3)2(OH)2, milled Zn5(CO3)2(OH)2 after 6.5 hours, and 

ZnO. 
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Figure B5: Normalized weight loss curve (solid) and derivative weight loss (dashed) for 

Zn5(CO3)2(OH)2 (black) and CaCO3 (red) during TGA (ramp rate: 10 °C/min. gas flow: 50 sccm 

N2). After ramping, temperature was held at 800 °C for 1 hour for Zn5(CO3)2(OH)6 and 1000 °C 

for 1 hour for CaCO3. 

 

 

Figure B6: Results of ball drop and determination of the Coefficient of Viscosity as a function of 

impact velocity. The curve was fit with a power function. 
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Figure B7: (a) Thermal diffusivity and (b) heat capacity of calcium carbonate powder bed as a 

function of packing density as determined by hot disk experiments. The literature value for the 

bulk heat capacity of calcium carbonate is shown at the red line. 
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APPENDIX C 

SUPPLEMENTARY INFORMATION FOR CHAPTER 4 

C.1 Detection and Quantification of Mechanochemical Ammonia 

C.1.1 Colorimetry 

The Berthelot reaction was utilized as a qualitative ammonia indication (Figure C1). No 

ammonia was detected (yellow solution) on the unmilled Ti (Table C1, Entry C-5) nor Ti milled 

in Ar for 6 h (Table C1, Entry C-6). Ammonia was detected (green solution) on the Ti milled in 

N2 and H2 (Table C1, Entry Ti-6). 

 

Figure C1: Use of Berthelot reaction as a qualitative analysis method. Color change from yellow 

to green indicates ammonia presence. (a) unmilled Ti (Experiment C-4), (b) Ti milled in Ar 

(Experiment C-6), (c) Ti milled in N2 and H2 (Experiment Ti-6), (d) 1 mg g-1 NH3 standard 

(Hach company). 

C.1.2 Mass Spectrometry 

C.1.2.1 Determining Ionization Energy 

Under typical operating conditions (ionization energy = 70 eV), a mass spectrometer will 

ionize and fragment water into m/z = 18 (H2O), m/z = 17 (OH), and m/z = 16 (O). Similarly, 

ammonia will be ionized and fragmented to m/z = 17 (NH3) and m/z = 16 (NH2), resulting in 

overlapping signals from these two species. To deconvolute the signals, the ionization energy of 
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the mass spectrometer was decreased in order to not fragment the water. While sampling the 

headspace of pure water and aqueous ammonia (~30% NH3, Sigma Aldrich), the mass 

spectrometer signal was recorded while scanning between masses m/z = 15 and m/z = 19 and 

ionization energies between 12 eV and 30 eV (Figure C2a-b). An ionization energy of 19 eV was 

selected, based on Figure C2c-d, in order to minimize the contribution from water and maximize 

the contribution from ammonia in signal m/z = 17. 

  

   

Figure C2: Mass spectrometry responses of masses from m/z = 15 to m/z = 19 and ionization 

energies from 12 eV to 30 eV while sampling over (a) pure water and (b) aqueous ammonia. The 

response profile of m/z = 17 from 12 eV to 30 eV while sampling over (c) pure water and (d) 

aqueous ammonia. IE = ionization energy. 



136 

 

C.1.2.2 Correcting for Influence of Hydrogen on the MS Signal 

The presence of hydrogen in influences the background level for the m/z = 17 signal. Figure 

C3a shows the plot of the m/z = 17 signal versus the m/z = 2 signal in the presence of hydrogen 

and without ammonia. From this, a linear correction factor can be used to correct the ammonia 

signal in the presence of hydrogen. Figure C3b-d shows the full m/z = 2, m/z = 17, and correct 

m/z = 17 signal from the experiment from Figure 22. The jump in the m/z = 17 between 15 h and 

40 h is clearly an artifact from the presence of hydrogen. 
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Figure C3: Hydrogen correction for ammonia MS signal. (a) Plot of m/z = 17 vs. m/z = 2 in the 

presence of hydrogen and without ammonia. The full mass spectrometer responses (smoothed, 3 

point average) for (b) m/z = 2 and (c) m/z = 17 during the experiment described in Figure 22. (d) 

m/z = 17 response after correcting for the influence of hydrogen on the background signal. 

C.1.2.3 Origin of the Delayed Ammonia Detection 

The nearly 60 h delay between the formation of the ammonia and the eventual detection in 

the MS is proposed to occur primarily through an adsorption/desorption processes as the ammonia 
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travels away from the catalyst powder and through the reactor and effluent tubing. During and 

after milling, most of the catalyst remains caked onto the walls of the vessel, forming a dense 

powder bed (Figure C4). Unlike a traditional flow reactor where the carrier gas flows through the 

catalyst bed, the carrier gas in the vessel flows tangentially across the top of the catalyst bed, 

resulting in little flow within the bed. As such, the movement of ammonia is expected to be largely 

driven by diffusion, with a directional bias provided by the carrier gas. The long timescale of this 

process is understood through the strength of adsorption of the ammonia on the TiN surface. TPD 

experiments showed that ammonia desorbs around 150 °C (Appendix C.4.1). Since the ammonia 

has an affinity for the catalyst surface, it readsorbs while diffusing through the powder. As such, 

detectable amounts of ammonia do not leave the vessel until the catalyst nearest the gas exit 

becomes saturated. Additionally, the effluent tubing is most likely lined with fine catalyst powder 

that escapes during milling. The ammonia will again adsorb onto the powder and possibly the 

walls of the steel tubes themselves due to the low concentrations resulting in a concentration front 

that propagates through the tubing due to on an adsorption-based surface diffusion, providing the 

sharp chromatographic-like breakthrough after ~58 h. Importantly, despite possible explanations 

for the cause of the delay, the experiment demonstrates an orthogonal detection of ammonia. 

  

Figure C4: Photos of the milling vessel after reaction with the Ti powder caked on the walls of 

the vessel. 
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C.1.3 Olfactory 

After reaction, the ~1.98 g of catalyst not washed for IC were stored in sealed 20 mL 

borosilicate glass vials. After the gas phase inside the vial equilibrated (>1 week), samples milled 

in reactive conditions gave off a distinct ammonia smell, whereas fresh TiN and Ti as well as 

control samples did not smell like ammonia. Ammonia has an odor detection limit of about 

50 ppm.315  

C.1.4 Ion Chromatography and Control Experiments 

The traces as measured by ion chromatography are shown in Figure C5 for the sample 

reacted for 12 h (Ti-8) and the unmilled titanium hydride (TiH2-1). The absence of the smaller 

peak around 5.5 min in the hydride sample indicates no ammonia contamination. The peak that 

elutes at around 5 min results from sodium from the glassware that was used during the washing 

procedure. 

 

Figure C5: IC traces for the sample 12 h sample (Ti-8) and the unmilled TiH2 (TiH2-1). The peak 

around 5 min results from sodium from the glassware, the peak around 5.5 min from ammonia. 
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Table C1 summarizes the quantification of the IC analysis shown in Figure 2 a to c in the 

main article. The control experiments (Table C1 , C-7 and C-8) were performed to check for 

ammonia impurities from the catalyst washing procedure, namely from the glass vial for sample 

handling, stir bar, DI water, syringe filter and syringe, IC vial and the IC column. For this, water 

without catalyst was handled as described in Section 4.2.6. IC analysis of pure DI water did not 

indicate residual ammonia contamination. Control experiments with unmilled Ti and TiN powder 

were performed to check for initial contamination with ammonia, but both indicated negligible 

ammonia quantities. The stability of TiN in water was determined not to be a conflating issue since 

the ammonia content from TiN stirred in water for 9 days (C-9) was still an order of magnitude 

smaller than the ammonia reaction samples. For experiment C-10, titanium powder was loaded 

into the ball mill and exposed for 6 h to an Ar stream without turning on the mill. For experiment 

C-6, the conditions were the same as in C-9, but the mill was turned on (30 Hz). Experiments TiN-

1 and TiN-2 were conducted by milling TiN, and experiments Ti-1 to Ti-9 by milling Ti metal. 

For experiments Ti-1 to Ti-5, the titanium was first milled in pure N2 for between 1.5 h and 4.5 h, 

followed by milling in pure H2 for between 1.5 h and 4.5 h. Titanium in experiments Ti-6 to Ti-9 

were milled in a mixture of N2 and H2. 
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Table C1: Summary of the reactivity experiment results for Ti, TiN, TiH2, and the control experiments (C-1 – C-12). 

Experiment Material Frequency [Hz] Experimental Conditions Ammonia Yields [mg g-1][a] 

C-1 Fe 25 3 h in H2 (5 sccm) + N2 (25 sccm) + Ar (5 sccm) n.d.[b] 

C-2 Fe3O4 25 9 h in H2 (5 sccm) + N2 (25 sccm) + Ar (5 sccm) n.d. 

C-3 TiO2 25 4.5 h in H2 (5 sccm) + N2 (25 sccm) + Ar (5 sccm) n.d. 

C-4 TiN - Unreacted[c] 0.005 

C-5 Ti - Unreacted[c] n.d. 

C-6 Ti 30 6 h in Ar (15 sccm) n.d. 

C-7 - - Contamination from DI water, unreacted[d] n.d. 

C-8 - - Contamination from catalyst washing procedure, unreacted[e] n.d. 

C-9 TiN 0 TiN stored in water for 9 days 0.025 

C-10 Ti 0 6 h in Ar (15 sccm) n.d. 

TiN-1 TiN 30 6 h in H2 (15 sccm) 0.502 (±0.078)[f] 

TiN-2 TiN 30 6 h in H2 (7.55 sccm) + N2 (7.5 sccm) 2.154 (±0.396) 

Ti-1 Ti 30 4.5 h in N2 (15 sccm) then 1.5 h in H2 (15 sccm) 0.247 (±0.108) 

Ti-2 Ti 30 4.5 h in N2 (15 sccm) then 3 h in H2 (15 sccm) 0.347 (±0.148) 

Ti-3 Ti 30 4.5 h in N2 (15 sccm) then 4.5 h in H2 (15 sccm) 0.266 (±0.063) 

Ti-3b Ti 30 
4.5 h in N2 (15 sccm), purge with Ar (15 sccm) without milling,  

then mill 4.5 h in H2 (15 sccm) 
0.440 

Ti-4 Ti 30 1.5 h in N2 (15 sccm) then 4.5 h in H2 (15 sccm) 0.021 (±0.030) 

Ti-5 Ti 30 3 h in N2 (15 sccm) then 4.5 h in H2 (15 sccm) 0.296 (±0.172) 

Ti-6 Ti 30 6 h in N2 (7.5 sccm) + H2 (7.5 sccm) 0.490 (±0.091) 

Ti-7 Ti 30 9 h in N2 (7.5 sccm) + H2 (7.5 sccm) 1.029 (±0.398) 

Ti-8 Ti 30 12 h in N2 (7.5 sccm) + H2 (7.5 sccm) 2.556 (±0.403) 

Ti-9 Ti 30 6 h in N2 (11.25 sccm) + H2 (3.75 sccm) 0.662 (±0.215) 

TiH2-1 TiH2 - Unreacted[c] n.d. 

[a] Average yield as determined by IC (based on mass of catalyst after the reaction); [b] n.d. = not detected with IC; [c] Unreacted Ti, TiN, and TiH2 were treated the same way as 

the reacted samples to check for impurities on the catalyst surface prior to reaction.; [d] Pure DI water was analyzed with IC; [e] Pure DI water was treated the same as catalyst 

washing water to check for contamination during the washing process; [f] Standard deviation based on the three runs 
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The reaction of TiH2 with N2 (Sample TiH2-2) did produce a significant amount of ammonia. 

Importantly though, the TiH2 was converted to TiN during this reaction (Appendix C.2.3). Some 

of the ammonia is expected to be formed as a direct byproduct of the conversion of TiH2 to TiN. 

Additionally, H2 was also expected to be a byproduct, indicating that ammonia formation may be 

a catalytic reaction over the newly formed TiN. 

C.2 Catalyst Characterization 

C.2.1 X-ray Diffraction for Ti milled in Argon 

XRD was performed with Ti milled for 1, 2, and 6 h in Ar (Figure C6) to show that the 

TiN formation is not induced by reaction with N2 in air by sample handling after the reaction. The 

XRD in Figure C6 shows that the sample remain pure Ti and no reaction with ambient N2 occurs. 
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Figure C6: XRD for control experiments of Ti milled in Ar. X-Ray diffractograms for unmilled 

TiN (green), unmilled Ti (black), and Ti milled samples for 1 h (red), 2 h (blue) and 6 h (purple) 

at 30 Hz in 15 sccm pure Argon. Black stars indicate TiN associated peaks, black circles indicate 

Ti associated peaks. 

C.2.2 XPS of Milled Ti 

X-ray photoelectron spectroscopy (XPS) was performed on Ti milled in Ar for 6 h and Ti 

milled in N2 for 6 h (Figure C7) to check for potential contamination of Fe from the milling vessel. 

No Fe was detected in either sample (binding energies ~ 700 – 750 eV, as indicated with the dashed 

line). The limit of detection for the instrument is ~1 mol%. The presence of oxygen is due surface 

oxidation of the sample when exposed to air after the reaction. 
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Figure C7: XPS spectra for titanium milled in (a) Ar and in (b) N2. Milling was performed at 

30 Hz for 6 h in a gas flow of 15 sccm for both samples. Peak assignment were determined by the 

XPS instrument software (Avantage software package v.5.957 by Thermo Scientific). 

C.2.3 Formation of Titanium Hydride 

XANES spectra were also collected for titanium hydride, titanium powder milled in 

hydrogen, and titanium powder milled under reactive conditions (nitrogen and hydrogen) (Figure 

C8). The titanium powder milled in hydrogen clearly showed titanium hydride characteristics, 

especially in the edge features, supporting the formation of titanium hydride during milling in the 

presence of N2 and H2. Linear combination fitting with the spectra of titanium milled in just 

nitrogen and titanium milled in just hydrogen was used to approximate composition of nitride and 

hydride in the titanium samples milled in reactive conditions (Figure C9). From this, the titanium 

milled a 1:1 N2:H2 mixture consisted of 68% nitride and 29% hydride, while the titanium milled 

in a 3:1 N2:H2 mixture was 74% nitride and 23% hydride. The weights were not constrained to add 

up to 100%. 
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Figure C8: X-ray absorption spectra for the Ti K-Edge for titanium hydride formation. Titanium 

foil (black), titanium hydride (blue), titanium powder milled in hydrogen (red), titanium powder 

milled in a 1:1 N2:H2 mixture of nitrogen and hydrogen (purple), and titanium powder milled in a 

3:1 N2:H2 mixture of nitrogen and hydrogen (green). 
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Figure C9: Linear fitting of mechanochemical synthesized TiN and TiH2 to Ti milled in N2 and 

H2. XANES spectra of (a) titanium milled in a 1:1 N2:H2 mixture and (b) titanium milled in a 3:1 

N2:H2 mixture (black). Linear combination fitting (red) was performed with XANES data from 

titanium milled in pure N2 (green) and titanium milled in pure H2 (blue). Purple marks the residual 

of the fit. 

The ability to synthesize titanium hydride by ball milling titanium in H2 is an established 

phenomenon.316 XRD confirmed the synthesis of titanium hydride (TiH2) from titanium metal via 

milling in H2 using the current experimental set-up (Figure C10). The hydridation reaction also 

seems to occur much more rapidly than the nitridation reaction (1.5 h compared to 4.5 h). The 



147 

 

presence of TiN peaks in the diffractogram of Ti milled in H2 may have resulted from residual N2 

in the vessel or the tubing when milling began. Commercial TiH2 milled in N2 for 6 h was nearly 

completely converted to TiN. However, the TiN milled in H2 and in an N2 and H2 mixture showed 

no presence of a hydride phase. So, when Ti is milled in N2 and H2, TiH2 is expected to form 

initially, but then react with N2 to form TiN at extended reaction times. Additionally, the stability 

of TiN over TiH2 suggests that ammonia synthesis via a TiN mechanism should dominate (Figure 

23b).  
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Figure C10: X-ray diffractograms of unmilled Ti powder, Ti milled in H2 for 1.5 h, unmilled 

TiH2 powder, TiH2 milled in N2 for 6 h, unmilled TiN powder, TiN after thermal reaction, TiN 

milled in H2 for 4.5 h, and TiN milled in N2 and H2 for 4.5 hr. 
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C.3 Thermodynamics of the Local Reaction 

C.3.1 Local Ammonia Formation Rate 

The overall catalytic ammonia rate can be approximated by taking the slope of a linear fit for the 

yields of Ti milled in N2 and H2 (1:1 v/v) for 6 h, 9 (Table C1, Ti-6 to Ti-8).  

𝑂𝑣𝑒𝑟𝑎𝑙𝑙 𝑅𝑎𝑡𝑒 = 5.62 ∙ 10−6 𝑚𝑚𝑜𝑙𝑁𝐻3

𝑔𝑇𝑖𝑁∙𝑠
    (C1) 

While each experiment started with 2.0 g Ti, after being converted to TiN during milling, the actual 

total mass of catalyst in the system is assumed to be 2.59 g TiN. In combination with the 

assumption that there are two collisions per cycle (30 Hz → 60 collisions s-1), a yield per collision 

can be calculated. 

2.0 𝑔 𝑇𝑖 ×
61.9

𝑔

𝑚𝑜𝑙
 𝑇𝑖𝑁

47.9
𝑔

𝑚𝑜𝑙
 𝑇𝑖

= 2.59 𝑔 𝑇𝑖𝑁      (C2) 

𝑌𝑖𝑒𝑙𝑑 𝑝𝑒𝑟 𝐶𝑜𝑙𝑙𝑖𝑠𝑖𝑜𝑛 =  
5.62∙10−6

𝑚𝑚𝑜𝑙𝑁𝐻3
𝑔𝑇𝑖𝑁∙𝑠

×2.59 𝑔 𝑇𝑖𝑁

60
𝑐𝑜𝑙𝑙𝑖𝑠𝑖𝑜𝑛𝑠

𝑠

= 2.42 ∙ 10−7 𝑚𝑚𝑜𝑙𝑁𝐻3

𝑐𝑜𝑙𝑙𝑖𝑠𝑖𝑜𝑛
  (C3) 

In order to approximate the local reaction rate, the vessel and collision properties will be used from 

previous work (Section 3.5.1.1).238 

𝑉𝑒𝑠𝑠𝑒𝑙 𝐴𝑟𝑒𝑎: 4.3 ∙ 10−3 𝑚2 

𝐶𝑜𝑙𝑙𝑖𝑠𝑖𝑜𝑛 𝑅𝑎𝑑𝑖𝑢𝑠: 8.9 ∙ 10−4 𝑚 

𝐶𝑜𝑙𝑙𝑖𝑠𝑖𝑜𝑛 𝐴𝑟𝑒𝑎: 2.5 ∙ 10−6 𝑚2 

As Figure C4 shows, the catalyst powder is approximately uniformly distributed on the vessel 

surface. Therefore, the fraction of collision area to the vessel area is the same as the collided 

(active) catalyst mass to the total mass. Similarly, the time the catalyst stays active will be similar 

to how long the material in our previous work stayed thermally active.238 
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𝐴𝑐𝑡𝑖𝑣𝑒 𝑀𝑎𝑠𝑠 = 2.59 𝑔𝑇𝑖𝑁 ×
2.5∙10−6 𝑚2

4.3∙10−3𝑚2
= 1.47 ∙ 10−3 𝑔𝑇𝑖𝑁,𝐴𝑐𝑡𝑖𝑣𝑒 (C4) 

𝐴𝑐𝑡𝑖𝑣𝑒 𝑇𝑖𝑚𝑒 = 10−2𝑠 

From these assumptions and the yield per collision, the local reaction rate can be calculated. 

𝐿𝑜𝑐𝑎𝑙 𝑅𝑒𝑎𝑐𝑡𝑖𝑜𝑛 𝑅𝑎𝑡𝑒 =
2.42∙10−7

𝑚𝑚𝑜𝑙𝑁𝐻3
𝑐𝑜𝑙𝑙𝑖𝑠𝑖𝑜𝑛

1.47∙10−3
𝑔𝑇𝑖𝑁,𝐴𝑐𝑡𝑖𝑣𝑒

𝑐𝑜𝑙𝑙𝑖𝑠𝑖𝑜𝑛
×10−2𝑠

= 1.64 ∙ 10−2 𝑚𝑚𝑜𝑙𝑁𝐻3

𝑔𝑇𝑖𝑁,𝐴𝑐𝑡𝑖𝑣𝑒∙𝑠
  (C5) 

C.3.2 Consideration of Thermodynamics 

 

Before assessing in which equilibrium regime the reaction lays, the equilibrium partial 

pressures between NH3, N2, and H2 need to calculated for a given temperature (𝑇). 

1

2
𝑁2 +

3

2
𝐻2 → 𝑁𝐻3       (C6) 

𝑃𝑁𝐻3

𝑃𝑁2
0.5×𝑃𝐻2

1.5 =  𝐾𝑒𝑞,𝑇 = exp (−
𝛥𝐺𝑟𝑥𝑛,𝑇

𝑅∙𝑇
)     (C7) 

The Gibbs free energy of reaction at a given temperature was calculated using values and 

correlations from NIST, specifically for the (𝐻𝑇
𝑜 − 𝐻298

𝑜 ) and 𝑆𝑇
𝑜 terms.  

Δ𝐺𝑟𝑥𝑛,𝑇
𝑜 = Δ𝐻𝑟𝑥𝑛,𝑇

𝑜 − 𝑇Δ𝑆𝑟𝑥𝑛,𝑇
𝑜      (C8) 

Δ𝐺𝑟𝑥𝑛,𝑇
𝑜 = (𝐻𝑁𝐻3,𝑇

𝑜 − 𝐻𝑁𝐻3,298
𝑜 ) −

1

2
(𝐻𝑁2,𝑇

𝑜 − 𝐻𝑁2,298
𝑜 ) −

3

2
(𝐻𝐻2,𝑇

𝑜 − 𝐻𝐻2,298
𝑜 )   

−𝑇 (𝑆𝑁𝐻3,𝑇
𝑜 −

1

2
𝑆𝑁2,𝑇

𝑜 −
3

2
𝑆𝐻2,𝑇

𝑜 ) + Δ𝐺𝑟𝑥𝑛,298
𝑜 + 𝑇298Δ𝑆𝑟𝑥𝑛,298

𝑜    (C9) 

Next, the equilibrium partial pressure ratio is written in terms of the final NH3 partial pressure, 

where 𝑃𝑁2

𝑜  and 𝑃𝐻2

𝑜  are the initial partial pressures of nitrogen and hydrogen and 𝑦𝑁2

𝑜  and 𝑦𝐻2

𝑜  are 

the initial mole fractions of nitrogen and hydrogen. The last two terms are necessary to account 
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for an open system where additional N2 and H2 make up the pressure decrease from the formation 

of NH3. (The values for P0
N2 and P0

H2 come from the experimental conditions.) 

𝐾𝑒𝑞,𝑇 =
𝑃𝑁𝐻3,𝐸𝑞𝑢𝑖

(𝑃𝑁2
𝑜 −

1

2
𝑃𝑁𝐻3,𝐸𝑞𝑢𝑖+𝑦𝑁2

𝑜 𝑃𝑁𝐻3,𝐸𝑞𝑢𝑖)
0.5

(𝑃𝐻2
𝑜 −

3

2
𝑃𝑁𝐻3,𝐸𝑞𝑢𝑖+𝑦𝐻2

𝑜 𝑃𝑁𝐻3.𝐸𝑞𝑢𝑖)
1.5 (C10) 

𝑃𝑁2

0 = 0.5 

𝑃𝐻2

0 = 0.5 

𝑦𝑁𝐻3,𝐸𝑞𝑢𝑖 =
𝑃𝑁𝐻3,𝐸𝑞𝑢𝑖

𝑃𝑡𝑜𝑡𝑎𝑙
       (C11) 

Next, a numerical root finding algorithm, in this case fmincon in Matlab, is used to calculate the 

equilibrium partial pressure (and mole fraction) of ammonia.  

For determining the estimated mole fraction of ammonia, the quantity of ammonia is 

determined by the rate per collision and the volume of gas as the void space of the impacted 

catalyst. The packing fraction is assumed to be “random close-packed spheres”.  

𝑃𝑎𝑐𝑘𝑖𝑛𝑔 𝐹𝑟𝑎𝑐𝑡𝑖𝑜𝑛: 0.625
𝑚𝑇𝑖𝑁

3

𝑚3
 

𝐶𝑜𝑙𝑙𝑖𝑑𝑒𝑑 (𝐴𝑐𝑡𝑖𝑣𝑒) 𝑀𝑎𝑠𝑠: 1.14 ∙ 10−6 𝑘𝑔𝑇𝑖𝑁 

𝑉𝑜𝑙𝑢𝑚𝑒 𝑜𝑓 𝑇𝑖𝑁 = 1.14 ∙ 10−6𝑘𝑔𝑇𝑖𝑁 ×
𝑚𝑇𝑖𝑁

3

5400 𝑘𝑔𝑇𝑖𝑁
=  2.11 ∙ 10−10 𝑚𝑇𝑖𝑁

3  

𝑉𝑜𝑙𝑢𝑚𝑒 𝑜𝑓 𝑉𝑜𝑖𝑑 𝑆𝑝𝑎𝑐𝑒 =
2.11 ∙ 10−10 𝑚𝑇𝑖𝑁

3

0.625
𝑚𝑇𝑖𝑁

3

𝑚3

× 0.375
𝑚𝑣𝑜𝑖𝑑

3

𝑚3
= 1.3 ∙ 10−10𝑚𝑣𝑜𝑖𝑑

3   

From here, the estimated mole fraction of ammonia can be calculated at a given temperature. The 

moles of ammonia is determined from the yield per collision. 
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𝑦𝑁𝐻3,𝐸𝑠𝑡 =
2.42∙10−10 𝑚𝑜𝑙𝑁𝐻3

(
101325 𝑃𝑎×1.3∙10−10 𝑚3

8.314
𝑚3∙𝑃𝑎
𝑚𝑜𝑙∙𝐾

×𝑇

)

     (C12) 

Figure 23a shows the mole fraction curves over a range of temperatures. The only feasible 

temperatures for a process where nitrogen is activated and ammonia is formed simultaneously are 

where 𝑦𝑁𝐻3,𝐸𝑞𝑢𝑖 is greater than or equal to 𝑦𝑁𝐻3,𝐸𝑠𝑡 which has an upper limit of 230 °C, 

corresponding to an approximate mole fraction of 0.06. As shown below (Appendix C.4.2), TiN 

show has no measurable catalytic activity below 600 °C. Therefore, the most reasonable 

explanation is that the collision creates a dynamic environment where the N2 dissociation and 

ammonia formation step occur is thermodynamically district conditions. 

C.4 Detection of Thermal Ammonia 

C.4.1 Ammonia Temperature Programmed Desorption on TiN 

NH3-TPD experiments were performed in order to get an information on the strength of 

ammonia binding on the TiN surface. Figure C11 shows peak desorption occurs around 150 °C. 

The low signal-to-noise-ratio prevented quantification of the adsorbed amount of ammonia with 

the current setup.  
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Figure C11: Ammonia TPD of Commercial Titanium Nitride. Fresh TiN was pretreated with N2 

at 600°C and then NH3 in N2 at room temperature was flushed over the catalyst. The TiN was then 

heated with an N2 stream till 900 °C. Adsorbed ammonia was detected at 150 ° 

C.4.2 Thermal Reactivity and Catalytic Activity of TiN 

The feasibility of TiN for gas phase ammonia synthesis was investigated first thermally. 

Experiments under constant argon (AirLiquide, 99.999%) atmosphere with a linear heating ramp 

show that small ammonia peaks appear at 230 °C and 700 °C (Figure C12). The initial ammonia 

production is attributed to the reaction of TiN with surface water, as evidenced by the run with 

only argon (green curve). The three runs in H2 (AirLiquide, 99.999%) show approximately the 

same total amount of ammonia formation (red, black and purple curve). The TiN reheated in H2 

(blue curve) showed essentially no additional ammonia formation, suggesting depletion of the 

reactive nitride.  
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Figure C12: Thermal Reduction of TiN towards ammonia. Fresh TiN was investigated in a pure 

argon stream (green curve) and three times in a hydrogen stream (purple, red and black curve) to 

identify adsorbed catalytic active species at 230 °C and 700 °C. Reuse of a previous hydrogenated 

TiN (blue curve) show no more ammonia formation. The offset of the different profiles correlates 

to their corresponding baseline. 

To gain more detailed insights into the difference between catalytic and thermally induced 

ammonia production, the temperature was increased stepwise from 600 °C to 900 °C (Figure C13). 

Comparing the ammonia yields from the pre-treated catalyst (in Ar at same temperature) and 

without any catalyst, it was obvious that TiN is responsible for a significantly increased ammonia 

production and also enables ammonia formation at slightly lower temperatures. Hence, TiN 

definitely enables a thermal catalytic reaction to produce ammonia from nitrogen (AirLiquide, 

99.999%) and hydrogen. Notably, under these thermal conditions, the rate of ammonia production 
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is 5·10-5 mmolNH3 g
-1

TiN s-1, whereas the local reaction rate via mechanocatalysis (Appendix C.3.1) 

is 10-2 mmolNH3 g
-1

TiN s-1, three orders of magnitude higher.  
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Figure C13: The stepwise increase of the temperature (black curve) without (red curve) and with 

TiN (blue curve) show an increased ammonia formation which is catalyzed by TiN. No ammonia 

formation is observed below 600 °C. 

C.5 Energy Intensity and Preliminary Technoeconomic Calculations 

C.5.1 Lab Scale Energy Efficiency 

The lab scale energy efficiency of the process can be calculated using the total ammonia 

rate as determined in Appendix C.3.1, reaction time, and ball mill power rating. 

𝑂𝑣𝑒𝑟𝑎𝑙𝑙 𝑅𝑎𝑡𝑒: 5.62 ∙ 10−6
𝑚𝑚𝑜𝑙𝑁𝐻3

𝑔𝑇𝑖𝑁 ∙ 𝑠
  

𝐶𝑎𝑡𝑎𝑙𝑦𝑠𝑡 𝑀𝑎𝑠𝑠: 2.59 𝑔𝑇𝑖𝑁 
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𝑃𝑜𝑤𝑒𝑟 𝑅𝑎𝑡𝑖𝑛𝑔: 150 𝑊 

𝐸𝑛𝑒𝑟𝑔𝑦 𝐸𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦 =
150 𝑊

5.62∙10−6
𝑚𝑚𝑜𝑙𝑁𝐻3

𝑔𝑇𝑖𝑁∙𝑠
×2.59 𝑔𝑇𝑖𝑁

= 1.67 ∙ 107 𝑘𝐽

𝑚𝑜𝑙
 ~ 107 𝑘𝐽

𝑚𝑜𝑙
 (C13) 

C.5.2 Preliminary Technoeconomic Analysis 

Comer et. al. laid out several metrics to determine if a process could be feasible for 

distributed ammonia synthesis.219 First, on average, farms consume 100
𝑘𝑔𝑁

ℎ𝑒𝑐𝑡𝑎𝑟𝑒∙𝑦𝑟
. For processes 

that will be solar powered, the power use should require only 1% of land dedicated to solar panels 

(100
𝑚2

ℎ𝑒𝑐𝑡𝑎𝑟𝑒
), with an average solar flux of 200

𝑊

𝑚2. This would require a solar energy efficiency 

of 8.83 ∙ 104 𝑘𝐽

𝑚𝑜𝑙𝑁
.  

At lab scale, ammonia production would not be remotely economically viable. However, 

energy efficiency is expected to increase with larger ball mill,317 so the specifications of a small 

industrial ball is used.260 

𝐷𝑖𝑚𝑒𝑛𝑠𝑖𝑜𝑛𝑠: 3𝑓𝑡 𝑑𝑖𝑎𝑚𝑒𝑡𝑒𝑟, 6 𝑓𝑡 𝑙𝑒𝑛𝑔𝑡ℎ 

𝑉𝑜𝑙𝑢𝑚𝑒: 1.2 𝑚3 

𝑇𝑜𝑡𝑎𝑙 𝐶ℎ𝑎𝑟𝑔𝑒 𝐿𝑜𝑎𝑑𝑖𝑛𝑔: 50%  

𝑃𝑜𝑤𝑒𝑟 𝑅𝑎𝑡𝑖𝑛𝑔: 13.0 𝑘𝑊 

To get the total catalyst loading in the ball mill, both the balls and the catalyst powder as assumed 

to have packing fractions of “randomly close-packed spheres” (0.625). 

𝑇𝑜𝑡𝑎𝑙 𝐶ℎ𝑎𝑟𝑔𝑒 𝑉𝑜𝑙𝑢𝑚𝑒 = 0.5 × 1.2 𝑚3 = 0.6 𝑚3 

𝐵𝑢𝑙𝑘 𝑇𝑖𝑁 𝐷𝑒𝑛𝑠𝑖𝑡𝑦 = 5400
𝑘𝑔

𝑚3
× 0.625 = 3376

𝑘𝑔

𝑚3
 

𝐵𝑢𝑙𝑘 𝑇𝑖𝑁 𝑉𝑜𝑙𝑢𝑚𝑒 = 0.6 𝑚3 × (1 − 0.625) = 0.225 𝑚3 
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𝐶𝑎𝑡𝑎𝑙𝑦𝑠𝑡 𝑀𝑎𝑠𝑠 = 0.225 𝑚3 × 3376
𝑘𝑔

𝑚3
= 759 𝑘𝑔 ~ 103 𝑘𝑔 

If the overall ammonia production rate is assumed to be constant when the system is scaled up, the 

scaled-up energy efficiency can be calculated. The milled is assumed to be operated by solar power 

(200
𝑊

𝑚2 solar radiation, 20% solar conversion efficiency),219 and with an average daily operating 

time of 12
ℎ

𝑑𝑎𝑦
.  

𝐸𝑙𝑒𝑐𝑡𝑟𝑖𝑐 𝐸𝑛𝑒𝑟𝑔𝑦 𝐸𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦 (𝜂𝑒𝑙) =
1.30∙104 𝑊

5.62∙10−6
𝑚𝑚𝑜𝑙𝑁𝐻3

𝑔𝑇𝑖𝑁∙𝑠
×7.59∙105 𝑔𝑇𝑖𝑁

= 3.06 ∙ 103 𝑘𝐽

𝑚𝑜𝑙
 ~ 103 𝑘𝐽

𝑚𝑜𝑙
   (C14) 

𝑆𝑜𝑙𝑎𝑟 𝐸𝑛𝑒𝑟𝑔𝑦 𝐸𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦 (𝜂𝑠𝑜𝑙) =
𝜂𝑒𝑙

0.2
=  1.53 ∙ 104 𝑘𝐽

𝑚𝑜𝑙
 ~ 104 𝑘𝐽

𝑚𝑜𝑙
   (C15) 

𝑂𝑝𝑒𝑟𝑎𝑡𝑖𝑛𝑔 𝑇𝑖𝑚𝑒 = 12
ℎ

𝑑𝑎𝑦
× 3600

𝑠

ℎ
× 365

𝑑𝑎𝑦

𝑦𝑟
= 1.58 ∙ 107 𝑠

𝑦𝑟
    (C16) 

𝐴𝑚𝑚𝑜𝑛𝑖𝑎 𝑃𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑜𝑛 𝑅𝑎𝑡𝑒 = 5.62 ∙ 10−6 𝑚𝑚𝑜𝑙𝑁𝐻3

𝑔𝑇𝑖𝑁∙𝑠
× 17.03

𝑔𝑁𝐻3

𝑚𝑜𝑙𝑁𝐻3

× 7.59 ∙ 105 𝑔𝑇𝑖𝑁 × 1.58 ∙ 107 𝑠

𝑦𝑟
= 1146

𝑘𝑔𝑁𝐻3

𝑦𝑟
~103 𝑘𝑔𝑁

𝑦𝑟
   (C17) 

A typical solar panel (18 ft2 ~ 1.67 m2) can be expected to have a power output of 65 W (same 

200
𝑊

𝑚2 solar radiation and 20% efficiency), so 200 solar panels (335 m2) would be needed to 

power the mill. A mill of this size could be reasonably used to produce fixed nitrogen for a 

10-hectare farm with just 0.34% of land dedicated to solar energy production. 
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APPENDIX D 

SUPPLEMENTARY INFORMATION FOR CHAPTER 5 

D.1 Fresh Catalyst Characterization 

  

  

Figure D1: N2 physisorption adsorption (red) and desorption (blue) isotherms. 
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Figure D2: X-ray diffractograms of fresh catalysts. 

 

 

Figure D3: STEM image of a nickel particle on Ni53SiAl (center) with the FFT of the NiO outer 

layer (left) and the FFT of the Ni core (right). 
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Figure D4: Example STEM images of (a) Ni05SiAl, (b) Ni05SiHigh, and (c) Ni05SiLow for particle 

size analysis and histograms of all measured particles for (d) Ni05SiAl, (e) Ni05SiHigh, and (f) 

Ni05SiLow. 
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D.2 Mechanocatalytic Hydrogenolysis Reaction Results 

Table D1: Full Results from Hydrogenolysis Reactions. 

 

Entry Catalyst 

Milling 
Time 
[min] 

BPE 
Conv. 

[%] 

Yields [%] Carbon 
Balance 

[%] 1a 1b 2 3 4 5 6 7 

1 Ni53SiAl 7.5 15.7 6.94 6.57 0 0 0 0.02 0 0 91.2 

2 Ni53SiAl 30 47.9 38.0 25.4 0.05 2.38 0.14 0.32 0 0 85.8 

3 Ni53SiAl 60 77.5 64.1 32.4 0.16 11.8 0.43 0.96 0.09 0 78.9 

4 
Ni53SiAl 
(Cycle 1) 

120 99.6 88.2 30.4 0.13 28.34 0.36 0.89 0.22 0.08 76.5 

5 Ni53SiAl 180 99.9 89.6 17.3 0.12 42.1 0.11 0.57 0.26 0.18 76.7 

6 
Ni53SiAl 
(Cycle 2) 

240 99.0 66.6 19.5 1.56 43.5 0.51 2.13 0.32 0.20 69.6 

7 
Ni53SiAl 
(Cycle 3) 

240 65.1 28.1 12.2 0.42 10.8 1.19 3.15 0.36 0.18 65.4 

8 Ni05SiAl 180 76.5 5.77 5.89 0.08 0.62 0.10 0.63 0.44 0.37 23.5 

9 Ni05SiHigh 180 82.2 8.96 8.35 0.05 1.46 0.06 0.43 0.41 0.17 28.0 

10 Ni05SiLow 180 29.0 13.9 5.16 0.28 0.48 0.20 1.44 0.84 0.55 83.5 
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Figure D5: Product Selectivities from the hydrogenolysis reactions. 
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D.3 Spent Ni53SiAl Characterization 

 

Figure D6: (a) X-ray diffractogram of fresh Ni53SiAl (bottom) and of oxidized Ni53SiAl (top). (b) 

Toluene yield and (c) full product profile during hydrogenolysis of BPE over oxidized Ni53SiAl. 
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Figure D7: Independent fits for each cycle with Ni53SiAl. 
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Table D2: Raman Band fitting of Spent Ni53SiAl. 

Raman Band [cm-1] 2 h 6 h 10 h 

G [1350] 45.56 44.99 48.13 
D1 [1580] 48.83 47.23 42.36 
D2 [1620] 5.61 7.79 9.51 

 

 

Figure D8: Carbon content of spent Ni53SiAl samples. 

 

 

Figure D9: EDS mapping of Ni53SiAl after (a) Cycle 1, (b) Cycle 2, and (c) Cycle 3. 
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Figure D10: Ni:Al Ratio of spent Ni53SiAl as determined by ICP-OES. 

 

 

Figure D11: X-ray diffractograms of fresh and spent Ni53SiAl samples. 
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D.4 Spent Low Nickel Catalyst Characterization 

 

Figure D12: (a) DRIFTS spectra of Ni05SiHigh with pre-adsorbed BPE at 50 ⁰C and after heating 

to 750 ⁰C for one hour in flow of 40 sccm N2. (b) DRIFTS spectra of Ni05SiLow with pre-adsorbed 

BPE at 50 ⁰C and after heating to 750 ⁰C for one hour in flow of 40 sccm N2. 
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