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SUMMARY

As research and adoption of artificial intelligence (AI) has significantly advanced in the

early 21st century, determining how to govern AI has become a global priority. Key ques-

tions include how AI should be understood as a policy domain, which policy problems are

most pressing, which solutions are most viable, and who should have a say in this process.

This dissertation seeks to provide key insights into the early years of AI policy, focusing

on the development of the emerging AI policy agenda in the United States. To do so, it

examines and reveals which issues, actors, and influence efforts are playing a prominent

role in the complex, ambiguous, and contested process of agenda-setting. The research

performed draws on a variety of quantitative and qualitative methodologies, including doc-

ument analysis, text-as-data and time series approaches, and experimental techniques. Data

examined include text from U.S. federal AI policy documents, traditional and social media

discourse from federal policymakers, media, and members of the public, and engagement

data collected from state legislators who participated in a field experiment.

The results reveal that social and ethical dimensions of AI receive a heightened degree

of attention in AI policy discourse. However, consideration of these issues remains par-

tially superficial and subsumed into concern about AI’s potential for economic innovation

and role in geopolitical competition. Further findings demonstrate that policy entrepreneurs

can use persuasive narratives to influence legislators about AI policy, and that these narra-

tives are just as effective as technical information. Finally, despite pervasive calls for public

participation in AI governance, the public does not appear to play a key role in directing at-

tention to AI’s social and ethical implications nor in shaping concrete policy solutions, such

that the emerging AI agenda remains primarily expert-driven. The dissertation’s findings

and theoretical and methodological approaches offer key contributions to policy process

scholarship and related fields of research, and provide a baseline on which to understand

the evolution of the AI policy agenda and AI governance going forward.

xiv



CHAPTER 1

INTRODUCTION

This dissertation examines agenda-setting dynamics surrounding artificial intelligence (AI)

policy in the United States (U.S.). AI policy–understood in the context of the early 21st

century–is a relatively new endeavor. Major advances in research, development, and in-

novation surrounding AI in the past decade have already led to sweeping changes across

many sectors of social and economic life. In turn, attention to AI’s potential for innovation

as well as associated social and ethical concerns is increasing.

As these issues are beginning to crystallize, a variety of stakeholders have proposed

responses, including both informal and formal efforts to develop, manage, and regulate

AI. Some proposals have included: increased funding for research, educational efforts to

expand the labor supply of high-skill workers, ethical frameworks to mitigate harms of

AI systems, and new domestic and international regulatory regimes to balance possible

benefits and risks. While many actors will play a role in the collective effort to develop,

manage, and regulate AI globally, including the private sector, this dissertation focuses on

formal regulation and policymaking by federal and state government in the United States.

In short, there is a critical window now during which key decisions about AI’s future

impacts on society will be made, decisions which will shape how policies responding to AI

are formulated, adopted, and ultimately implemented. To examine the dynamics that are

manifesting during this window, I conduct a series of studies on agenda-setting of U.S. AI

policy, drawing on policy process theory along with other related scholarship. The disser-

tation is structured into five chapters, including three research projects designed uniquely

for this dissertation, and an Introduction and Conclusion. I begin below by introducing

relevant definitions and concepts, reviewing the historical and modern context of AI, and

describing the conceptual framework surrounding AI policy which underpins this project.
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1.1 Foundational Concepts and Context

To understand the policy and agenda-setting dynamics that pertain to AI, it is first impor-

tant to define, characterize, and contextualize AI. This section provides definitions, a brief

history, and a discussion of the modern economic, social, and policy context under which

agenda-setting is occurring for AI.

1.1.1 Defining AI

It is uncontroversial that AI refers to a multifaceted and complex set of systems, methods,

and technologies, and that attempts to define it have been correspondingly diverse and con-

tested. In part due to the slippery boundaries of what is considered AI that result from this

definitional ambiguity, some find the use of the term ‘AI’ to be too broad altogether. In-

stead, they argue that it is more helpful in certain contexts to rely on alternative terms, such

as autonomous or intelligent systems, algorithms, or machine learning.1 Further complicat-

ing the issue is different treatment of AI depending on disciplinary approach. For example,

a glossary created by IEEE (2020) identifies distinct definitions in ordinary language, com-

putational disciplines, engineering, economics and social sciences, ethics and philosophy,

and international law and policy.2 Yet others have remarked that AI’s definitional ambiguity

has been productive in advancing the field (Agre, 1997) and making it accessible to many

disciplines with a historical or current stake in AI, ranging from philosophy and linguistics

to psychology and neuroscience.

Despite these complexities, some definitions have become more prominent than others.

One such attempt to define AI comes from the technical literature. A foundational AI

textbook by Russell and Norvig (1995) reviewed others textbooks’ definitions and classified

them as describing four types of AI systems: systems that attempt to 1) ‘think’ like humans,
1Machine learning refers to a subfield of AI in which algorithms dynamically adjust to new data, with

limited human intervention, in order to improve the performance of a certain task or model (Alpaydin, 2016).
2Another conceptual feature of note is the paradoxical definitional shift known as the “AI effect,” wherein

once-challenging tasks that are finally achieved by AI are subsequently considered mainstream and then no
longer attributed to AI (McCorduck, 2004).

2



2) think rationally (that is, in an idealized sense), 3) behave like humans, or 4) behave

rationally. In Sweeney’s (2003) review of around 1000 academic references in AI research,

she found nearly 99% focused on rational or ideal-type definitions, suggesting some degree

of consensus in the technical literature.3

Yet technical definitions may not be the most salient for policy contexts, as policy-

relevant definitions may seek alternative objectives (Murdick et al., 2020). For example, in

establishing its definition of AI for its landmark AI policy regulation, the European Union

(EU) noted that an adequate definition for AI should be clear, narrow, and precise, but

also “technology neutral” and flexible enough to be “future proof” in order to minimize

policy and legal uncertainty (Martinez, 2019) as the techniques that constitute AI evolve

over time (European Commission, 2021).4 One such helpful definition aimed at policy and

legal clarity—later adopted with modifications by the EU—was produced by the Organi-

sation for Economic Co-operation and Development (OECD) through a multi-stakeholder

process. The OECD (2019) defines an AI system as: “a machine-based system that can, for

a given set of human-defined objectives, make predictions, recommendations, or decisions

influencing real or virtual environments. AI systems are designed to operate with varying

levels of autonomy.” This operational definition recognizes a few elements common in

many definitions, such as an AI system’s ability to draw on or perceive data, make predic-

tions or recommendations or otherwise act in some external environment, and operate with

some level of autonomy and adaptability, potentially including a capacity for ‘learning.’

It is also helpful to explicitly extend AI systems into their broader socio-technical con-

text (Elish & boyd, 2018), conceiving of AI in terms of a multi-level taxonomy.5 In this

more granular sense, AI can be understood as 1) a set of mathematical, statistical, or com-

3Ongoing efforts from standards development organizations including the IEEE, ISO, and IEC towards
developing definitional taxonomies and ontologies for AI are also relevant.

4Other policy-oriented goals related to defining AI adequately may include use of common language for
communication, accountability, assessment of risks and harms, and measurement of progress.

5Also see Samoili et al. (2020) who develop a taxonomy of AI domains (e.g., reasoning, planning, learn-
ing) and subdomains (e.g., fuzzy logic, gradient descent, classification) based on a review of 55 definitions, or
the OECD’s (2022b) robust stakeholder-driven classification framework which identifies the key dimensions
of AI as Data and Input, AI Model, Task and Output, Economic Context, and People and Planet.
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putational techniques that are 2) applied to certain domains of computer science, and 3)

implemented across social and economic systems. The statistical techniques include, for

example, supervised machine learning methods such as regression and classification, un-

supervised methods such as clustering and dimensionality reduction, symbolic logic- and

knowledge-based approaches, and more: These range from relatively familiar (e.g., ordi-

nary least squares regression) to relatively novel (e.g., generative adversarial networks or

neuro-symbolic AI) (Fadlullah et al., 2017).6 Domains of computer science include, for

example, natural language understanding and generation, computer vision, and search and

optimization (Elsevier, 2018). Finally, AI systems are then embedded into various social

and economic sectors (Perset et al., 2020), covering everything from agriculture to trans-

portation. This clarifies that they are not merely abstract software systems, but also part

of a complex social and technical fabric that is indispensable to understanding the policy

context.

A few other minor definitional points bear mention. One is that AI can be embodied in

a physical system such as through industrial robotics or autonomous vehicles, or it may not

be so embodied. A second point is the distinction between ‘narrow’ (or ‘weak’) AI, AI that

that can be applied to only very specific pre-determined domains (such as playing chess),

versus ‘general’ (or ‘strong’) AI, AI systems capable of operating with human-like intel-

ligence across many domains.7 While AI systems that exist today are all narrow systems,

policy considerations for AI are not necessarily limited to narrow AI, as some actors have

urged policymakers to be forward-looking in their deliberations (Baum, 2017; Hedlund,

2022; Naudé & Dimitri, 2020). Finally, in modern parlance, the terms and (concepts) ‘AI’

and ‘automation’ are at times distinguished and at times used interchangeably.

6A comprehensive review or definition of the techniques that constitute AI historically is beyond the
scope of this project, but for helpful summaries, see Metz (2021) and Wooldridge (2021). It is important to
note that while symbolic methods, most prominently expert-based systems, were dominant until the 1980s
(Brooks, 1999), machine learning techniques dominate the current paradigm of AI and feature heavily in
modern public and policy discourse (Cockburn et al., 2018).

7More advanced forms of AI are sometimes described as artificial general intelligence (AGI), narrowly
or radically transformative AI (TAI) or, even more distantly, artificial super intelligence (ASI) (Girasa, 2020;
Gruetzemacher & Whittlestone, 2022).
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While all of the classifications discussed above can be helpful in certain contexts, for

the purposes of this dissertation it is especially important to approach AI in a way that

is commensurate with policy discourse and often general public discourse. This is nec-

essary because policy documents do not use the same definitions as do technical experts

and researchers; they are more likely to use definitions that emphasize human thinking and

behavior, or to fail to provide definitions at all (Krafft et al., 2020). Moreover, it is com-

mon for policymakers to (perhaps intentionally) treat AI as “a broad umbrella term” which

loosely incorporates many of the characteristics and variations described above (Ulnicane

et al., 2020, p. 2). This definitional ambiguity should thus be understood as a feature of

AI policy discourse, one that engenders strategic and contentious attempts to frame AI in

certain ways, amongst other effects. Accordingly, while there are certainly numerous com-

ponent policy questions regarding specific types of AI systems and applications in various

policy sectors, this thesis treats AI and AI policy at the high level of generality that most

commonly marks the agenda-setting stage of AI policy and associated AI policy discourse.

1.1.2 History and Modern Context

The origin of the modern field of AI–including the coining of the term “artificial intelli-

gence” by John McCarthy–is often taken as the 1956 Dartmouth Summer Research Project

(Moor, 2006). This convening marked the beginning of a decade of investment, facilitated

by the formation of the Advanced Research Projects Agency (ARPA) two years later, in

1958. Fifteen years after this history-making conference, the 1973 Lighthill Report com-

missioned by the British Scientific Research Council would cast considerable doubt on

overpromises and a lack of progress in AI research, leading to the “First AI Winter” in the

1970s. This was followed by the Second AI Spring in the 1980s, a period in which expert

systems were the dominant form of AI systems (Gonsalves, 2019). This wave of research

was particularly facilitated by the 1983 Strategic Computing Initiative funded by ARPA’s

successor, the Defense Advanced Research Projects Agency (DARPA). Yet after progress
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slowed in the late 1980s, AI would undergo a Second Winter with significant funding cuts.

Progress in the 2000s and 2010s, including theoretical advances in neural networks and

applications in image recognition and natural language processing, would set the stage for

the 21st century paradigm of AI (Metz, 2021). Buttressed by increased processing power

and an unprecedented amount of data made available from the Internet, AI researchers

were able to use new and old techniques in a manner that quickly captured industry at-

tention given a range of possible applications (Duan et al., 2019). Exemplifying this shift

in focus, Google announced it was now an “AI-first” company instead of “mobile-first” in

2017, rebranding its Google Research division into Google AI (Lardinois, 2017). Amer-

ican technology giants like Microsoft, Facebook, Apple, and Amazon, and Chinese tech

giants like Tencent, Alibaba, and Baidu expressed the same eagerness to embrace the new

wave of innovation, publicly pronouncing new priorities around AI and massively increas-

ing research and development efforts as well as competing to acquire smaller AI firms

(Makridakis, 2017).

These efforts from the world’s dominant technology companies are emblematic of the

importance attributed to AI in the early 21st century. AI has been analogized to the In-

ternet, electricity, and fire (Parker, 2018) and identified as a central technology to the so-

called Fourth Industrial Revolution (Schwab, 2016). Estimates place AI’s near-term global

economic impact on the order of 10-15 trillion dollars annually (a total GDP increase of

26% by 2030), corresponding to more than 1% additional annual GDP growth (Bughin

et al., 2018; Rao & Verweij, 2017). In turn, researchers and practitioners have discussed or

posited impacts of AI across every sector of social and economic life: A partial list of key

sectors includes agriculture (Jha et al., 2019), transportation (Bagloee et al., 2016), finance

(Bredt, 2019), criminal justice (Završnik, 2019), education (Schiff, 2021), and healthcare

(Yu et al., 2018). AI has seen similar growth in terms of research and innovation metrics,

with multiplicative increases in the number of journal publications, patents, conference at-

tendees, and a suite of new organizations focused on AI founded in the 2010s and 2020s
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(Elsevier, 2018; D. Zhang et al., 2021).

A striking feature of this new Spring of AI research and development is the accom-

panying attention to social and ethical risks associated with AI-based innovation. New

communities of researchers and practitioners have formed to highlight how AI raises con-

cerns associated with accountability, bias, inequality, human rights, misinformation, ma-

nipulation, privacy, transparency, trust, and many more issues (Coeckelbergh, 2020; Fjeld

et al., 2020; Schiff et al., 2021), both generally and related to specific social sectors and use

cases. Some have warned of potentially devastating harms, such as large-scale labor dis-

placement due to automation of work (Frey & Osborne, 2017), and even existential risks

due to the possibility of self-improving AI systems that cease to be aligned with human

values and goals (Baum, 2017; Bostrom, 2014). This attention to potential harms of AI has

led to urgent work to devise technical and organizational practices, standards, and policies

to mitigate risks and promote ‘responsible’ (or ‘ethical’ or ’trustworthy’) AI research, de-

velopment, and implementation (Golbin et al., 2020; Mökander et al., 2021; Stahl et al.,

2021).

All of the elements above—relatively rapid uptake, substantial investment, multi-sector

application, and concerns about AI’s harms—constitute the modern context of AI and AI

governance. Yet, especially in light of historical waves of progress and disillusionment,

and a track record of faulty predictions, some have cautioned about the risks of continuing

to hold either overly optimistic or pessimistic expectations (Armstrong et al., 2014; Oravec,

2019). According to this perspective, the transformations brought about AI may not be as

radically good or bad as some imagine, or at least may not occur as rapidly as anticipated

(Nazareno & Schiff, 2021). In that sense, AI in the 21st century may be understood more

modestly, neither as wholly unique nor as driving a radical break with the past, but instead

as taking its place alongside a history from which lessons can be drawn (Cave et al., 2018;

Leung, 2020; Morley et al., 2019).
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1.1.3 Policy Context

The elements above help to explain why policymaking for AI appears to constitute a rela-

tively urgent priority. Indeed, according to the OECD’s AI Policy Observatory, at least 600

AI policy initiatives were created by approximately 60 countries and territories between

about 2016 and 2022 (OECD, 2022a). While even earlier policy initiatives surrounding

digital technologies, automation, and robotics may also address AI to some extent, dis-

tinct efforts to specifically address AI policy by governments and intergovernmental bodies

sharply increased around 2017 and 2018. Since then, and as of 2021, approximately three

dozen countries have published formal AI strategies, with another couple dozen in the pro-

cess of development, accompanied by increases in actual AI legislation (OECD, 2022a; D.

Zhang et al., 2021).

While the majority of early-moving nations appear to be high-income countries and

technological leaders (Schiff et al., 2020; The Future Society et al., 2020), attention to AI

by policymakers is expanding globally. For example, UNESCO (2021) found that 21 coun-

tries in Africa consider development and use of AI as a priority in national development

plans. Beyond national-level policymaking, similar efforts are also emerging bilaterally and

multilaterally through entities such as the United Nations (UN), EU, G20, OECD, World

Economic Form, Council of Europe, North Atlantic Treaty Organization (NATO), as well

as newly formed organizations like the G7-led Global Partnership on AI (GPAI) (Cihon

et al., 2020; Schmitt, 2021). Finally, these governmental and intergovernmental efforts

are complemented by hundreds of frameworks, reports, and recommendations produced by

civil society groups, industry bodies, academic collaborations, private firms, and various

other groups interested in shaping AI policy (Jobin et al., 2019; D. Zhang et al., 2022).

These policy documents, particularly national documents, address similar issues to a

significant extent (Schiff et al., 2021). They typically focus on how to facilitate and re-

alize the transformative potential of AI while managing and mitigating associated social,

ethical, economic, and legal risks. For example, documents often discuss mechanisms to
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advance AI research and development: These include direct funding, promotion of com-

puter science education, creation of intermediary institutions to foster innovation, strategies

to support startups and other enterprises, expansion of access to data and data infrastruc-

ture, and international cooperation. Notably, these policy objectives are hallmarks of tra-

ditional innovation policy (Edler & Fagerberg, 2017), focused on fostering technological

advancement, economic growth, and resulting benefits that accrue. Governmental AI pol-

icy objectives also often include strategies for particular sectors recognized as growth areas

or areas in need of development for a given country, such as healthcare, finance, or agri-

culture. Finally, one striking commonality across most national AI policy documents is

an explicit emphasis on ethics, which involves articulating social and ethical risks associ-

ated with AI as well as principles and strategies that may be adopted to respond to those

risks (Schiff et al., 2020; Ulnicane et al., 2021). This focus is not as typical in traditional

innovation policy and, as this dissertation considers, may represent a newer paradigm in

technology governance along the lines of what Diercks et al. (2019) call “transformative

innovation policy.”

In the United States, mainstream federal attention to AI began in 2016 and 2017 with

three key documents: reports on Artificial Intelligence, Automation, and the Economy

(2016) and Preparing for the Future of Artificial Intelligence (2016), and the National Ar-

tificial Intelligence Research and Development Strategic Plan (2016). Despite these rela-

tively early efforts globally, the United States lagged behind countries like Canada, Japan,

and the United Kingdom in advancing AI policy in subsequent years (Department of Pub-

lic Administration, Italy, 2018; Washington Post Editorial Board, 2021), as other countries

began to announce new initiatives, commissions, and preliminary policy strategies. The an-

nouncement of the 2019 American AI Initiative marked the beginning of the next wave of

policy effort in the United States. While there had been little discussion of AI in legislation,

hearings, Congressional Research Service reports, and so on, policy activity skyrocketed

in 2018. Sustained attention resulted in dozens of hearings, numerous legislative propos-
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als and Executive Orders, and the formation of new committees and organizational bodies

within and across different branches of government, all aimed at AI policy (Chae, 2020;

D. Zhang et al., 2022).

Prominent U.S. efforts include work by agencies such as the National Institute of Stan-

dards and Technology (NIST) (2021; 2022), the Federal Trade Commission (FTC) (2021),

and the United States Patent and Trademark Office (USPTO) (2020); proposed legisla-

tion such as the Algorithmic Accountability Act (2019) and the Advancing American AI

Act (2021); and the Office of Management and Budget’s (OMB) (2020) Memorandum to

Executive Agencies on Guidance for Regulation of AI Applications, amongst other key

documents.8 Notably, military-related activity has been arguably the fastest-moving effort,

with more hearings in the Senate and House Committees on Armed Services addressing

AI as compared to any other committee and the production of hundreds of pages of re-

ports by the National Security Commission on AI (2021). Related developments include

the announcement of the National AI Initiative and Office, National AI Advisory Com-

mittee, Select Committee on AI, Interagency AI Committee, and the elevation of the Joint

Artificial Intelligence Center as part of the (2021) National Defense Authorization Act.

In light of all of these efforts, what do we know about the objectives of AI policy-

making? According to the orienting missions statements, preambles, principles, and scope

conditions commonly stated in key U.S. documents, primary goals include: to “sustain

and enhance the scientific, technological, and economic leadership of the United States in

AI,” (White House, 2019, p. 3967), while also recognizing “safety, fairness, welfare, trans-

parency, and other social goals” (Office of Management and Budget, 2020, p. 2). While

these sentiments are reflective of commonly-espoused goals for AI policy in the United

States and elsewhere, they are harder to achieve in practice, in part because they demand

8While presenting a comprehensive review of U.S. governmental efforts, even limited to the federal level,
is difficult given the evolving landscape, the case study in the next chapter provides a more detailed discussion
covering numerous such efforts. A large number of key documents can be found at the National AI Initiative’s
AI document repository currently hosted at AI.gov (National AI Initiative Office, Office of Science and
Technology Policy, 2022).
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careful tuning and balancing of risks and benefits throughout numerous governance instru-

ments. For example, the European Commission, which has been more proactive on AI

policy, notes that its objectives for AI policy include having “a balanced and proportion-

ate” regulatory approach that is also “robust and flexible” and “comprehensive and future-

proof,” but nevertheless operates “without unduly constraining or hindering technological

development” (European Commission, 2021, p. 3). This is no easy charge.

In turn then, several key and inter-related questions—not limited to those below—have

permeated across AI policy discourse, reflecting both uncertainty over how to achieve these

stated policy objectives, and tension between potentially competing goals and actors:

• Timing: How quickly should formal regulation of AI proceed? While some have ar-

gued that AI’s rapid advancement is outpacing the ability of governments to respond

to pressing problems (European Digital Rights (EDRi), 2021) and that legislation

is an urgent priority (European Parliament, 2020), others have cautioned that gov-

ernments need to understand AI’s technical and other dimensions more or they risk

suppressing innovation (Microsoft, 2018).

• Centralization: Should AI be governed by a centralized or decentralized regime?

This question applies domestically as well as internationally, in that it is debated

whether a few leading agencies or intergovernmental bodies should be tasked specif-

ically with managing AI or whether responsibility should be distributed amongst

individual countries or agencies (Cihon et al., 2020). For instance, the EU (2021) has

articulated a common multi-sector or ‘horizontal’ regulatory regime vesting author-

ity in a few institutions, while the United States seems to favor of an ad-hoc sectoral

approach.

• Self-regulation. Is the private sector or government best suited to ‘govern’ (or ‘man-

age’) AI, given that the bulk of AI development occurs in private firms (Fischer et

al., 2021)? Advocates of self-governance have noted that industry has greater tech-
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nical expertise and has proposed numerous responsible AI principles or practices

(Marchant, 2019). Yet skeptics warn that these proposals are insufficient (Baker,

2021) or not fully genuine, and strategically aimed at deterring sorely-needed formal

regulation (Rességuier & Rodrigues, 2020).

• Coordination: Should governance be a competitive or cooperative endeavor? An in-

creasingly prominent frame shaping AI policy warns of great power competition and

even an arms race, particularly between the United States and China (Lee, 2018). Yet

there also numerous calls for, and increasing efforts surrounding, global cooperation

in research, trade, data sharing, and alignment on ethical principles (Ulnicane et al.,

2021).

• Precaution: Should regulators take a relatively ‘pro-innovation’ or ‘precautionary’

approach to AI? Some have argued for the latter, including banning certain appli-

cations of AI, such as facial recognition or social scoring, and requiring risk or im-

pact assessments to minimize harms from AI systems (European Commission, 2021;

European Digital Rights (EDRi), 2021). Yet others warn that these kinds of restric-

tions are burdensome and unnecessary, especially for smaller firms, and may deter

valuable innovation (Barczentewicz & Mueller, 2021; Walker, 2020). For example,

the (2020, p. 2) OMB guidance to U.S. agencies states that “Agencies must avoid a

precautionary approach...” including “regulatory or non-regulatory actions that need-

lessly hamper AI innovation and growth.”

In addition to further numerous details that will be worked out in the years ahead,

including issues within specific sectors such as transportation or healthcare, these questions

characterize some of the essential debates taking place as the AI policy agenda emerges.
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1.2 Conceptualizing AI Policy

With an understanding of how AI is defined, its history and modern development, and the

current policy context, it is now possible to conceptualize AI as an object of policy study.

1.2.1 AI as a Strategic, Emerging, and General Purpose Technology

What defining attributes of AI are especially relevant to how AI policy is understood and

shaped? I draw on three conceptualizations of technology in order to help characterize AI:

general purpose technology, strategic technology, and emerging technology. The resulting

synthesis is reflected in the left-most panes in Figure 1.1.

First, as noted previously, AI is typically considered to be a general purpose technol-

ogy (GPT). According to Bresnahan and Trajtenberg, who coined the term in 1995, GPTs

function as enabling rather than final technologies, and are characterized by their pervasive-

ness, technological dynamism, and downstream complementarities for innovation. Related

to this definition, Cockburn et al. (2018, p. 2) argue that a further transformative aspect of

AI is that it may function as an “invention of a method of inventing” (Griliches, 1957) (or

IMI), inducing even more returns to scale. While the exact course that a GPT takes over

time may be unclear early on, as in the case of the internet (Ristuccia & Solomou, 2014),

and the productivity gains of GPTs may be overstated or decline over time (Naughton,

2016), even the potential of major cross-cutting impacts of a GPT can drive substantial

attention and investment (a self-fulfulling prophecy of sorts).

Second, Leung (2020, p. 5) further characterizes AI as a strategic GPT, or a GPT

“which has the potential to deliver vast economic value and substantially affect national

security, and is consequently of central political interest to states, firms, and researchers.”

It is strategic in that sense that it has both military value and can pose a security risk if

not managed carefully, with risks ranging from accidents to malicious misuses to broader

structural risks. As such, while the vast economic benefits would be likely to attract the
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attention of state actors as well as private industry, Leung notes (p. 36) that the security

dimension of AI “guarantees the involvement of the state” [emphasis added]. Pervasive

and sustained attention to military dimensions of AI in the United States by government,

researchers, and security-oriented think tanks confirms as much (for example, see: Allen

& Chan, 2017; Defense Science Board, 2016; Kratsios, 2019; Spiegeleire et al., 2017).

Notably, the dual use nature of AI as reflected by its simultaneous value and risk profile is

already characteristic of its status as a GPT; yet the stakes are significantly elevated because

of AI’s prominent economic and military relevance.

Third, Rotolo et al. (2015, p. 4) define an emerging technology as “a radically novel and

relatively fast growing technology characterised by a certain degree of coherence persisting

over time and with the potential to exert a considerable impact” across socioeconomic do-

mains. Here, novelty refers to a radical discontinuity (Day & Schoemaker, 2000), either in

the fundamentals of the technology or in new applications. Rapid growth may be measured

in terms of factors like knowledge output, actors involved, funding, or new products and

services. Coherence refers to the formation of a stable and distinct community of prac-

tice. Prominent impact, a characteristic of GPTs as well, refers to multi-level, cross-cutting

impacts on organizations, institutions, technological regimes, and knowledge production

itself. Yet, Rotolo et al. emphasize (p. 4) that the “most prominent impact, however, lies in

the future and so in the emergence phase is still somewhat uncertain and ambiguous.” As

such, emerging technologies are those marked by radical novelty, fast growth, coherence,

prominent impact, and uncertainty and ambiguity.

A fairly modest number of modern technologies might meet the definition of a strate-

gic, emerging, and general purpose technology, including, for example, aerospace technol-

ogy, automotive technology, biotechnology, computing technology, nanotechnology, and

nuclear technology (Harris, 2016; Leung, 2020). Yet, each technology differs along the

extent to which it meets the above conditions, and each brings with it a unique technical,

social, and economic context that alters the nature of associated policymaking. This limits
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Figure 1.1: Conceptual framework: High-stakes policy ambiguity in AI policy

the extent to which learning about one case can guide insights about the others.

As such, two final characteristics associated with AI merit discussion. The first is

autonomy, a common element of definitions of AI, referring to AI’s capacity for semi-

independent functioning. Autonomy merits special note because AI systems are argued or

speculated to be capable of replacing humans in performing many tasks (Frey & Osborne,

2017); yet the bounds and timelines surrounding AI’s future capabilities are unclear (Drey-

fus, 1992; Müller & Bostrom, 2016). Autonomy thus compounds both technical and policy

uncertainty. The second characteristic is technical complexity, which is not atypical for dig-

ital and information and communication technologies like AI. That is, while some topics

of policy concern are relatively accessible to the general public, such as smoking policy

and minimum wage regulation, AI represents a highly sophisticated domain traditionally

considered to be dominated by highly-educated experts—an assumption this dissertation

examines. AI’s complexity is relevant as it further shapes how policy issues are under-

stood, which participants are influential, and how challenging it is to construct effective

and acceptable policy solutions (Carmines & Stimson, 1980; Gormley, 1986; Zito, 2001).
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1.2.2 Prominent Impact and Uncertainty/Ambiguity

Overall, many of the above characteristics are discussed commonly in the context of AI,

including in key policy documents (for example, see: European Commission, 2021; White

House, 2019). Jointly, they establish the grounds for what I term high-stakes policy am-

biguity, depicted in the middle panels of Figure 1.1. The high-stakes policy ambiguity

associated with AI can be understood with respect to a few key elements, which I argue

play a major role in shaping AI as an object of policymaking. These include AI’s pervasive

and prominent impact, the underlying conditions of uncertainty and ambiguity, and several

influential environmental factors.

The first key element of high-stakes policy ambiguity is pervasive and prominent im-

pact. As discussed above and in the literature, this refers to how a strategic, emerging,

and general purpose technology like AI has cross-cutting impacts with associated dual use

implications. As such, it offers both substantial economic and military value, while also

posing security as well as ethical and social risks (Dwivedi et al., 2021; Kania, 2018).9

Second, characteristics like novelty, dynamism, complexity, and autonomy imply that

AI will be marked by significant uncertainty and ambiguity. Much of the uncertainty stems

from how costs and benefits resulting from AI may arise and be distributed (O’Shaughnessy

et al., 2022). Some popular narratives feature clear ‘losers,’ such as workers displaced by

automation (Berg et al., 2018) or racial minorities harmed by biased algorithms (Turner-

Lee et al., 2019). Other narratives feature ‘winners,’ such as high-skill workers who remain

employed (Frey & Osborne, 2017) or forward-thinking businesses savvy enough to adopt

AI quickly (Makridakis, 2017). Still other discourse emphasizes both opportunities and

risks for large and small businesses and governments, along with contests between actors

that will determine the eventual winners and losers (Lee, 2018).
9Because a large body of work (for example, see: Wang & Siau, 2019) describes these pervasive and

prominent impacts, including the implied dual use nature of AI applications, I will not reiterate these de-
tails again. However, it is worth emphasizing that this characterization of AI is extremely widespread and
uncontroversial, and features prominently in policymaking considerations about AI.
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These open-ended consequences are reflected in public opinion studies which demon-

strate mixed and conflicting sentiment towards AI (Johnson & Tyson, 2020; Knight Foun-

dation and Gallup, 2022), with differential attitudes depending on regional context and

across economic, social, educational, and racial subgroups (Rainie et al., 2022). As an

example of some associated nuances, while many workers expect automation to lead to

widespread labor displacement, they do not expect it to threaten their own jobs (Smith &

Anderson, 2017). Americans also tend to support AI innovation while simultaneously sup-

porting careful management, though less so regulation (O’Shaughnessy et al., 2022), and

attitudes vary somewhat based on the particular AI use case (U.S. Chamber of Commerce,

2022). Public understanding about AI is also relatively nascent. For example, B. Zhang and

Dafoe (2019) find that the majority of the American public believes that virtual assistants,

smart speakers, driverless cars, and autonomous drones use AI, but they wrongly assume

that Google search, Netflix recommendations, and Facebook photo-tagging do not use AI.

As another example, while 85% of a United Kingdom sample claim to have heard of AI

(Cave et al., 2019), only 9% had heard of the term machine learning (Ipsos MORI, 2017).

Overall, according to public opinion research performed by DeCario and Etzioni (2021),

only about 16% of the American public is ‘AI literate’ as measured by scoring above 60%

on a factual test about AI.

While the specifics will no doubt shift over time, there are thus good reasons to think

that awareness of and attitudes towards AI and its applications are highly variable. Appli-

cations such as autonomous vehicles may be perfectly salient (Smith & Anderson, 2017),

whereas applications such as AI in banking may be relatively invisible (Ipsos MORI, 2017).

Variable salience to the public as well as the cross-cutting nature of AI applications suggest

that fluid participation (Cohen et al., 1972) will strongly characterize AI agenda-setting.

Different actors, depending on their awareness, resources, and incentives, may engage with

many, few, or no applications of AI. These complex boundaries entail that policymakers

must consider one set of stakeholders regarding one AI sub-issue (e.g., autonomous vehi-
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cles) and another for a distinct issue (e.g., AI in healthcare, autonomous weapons, or facial

recognition) (Peters, 2021). How these boundaries are negotiated implicitly or deliberately

has important implications for policy influence efforts, agenda-setting, and ultimately AI

governance.

Of particular relevance to this dissertation is that uncertainty over costs, benefits, and

participation has downstream consequences for how AI is understood—or framed. Issue

(or policy) frames refer to how policy-relevant problems, solutions, and issues generally are

defined, and thus serve as “social constructs reflecting particular conceptions of reality”

(Elder & Cobb, 1984, p. 115). The act of framing is arguably a necessary one for any

policy topic, as how a topic should be understood is neither automatic nor obvious a priori

(Gilardi et al., 2021). Functionally, issue frames highlight some aspects of an issue while

minimizing others, creating boundaries and structuring the very categories associated with

a topic (Baumgartner & Jones, 1993). When used effectively, frames can shape public and

elite attitudes and decision-making by legitimizing certain policy concerns (or problems)

and bringing particular policy alternatives (or solutions) to the decision agenda (Goddard

& Krebs, 2015). Importantly, the act of framing is typically a strategic action and one that

admits of disagreement, as competing actors may seek to expand or contain issues and build

coalitions, in order to influence decision-makers (Baumgartner & Mahoney, 2008; Rein &

Schön, 1996). As such, framing can affect the grounds of public and elite participation in

policymaking itself, a topic I return to in the third chapter.

Yet, while framing has been shown to play a major role in policy topics ranging from

immigration (Merolla et al., 2013) to public health (Menashe, 1998), some policy issues

are arguably more susceptible to diverse framings than others. In particular, the context

of high-stakes policy ambiguity implies that issue framing for AI will be unusually highly

contested. Because of the cross-cutting and general purpose nature of AI policy, coupled

with uncertainty and ambiguity, the range of potentially viable frames is extremely diverse

(Cave et al., 2019; Cave et al., 2018; Imbrie et al., 2021). For example, while smoking
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as policy topic may be framed in terms of its public health implications or impacts on

individual freedom, AI policy can be understood in terms of innovation, international com-

petition, labor transformation, social and ethical risks, or existential harms, with variable

implications for immigration, education, healthcare, transportation, and so on. In turn, be-

cause the impacts of AI are so significant and the winners and losers unclear, the stakes and

motivations to exploit this diverse landscape of possible frames are high.

1.2.3 Environmental Factors

Finally, while a comprehensive review of social, technical, economic, and policy conditions

shaping the policy context of AI is not possible, a few additional factors about this broader

environment bear mention.

Economic and social conditions like the strength of the economy, inequality, market

concentration, and social and political cohesion are likely to influence the kinds of AI

policy issues or frames thought important, for example, by highlighting the economy, im-

migration, racial justice, or the environment as key concerns. Members of the public may

have more or less positive attitudes towards technology or private sector firms responsible

for most of AI development, as reflected in their opinion about big technology companies,

for example. Trust in government and the general appetite for innovation versus regulation

play a role here as well. Yet how these dynamics play out in decision-making also depends

on the broader culture in policymaking and political circles, for example regarding political

and electoral incentives to cooperate, compete, or frame issues in favorable ways.

The current technology policy regime, consisting of policies regarding data, privacy,

the Internet, intellectual property, education, immigration, and so on, also critically sets the

ground in which AI policymaking must occur. Finally, developments outside of the primary

regional or national context also play an essential role. For example, the United States has

signed onto the OECD AI principles and discussed cooperation with the EU, NATO, and

UN. In this environment, U.S. policymakers may feel pressure to act in ways that minimize
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influence from the EU (Bradford, 2020) or strategic competitors like China.

This thesis cannot take full account of the large array of actors, influences, and condi-

tions that will shape AI policymaking. Instead, the following chapters are circumscribed

within the broader policy context described above and address a subset of relevant issues

with a focus on U.S. AI policy dynamics. In particular, my investigations are informed by

the high-stakes policy ambiguity that characterizes AI policy. As such, I pay special at-

tention to specific actors—namely policy entrepreneurs, policymakers, the media, and the

public—in light of their roles in agenda-setting—and examine key dynamics surrounding

policy problems, solutions, issue frames, and influence strategies, amongst other topics.

1.3 Overview of Dissertation Project

1.3.1 Chapter Previews

Chapter 1 above represents the introduction of the topic. Here, I characterize AI, motivate

the practical and scholarly importance of studying AI policy agenda-setting, and discuss

the broader theoretical and methodological logic of the subsequent chapters. After briefly

introducing the historical and modern context of AI and AI policy, including a review of

review certain key policy questions, I present a simple conceptual framework to ground

the dissertation’s investigations into agenda-setting. I contend that AI, as a subject of pol-

icymaking, is a site of high-stakes policy ambiguity given its status as a strategic, general

purpose, and emerging technology. In this sense, AI necessarily intersects with many pol-

icy problems, solutions, and actors with diverse and potentially competing interests. It is

thus both highly impactful across a wide array of sectors and marked by uncertainty and

ambiguity in terms of how policy issues are decided and who is empowered to shape the

agenda.

Chapter 2 employs a case study of the U.S. federal AI policy agenda through quali-

tative and quantitative content analysis of 63 key strategic AI documents curated by the

federal government and published between 2016 and 2020. I consider whether this emerg-
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ing agenda better reflects a ‘traditional’ approach to innovation policy, focused on strategic

economic and geopolitical goals with an expert orientation, or if it represents a shift to-

wards a more ‘transformative’ paradigm, emphasizing social and ethical implications of

technology policy and promoting greater inclusivity in the policy process. To develop

these competing expectations in the context of the case study, I draw on a powerful tool in

the policy scholar’s arsenal for studying agenda-setting: the Multiple Streams Framework

(MSF). In particular, the MSF focuses on three semi-independent streams of policy activ-

ity: 1) the problem stream, where issues and concerns about AI are defined, 2) the policy

(or solution) stream, where policy proposals are formulated, and 3) the political stream,

where features of the political environment such as elections and public opinion shape and

constrain agenda-setting. The MSF thus directs attention to key conceptual elements of in-

terest in each of the federal AI policy documents, helps to establish theoretical predictions

associated with competing paradigms of innovation policy, and offers explanatory grounds

for understanding why the early U.S. AI policy agenda has developed in its current fashion.

Based on case study and document analysis techniques including qualitative coding

and pattern matching, I assess to what extent the emerging U.S. AI policy agenda indeed

reflects a shift in how technology is governed, and explain why this shift has—or has not—

occurred. To do so, I systematically examine the key U.S. AI policy documents and cal-

culate the prevalence of certain kinds of focusing events, indicators, problem definitions,

policy solutions, and issue frames, as well as evaluate the role of the public and experts

in the agenda-setting process. To complement analysis of the primary dataset, I draw on

additional sources such as reports from non-governmental sources and academic studies

that address the AI agenda-setting process, such as documents that discuss indicators or

problem definitions surrounding AI policy. This chapter therefore serves to characterize

and distill the context and direction of early AI agenda-setting in the United States.

Chapter 3 continues to examine whether the U.S. AI agenda is reflective of an evolving

approach to technology governance. In particular, it asks whether federal AI policy dis-
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course from U.S. legislators is responsive to public participation and whether it emphasizes

ethical and social dimensions of AI rather than only economic and geopolitical ones. To

evaluate these questions, I draw on text analysis and time series analysis techniques using

social media and traditional media data from members of the public, media, and policy-

makers. Contrary to expectations for complex, emerging technologies which are typically

expert-dominated domains, I consider whether public attention to AI policy meaningfully

predicts policymaker attention. Next, to examine the role of competing approaches to tech-

nology policy, I consider which issue frames put forward to define the problems and solu-

tions surrounding AI are prevalent in public and policymaker discourse. I focus on three

prominent issue frames, one of which emphasizes the potential of AI to enhance industry

and national economic dynamism (the “innovation frame”), a second which emphasizes the

social and ethical implications of AI (the “ethics frame”), and a third which emphasizes the

international economic and military competitiveness dynamics surrounding AI (the “com-

petition frame”). Further, and in line with the aspirations of a wide array of stakeholders

calling for increased public participation in AI governance, I consider whether policymak-

ers are especially likely to listen to the public regarding social and ethical implications of

AI that may have a special stake for the public.

The primary data are social media messages on Twitter surrounding AI from members

of the public and from members of the 115th and 116th Congresses, covering the time pe-

riod from 2017 through 2019. I also draw on articles from the New York Times over the

same period as an alternative proxy for public opinion or national mood, elements deemed

important in the agenda-setting process according to the MSF. I employ text analysis meth-

ods to identify relevant messages and extract issue frames used over time, which I structure

as time series data. Next, I use autoregressive integrated moving average (ARIMA) anal-

ysis to determine whether public (and media) issue attention to AI policy and to specific

issue frames influences (or predicts) policymaker attention and use of those respective issue

frames. I also consider a vector autoregression (VAR) approach to better handle endogene-
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ity concerns given the likelihood of multiple actors influencing one another simultaneously,

and apply fixed effects models to assess if there are heightened impacts on social media-

engaged and AI-engaged policymakers. The study thus sheds light on how sub-issue issue

frames are emerging, competing, and capturing policymaker attention and on whether the

public has a meaningful role in this agenda-setting process, with implications for the future

of AI governance.

Chapter 4 turns to policy entrepreneurs and the strategies they use to influence the AI

agenda. It involves an informational field experiment of U.S. state legislators in the form

of an audit or correspondence experiment, conducted in partnership with a leading non-

partisan AI policy think tank, The Future Society. The design involves randomly assigning

nearly all U.S. state legislators (approximately 7,350) to six variations of an email mes-

sage about AI policy to assess their engagement with policy entrepreneurs and the relative

effectiveness of various influence strategies. In particular, the experimental design con-

trasts two influence strategies used by policy entrepreneurs against one other and a control

condition: the provision of expert information, thought to be important for complex tech-

nical domains, and the use of persuasive narratives, argued to be increasingly important in

policymaking according to the Narrative Policy Framework. As a secondary focus and in

continuation of the previous chapters, the experimental design also invokes issue framing,

as state legislators are randomly assigned to receive messages emphasizing either an ethics

or economic and technological leadership frame.

Policy entrepreneur influence is measured through policymaker engagement with the

emails along a series of increasingly demanding tasks, including clicking on links to researcher-

crafted informational resources and viewing information about and attending a webinar

co-organized by the partner organization as part of the study. I use covariate-adjusted re-

gression methods and a two-stage least squares instrumental variables approach to evaluate

a range of pre-registered hypotheses surrounding the effectiveness of policy entrepreneurs,

the dominance of the respective influence strategies or issue frames, how influence strate-
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gies’ effectiveness may vary based on the issue frames used, and how policymaker charac-

teristics such as prior experience with AI policy may moderate these influence dynamics.

In line with open science principles, the study design, including the estimands and mod-

els, was pre-registered publicly in advance of analysis. The experimental approach applied

through an authentic real-world study of AI policy influence buttresses this study’s internal

and external validity, and helps to bridge the scholarship on narratives with work on policy

entrepreneurship strategy and agenda-setting more generally.

Finally, Chapter 5 concludes by synthesizing lessons learned from the preceding chap-

ters regarding AI policy and agenda-setting for scholars of public policy and other disci-

plines (such as political science, communication and media studies, AI ethics, and inno-

vation studies). In addition to contextualizing the study’s findings, Chapter 5 also reviews

theoretical and methodological contributions, limitations, and future research needs.

1.3.2 Logic of Dissertation Approach

This dissertation is theoretically centered on agenda-setting, drawing most heavily on the

MSF in the initial case study. This framework has found broad popularity and arguably

constitutes the most prominent framework for studying agenda-setting, in part due to its

conceptual breadth, flexibility, and accessibility. Yet scholars have also observed corre-

sponding weaknesses. Only a small minority (∼5%) of hundreds of MSF applications

across more than 65 countries use quantitative methods, or clearly formulate (∼13%) much

less test hypotheses (Jones et al., 2016). A sizable majority of MSF case studies focus on

qualitative methods (approximately 88%), including document analysis, process tracing,

and interviews (Jones et al., 2016). In contrast, a very small minority (∼5%) emphasize

quantitative approaches such as regression (Robinson & Eller, 2010; Travis & Zahariadis,

2002) or agent-based modeling (Ganz, 2020; Rapaport et al., 2009). Many studies also treat

the components of the MSF incompletely or superficially, leading to a lack of coordinated

theory development (Cairney & Jones, 2016). Still others have observed the MSF may fail
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to fully acknowledge the ‘black box’ of government and may lack real-world relevance for

policymakers (Anderson et al., 2020).

Figure 1.2: Structure of core dissertation chapters

This thesis responds to the limitations above in agenda-setting scholarship by proceed-

ing gradually from a more exploratory and comprehensive focus to a more causal and nar-

row analysis in subsequent chapters, as pictured in Figure 1.2. That is, the initial MSF

case study provides the best opportunity to retain consistency with the theoretical ele-

ments of agenda-setting scholarship with sufficient breadth. In turn, the subsequent chap-

ters background this broader context and extract more specific research questions relevant

to agenda-setting, allowing for quantitative modeling that can support hypothesis testing

while drawing on insights from distinct bodies of theory. In combination, these inquiries

help to unpack aspects of the policy process using primary and secondary data, qualitative

and quantitative approaches, and theory from several scholarly disciplines, allowing for the

integration of diverse forms of knowledge back into agenda-setting theory.
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Finally, a novelty of this dissertation is its subject matter focus on AI policy. Policy

scholars have observed that some areas of policymaking are becoming increasingly com-

plex (Petridou & Mintrom, 2021) or ‘wicked’ while relatively little is understood about how

policy processes operate in these technically complex policy domains. Currently, a large

majority of agenda-setting studies focus on issues such as health and environment, while

as few as 2% of studies explicitly address technology (Jones et al., 2016). Further, while

AI policy research benefits in some ways from its interdisciplinary nature, it has also been

correspondingly piecemeal and anecdotal, drawing on many disciplinary perspectives but

too often lacking in theoretical definition and empirical rigor. In order to build knowledge

and advance policymaking, there is a clear need to better understand how the dynamics of

agenda-setting and policy process theory more broadly apply to or differ in the case of tech-

nologies such as AI. As such, this thesis draws on the conceptualization of AI as a strate-

gic, emerging, and general purpose technology, and considers how important associated

dimensions like AI’s social and ethical implications and public participation are shaping

AI governance. The findings from this research can therefore contribute to knowledge in a

way that supports real-world relevance for policymakers and numerous other stakeholders

interested in AI, while also advancing policy process theory and other scholarship related

to AI and technology policy more generally.
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CHAPTER 2

LOOKING THROUGH A POLICY WINDOW WITH TINTED GLASSES:

AGENDA-SETTING DYNAMICS IN U.S. AI POLICY

2.1 Introduction

Artificial intelligence (AI) policy is at a nascent stage. While dozens of countries have

begun to put forward preliminary policy strategies, relatively few have adopted formal reg-

ulation (CIFAR, 2020; OECD, 2021). Indeed, the 2020s are expected to be a period of

significant policymaking activity (Perry & Uuk, 2019; Zhang et al., 2022). As such, AI

policy is arguably best understood to be undergoing agenda-setting, the often contentious

process wherein policy actors compete to shape the key policy problems and solutions that

will set the stage for future policymaking. Yet while policy process theory has been fruit-

fully applied to understand many policy domains, prominent agenda-setting frameworks

like the Multiple Streams Approach or Framework (MSF) have rarely been applied to tech-

nology policy (Jones et al., 2016) and little is known about agenda-setting for AI policy in

particular (Taeihagh, 2021), despite its sweeping social and economic implications.1

This chapter seeks to extend scholarly knowledge on the dynamics behind agenda-

setting in AI policy, drawing on the MSF along with competing paradigms in innovation

policy with disparate implications for technology governance. In particular, while tradi-

tional innovation policy often emphasizes strategic economic and geopolitical dimensions

of technology underpinned by a strong expert orientation, newer paradigms emphasize so-

cietal objectives of innovation and call for broader public participation. How the AI policy

agenda unfolds in this context helps to answer important questions such as the prospects for

1Most typically, research in science and technology using the MSF focuses on the environmental domain
(Huber-Stearns et al., 2019). However, also see Goyal et al. (2021) for a recent broader review of the role of
technology in the MSF and Justo-Hanani (2022) for a policy process oriented study of AI policy.
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incorporating AI ethics into policymaking, which actors have power in the agenda-setting

process, and how global AI governance is likely to take form.

To provide insight on these questions, this study performs qualitative and quantitative

content analysis of 63 key strategic AI documents identified by the United States (U.S.)

federal government and published between 2016 and 2020. Through extensive coding and

analysis, it examines the policy problems, solutions, broader issue frames, and key focusing

events and indicators reflected in U.S. AI policy discourse, as well as the role of experts and

the general public in this process. Drawing on these data along with supporting documents

and academic literature thus helps to unpack aspects of the policy process theorized as

important in shaping the AI policy agenda. Based on this analysis and in light of competing

visions and paradigms of technology governance, this study seeks to answer the following

questions:

• Descriptively, it considers: Does the U.S. federal AI policy agenda better reflect a
traditional approach to innovation policy, emphasizing economic and geopolitical
goals, or a ‘transformative’ paradigm, emphasizing social and ethical objectives
and a public rather than expert orientation?

• Explanatorily, it asks: Why has U.S. AI policy taken this trajectory? What aspects of
the policy process, discourse, and context surrounding AI have led to this result?

Results indicate, on one hand, that advocates of AI ethics have had remarkable success

in promoting attention to social and ethical dimensions of AI in policy discourse generally.

Indeed, the degree of attention to ethics in technology governance may be unprecedented.

Yet, such a transformation is partial at best and substantially tempered in practice. For

instance, despite broad-based calls for attention to ethical implications at the mission state-

ment level, the overwhelming majority of focusing events and indicators discussed in U.S.

AI policy documents are traditional in nature, emphasizing economic benefits of AI and

associated geopolitical concerns. Further, the majority of policy problems and solutions

featured in these documents are also traditional in nature, including calls for increased

research and development to realize AI’s benefits, responses to military and security im-
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plications, expansion of access to datasets to support AI development, and improvement

of the science, technology, engineering, and math (STEM) workforce through increased

education. While some social and ethical problems do receive significant attention, such

as those surrounding privacy, transparency, and trust, even these often take on a ‘hybrid’

mode where associated policy solutions are interpreted and justified in light of realizing tra-

ditional innovation goals, such as promoting trustworthy AI to increase consumer adoption.

Meanwhile, other ethical concerns such as fairness, inequality, and human rights receive

somewhat less attention. Finally, despite almost ubiquitous calls for public and diverse par-

ticipation, the large majority of concrete recommendations specify industry or government

experts, undermining the prospects for true public governance of AI.

The study offers potential explanations for these findings, drawing on the MSF and

innovation policy literature. First, some ethical problems are thought to be addressable

through technical fixes, and thus more concrete proposals surrounding topics like privacy

benefit from the ostensible ‘technically feasibility’ of these solutions. Meanwhile, broader

calls for societal transformation that might challenge innovation-oriented goals, such as ad-

dressing inequality, may run afoul of ‘value acceptability’ in the U.S. context. Third, high-

level rhetorical interest in social and ethical implications of AI, especially in documents

with a government-wide scope, may fail to translate into action as government agencies in

specific sectors interpret these questions through traditional norms and policy instruments.

In light of the importance of the United States in global technology governance as well

as for AI research and development, these findings are important to international stake-

holders interested in AI policy, as well as scholars of policy process theory and innovation

policy interested in the extent to which new technology policy domains are characterized

by more participatory, societal objectives and processes. Ultimately, despite some striking

success for stakeholders invested in AI’s social and ethical implications, the translation of

ethics into policy appears currently limited. Instead of reflecting a wholesale evolution from

traditional innovation policy to more transformative notions of technology governance, the

43



U.S. AI policy agenda instead reflects a layering or subsumption of the former into the

latter. Nevertheless, policy entrepreneurs who are better able to translate their social and

ethical policy concerns into concrete solutions may find a willing audience. While the

policy agenda is taking shape, the policy window is not yet closed.

2.2 Theoretical Background

2.2.1 Agenda-Setting and the Multiple Streams Framework

The MSF is the first of two theoretical lenses used to study the policy context and agenda-

setting process surrounding AI. Originally drawing on the concept of “organized anar-

chies,” (Cohen et al., 1972), but applied to institutional rather than organizational settings,

the MSF’s basic assumptions involve ambiguity, unclear technology, problematic prefer-

ences, time constraints, and fluid participation (Cairney & Jones, 2016; Herweg et al.,

2017). In short, the agenda-setting process is understood to be complex, characterized by

ambiguity in issues, processes, and participation, leading to similar complexity in formu-

lating policy preferences under time and attentional constraints. As such, competition over

ideas plays a key role in how policy agendas are formulated (Greer, 2016), and constitutes

a focus of this study.

The MSF is centered around three partially independent ‘streams’ of policy-relevant

activity. The problem stream considers how conditions in society come to be considered as

problems that demand policy action. Policy entrepreneurs and problem brokers (Knaggård,

2015) draw on various focusing events, quantitative indicators, and feedback from exist-

ing policy programs to identify and define (or indeed, construct) the relevant problems.

Meanwhile, relatively loose networks of often less visible actors work to develop policy

alternatives or solutions in the policy (or solutions) stream. Preliminary ideas, part of a

“primeval soup” (Kingdon, 1984), are then refined through a “softening” process by policy

communities with relevant expertise (Herweg, 2016) according to criteria such as technical

and financial feasibility and value acceptability. Finally, in the political stream, national

44



mood or public opinion, interest group activity, and the composition of the current govern-

ment (Herweg et al., 2015) shape receptivity to the proposed policy problems and solutions.

Here, policy entrepreneurs play a key role in coupling the streams together to place a pack-

age on the policy agenda (Mintrom & Norman, 2009; Roberts & King, 1991).2

This study highlights a subset of theoretical elements deemed important by the MSF,

and uses these to guide the empirical approach in light of the policy context and data an-

alyzed. Regarding the problem stream, it emphasizes which problems are identified as

essential, highlighting indicators and focusing events as AI policy is arguably too nascent

for policy feedback to be substantially in play. Regarding the policy or solution stream, it

considers which policy solutions are proposed, how solutions are matched to problems, and

whether features like value acceptability and technical feasibility seem to affect the cou-

pling process. Relatedly, the study examines how the definition and coupling of problems

and solutions effectively cultivates particular issue frames, for example, surrounding AI’s

potential for innovation or its social and ethical risks. Finally, the study pays less attention

to the politics stream, as it essentially takes place during a single presidential administra-

tion (2016-2020) with relatively stable and substantially bipartisan ideological preferences.

However, it does evaluate whether the agenda-setting process is expert-dominated or in-

volves substantial public engagement and attention to public opinion (or national mood).

Figure 2.1 provides an overview of elements from the MSF and their role in agenda-

setting dynamics for AI policy in light of the subsequent discussion on competing policy

paradigms. Key elements theorized or determined to be important are emphasized.

2A traditional focus of the MSF is explaining the opening of a policy window, which can occur in either
the problem or politics stream, for example after a significant focusing event or election, respectively. Yet this
study is especially interested in how AI policy actors define or frame policy issues, problems, and solutions
to shape the policy agenda, and is less interested in policy windows themselves. This is because the existence
of a policy window in AI is uncontroversial; ample evidence of increased AI policy discourse and activity
starting around 2016 confirms this (Perrault et al., 2019).
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Figure 2.1: Conceptual framework: Agenda-setting dynamics in AI policy

2.2.2 Competing Paradigms of Technology Governance

The second conceptual pillar for the case study is the contrast between competing paradigms

of innovation (or technology) policy. Here, a paradigm is understood to encompass the in-

tersubjectively held normative goals behind policymaking, conceptions of underlying pol-

icy problems and appropriate instruments used to achieve these goals, and the underlying

terminology and ideas used to frame this process (Daigneault, 2014; Hall, 1993). Indeed,

policy paradigms have a storied history in the realm of technology and innovation pol-

icy (Morlacchi & Martin, 2009). Particularly relevant to this study is the extent to which

policy paradigm shifts involve radical breaks in the Kuhnian sense, or more evolutionary

transitions within the bounds of ‘normal’ policymaking (Princen & ’t Hart, 2014) as part of

the sociological and ideational process of change. To assess this process in the context of

AI policy, this study seeks to provide “direct evidence of policy actors’ ideas and beliefs”

(Daigneault, 2014, p. 463) and provide measurable evidence of the “power and salience of
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the underlying ideas” (Baumgartner, 2014, p. 478) through quantifying attention to policy

problems, solutions, and underlying issue frames.

In particular, the first paradigm this study considers is termed the ‘traditional’ approach

to innovation policy, in which an economic, firm-centered, and expert-driven logic domi-

nates agenda-setting and policy design (Edler & Fagerberg, 2017). For such an approach,

strategies aimed at boosting the workforce, fostering economic growth and innovation, and

accelerating adoption of emerging technologies are paramount. Departing somewhat from

traditional industrial policy, modern innovation policy is especially focused on high-tech

industries and technological advances that may lead to growth acceleration (Soete, 2007;

Vu et al., 2020). Associated with this logic is an issue frame which emphasizes the eco-

nomic growth potential of AI in terms of increased productivity, efficiency, industrial profit,

national GDP, entrepreneurial activity, and so on (Imbrie et al., 2021; Ulnicane et al., 2022).

Typical strategies aligned with traditional innovation policy thus often center on ad-

vancing STEM through supply-side reforms, particularly expanding the size and skill of

the workforce through education, federal research and development funding, and export

and investment controls (Atkinson & Mayo, 2010; Fischer et al., 2021). Other innova-

tion instruments include empowering regions, clusters, or hubs of innovation, supporting

small- and medium-sized enterprises (SMEs), and aligning academic, industry, and public

sector activity (Smits & Kuhlmann, 2004). Reference to the innovation frame is pervasive

throughout policy discourse including in national AI policy strategies and key U.S. policy

documents (Schiff, 2021).

A second and competing paradigm of technology policy deviates from a more eco-

nomic, expert-driven, and firm-centered logic, emphasizing instead societal objectives and

public participation in policy. Such an approach is in part a response to failures of tradi-

tional science and technology policy and innovation systems policy to solve major societal

challenges such as inequality and climate change (Ulnicane, 2016). This perspective can be

understood as associated with movements such as transformative innovation policy (Gril-
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litsch et al., 2018; Schot & Steinmueller, 2018), mission-oriented innovation policy (Maz-

zucato, 2018) and Responsible Innovation (de Saille, 2015), jointly representing a “more

recent shift in technology policy towards societal objectives” (Ulnicane et al., 2021, p. 80).

Proponents of this paradigm are arguably more prone to advocate for stricter regulation

and precaution in policymaking in recognition of the social and ethical risks of AI (Owen

et al., 2013; Stirling, 2016). This approach thus acknowledges the possibility that innova-

tion can lead to ethical and societal harms, such that a ubiquitous pro-innovation bias may

be problematic. Relatedly, it tends to avoid a narrow focus on supply-side strategies aimed

at economic growth, and embraces broader societal objectives across multiple sectors, po-

tentially with a mission-oriented and global scale (Kuhlmann & Rip, 2018). For simplicity,

this study term this the ‘transformative’ paradigm, but does not treat it as synonymous with

transformative innovation policy (Diercks et al., 2019).

This approach to technology governance also implies and typically explicitly recom-

mends a more inclusive and participatory process in shaping the policy agenda through

incorporation of a broader array of actors beyond firms, academia, and government, such

as civil society and the public (Warnke et al., 2016). Already, there have been repeated

and widespread calls for diverse and public participation in AI policy from governments,

academics, civil society, and industry (Schiff et al., 2021; Stix, 2021; Ulnicane et al., 2020;

Vesnic-Alujevic et al., 2020).3 Indeed, there is increased attention to the role of the public

in policy discourse generally (Rowe & Frewer, 2000), within science and technology pol-

icy specifically (Macnaghten & Chilvers, 2014; Stirling, 2008), and even within AI policy

(Buhmann & Fieseler, 2022; Stark et al., 2021). Yet, while this focus on public participa-

tion is emphasized in current technology and AI policy discourse, these calls also reflect

the renewal of arguments in the 21st century for multi-stakeholder governance of emerging

3For example, the Office of Management and Budget’s (OMB) Memorandum to Executive Agencies
on Guidance for Regulation of AI Activities (2020, p. 3) places public participation as its second pillar,
arguing that “that public participation...will improve agency accountability and regulatory outcomes, as well
as increase public trust and confidence” and that “agencies must provide ample opportunities for the public
to provide information and participate in all stages of the rulemaking process.”
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technologies in contrast to traditional top-down government (Pierre, 2000), and indeed fol-

low a long history of political thought on the value of public participation (Arnstein, 1969;

Dahl, 1978). Evidently, advocates for more public involvement do not feel their ambition

has been achieved, a concern this study reiterates.

A few further notes are helpful in making sense of this study’s use of policy paradigms

to understand the AI policy agenda. First, while the competing approaches do seem to set

up disparate expectations in terms of underlying goals, policy instruments, and the role of

stakeholders, the summaries above are simplifications. Approaches to innovation policy

vary along more than the two key dimensions emphasized here: there is variation in terms

of breadth and depth of scope, how the roles of government and industry are imagined,

how the innovation process is understood, and beyond (Boekholt, 2010; Borrás & Edler,

2020; Diercks et al., 2019). As such, it is best to understand the two paradigms presented

here as “ideal types” (Weber, 1949) or heuristics that can provide valuable interpretive

and explanatory insight despite simplifying a more complex reality (Aronovitch, 2012).

Second, the relationship between these two paradigms is, to some extent, unsettled. A

newer paradigm could replace the current one in part, or in whole (Hall, 1993). Competing

paradigms could also be layered into one another or find another form of synthesis. This

study does not presuppose theoretically how this relationship should unfold, but instead

takes this question as a meaningful area to contribute knowledge to.

In summary, an important scholarly and policy question is therefore whether technol-

ogy governance is indeed characterized by such a shift, and what conditions have enabled

or failed to enable this. AI policy—and the U.S. federal AI policy agenda in particu-

lar—constitutes a ripe and novel case for exploring this question, given that AI policy

discourse reflects an unusual degree of contestation between various economic, social, and

ethical goals and because robust public participation has been called for extensively. In

short, if such a shift is likely to take place in technology policy, it should be in this do-

main if nowhere else. Along these lines, Table 2.1 draws on the specified components of
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Table 2.1: Competing predictions for AI policy based on elements of the MSF

Traditional Paradigm Transformative Paradigm

Key Indicators
and Focusing
Events

Key indicators and focusing events
discussed in the U.S. AI pol-
icy agenda surround strategic eco-
nomic and international competi-
tion objectives and concerns. They
are less salient, accessible, and re-
lated to public concerns, and re-
flect an expert orientation.

Key indicators and focusing events
discussed in the U.S. AI policy
agenda surround societal and eth-
ical objectives and concerns. They
are relatively more salient, accessi-
ble, and related to public concerns.

Policy Problems,
Solutions, and
Issue Frames

Policy problems, solutions, and
frames discussed in the U.S. AI
policy agenda emphasize eco-
nomic objectives, such as supply-
side strategies for STEM educa-
tion and R&D, targeted at eco-
nomic growth and national com-
petitiveness. A pro-innovation bias
is present.

Policy problems, solutions, and
frames discussed in the U.S. AI
policy agenda emphasize societal
and ethical objectives, such as re-
ducing inequality and serving vul-
nerable groups. Innovation is
viewed more skeptically and with
more precaution advocated.

Role of the Public
and Experts

Experts, acting as policy en-
trepreneurs or policy community
members, play an outsized role
in shaping policy problems, so-
lutions, and frames discussed in
the U.S. AI policy agenda. The
need for technical expertise, and
increasing the access, supply, and
training of experts are emphasized.

Members of the broader public
play an outsized role in shaping
policy problems, solutions, and
frames discussed in the U.S. AI
policy agenda. The need for di-
verse and inclusive participation,
increased access, and public en-
gagement and opinion in policy are
emphasized.

the MSF and concept of competing paradigms, and presents competing, provisional pre-

dictions (or rough hypotheses). These derived predictions establish preliminary analytical

grounds upon which to evaluate the research questions.4

4The entities, relationships, and attributes selected here served as organizing principles, but subject to
evolution as part of the analytical and theory-building process when confronted with the data and case at
hand (Bhaskar, 1979).
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2.3 Methodology

2.3.1 Overview and Epistemology

The methodology for this chapter, driving both data selection and analysis, is the single,

holistic case study approach (Yin, 2018) realized through qualitative and quantitative doc-

ument and content analysis. The unit of analysis is the agenda-setting process as reflected

in 63 key AI policy documents curated by the U.S. federal government and published be-

tween January 2016 and December 2020. The rationale for the selection of this case is that

AI policy is a new, revelatory, and empirically important emerging technology policy do-

main. Given clear evidence that the AI agenda is subject to contestation over ethical, social,

and economic dimensions, and because this case was previously inaccessible to study, it is

arguably a strong critical test of whether technology governance is evolving.

A case study of the U.S. federal AI policy agenda in particular is valuable for sev-

eral reasons. First, it promotes structured exploration of AI agenda-setting in a scholarly

and policy context otherwise marked by diverse and sometimes piecemeal interdisciplinary

conversation (Taeihagh, 2021). As such, it offers the possibility of integrating disparate

knowledge on the conditions, influences, and actors relevant to AI agenda-setting using a

prominent framework and detailed empirical evidence. Further, it offers descriptive, ex-

planatory, and exploratory insights and establishes a helpful foundation for identifying

more specific and future research questions with respect to the substantive and theoreti-

cal context studied in the paper.

The ontological and epistemological approach employed here is most akin to critical

realism. Critical realism acknowledges the existence of objective entities and mechanisms

working in the world, but appreciates that these are filtered through human experience

and subjectivity (Bhaskar, 1979; Wynn & Williams, 2012). In short, the observable world

is understood as theory-laden, but not theory-determined (Fletcher, 2017; Hoddy, 2019).

This is appropriate for the context of agenda-setting, given how objective features of the
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socioeconomic context and of AI as a set of technologies are filtered through policy images,

narratives, issue frames, and so on as part of the deliberative process. This broader reality

can only be indirectly accessed, in this case by interpreting the discourse present in the U.S.

AI policy documents.

2.3.2 Data and Inclusion Criteria

The dataset is composed of 63 “key strategic documents” for AI that apply at the federal or

national level and are hosted at AI.gov (National AI Initiative Office, Office of Science and

Technology Policy, 2022).5 These include a diversity of document types, including bud-

getary documents, requests for information, scientific and technical reports, strategy doc-

uments, ethical principles, and international agreements. Importantly, as these documents

were explicitly curated by the federal government to reflect AI policy priorities, they serve

as a logical starting place to understand the deliberative process influencing the emerging

AI policy agenda. These official policy documents can thus be understood as “vehicles of

messages, communicating or reflecting official intentions, objectives, commitments, pro-

posals, ‘thinking’, ideology and responses to external events” (Freeman & Maybin, 2011,

p. 157). Moreover, the content therein constitutes “the outcome of a political process”

influenced by multiple actors with competing discourses, and thus reflect the developing

perspectives and preferences of policy actors over different alternatives with which they

have been presented (Diercks et al., 2019, p. 887). As such, these documents are especially

helpful for exploring to what extent certain problems, solutions, couplings, indicators of

national mood, and so on, are influential in shaping the policy agenda.

Given the intentional choice for the government to curate these specific documents,

this study approaches inclusion/exclusion with strong deference to inclusion in the final

analytical dataset. However, the final sample excludes three documents from the original 66

5For accessibility, documents in the dataset referenced in the paper are identified by authoring organization
and publication year and month. Readers can cross-reference Table A.1 and Table A.2 in the Appendix to
find the original sources.
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over the specified time period of 2016-2020: one document is a duplicate and two contain

very little discussion of AI.6 Figure 2.2 presents basic information about the dataset while

Table A.1 in Appendix A.1 includes the complete list of analyzed documents.

Figure 2.2: Analytical sample: U.S. federal AI policy documents (2016-2020)

Note: Author’s calculations from AI.gov, n = 63

An important feature of this analysis is that the dataset is centered on executive branch

documents, and thus reflects only a subset of the broader agenda-setting process. For ex-

ample, legislative hearings, private one-on-one meetings, civil society or private sector

lobbying efforts, and legislator communications to constituents are not studied apart from

mention in the executive agency documents. This scope condition implies limitations with
6The excluded documents are the Department of Transportation/Federal Aviation Administration

(DOT/FAA) Strategic Plan for FY2019-2022 (2018), the G7 Science and Technology Ministers’ Declara-
tion on COVID-19 (2020), and the near duplicate version of the Networking and Information Technology
Research and Development Program (NITRD) Artificial Intelligence and Cybersecurity workshop report
(2020).
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respect to the completeness and generalizability of the findings.

However, there are several key reasons for viewing these documents as a valuable

source to understand agenda-setting. First, while document text is often ‘strategic’ in the

sense that underlying attitudes are at least partially hidden, the executive branch of govern-

ment is thought to be more neutral in its approach than the legislature (H. T. Miller, 2015;

Stivers, 2015). Second, the executive branch plays a critical role not only in informing the

preliminary stages of agenda-setting by producing analyses often explicitly requested by

other policymakers, but also in ultimately shaping and implementing policy. Finally, pol-

icy problems and solutions described via lengthy technical reports, for example, are more

likely to have the necessary amount of detail to make inferences with confidence as com-

pared to legislative stump speeches. Thus, while it is difficult to understand the complete

set of actors and documents involved in AI policy agenda-setting in the context of a single

study, these executive agency documents are amongst the best sources to understand the

issues studied here.

2.3.3 Analysis Approach

The analysis primarily relies on an a priori (or directed) coding methodology, drawing from

the literature on AI policy and the study’s conceptual framework to create an initial code-

book (Hsieh & Shannon, 2005; Miles et al., 2013). For instance, the codebook includes

a set of high-level domains and sub-codes articulating specific AI policy problems, policy

solutions, and issue frames, as well as focusing events, indicators of problems, stakehold-

ers, and other areas.7 Importantly however, the initial codebook was substantially modified,

with additions, deletions, along with merging and separation of existing codes, and speci-

7Only a subset of the domains coded are discussed in this paper: In particular, the paper omits most
results related to the Political Stream (e.g., party ideology) and approaches to Regulation (e.g., precautionary,
pro-innovation).
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fication of more robust definitions (Hoddy, 2019).8

Table 2.2 provides a summary of the key domains analyzed and Table A.2 in the Ap-

pendix provides definitions and representative quotes for each code. Table 2.2 organizes

codes by domain, and for some domains includes categories for ‘traditional,’ ‘transforma-

tive,’ and ‘hybrid,’ a classification approach explained in more detail in the Results section.

The coding process thus sought to answer questions like:

• Are focusing events and indicators referenced, and if so, which seem to play an im-
portant role?

• What are the key policy problems, solutions, and issue frames proposed?

• What kinds of actors are considered important in shaping the AI agenda (e.g., the
public, experts)?

• To what extent do socio-ethical considerations translate into concrete policy solu-
tions?

The application of the codebook involved identifying all relevant codes that applied at

the level of individual paragraphs, helpful for capturing surrounding context and analyzing

the co-occurrence of codes (e.g., of experts and particular policy solutions). Of course, this

approach involves trade-offs, as documents vary widely and structural differences mean

that the coding strategy is both under and overinclusive at times.9 Another limitation is that

the codebook development and coding was a single-coder process,10 which means that,

for example, inter-rater reliability measures are not available. However, for this kind of

qualitative analysis, other measures of rigor may be more appropriate (Lincoln & Guba,

1986), such as trustworthiness, authenticity, and confirmability, facilitated by transparency

in methodology and access to the underlying data sources and codebook. The coding re-

sulted in over 4,100 individual paragraphs coded, with codes applied to around 2,300 pages

8After coding an initial sample of documents, I recoded a clean subset of documents and compared results
to improve coding reliability, important because this is a single-coder effort. Nevertheless, the choice and
parsing of codes is at least partially subjective and other researchers may have other preferences. For further
information about the addition, removal, and merging of codes, contact the author.

9Of note, the coding process generally excluded appendices, footnotes, generic introductory text (e.g., au-
thor or organization biographies), and in cases, sections focused on topics other than AI (e.g., for a document
emphasizing AI and quantum computing, it excluded analysis of the latter section).

10Feedback from experts in policy process theory and AI policy was helpful in improving the codebook
however.
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Table 2.2: Final codebook

Coding Domains (# of Codes) Code

Focusing Events (7)*

Traditional:
· Expert Concerns
· Games
· Geopolitics & Military
· Industry & Government Adoption
· Technical Performance & Advances
Transformative:
· Protests
· Scandals & Disasters

Indicators (7)

Traditional:
· Economic & Workforce
· Education
· Expert Concerns
· Geopolitics & Military
· Technical Performance & Advances
Transformative:
· Poverty, Harm, & Fairness
· Scandals & Disasters

Issue Frames (3)

Traditional:
· Geopolitics
· Innovation
Transformative:
· Ethics

Problems (16)

Traditional:
· Data Quality & Access
· Misuse & Hostile Actors
· Performance & Reliability
· Realizing Benefits
· Security & Military
· Workforce & Education
Hybrid:
· Accountability & Responsibility
· Privacy
· Safety
· Transparency
· Trust
Transformative:
· Fairness & Bias
· Human & Civil Rights
· Inequality & Inclusion
· Value Alignment
· Vulnerable Populations

Solutions (16)

Traditional:
· Cooperation & Dialogue
· Data Quality & Access
· Pilot Projects & Testbeds
· R&D & Adoption
· Workforce & Education
Hybrid:
· Build Trust
· Diverse Participation
· Grants & Procurement
· Human-AI Teaming
· Impact & Risk Assessment
· Monitoring & Reporting
· Standards/Best Practices
· Transparency
Transformative:
· Public Engagement
· Social/Ethical Consideration
· Technical Fixes for Ethics

Stakeholders (2) · Experts
· Public

* Note that while Birkland (1998) and Birkland and Warnement (2016) define focusing events as sudden, relatively uncommon,
typically harmful, and restricted to a particular location, the definition used here deviates, adopting a broader working definition to

capture ‘events’ as reflected in AI policy discourse, often less discrete and region-specific.
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of text across the 63 documents.

Following the qualitative coding process, the study draws on quantitative content analy-

sis techniques (White & Marsh, 2006). For example, to understand the importance of policy

problems, I extract statistics capturing the absolute prevalence of each problem (number of

coded paragraphs per document and overall) and binary presence of each problem per doc-

ument (present or absent). Importantly, I also determine the ‘normalized’ importance of

each problem, by restricting attention to only policy problems (or solutions, or focusing

events, etc.), and by calculating percentage representation of each problem per document.

This allows me to rank and quantify the salience of given policy problems, solutions, issue

frames, and so on, while addressing concerns like the possibility that very large documents

with many codes or strong emphases would skew results in a given direction.11 Finally, I

apply an abductive (or retroductive) explanatory approach to synthesize results. This in-

volves employing pattern matching in light of the conceptual framework and provisional

predictions (Bouncken et al., 2021; Sinkovics, 2018), and associating what is empirically

observed with plausible generative mechanisms (Avenier & Thomas, 2015; Gioia et al.,

2013). By redescribing the empirical data in this way, the study thus seeks to confront and

elaborate theory to provide a more robust explanatory account of AI policy agenda-setting.

2.4 Results

2.4.1 Focusing Events and Indicators: Dominance of Traditional Concerns

The first results address the relative attention paid to different types of focusing events and

indicators, understood as key elements of the problem stream that lead societal conditions

to be recognized as pressing policy problems that demand action (DeLeo et al., 2021)).

Each focusing event or indicator is classified as ‘traditional’ or ‘transformative’ as per

Table 2.2.12 Figure 2.3 shows coverage of focusing events and indicators, arranged by

11For example, a document about bias that mentions bias dozens of times will not exert undue weight.
12Again, these classifications are only rough heuristics, as individual instances are invariably more com-

plex.
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normalized percentage.13 Overall, the large majority of focusing events and indicators

mentioned in U.S. AI policy documents are traditional in nature. For example, while only

10 documents discuss at least one transformative focusing event, 40 mention at least one

traditional focusing event. For indicators, similarly, 13 documents mention a transformative

indicator compared to 31 which mention a traditional indicator. Nearly 96% of focusing

events and 84% of indicators mentioned are traditional in nature.14

Figure 2.3: Coverage of focusing events and indicators in U.S. AI policy documents

Note: Percentages of all focusing events (total n = 274) and indicators (total n = 294) in
documents. Normalized percentages with absolute totals below.

The slant of these results is to some degree surprising. Despite widespread attention

13The normalization process involves reweighing each document to have the same number of elements
within a domain (e.g., focusing events or indicators or issue frames). The total number of elements over all
documents is then determined along with the percent attention to each respective element. Note that present-
ing results based an absolute or normalized measures produces largely similar results across all analyses.

14For example, a prototypical statement reflective of which indicators and focusing events are commonly
emphasized comes from the Office of the Director of National Intelligence (January 2019, p. iv): “Artificial
intelligence (AI). . . has shown dramatic advances in autonomous systems, computer vision, natural language
processing, and game playing. These AI systems can perform tasks significantly beyond what was possible
only recently (e.g., autonomous systems) and in some cases even beyond what humans can achieve (e.g.,
chess and Go).”
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to AI ethics topics in media generally (Chuan et al., 2019; Perrault et al., 2019), including

ostensibly high-profile scandals surrounding biased facial recognition, wrongful arrests,

sexism in hiring algorithms, self-driving car crashes, and more, very few of these incidents

appear in U.S. AI policy documents. Further, despite prominent media and AI stakeholder

discourse surrounding expressions of expert concern by individuals like Stephen Hawking

and Elon Musk (Galanos, 2019; Neri & Cozman, 2020), these concerns are hardly present.

Thus while there has been debate about the possibility that some ethics-related focusing

events have been important (Ouchchy et al., 2020; Stix & Maas, 2021), this study suggests

the impact of these influences is limited. Indeed, even recent efforts to catalogue hundreds

incidents of social and ethical harm by the Partnership on AI (McGregor, 2020) in its new

AI Incidents Database or to catalogue protests via the Collective Action in Tech database

(Tarnoff et al., 2021) are barely reflected in AI policy documents.

Instead, the dominance of traditional problem indicators comports with the focus of

many global AI indicator dashboards that assess data infrastructure, research productivity,

and human capital, such as the Global Cities AI Readiness Index (2020), Global AI Index

(2021), and Global AI Vibrancy Index (2021). While some indicator sets like the AI Social

Contract Index (2020), the OECD AI Policy Observatory database (2022), and Government

AI Readiness Index (2019; 2020) have more recently incorporated elements surrounding

topics like ethics and diversity, the metrics overall are overwhelmingly traditional, an ob-

servation supported in a recent extensive analysis of global metrics of AI (Erkkilä, working

paper).

A possible explanation for this skew is that the social and ethical indicators and fo-

cusing events have influenced public opinion or the attitudes of legislators, but with less

visible downstream implications, and that executive agencies are institutionally less prone

to discuss these kinds of elements. Yet even in this charitable case, the finding that actors

across more than a dozen sectors of government (many of which do articulate social and

ethical concerns) overwhelmingly focus on indicators and focusing events surrounding the
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economy, workforce, and race for AI innovation generally is telling.

2.4.2 Issue Frames: Synthesis with Subsumption of Ethics into Innovation

This paper reviews discussion of three issue frames surrounding AI’s innovative, ethical,

and geopolitical dimensions, respectively, issues also found to be prominent in AI policy

discourse by other researchers (Kim, working paper; Köstler & Ossewaarde, 2022; Ulni-

cane et al., 2022). Results indicate that issue (or policy) frames surrounding both innovation

and ethics feature heavily in U.S. AI policy documents. 59 of 63 documents discuss the

innovation frame at some point, while almost as many documents, 57, discuss the ethics

frame, with only 37 discussing the geopolitics frame. Moreover, the majority of documents

discuss multiple frames. As displayed in Figure 2.4, 19 documents discuss both innovation

and ethics, and a full 36 discuss all three issue frames. This provide compelling evidence

that there has been some degree of convergence or synthesis in AI policy discourse, and

indicates that these policy frames can be mutually reinforcing as opposed to mutually exclu-

sive. In fact, some documents take very explicit efforts to justify the mutually reinforcing

nature of these issues.

For example, conveying the overlap between geopolitics and ethics, the Congressional

Research Service (CRS) (November 2020, p. 21) states that “it may be important for

Congress to understand the state of rival AI development—particularly because U.S. com-

petitors may have fewer moral, legal, or ethical qualms about developing military AI appli-

cations.” As an example of the merger of innovation and competition frames, a major piece

of U.S. legislation is literally entitled the “U.S. Innovation & Competition Act” (2021). As

stated by the National Science and Technology Council (NSTC) (September 2019, p. 3),

“sustained Federal R&D investment in emerging technologies is critical to promoting and

protecting American innovation and international leadership.” As an example of merging

all three frames, the Organization for Economic Cooperation and Development (OECD)

(May 2019, p. 6) argues that “trustworthiness of AI systems is a key factor for the diffusion
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Figure 2.4: Coverage of issue frames in U.S. AI policy documents

Note: Issue frames in documents. Absolute totals with percentages below.

and adoption of AI... essential to fostering adoption of trustworthy AI in society, and to

turning AI trustworthiness into a competitive parameter in the global marketplace.“

Yet this apparent synthesis risks overstating the relative importance of issue frames

other than innovation. When examining the relative amount of attention to each issue

frame, allowing for multiple mentions per document, the innovation frame continues to

dominate. Treating the dominant frame in a document as the frame mentioned more than

all other frames, innovation is dominant in 40 of 63 documents (63.5%), ethics in 12 of 63

documents (19.0%), and geopolitics in only 4 of 63 documents (6.3%).

Importantly, a key related finding is that ethics discourse, while strikingly common,

is often subsumed into innovation-oriented goals. This ability to strategically merge and

subsume the ethics frame in this way may result from AI’s complexity and ambiguity as a

61



general purpose technology with numerous implications, leading to epistemic uncertainty

and subsequent interpretive flexibility (Goyal et al., 2021). There are several ways in which

this pattern of subsumption is reflected. Ethical issue frames are often featured heavily in

introductions, mission statements, and motivations, with less attention in more detailed

portions of documents (e.g., policy solutions). Relatedly, ethical issues are often treated

as more exploratory, something to be “understood” or concerned with generally. Ethics

topics, even when they show up formally in the strategic priority lists of documents, are

often further down the list compared to other goals. Finally, even when ethical issues are

treated seriously, they are often rendered in the ultimate service of other goals, and thus

treated as secondary goals or as means to other ends.

For example, the Executive Order on Maintaining American Leadership in AI (June

2019, p. 20) “emphasizes that maintaining American leadership in AI requires a con-

certed effort to promote advancements in technology and innovation, while protecting civil

liberties, privacy, and American values” (emphasis added). The American AI Initiative

(September 2019, p. 5) echoes that “in all of these actions, the Initiative emphasizes the

importance of advancing AI innovation, while fostering public trust and confidence in AI

technologies.” Relatedly, ethics is even seen as a barrier to innovation. As the Department

of Commerce (DOC) notes (August 2020, p. 1) with respect to explainable AI, “suspi-

cions that the system is biased or unfair. . . may slow societal acceptance and adoption of

the technology” while the G20 notes similarly (June 2019, p. 5) that securing the trust of

the uncertain public “is essential for enabling the benefits of the global digital economy.”

Numerous statements echo these examples.

Yet it is important to note that such a conclusion remain provisional as the agenda con-

tinues to develop, and that numerous documents and agencies do put forward strong state-

ments surrounding ethics, sometimes with concrete action. Interestingly, some branches

of the military are particularly strong in this respect. The Department of Homeland Secu-

rity (DHS) and Department of Defense (DOD) (February 2020) and Office of the Director
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of National Intelligence (ODNI) (February and July 2020) have been unusually active in

articulating ethical concerns, and the Air Force (September 2019, p. 2) even conveys a

precautionary tone to innovation, noting that “artificial intelligence is not the solution to

every problem” and that “its adoption must be thoughtfully considered in accordance with

our ethical, moral, and legal obligations to the Nation.” Other agencies like the National

Highway Traffic Safety Administration (NHTSA) seem to have constructively synthesized

goals around ethics (namely, safety, privacy, and access) with goals surrounding innova-

tion. Ultimately however, the evidence supports the concern that prominent discussion of

AI ethics remains substantially rhetorical, and that this discourse is being layered into the

traditional paradigm of technology governance rather than transforming it.

2.4.3 Policy Problems: Traditional Emphasis Followed by ‘Hybrid’ Challenges

The next results show the analysis of policy problems in U.S. AI policy documents. The

analysis includes only policy problems that received an average of more than one quota-

tion per document.15 The remaining top 16 problems presented in Figure 2.5 are classified

as traditional, transformative or ‘hybrid.’ This latter category reflects an interesting com-

plexity in AI policy discourse. Namely, while certain topics might be formally associated

with AI ethics discourse, such as trust or transparency, the ways in which these topics are

discussed often highlight innovation or economic adoption concerns rather than human-

centered social and ethical concerns.

For example, ‘trust’ is often rendered as a means to promote innovation, as exempli-

fied previously. Along similar lines, the DHS (December 2020, p. 14) notes that building

trust in the American public can “protect and guard against reputational impacts to the De-

partment” while the DOC (August 2020, p. 4) notes that some forms of transparency are

“designed to generate trust and acceptance by society,” which according to the DHS (p.

16) should “result in an educated and supportive American public.” Other topics with an

15For example, problems such as artificial general intelligence, concerns about monopolies, risks surround-
ing misinformation, and organizational barriers in AI adoption are excluded with less than 63 mentions each.
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ostensibly ethical focus, like privacy and safety, are likewise rarely discussed in terms of

human impacts, and are often framed in terms of strategic geopolitical or economic goals.

Even topics like diverse participation can be rendered as, on the one hand, inclusion of

vulnerable subgroups of the public in decision-making, or alternatively, the need for a di-

verse array of experts across different government agencies and industry bodies. Thus in

analyzing topics like privacy, transparency, safety, and diverse participation, each topic is

treated as on-balance closest to ‘hybrid’ in its relationship to traditional versus transforma-

tive innovation policy.

Figure 2.5: Coverage of policy problems in U.S. AI policy documents

Note: Percentages of all policy problems (total n = 4, 689) in documents. Normalized percentages
with absolute totals below.

Based on this classification approach, the top several problems are quite traditional in

nature. Interestingly, the most common policy ‘problem’ overall is the need to realize the
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benefits of AI, in light of the opportunity cost of not doing so. This interesting sentiment

reflects a strong innovation motive and potentially unique hallmark of technology agenda-

setting discourse with respect to problem identification. Meanwhile, problems surrounding

the expertise or capacity of the workforce and the need to build better AI systems or attend

to security concerns are classically traditional. Overall, a full 44% of problems mentioned

fall into the top four categories displayed in Figure 2.5. In contrast, the transformative

problems receive the least attention, such as those surrounding human rights and vulnerable

populations. Jointly, fairness and bias, inequality and inclusion, value alignment, human

and civil rights, and vulnerable populations constitute only around 16% of total problems

discussed in the U.S. AI policy agenda.

Viewed differently, however, social and ethical problems do show up to a surprising de-

gree. For example, while 49 documents mention workforce and education, and 54 mention

security or military, as many as 25 documents mention human or civil rights, 28 mention

inequality or inclusion, and 41 mention fairness and bias. Yet the distinction between the

mere coverage by a document of an ethical problem and the degree of attention overall is

meaningful, a distinction perceivable due to the methodology applied here. One interpre-

tation is that, while ethical problems show up in many documents, they are often treated

casually as part of a long list of problems without as detailed attention or consideration.

Examining solutions offered in response to these problems is another way of determining

the seriousness of policymakers with respect to these problems

2.4.4 Policy Solutions: Traditional Solutions with Hybrid Possibilities

The findings with respect to policy solutions echo the patterns above but suggest new possi-

bilities as well. The top four coded policy solutions, jointly reflecting 53% of all solutions

coded, are calls for cooperation (overwhelmingly government and industry), research and

development with increased adoption, increasing access to data, and building the STEM

and AI workforce. Notably, some of these solutions follow quite linearly from the associ-
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ated problems: A deficit of high skilled workers implies a need for more training, and the

same is true of access to high-quality data.

Figure 2.6: Coverage of policy solutions in U.S. AI policy documents

Note: Percentages of all policy solutions (total n = 5, 155) in documents. Normalized percentages
with absolute totals below.

However, these traditional solutions are followed by a set of practices classified as hy-

brid here. Numerous documents call for efforts to evaluate the impacts and risks of AI sys-

tems, to promote standards and best practices, to increase transparency, and so on. Many

of these solutions are theoretically and sometimes explicitly responsive to both traditional

and transformative type problems. Thus while calls for formal social and ethical consid-

eration in AI development or public engagement as policy solutions are relatively sparse,

there are potential inroads to address transformative type policy concerns. To the extent to

which impact assessments, standards, reporting practices, and so on, can be designed so
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as to foster attention to broader kinds of social and ethical goals, the door remains open to

serious action on these dimensions.

2.4.5 Roles of the Public and Experts: Strongly Expert-Dominated

Finally, Figure 2.7 reports results related to the role of the public versus that of experts in

the U.S. AI policy agenda. The Sankey diagram depicts the overlap between each stake-

holder and the 16 policy solutions presented previously. Because the co-occurrence of

stakeholders and policy solutions was coded at the level of individual paragraphs, this pro-

vides only a rough proxy. Paragraphs often involve long lists of problems and solutions,

and solutions and stakeholders may be mentioned in different sections of documents. Nev-

ertheless, Figure 2.7 provides a reasonable approximation, and if anything, overstates the

role of the public.

In particular, the public receives relatively less attention and takes on a very modest role

overall. The public is mentioned in 46 of the 63 documents, while experts are mentioned

in 57 documents. Meanwhile, concrete calls for public engagement as a policy solution

appear in only 24 documents, and public opinion is mentioned as a factor of interest in

only 13 documents. These findings reflect that, while mentions of public good or public

involvement show up quite commonly, these calls for action are rarely realized through

concrete policy solutions. Members of the public are most often referenced with respect

to general dialogue, and even much of this communication is generally one directional:

Policymakers discuss taking action to serve the public, to build the public’s trust, to educate

the public about AI, to foster public adoption of AI, and so on, but offer few concrete plans

for two-sided public engagement.

To a lesser extent, members of the public are thought helpful in providing input, at least

in theory. Yet few metrics of public opinion are ever presented, suggesting that document

writers have spent little time gathering information from public opinion polls, for exam-

ple. Further, the idea of the ‘public’ is often construed more broadly than imagined in the
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Figure 2.7: Role of the public and experts in U.S. AI policy solutions

transformative paradigm, e.g., with a significant emphasis on members of industry who

might comment on regulatory proposals. In contrast, proposals to involve experts from

government and industry in AI policy often involve detailed specifications of actors, roles,

institutions, objectives, and even timelines. The discrepancy is extremely sharp. This may

be explained by beliefs that “industry and academia are the primary sources for emerging

AI technologies,” (NSTC, October 2016, p. 34), and that “developing technical expertise
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will provide the basis for” advances in AI (NSTC, October 2019, p. 39). In combination,

is quite clear that efforts to foster public participation in AI policy (Buhmann & Fieseler,

2022; Crockett et al., 2021) are not being heeded in practice.

2.5 Discussion

This study sought to provide theoretical and empirical insight into the development of the

U.S. AI policy agenda in light of agenda-setting theory and competition between alter-

native paradigms of technology governance. However, there are key limitations to this

study worth considering. The time period under examination is limited to 2016-2020,

whereas many important developments are occurring beyond this time window, including

new legislation, strategic documents, discourse around geopolitical competition, and pos-

sible transformative ethics-related reforms advancing through agencies like the National

Institute of Standards and Technology (NIST) and the Federal Trade Commission (FTC)

(2021). Moreover, the complexity, nuance, and variation across documents requires some

level of interpretation and inference, performed by a single researcher. Other researchers

may identify different emphases or ways to aggregate and parse topics of interest. Finally,

the analysis is largely limited to executive agency documents at the federal level, with some

external evidence invoked in a supporting fashion. Future research should probe sources

like hearings, speeches, legislative text, and documents produced by the public, private,

and non-governmental sectors to add insight on the agenda-setting process.

Yet reviewing the focusing events, indicators, policy problems and solutions, issue

frames, and role of stakeholders in these key strategic AI documents helps to paint an over-

all picture. Initially, the evidence suggests a striking level of attention to ethics discourse

in the U.S. AI policy agenda. Despite the reputation of the United States as comparatively

skewed towards innovation compared to, for example, the European Union, numerous gov-

ernment agencies articulate ethical priorities and goals and several even identify their own

ethics principles and frameworks. This focus is especially evident in some of the most
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‘important’ AI policy documents (identified in Table A.1)—those with a broad horizontal

scope affecting many sectors of government. Developments like the U.S. AI Bill of Rights,

the explicit classification of ‘ethics documents’ by the White House, and participation by

the U.S. in ethical statements made by the OECD and G20 are all signs of genuine interest

and openness. Yet those invested in the transformative dimensions of AI are likely to be

disappointed as these high-level calls for ethics are underserviced when documents move

beyond broad mission statements, a concern raised in prior literature (Schiff et al., 2021;

Ulnicane et al., 2021).

The MSF provides two compelling theoretical explanations for lack of full translation

of ethics into the policy agenda: lack of value acceptability and lack of technical feasibility.

Regarding value acceptability, it may be the case that some calls for ethical action go be-

yond the tolerance of policymakers. For example, more narrowly-tailored ethical solutions

surrounding issues like privacy or algorithmic bias may be admissible within the bounds of

current U.S. values towards technology. Meanwhile, more sweeping calls (Waelen, 2022)

to address structural inequality, reform societal power dynamics, and strictly regulate AI

from a precautionary perspective may be too outside the bounds for the current U.S. regu-

latory mode. For instance, while calls for upskilling the workforce are pervasive across the

AI agenda, a vanishingly small number of documents call for reforms to the social safety

net or for redistributive tax reforms.16 The results here thus provide empirical evidence to

support concerns by other scholars (Erman & Furendal, 2022; Wong et al., 2022) that only

a subset of AI ethics issues are currently tolerated and translated into practice.

The second explanation suggested by the MSF surrounds technical (and financial) feasi-

bility. Simply, some AI ethics issues are thought to be addressable through technical fixes.

It is imagined that new technical practices and standards will help developers avoid un-

fair, opaque, and privacy-violating AI systems. Indeed, many of the frameworks promoted

to address AI ethics (Morley et al., 2021) center around these technical solutions, while

16These solutions were so sparse that they were eliminated from the analysis of policy solutions.
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broader socio-technical solutions and calls for economic and social reform are scoped out

of attention. This sentiment with respect to technical feasibility is expressed clearly by the

DOC and NIST (August 2019, p. 16): “While stakeholders. . . expressed broad agreement

that societal and ethical considerations must factor into AI standards, it is not clear how that

should be done and whether there is yet sufficient scientific and technical basis to develop

those standards provisions.”

A third and related explanation is the lack of appropriate venues to facilitate more ex-

pansive transformative goals in light of institutional norms and constraints (Justo-Hanani,

2022). This is evidenced in how calls for ethical action—especially prominent in government-

wide AI policy documents—become narrowed when translated to individual government

agencies. For example, addressing vehicle safety and cybersecurity related to autonomous

vehicles is comfortable in light of the NHTSA’s typical policy rationales and instruments,

but addressing widespread societal inequality is not. The same is true of military entities,

who are concerned with issues like the trust of autonomous weapons operators and civilian

casualties. To the extent to which individual agencies interpret their ethical charges within

the bounds of traditional institutional constraints, this seems to delimit the potential for

broader transformative change.

Another surprising finding is the prevalence of various ‘hybrid’ problems and solu-

tions, where topics like privacy and safety become ‘rote’ engineering and software prac-

tices, perhaps even justified with respect to strategic economic and geopolitical goals. Yet

that these hybrid proposals often become rhetorically divorced from human-centered im-

pacts may ironically be a sign of progress or synthesis (constructive or otherwise). That is,

as abstract ethical goals are operationalized into concrete technical proposals surrounding

problems like privacy, this act of sensemaking and reduction from rhetoric to action may

reflect a necessary normalization of transformative concerns into concrete ways of working

(af Malmborg, working paper). Thus, it is not entirely clear if the transformative agenda

is being fully—or destructively— subsumed into the traditional paradigm. The emerging
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agenda may ultimately reflect some degree of layering and productive synthesis.

These considerations point to areas for future action. Stakeholders concerned with AI’s

social and ethical implications seem to have had substantial success in promoting an associ-

ated issue frame, and even strategically merging it with other issue frames. To move from

rhetoric to action, however, AI policy entrepreneurs will likely need to find ways to op-

erationalize and translate their problems into workable solutions, especially within policy

sectors, and then socialize these ideas to policymakers in relevant government agencies.

This could mean working to ensure that emerging proposals surrounding dialogue, pub-

lic engagement, impact assessment, and standards incorporate social-ethical concerns and

strategies. Indeed, the attention of AI standards like IEEE 7010-2020 (Schiff et al., 2020)

and NIST’s AI Risk Management Framework (2021) to socio-technical dimensions of AI

seem to be indicators of willingness to push beyond traditional technology governance,

though these ‘public goods’ focused standards efforts also face special challenges (von

Ingersleben, working paper). Yet for larger scale structural and social reforms where tech-

nical fixes seem unlikely, the barriers to transformation may be even greater. Attempting

to deeply change the relationship of the United States to innovation may require long-term

socialization, replacement of decision-makers over time, or even an unprecedented crisis

that resurfaces socio-ethical concerns.

2.6 Conclusion

This study contributes to the literature in several ways. To scholars of the policy process,

it constitutes one of very few studies addressing technology policy or AI policy in partic-

ular, despite the importance of these domains. Methodologically, through both qualitative

and quantitative content analysis, it demonstrates how policy documents can be fruitfully

analyzed and interpreted to reveal subtle features of the agenda-setting process. While the

large majority of work on the MSF offers qualitative insight based on process tracing and

document analysis, this study builds on these methods with extensive mixed methods anal-
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ysis, showing how the absolute and relative prevalence of elements like focusing events

and issue frames can be studied.

For scholars of technology governance and innovation policy, the findings help to an-

swer whether the 21st century is unfolding with respect to a new governance paradigm,

as well as how ethics relates to theories of innovation policy. Overall, the evidence for

such a grand shift is limited. The rhetorical attention and even willingness to think more

broadly about technology’s mixed implications suggest a meaningful degree of openness to

change, but constraints like technical feasibility and value acceptability in the U.S. context

demarcate modern limits. An initial reading of the evidence is that elements of social and

ethical concern have been layered into, or are beginning to be synthesized into, the tradi-

tional paradigm. Meanwhile, other elements of the transformative agenda, like increased

public engagement, have a long way to go.

For scholars and stakeholders of AI policy in particular, the findings also begin to an-

swer key questions like the extent to which ethical concerns in AI are translated into policy,

and how the United States may function as an international policy actor. In light of the

importance of the United States as a global AI policy leader, the findings offer some notes

of promise and some notes of concern. Dismissing the United States as beholden to a ne-

oliberal governance paradigm is too hasty. Indeed, many of the key policy entrepreneurs

in the AI ethics community and ongoing work identifying associated policy problems and

solutions is occurring in the United States. Moreover, there is (bipartisan) openness to the

kinds of socio-ethical perspectives centered in the European Union, reflecting a greater de-

gree of convergence than imagined. How AI governance will unfold in the next decades

will thus depend on ongoing efforts to carefully frame problems, develop concrete and fea-

sible solutions, and to identify novel venues and strategies for placing more atypical and

transformative strategies on the global policy agenda.
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Framework. In R. Zohlnhöfer & F. W. Rüb (Eds.), Decision-making under ambigu-
ity and time constraints: Assessing the Multiple-Streams Framework. ECPR Press.
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CHAPTER 3

IS TECHNOLOGY GOVERNANCE CHANGING? FRAMING CONTESTATION

AND PUBLIC PARTICIPATION IN U.S. AI POLICY

3.1 Introduction

Technology governance is at a crossroads. Given the actual or perceived role of advanced

information technology in economic transformation and vitality, emerging technologies

have increasingly become pillars of national innovation strategy (Branscomb, 1992; Soete,

2007; Vu et al., 2020). Yet simultaneously, recognition of the power accruing to industrial

and national technology leaders has inspired arguably unprecedented calls for attention to

technology’s social and ethical risks. This is nowhere more true than with respect to artifi-

cial intelligence (AI), a strategically important general purpose technology often construed

as the pillar of 21st century innovation (Schwab, 2016), but marked by substantial alarm

about a wide array of potential social and ethical harms (D. Schiff et al., 2021), and situated

in the middle of a global technology race (Ulnicane, 2022).

In the context of these tensions, a multisectoral consensus has emphasize the need

for the public to exert agency in shaping the emerging AI policy agenda (Buhmann &

Fieseler, 2022). This call for diverse participation in what might otherwise be an expert-

dominated policy domain also aligns with newfound attention to notions of shared gov-

ernance (Minkkinen et al., 2022; Pierre, 2000). Indeed, while the bulk of AI research

and development occurs in the private sector, policy actors across the public, private, and

non-governmental sectors agree that members of the public should play a critical role in

weighing the benefits and risks of AI and informing ultimate decision-making (Crockett

et al., 2021). In particular, the public is argued to have a special stake in informing gov-

ernment and industry actors about their concerns and tolerance with respect to social and
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ethical risks of AI. How AI governance unfolds, then, may also depend on how AI is

understood—or framed—as a policy issue (Imbrie et al., 2021).

Yet, notwithstanding this apparent normative consensus, what is less clear is whether

the public actually has meaningful opportunities to shape the AI policy agenda. In turn, this

chapter seeks to answer the following in the context of the United States (U.S.), a global

leader in AI research and development and key policy actor:

• Does the public play a substantive role in influencing policymakers’ attention to
AI, despite the fact that technology policy is traditionally expert-dominated and not
highly salient to the public?

• Given the public’s special stake in social and ethical issues, is the public especially
influential in shaping policymaker attention when AI is framed in terms of its social
and ethical implications?

To assess these questions, I create datasets aimed at capturing attention to several is-

sue frames related to AI policy as invoked by the public, federal policymakers, and news

media in the United States. The primary data are social media messages by members of

the public and 115th and 116th Congresses, as well as articles by the New York Times,

all covering the period of 2017 through 2019. Using quantitative text analysis techniques,

I extract actor-specific time series datasets representing attention to three issue frames:

These frames address potentially competing concerns about AI’s prospects for innovation,

social and ethical dimensions, and implications for geopolitical competition. Next, to ana-

lyze whether the public shapes policymaker attention to AI in general or only with respect

to certain issues frames, I apply time series methods including autoregressive integrated

moving average (ARIMA) and vector autoregression (VAR) modeling.

Results, consistent across a variety of specifications, indicate that the public has a

heightened but ultimately limited role in shaping policymaker attention with respect to

the emerging AI policy agenda. Notably, public attention to AI does predict policymaker

attention to AI, and no other relationship between members of the public, media, and pol-

icymakers exhibits this degree of influence. Yet while the public does lead policymaker

attention to AI, this ostensible influence only occurs when the public discusses AI gener-
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ally or with respect to its role in economic innovation. That is, the public plays no special

role in driving attention to AI’s social and ethical implications, potentially challenging

assumptions about the public’s priorities or the nature of policymakers’ responsiveness

to them. Relatedly, the innovation frame is the most dominant frame through which AI

is understood, though there is a striking increase in attention to AI’s ethical implications

amongst policymakers, and relatively little emphasis on AI’s geopolitical dimensions over

the study’s time period.

Overall, the study contributes by advancing the use of text analysis and time series

methods to assess questions in policy process theory and innovation policy, particularly

related to the emergence of of the U.S. AI policy agenda. Through empirical study of sub-

issue attention to issue frames and the role framing contestation plays in agenda-setting, this

research advances the understanding of agenda-setting dynamics for strategic and emerg-

ing technology policy domains, and provides key insight into whether the public plays a

meaningful role in technology governance. The results reveal that the public does matter,

but perhaps not in the way expected or imagined.

3.2 Theoretical Approach

3.2.1 New Directions in Technology Governance

The governance of science and technology may be changing in the 21st century. Lim-

itations of traditional science and technology policy, such as its failure to solve major

societal challenges like inequality and climate change (Ulnicane, 2016), have led schol-

ars to propose new approaches to innovation policy altogether. For example, movements

like transformative innovation policy, mission-oriented innovation policy, and Responsi-

ble Research and Innovation (de Saille, 2015; Diercks et al., 2019; Grillitsch et al., 2018;

Mazzucato, 2018; von Schomberg, 2013) deviate from a more economic, expert-driven,

and firm-centered logic for innovation. While these approaches are evolving, remain con-

tested, and skirt the line between normative and descriptive (Schot & Steinmueller, 2018),
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they share certain key features and can be jointly understood to reflect a new aspirational

paradigm (Hall, 1993; Hogan & Howlett, 2015) in technology policy.1

In particular, such a paradigm emphasizes attention to social rather than purely eco-

nomic goals for innovation (Kuhlmann & Rip, 2018). Along these lines, it acknowledges

the possibility that innovation can lead to ethical and societal harms, such that a ubiquitous

pro-innovation bias may be problematic. Further, it implies a more inclusive and partici-

patory societal policy agenda, for which it is important to incorporate a broader array of

actors beyond firms, academia, and government, such as civil society and especially the

public (Warnke et al., 2016). Along these lines, an important question for the future of

technology governance is therefore whether critical emerging policy domains like AI are

in fact reflective of elements of this new paradigm, namely an increased reliance on public

participation and a focus on social and ethical dimensions of technology.

3.2.2 Broadening Participation in AI Policy

The central question for this study is whether—and under what conditions—the public

shapes the technology policy agenda, specifically in terms of public influence on federal

policymaker discourse in U.S. AI policy. Normatively speaking, there is a substantial multi-

sector and international consensus on the value of public participation in AI governance

(Stix, 2021; Ulnicane et al., 2021; Vesnic-Alujevic et al., 2020). Members of the public

are argued to be deeply affected by the social transformations resulting from AI, imply-

ing that they have a special stake and that policymakers need to be responsive to public

concerns (Stahl, 2021). Further, members of the public may function as “citizen experts”

(F. Fischer, 2000) given first-hand experience of AI-based harms, such as faulty automated

decision systems used by government, labor displacement resulting from automation, and

algorithmic surveillance (Eubanks, 2017; D. S. Schiff et al., 2021; Stark et al., 2021).

1This article draws on the idea of policy paradigms as a simple heuristic for understanding competing
goals and values in technology governance. For a broader discussion of policy paradigms, including the
conditions and theories surrounding paradigm change, see Carstensen (2015) and Daigneault (2014).
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Of course, reflection on the importance of public participation in policy is not new and

extends from a long history of political thought (Arnstein, 1969; Dahl, 1978) which is re-

flected in broader 21st century approaches to governance rather than top-down government

alone (Pierre, 2000; Rowe & Frewer, 2000). Yet, in the context of science and technol-

ogy policy, the perceived heightened risks of technological impacts and the gap between

subject expert and public understanding (Dryzek & Pickering, 2017) have led to urgent

calls for public participation in technology governance generally (Macnaghten & Chilvers,

2014; Stirling, 2008), and in AI policy specifically (Cihon et al., 2021; König & Wenzel-

burger, 2021; Stark et al., 2021; Stray, 2020). In particular, actors in the public, private,

and non-governmental sectors have called for increased public scrutiny, public discourse,

and participation of specialized mini-publics (Setälä & Smith, 2018) to inform public and

private sector AI governance (Buhmann & Fieseler, 2022; D. Schiff et al., 2021; Tsamados

et al., 2022).2

Yet, evidence on the willingness, ability, and capacity of policymakers to engage the

public and the ultimate influence of public participation on policy agendas is decidedly

mixed (Abelson & Gauvin, 2006; Lodge & Wegrich, 2015; Yackee & Yackee, 2006). For

example, the Multiple Streams Framework (MSF) considers public opinion (or national

mood) to be important in shaping the policy agenda (Kingdon, 1984). Yet, Barberá et al.

(2019) find in a recent study of 100 policy topics that the general public does not lead

issue priorities for Congress. In the AI space in particular, some have argued that calls

for participation may constitute mere “participation-washing,” (Sloane et al., 2020) and it

remains unclear whether policymakers know how to effectively solicit public opinion even

when the intention to do so is genuine. This challenge is exacerbated by value trade-offs,

lack of concrete evidence of AI’s implications (Whittlestone et al., 2019), and the technical

2For example, Ouchchy et al. (2020) find that “encouraging public involvement” is the most common
recommendation made in media coverage of AI, while the Office of Management and Budget’s (2020) key
guidance to federal agencies on AI places public trust and public participation is its first and second pillars.
Meanwhile, the IEEE’s Global Initiative on the Ethics of AI (2019) makes clear throughout its magnum opus
document, Ethically Aligned Design, that active participation of “a diverse set of stakeholders” is critical.
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complexities of AI (O’Shaughnessy et al., 2022), which may lead policymakers to doubt

the ability of the public to provide useful insight.

This study contributes to scholarly efforts in policy process theory and innovation pol-

icy to understand the role of the public in agenda-setting by considering whether public

attention to AI (i.e., within the public or systemic agenda) is echoed by policymakers (i.e.,

in the institutional or Congressional agenda) for emerging technology policy domains.3 If

the calls for public participation in AI are bearing out in practice, we should expect to see

increased attention by policymakers to the concerns of the general public, diverting some-

what from recent findings (Barberá et al., 2019). Thus, a first hypothesis is that:

Public Agenda-Setting Hypothesis: Issue attention by members of the public to AI

policy generally will predict issue attention by policymakers.

However, it may be the case that public attention only predicts policymaker attention

when AI is conceived of in certain ways, i.e., with respect to specific issue frames. For

example, policymakers may follow public attention with respect to AI’s ethical and social

issues, but rely more on the expertise of military or economic specialists in closed-door

settings when international competition and technological leadership is at stake. Further,

given the potentially increased salience of ethical and social issues for the public and how

benefits and costs of AI policy decisions are concentrated on members of the public with

respect to these issues, policymakers may feel greater pressure to engage with and be re-

sponsive to public pressure here. To explore these dynamics, I introduce issue framing

below as a crucial facet of the agenda-setting process.

3A note of causal caution is prudent. The methods in this study may only be able to nod towards causation
in a limited fashion; in that sense, public-policy issue attention correlation can be understood in terms of
“issue congruence” (Jones & Baumgartner, 2004) rather than strict causation.
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3.2.3 Contested Issue Frames in AI Agenda-Setting Discourse

At their core, issue frames attempt to capture an ongoing discourse and interpret events

and indicators in a way that packages multifaceted issues in terms of a more simplified

essence (Chong & Druckman, 2007; Gamson & Modigliani, 1989).4 In this way, frames

structure the underlying categories associated with a topic, strategically emphasizing or

excluding certain elements, in order to constrain or expand reasoning in preferred direc-

tions (Baumgartner & Jones, 1993; Sharp, 1994). Powerful and effective frames conse-

quently may direct both public and elite attention, legitimizing certain policy narratives

and bringing particular policy solutions into the mainstream (Goddard & Krebs, 2015). At

one level then, the impact of frames on agenda formation is straightforward: When specific

issue frames become dominant, there is a greater chance that policymakers will respond

to these signals by putting specific issues and solutions to them on the institutional agenda

(Peters & Hogwood, 1985). This channel of influence, recognized in accounts of demo-

cratic legitimacy theory as well as in pluralist theory (Dahl, 1978; Peter, 2008), is based on

policymaker responsiveness to public pressure and public willingness to hold politicians

accountable.5

In the context of AI policy, this study examines three issue frames prominent in AI

discourse. The first frame is the “innovation frame.” In line with traditional technol-

ogy and innovation policy, this frame emphasizes AI’s potential for economic transfor-

mation in terms of fostering industrial productivity, economic efficiency gains, high-tech

growth acceleration, entrepreneurial activity, and national GDP expansion (Edler & Fager-

berg, 2017; Soete, 2007). Advocates of this issue frame for AI typically emphasize the

need for supply-side reforms, such as education and training efforts to increase the size of

the AI workforce, increased research and development funding, and regional and national

4Issue framing can be understood as closely connected to, but broader than, problem definition in that it
involves defining both problems and solutions and potentially coupling them.

5Note that ‘public’ may be construed broadly, as public opinion may be channeled through media, interest
groups, civil society, and even private sector actors.
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industry-government-university coordination (Atkinson & Mayo, 2010; S.-C. Fischer et

al., 2021; Smits & Kuhlmann, 2004). Given the perception that AI and automation may be

the driving technologies in the Fourth Industrial Revolution, national and international AI

policy strategy documents indeed manifest a substantial emphasis on AI’s innovative po-

tential (D. Schiff, 2021; Ulnicane et al., 2020). For example, the United States Innovation

and Competition Act (2021), American AI Initiative (2019), and National AI Research and

Development Strategic Plan (2016) deeply embody this thinking. Unsurprisingly then, this

frame is an explicit object of scholarly attention, termed by Imbrie et al. (2020, p. 10) as

the “economic gold rush” frame.

A second “often invoked” frame emphasizes social and ethical implications of AI—

an “ethics frame” (Ulnicane et al., 2020, p. 2). In particular, a large body of work by civil

society, epistemic communities of academic experts and practitioners, and the private sector

has reviewed numerous ethical problems associated with AI (Fjeld et al., 2020; Morley

et al., 2019; Shneiderman, 2022) surrounding AI’s implications for inequality, racial and

gender bias, transparency and accountability to the public, human rights, safety, and more

(D. Schiff et al., 2021). In turn, proposed solutions include technical “fixes” to algorithms

and organizational processes to address issues like privacy and bias (Mökander et al., 2021;

Ryan & Stahl, 2020), as well as policy-level solutions such as banning harmful applications

like facial recognition (Access Now, 2021) or requiring impact assessments to assess risks

and harms (Salgado-Criado & Fernández-Aller, 2021; D. Schiff et al., 2020). References

to social and ethical implications are now common in policy discourse (D. Schiff et al.,

2021). Proponents of this frame are likely more prone to advocate for stricter regulation and

precaution in policymaking. Yet, there is uncertainty and debate about whether this frame

is likely to influence policy in a meaningful way (Hickok, 2021; Leung, 2020; Morley et al.,

2021; Taeihagh, 2021) given numerous barriers to operationalizing AI ethics and concerns

about private and public sector “ethics-washing” and “ethics shirking” (Bietti, 2020; de

Laat, 2021; Rességuier & Rodrigues, 2020).
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The third frame is the “competition frame.”6 This frame, from the perspective of the

United States, largely highlights the “significant economic and national security threat to

the United States” of losing the AI contest to China (Future of Defense Task Force, 2020,

p. 5). There is a remarkable bipartisan consensus on this issue, with entities like the Future

of Defense Task Force, the Office of Science and Technology Policy, the Congressional AI

Caucus, and the National Security Commission on AI in its key report (2021) expressing

support for the competition frame in their headline statements. Indeed, Stix and Maas

(2021, p. 3) note that “public and global framings of AI in recent years have seemed to

drift towards narratives of competition and ‘arms races’” and Imbrie et al. (2020, p. 8)

argue that “the competition frame has diffused widely in public discourse and become

shorthand for understanding the larger geopolitical context of investments in AI.” This

frame for AI is now manifested clearly in the U.S. policy agenda, for example, via the U.S.

Congress’s Innovation and Competition Act (2021) which mentions China hundreds of

times. However, there is also substantial pushback to this approach to framing in AI policy

in acknowledgment of the harmful effects of great powers competition discourse and arms

races in the past (Ulnicane, 2022; Zwetsloot et al., 2018). As Franke (2021, p. 13) notes,

the arms race narrative has “become so commonplace that a whole academic subfield has

emerged to fight this framing.” Figure 3.1 provides examples of the three AI issue frames,

as invoked by U.S. federal legislators.

Regarding the relative importance of these three frames, there are some reasons to be-

lieve that the ethics frame will be less influential than arguably more traditional frames

6The choice of frames is, to some extent, subjective and constrained by which audiences and time period
are considered (Fast & Horvitz, 2017). For example, the Center for Security and Emerging Technology
considers four frames including a “World without Work” frame and a “Killer Robots” frame (Imbrie et al.,
2021) and the Department of Homeland Security (2017) considers seven benefit- and threat-focused frames
including “Threat to Humanity” and “Fueling the Surveillance Machine” frames. The choice of frames for
this analysis is based on review of scholarly and policy literature along with expert opinion and a desire for
parsimony. Approaches like discourse analysis and topic modeling can be fruitfully applied to study coverage
of AI in media and other sources by those who wish to identify, combine, and parse frames in different ways
(Cave et al., 2018). Yet, Neuman et al. (1992) identify human impact, economics, and conflict as three
common issue frames used in the news media; arguably, then, the three frames pursued in this study have
universal relevance.
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Figure 3.1: Examples of AI issue frames in U.S. federal policy discourse

invoking economic and security considerations. For instance, Gilardi, Shipan, et al. (2021)

find that normative frames are less likely to predict policy adoption, while more ‘concrete’

frames take their place increasingly over time. Moreover, economic and national security

considerations typically rise to the top of public issue priorities (Jones et al., 2009). This in

part results from—and reflects—the high levels of status and government access that actors

focused on innovation and national security enjoy, compared to, for example, civil society

groups.

Yet, the prevalence of the ethics frame in AI may be unprecedented in technology pol-

icy: Advances such as aerospace technology and cryptography received minimal ethical

and societal scrutiny in the past (Leung, 2020), whereas the urgent attention to AI ethics

across public, private, and NGO sectors may surpass even ethical scrutiny applied to more

publicly prominent areas like biotechnology and nuclear policy. Indeed, according to the

European Commission (2021, p. 8), ethics in AI is a “widespread and common approach,

as evidenced by a plethora of ethical codes and principles developed by many private and

public organisations...that AI development and use should be guided by certain essential

value-oriented principles.” In sum, these considerations offer competing expectations with

respect to the dominance of competing AI issue frames and their dynamics over time:
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Ethical Framing Hypothesis: Compared to the innovation and competition frames,

the ethics frame will find more purchase with the public, media, and policymakers, and is

likely to become more dominant over time.

Traditional Framing Hypothesis: Compared to the ethics frame, the innovation and

competition frames will find more purchase with the public, media, and policymakers, and

are likely to become more dominant over time.

3.2.4 Mutual Interaction of Public Participation and Framing Dynamics

The ascendance of issue frames that capture social and ethical considerations would provide

some evidence for transformation in technology governance, as would increased attention

to public concerns. Yet it is the combination of the two that is arguably most indicative

of a potential policy paradigm shift. In particular, it is not through sheer volume alone

that policymakers are persuaded to change their policy preferences. Instead, frames may

alter which actors have a stake in, expertise relevant to, or even formal decision-making

authority with respect to certain issues, as recognized in the literature on policy typologies

(Wilson, 1973) and the adage that “policies determine politics” (Schattschneider, 1935).

Particularly complex issues with low public salience admit to “board room politics”

(Gormley, 1986), where citizens are disconnected from policy discussions while bureau-

cratic elites and regulatory capture characterize decision-making. In light of this, Lowi

(1964, p. 707) recognized that “one of the most important strategies in any controversial

issue is to attempt to define it in redistributive terms in order to broaden the base of opposi-

tion or support.” Thus, issue framing can be used strategically to contain or expand issues

and alter the actors that have influence, potentially facilitating or diminishing the influence

of the public (Daviter, 2011; Steinberger, 1980).
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In sum, if technology governance is shifting, we might expect that the increased risk

aversion and precaution members of the public attach to emerging technologies (Dryzek et

al., 2009; Sturgis & Allum, 2004) is perceived as increasingly legitimate and worthy of se-

rious consideration (de Saille, 2015). Given wide calls for public participation in AI policy

and evidence that the public is more skeptical of the use of AI than experts (O’Shaughnessy

et al., 2022), a key question is thus whether policymakers are indeed especially likely to

listen to the public’s social and ethical concerns regarding AI—issues that might otherwise

be neglected and for which the public has arguably a greater stake and perhaps even more

knowledge. If this is the case, we should expect:

Special Role of the Public Hypothesis: Issue attention by members of the public to

the ethics frame as compared to the innovation or competition frames will more strongly

predict issue attention by policymakers.

3.3 Methodology

3.3.1 Data Sources and Rationale

There are three primary sources of data used in the study. To measure public attitudes

towards AI, I collect a dataset of approximately 4.9 million Twitter messages sent between

January 2017 and December 2019 that reference “#AI,” the standard hashtag for general

AI interest. To measure policymaker discourse about AI, I collect all Twitter messages

sent by members of the 115th and 116th U.S. Congresses7 during the same time period

7I am able to identify Twitter accounts for 639 of 645 members of the Senate and House of
Representatives—99% of those in office between 2017 and 2019—and collect tweets only during the specific
terms when members were in office. As members of Congress often have multiple Twitter accounts (e.g.,
campaign accounts, personal accounts, official office accounts) (Siddique, 2019), I select for each person the
account with the most followers, as this is the account with arguably the most importance for their messaging
efforts. While 612 members of Congress tweeted approximately 1.1 million times over the period, only about
half of them (291) tweeted about AI.
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before extracting messages specifically about AI.8 Finally, while the relationship between

the public and policymakers is of primary concern here, I also consider the media as a

meaningful third actor, treated in this paper primarily as a proxy for public opinion or

national mood. To measure media attention to AI, I collect all New York Times (NYT)

articles that mention the phrase “artificial intelligence”9 over the time period using the

Nexis Uni database.10

A few questions are worth considering in light of the data collection strategy here. First,

to what extent does studying the sources above (namely social media) and actors allow

for valid evaluations of issue (frame) priorities and agenda-setting influence? According

to a growing body of work, these research questions are increasingly tractable. Twitter

is now almost universally used by members of Congress, for purposes such as providing

information, credit-claiming, and indicating responsiveness to the public, along with other

goals (Golbeck et al., 2010; Shapiro et al., 2018). Research indicates that citizens also act

strategically through these platforms to influence policy agendas (not limited to “shouting”

at politicians) (Hemphill & Roback, 2014), and that policymakers in turn use social media

to expand issue attention beyond elites as well (Fazekas et al., 2021). Perhaps surprisingly,

8To identify AI-relevant messages, I investigate a set of 100 AI keywords (e.g., neural network, machine
translation) used by Imbrie et al. (2020) for a similar task, along with additional keywords identified when
investigating Congress’s messages (e.g., autonomous vehicles, deepfakes). For each keyword, I investigate
its frequency of occurrence, and retain keywords that appear at least 10 times in the corpus and for which at
least 75% of the associated messages reflect a reference to AI, to my understanding. The full dictionary used
to extract AI relevant messages for the 115th and 116th Congresses is available in Appendix B.1.

9The choice of the different primary keywords that dictate the inclusion criteria for data collection for the
three actors is based on evaluation of the coverage of those terms, in light of differences in the length, context,
and style of content.

10The NYT is often used in media studies as a proxy for media coverage broadly as it is considered the
“paper of record” in the United States: It covers a wide range of topics and is widely read by the public
and political elites (Ringel, 2021; Weaver & Bimber, 2008). In the agenda-setting literature, the media
plays a complex and important role (McCombs & Shaw, 1972). It may serve to synthesize societal debate
and reflect overall public opinion (Hopkins et al., 2017; Ripberger, 2011), or may indeed construct public
opinion (McCombs, 2004; Zaller, 1992). Further, media outlets are not only responsive to the needs of their
customers, but are also responsive to political elites, both by reporting on their activity and providing crucial
information to them (Schnell, 2001; Shoemaker & Reese, 1991; Van Aelst & Walgrave, 2016). Given the
importance of public opinion and national mood in the agenda-setting literature, I consider the media here
primarily as a proxy or alternative source that policymakers look to understand public opinion. Indeed, other
research on AI policy has observed the prominent role of the media in presenting issue frames (Imbrie et al.,
2021) and has considered media coverage in outlets like the NYT as a proxy for public opinion (Fast &
Horvitz, 2017; Ouchchy et al., 2020).
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nearly half of U.S. politicians engage in conversation on Twitter; about one-quarter of this

engagement is directly with private citizens (Tromble, 2018).

A related question is whether issue attention on social media is reflective of issue at-

tention more broadly. Regarding issue congruence across sources, evidence indicates that

issue attention by policymakers on Twitter is indeed substantially similar to their issue pri-

orities in other formats such as on Facebook, via press releases, and in parliament (Casas &

Morar, 2019; Peeters et al., 2021). These priorities are also congruent with issue coverage

in the NYT specifically, suggesting that the NYT is a useful source for studying elite-media

issue attention relationships (Shapiro & Hemphill, 2017). Thus, there are good reasons to

think that issue attention, issue congruence, and responsiveness between the public, policy-

makers, and media can be plausibly evaluated using the identified datasets, even though the

platforms, contexts, and rationales for each actor’s messaging efforts are somewhat distinct.

In sum, there is growing evidence of the importance of social media in agenda-setting dy-

namics.11 Social media may serve as a direct channel in influence efforts, and—given issue

congruence across platforms—it may also serve as a meaningful proxy of public and poli-

cymaker opinion. This paper considers both channels to be viable. However, much remains

unknown about the role of social media in agenda-setting, especially given the novelty of

the platforms and the still-evolving political communication dynamics surrounding them.

This paper helps to advance this literature.

A distinct question important in the context of the study is what is meant by “public.”

Public may refer to any actors outside of government (e.g., industry bodies and academic

experts who reply to requests for public comment); it may refer to society or citizens gen-

erally; or it may refer to special subsets of the public (Hallahan, 2000). For example, var-

ious taxonomies distinguish between “strong” and “weak” publics, between “inattentive”

and “attentive” or “engaged” publics (Fraser, 2021; Stoker, 2014), and scholars dispute

whether there is such a thing as a general public or rather multiple mini-publics. Notably,

11See Barberá et al. (2019) and Gilardi, Gessler, et al. (2021) for further discussion.
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many definitions focus on the shared stake in and potentially action surrounding particular

social or policy issues (Barnes et al., 2003), meaning that public is often defined as ex-

plicitly policy-engaged. Along these lines, this paper considers the relevant public to be

individuals on social media who have some heightened personal stake or interest in AI and

are more likely to engage politically on those issues.12

3.3.2 Identification of Issue Frames: Text Analysis

Within each of these three datasets, I use text analysis (or quantitative content analy-

sis) methods, primarily a dictionary approach, to identify the prevalence of issue frames

(Boräng et al., 2014).13 To identify the ethics frame, I draw on keywords from three studies

used to comprehensively identify AI ethics concepts in AI conferences and journals (Prates

et al., 2018), in public, private, and NGO sector AI policy and ethics documents (D. Schiff

et al., 2021), and in media sources (Fjeld et al., 2020; Zhang et al., 2021). For the compe-

tition and innovation frames, I rely on keywords used by Imbrie et al. (2020) and Imbrie

et al. (2021) in their extensive study of AI frames in media coverage. For all three frames,

I engage in snowball searches of the tweets/articles through an iterative process to identify

and evaluate other potentially applicable terms. Finally, I employ word embeddings via the

word2vec family of algorithms (Mikolov et al., 2013) to identify other candidate terms.

In constructing the three dictionaries, for each possible term, I examine possible vari-

ations of the associated stem of that term to determine relevance. For example, the terms

“moral” and “develop” capture ethics and innovation concepts effectively, while the terms

“morale” and “developers” do not. I deem a keyword worthy of inclusion if at least 75%

of the usages of it in a random sample of messages accurately reflect the relevant con-

12Notably, this Twitter audience is likely to skew male, be younger, more educated, live in urban areas, and
is potentially more politically liberal than the general population (Barberá & Rivero, 2015; Mellon & Prosser,
2017; Mislove et al., 2011). Yet, such a public is not dissimilar from individuals more likely to contact polit-
ical representatives, vote, attend hearings, etc. (Vaccari et al., 2015). That is, a public so defined is a highly
relevant audience for considering political accountability, responsiveness, and agenda-setting influence.

13I begin with standard cleaning and pre-processing steps for text analysis, including removing duplicate
tweets/articles, text segmentation, tokenization and lemmatization, removal of punctuation and numbers, case
conversion, and collapsing of some n-word terms to individual tokens (Jacobi et al., 2016).
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cept in AI, based on my substantive understanding of the field.14 I perform this analysis

for both the Twitter and NYT datasets, as the nature of term usage depends on the length

and context of the medium (Grimmer & Stewart, 2013), and find the three dictionaries

perform adequately overall compared to similar classification efforts (Ghosh & Loustau-

nau, 2021).15 A message (tweet or article) that contains one or more of the frame-specific

keywords is then indicated, non-exclusively, as portraying that respective frame. The full

dictionaries are available in Appendix B.1 and the sample sizes for each corpus and issue

frame are as displayed in Table 3.1.

Table 3.1: Counts of issue frames used by public, policymakers, and media

Dataset (2017-2019) All AI Messages Ethics Frame Innovation Frame Competition Frame
Public Tweets 4,893,581 344,802 1,257,420 203,710
Congress Tweets 1,041 310 356 127
NYT Articles 2,895 2,388 2,762 2,175

3.3.3 Measuring Agenda-Setting Influence: Time Series Analysis

After constructing the datasets, the main analysis strategy used to study between-actor

influence is time series analysis, particularly autoregressive integrated moving average

(ARIMA) and vector autoregression (VAR) modeling approaches. These methods offer

advantages such as modeling temporal order to support stronger causal claims, and are de-

signed to deal with associated challenges such as autoregression in time series data and

residuals as well as non-stationarity and conditional heteroscedasticity (Vliegenthart &
14The relevant sampling thresholds vary depending on the corpus size and prevalence of the specific term.
15Note that this initial classification strategy only identifies term-specific true positives and false positives,

but does not provide a holistic sense of false negatives or other classification criteria. As such, I hand code
a subset of documents and compare accuracy against the dictionary-based classifications. I report results in
Appendix B.2. Note that techniques like supervised classification could provide an alternative (Wilkerson
& Casas, 2017). However, a study using a wide variety of state-of-the-art ML methods, including various
doc2vec and self-attention based classifiers to specifically study AI frames in media documents, led to a
maximum F1 classification score for the positive class of 0.81 for the best classifier, with precision and
recall of 0.76 and 0.87 for the positive class (Ghosh & Loustaunau, 2021). For this reason and because
these techniques have not been applied to study shorter Twitter content for AI issue framing, I stick with the
simpler dictionary approach, which Gentzkow et al. (2019, p. 24) expect to “remain the optimal choice in
many settings.”
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Walgrave, 2008). ARIMA methods have been recommended for use in media and com-

munication studies (Hester & Gibson, 2003; Hollanders & Vliegenthart, 2008), and more

recently in policy and political science scholarship (Boef & Keele, 2008), including in

studies of agenda-setting using Twitter data specifically (Barberá et al., 2019), and in cor-

relating media mentions with policy issue attention (Howlett, 1998).

Preparation for the ARIMA analysis includes examining the time series data and asso-

ciated autocorrelation and partial autocorrelation functions. I examine the data for trends

and seasonality, finding evidence of the former but not the later, and after evaluating dif-

ferent aggregation strategies, opt to aggregate the data weekly. Of note, there are a total

of 12 time series in the analysis (three datasets x mentions for three issue frames plus total

number of AI mentions). Next, I iteratively search over possible stationary, non-seasonal

ARIMA(p, d, q) specifications using maximum likelihood estimation and a small sample

consistent AIC to balance predictive fit against model parsimony. Results suggest that mod-

els such as ARIMA(0, 1, 1) (simple exponential smoothing) and ARIMA(0, 1, 2) (damped

trend exponential smoothing) may be appropriate (McKenzie & Gardner, 2010).16

However, to extend this analysis to bivariate regressions, it is necessary to model mul-

tiple time series simultaneously. The approach used here is ordinary least squares (OLS)

regression using ARIMA to model errors, and including the predictor time series as an ex-

ogenous regressor. This strategy is permissible when the two series in a given regression

are co-integrated, which is confirmed in all cases by the Phillips-Ouliaris test. Thus the

basic specification is OLS regression with two actors’ AI issue attention represented as ei-

ther the independent or dependent variable, modeling a simple contemporaneous bivariate

causal relationship within the course of a week. A benefit of this approach is that it allows

for simple OLS-style interpretation. If the Public Agenda-Setting Hypothesis is correct,

we would thus expect an increase in public messaging about AI to predict an increase in

16While Barberá et al. (2019) and Gilardi, Gessler, et al. (2021) opt for a more complicated 7-day lag
structure, I prefer a more parsimonious model choice.
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policymaker messaging.17 Appendix B.4 provides further details about the preparation and

justification for modeling choices.

While ARIMA is particularly suitable for bidirectional relationships where the order

of causation is well known, VAR analysis allows for multidirectional influence through

simultaneous estimation of multiple equations. While typically applied in macroeconomic

analysis and forecasting, VAR has also been recommended and applied to analyze media

and agenda-setting effects where causal relationships are less obvious and endogeneity is

a concern (Gilardi, Gessler, et al., 2021; Liu et al., 2011): This is particularly important

in policy scholarship given that policy theory often highlights multi-actor influence and

complex feedback effects (Edwards & Wood, 1999; Granato & Krause, 2000; Wolfe et al.,

2013). However, while VAR analysis enables modeling of all three actors simultaneously,

it emphasizes lagged rather than contemporaneous relationships, and interpretation can be

more complex. I therefore follow the advice of Vliegenthart (2014) by considering the two

methods as complementary approaches that may reveal different dynamics associated with

issue framing and agenda-setting influence.

Importantly, coefficients cannot generally be interpreted straightforwardly for VAR. A

few alternative methods are normally used. First, forecast error variance decomposition

estimates indicate, for each time series, the amount of variation over time that can be at-

tributed to its own lagged values as well as to the lagged values of the other endogenous

variables (in this case, the other actors). Second, impulse response functions provide a

graphical depiction of the movement of a response variable to a unit shock in the impulse

variable. Appendix B.5 provides further details on the modeling approach and decisions

for the VAR analysis.

17Further, we would expect the converse (policymakers influencing the public) to not be true, as this would
raise concerns about endogeneity.
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3.4 Results

3.4.1 Issue Frame Prominence and Trends

Figure 3.2 displays the proportion of all AI tweets (or articles) per actor that address each

issue frame over the 2017 to 2019 time period. As such, it depicts the relative attention to

each issue frame over time out of all AI messages (which need not sum to 100 percent).

A few patterns are clear. For the public, policymakers, and NYT, innovation appears to be

the most prevalent frame, with a consistently high and stable level of attention from the

beginning of the time period. In any given week, around 20-30% of public tweets, 20-50%

of Congress tweets, and more than 90% of NYT articles which address AI discuss some

aspects of innovation. The consistent attention across all actors to AI’s implications for

innovation is highly supportive of the Traditional Framing Hypothesis, though with respect

to economic rather than geopolitical dynamics.

Indeed, and in contrast, the competition frame receives the least attention overall. Yet

it appears that competition-related discourse is growing amongst members of Congress,

increasing steadily from around 0% to around 25% of AI mentions between 2017 and

2019. A ramp-up of geopolitical discourse about AI—including outside of the time win-

dow examined here—seems quite plausible given the centrality of US-China competition in

post-2019 legislation such as the US Innovation and Competition Act (2021). That the in-

crease in attention to geopolitical dimensions seems particularly marked amongst members

of Congress may also serve as a preliminary indication that the emerging policy agenda

is forming somewhat independently from public influence (potentially contradicting the

Public Agenda-Setting Hypothesis). The next subsections test this more formally.

The most striking dynamics however, surround the ethics frame. Indeed, attention to

the ethics frame appears to be increasing substantially over time, especially for the media

and policymakers. Relative attention to the ethics frame steadily grows from around 70% of

media discourse to more than 90% over the three year time period. In Congress, it increases
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Figure 3.2: Issue frame prevalence by actor over time

Note: The data cover January 2017 through December 2019. However, I use 2-month rolling
averages to stabilize trends, which means the first data points depicted are from February 2017.

Sources are 1) tweets from the public using #AI, 2) tweets from the 115th and 116th Congresses on
AI, and 3) NYT article coverage of ‘artificial intelligence.’

from essentially 0% of AI discourse to approximately 50%, even surpassing attention to

innovation frame. This constitutes meaningful evidence that, notwithstanding the absence

of attention to AI ethics during the early years of AI policy agenda-setting, ethics appears to

have taken on a major role. Research extending into future time periods would be necessary

103



to confirm these trends. Yet attention to AI ethics does appear to be manifesting through

legislation and other governance efforts like the Algorithmic Accountability Act (2022), the

AI Bill of Rights (Rodrigo, 2021), and standards-related AI ethics efforts in the National

Institute of Standards and Technology (Schwartz et al., 2022).

However, growth in Congressional attention to AI ethics does not seem to be tracking

public attention, though there is modest growth in public attention to the ethics frame, from

around 5-6% to 8%. The public’s greater interest in AI innovation likely results from the

particular composition of social media users who discuss AI broadly, who likely differ from

the specialized mini-public (e.g., academia and civil society) focused on AI ethics. These

results could signal an elite-public (and media-public) divide, implying that advocates of

a new paradigm of technology governance may overstate or at least not closely reflect the

current priorities of the public, particularly regarding social and ethical implications of

AI. Alternatively these trends could equally serve as a call for action to better inform and

engage the public.

Overall then, the findings offer strong support for the Traditional Framing Hypothesis,

particularly with respect to innovation rather than competition during this time period. In-

terestingly, the results also provide some support for the Ethical Framing Hypothesis given

the striking growth in the ethics frame over time, which could have meaningful impacts

on the AI policy agenda. However, there are early indications that the Special Role of the

Public Hypothesis may not bear out.

3.4.2 ARIMA Analysis

The ARIMA analysis involves modeling relationships between each pair of two actors

separately for the three issue frames plus overall AI attention. I search through different

ARIMA(p, d, q) specifications using a small sample consistent AIC to identify the best-

performing model, subsetting to non-seasonal models only. Next, I perform a set of statis-

tical and visual tests of goodness-of-fit for plausible models. This includes examining au-
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tocorrelation and partial autocorrelations of residuals along with applying the Augmented

Dickey Fuller test, Kwiatkowski–Phillips–Schmidt–Shin test, and Ljung-Box test, in order

to confirm stationarity of the time series and independence of residuals. On balance given

these diagnostics, I identify a preferred model. I opt for simpler models over complex ones

if they perform similarly, as it is preferable for no more than one of the p or q terms to be

larger than 1 to avoid overfitting (Brandt & Williams, 2006).18

Table 3.2 displays the main ARIMA results from bivariate regressions of the three ac-

tors’ issue and issue framing attention datasets. The first column indicates the actor (Y)

potentially influenced by another leading actor (X). The second column indicates the se-

lected ARIMA parameters based on information criteria and modeling diagnostics. The

third column indicates the effect in terms of the number of predicted additional tweets or

articles per week from Y that result from a one standard deviation increase in messages

from X. The fourth column and fifth column assist with interpretation by presenting this

change in terms of a percentage change compared to the baseline average weekly value.

For example, the results indicate that a one standard deviation increase in public tweet-

ing behavior in a given week corresponds with a 22.4% increase over the baseline average

of policymaker messaging that week. The final column indicates significance, noting that

some statistically significant effects are too modest to be substantively important.

To assist with interpretation, Figure 3.3 present the main patterns of influence across the

three actors and four issue frames. Larger magnitude effects are represented with bolder

lines, and statistically significant effects at the 0.05 level are represented with solid rather

than dashed lines. Overall, the results suggest that the public does influence policymakers,

both overall and with respect to the innovation frame, leading to an approximate 20-22%

18Note that this strategy means I identify several different preferred p, d, q specifications for various bivari-
ate relationships, when it could be argued that the same underlying processes should manifest across issue
frames if agenda-setting dynamics are indeed part of a stable underlying system, with the same actors and
communication channels in play. As such, Appendix B.6 presents key results using alternative ARIMA and
fixed effects specifications as robustness checks. The fixed effects specifications differ in considering the
impact of public tweets on individual Congressmember behavior at the weekly level, but nevertheless lead to
highly consistent results. This provides some reassurance in the robustness of the main models presented.
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Table 3.2: ARIMA results: Mutual influence of public, policymakers, and media

X influence on Y ARIMA Model Effect Size Baseline Value % Change p-value
Public on Congress
All (0,1,1) 1.49 6.66 22.4% 0.003
Ethics (0,1,1) 0.26 1.98 13.1% 0.149
Innovation (0,1,1) 0.46 2.28 20.2% 0.015
Competition (0,1,1) 0.03 0.81 3.7% 0.733

Congress on Public
All (0,1,1) 753 31,322 2.4% 0.002
Ethics (1,1,1) 60 2,205 2.8% 0.161
Innovation (1,1,1) 136 8,046 1.7% 0.042
Competition (1,1,1) 17 1,303 1.4% 0.694

NYT on Congress
All (0,1,1) 0.87 6.66 13.1% 0.024
Ethics (1,1,3) 0.27 1.98 13.6% 0.079
Innovation (0,1,1) 0.41 2.28 18.0% 0.012
Competition (0,1,1) 0.03 0.81 3.7% 0.736

Congress on NYT
All (1,0,1) 1.57 18.56 8.5% 0.01
Ethics (0,1,1) 0.94 15.3 6.1% 0.119
Innovation (2,0,3) 1.59 17.71 9.0% 0.003
Competition (0,1,1) 0.17 13.95 1.2% 0.74

NYT on Public
All (0,1,2) -30 31,322 -0.1% 0.896
Ethics (1,1,1) 42 2,205 1.9% 0.269
Innovation (1,1,1) 24 8,046 0.3% 0.709
Competition (1,0,2) -12 1,303 -0.9% 0.774

Public on NYT
All (0,1,1) 0.17 18.56 0.9% 0.828
Ethics (0,1,1) 0.50 15.3 3.3% 0.384
Innovation (3,0,0) 1.18 17.71 6.7% 0.091
Competition (0,1,1) -0.28 13.95 -2.0% 0.594

Note: ARIMA Model refers to the preferred (p, d, q) specification. Effect Size refers to the number
of additional AI messages by the influenced actor (Y) in a given week resulting from a one

standard deviation increase of messaging from the influencer (X) during that week. Baseline Value
refers to the average number of AI messages from the influenced actor (Y) per week. % Change
refers to the increase in AI messaging over the baseline resulting from a one standard deviation

increase of messaging from the influencer during that week. Statistical significant results at the 5%
level are highlighted. Note that some digits are trimmed for legibility.
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increase in Congressional messaging over normal baseline attention. In contrast, even

when the results are technically statistically significant, Congress exerts very minor influ-

ence on the public generally, on the order of 1-3%.19 Notably, attention by media to AI

is also associated with increased attention by Congress on the order of 13-18%, indicat-

ing that this channel of influence is active, while attention by Congress leads to additional

media attention (8-9%) as well. This confirms prior work recognizing the role of media in

shaping and being shaped by policymaker attention (Wolfe et al., 2013; Yanovitzky, 2002)

To the extent that the media is treated as a reflection of public opinion, this provides further

evidence of the Public Agenda-Setting Hypothesis.

Figure 3.3: Results from ARIMA analysis: Suggested bivariate relationships

Note: Bivariate relationships per issue frame between public, policymakers, and media. Effect
sizes listed correspond to percentage increase over weekly baseline resulting from one standard
deviation increase in messaging from the influencer. Solid lines indicate significant results at the

5% level and line width corresponds to magnitude.

19Indeed, note that for sets of bivariate relationships with less stable ARIMA parameters, generally in-
significant results, and smaller effect sizes (e.g., Congress effects on public), this suggests that it is less like
that there is a stable and meaningful predictive relationship that can be captured.
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Critically, both channels of public influence are present for all AI messages and for

the innovation frame alone. In contrast—and across all actors—there are no significant

patterns of influence for the ethics frame or for the competition frame at the 5% level. It

is true, however, that the magnitude of effects for the ethics frame is substantially larger

and borderline significant at the 10% level in some cases, suggesting that the public could

have some influence now or in the future. Meanwhile the completely insignificant and

marginal effects for the competition frame suggests the public has little role in shaping

these dimensions of AI policy. It may be the case that policymakers are strictly looking to

experts in geopolitical and military dimensions of AI on these issues. Overall then, while

there is support for the Public Agenda-Setting Hypothesis with respect to the public’s role

generally, the Special Role of the Public Hypothesis with respect to the ethics frame is not

supported. Instead, it appears policymakers may listen to the public (and media) only when

the economic and innovation-oriented dimensions of AI are emphasized.

While these results align to some degree with the descriptive trends, they should nev-

ertheless be interpreted with caution. First, as they are unidirectional relationships that

omit the influence of of third party actors or other influences (such as focusing events),

the results cannot safely be interpreted causally. Evidence of mutual influence in some

cases could indeed indicate that both time series in a given relationship (e.g., public and

Congress) are reflecting omitted external factors. Yet, it is plausible that there are not

many additional external influences that would bring AI to the attention of policymakers

or the public beyond what they learn from the media and one another. Further, because

some of the relationships (again, for example, public and Congress) seem to strongly con-

vey one-sided influence dynamics, it is less likely that confounders play a major role for

these relationships. Another potential limitation is that the results depict contemporane-

ous or instantaneous influence within the course of a week, while other temporal modeling
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structures are possible.20 To address some of these concerns, especially those related to

endogeneity, I next present results from the three-actor VAR analysis.

3.4.3 VAR Analysis

Importantly, modeling with VAR allows for multidirectional influence, and for more than

two actors at a time. However, unlike with ARIMA, VAR measures lagged influence rather

than instantaneous influence. Thus it is important to identify an appropriate number of

weekly lags: A comparison of information criteria and prediction errors suggests two

weekly lags is most appropriate (Pfaff, 2008). The VAR models therefore include all three

actors (public, policymakers, and media) simultaneously, and I again perform analyses for

the three issue frames plus AI attention overall.21

To display associated results, I focus on impulse response functions depicting the im-

pact of the influenced actor’s attention to AI resulting from a one standard deviation shock

in the leading actor’s behavior. The results in Figure 3.4 provide evidence that public atten-

tion does influence policymakers, while Congress does not appear to influence the public.

The NYT also appears to have borderline influence on Congress, with a lesser magnitude

compared to the public’s influence, though bootstrap confidence intervals cross zero. No-

tably, results from the forecast error variance decomposition (available in Appendix B.5)

also confirm these patterns, with the public explaining about 9-10% of the variance in

Congressional AI attention overall, while Congress exerts no such influence on the public.

Overall, there is further evidence of the Public Agenda-Setting Hypothesis, reiterating the

20For example, a strong bidirectional relationship between two actors could indicate that the agenda-setting
process is even shorter term and better modeled at the level of days, for example. I have not modeled the
time series at the daily level due to sparsity and to avoid having to specify an overly complex lag structure.
Appendix B.4 discusses temporal modeling choices in more detail.

21In order for VAR to be applied fruitfully, the underlying time series data should satisfy some conditions.
After binding together the two main time series—public AI tweets and Congress AI tweets—and detrending
them, I perform associated tests. In particular, the Phillips-Perron test (p < 0.01) confirm the main time
series are independently stationary and, as before, the Phillips-Ouliaris test (p < 0.01) confirms they can
be treated as co-integrated. Further, the small-sample adjusted Edgerton-Shukur test (p = 0.55) indicates
that there are not serially correlated errors (Edgerton & Shukur, 1999), the ARCH Lagrange Multiplier test
(p = 0.25) confirms a lack of heteroskedasticity (Sjölander, 2011), and a stability test confirms a lack of
visible structural breaks in the data (Zeileis et al., 2002).
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Figure 3.4: Mutual influence of public, policymakers, and media: All AI messages

Note: Cumulative orthogonal impulse response functions indicating impact of a one standard
deviation shock in the leading actor’s attention to AI with 95% confidence intervals. Impacts

measured in number of additional tweets or articles per week are along the Y axis; time in weeks is
along the X axis.

prior ARIMA results.

However, the next key question is whether the public influences Congress with respect

to particular issue frames. To address this question, I repeat the impulse response analysis

for each issue frame and AI messages overall. The patterns in Figure 3.5 roughly mirror

the ARIMA results: The public appears to have influence on Congress with respect to

AI messages overall and for the innovation frame, but not for the ethics and competition

frames.22 Complete results for each set of impulse response functions per issue frame

across the three actors are presented in Appendix B.5. In sum, there is little evidence for

the Special Role of the Public Hypothesis.

22Note that while the magnitudes are small, e.g., 0.25 to 1.5 additional policymaker tweets about AI per
week, this corresponds to around 10-20% increases over baseline Congressional messaging, as described in
Table 3.2.
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Figure 3.5: Public influence on policymakers per issue frame

Note: Cumulative orthogonal impulse response functions indicating impact of a one standard
deviation shock in public attention to AI with on policymaker attention with 95% confidence

intervals. Impacts measured in number of additional tweets per week are along the Y axis; time in
weeks is along the X axis.

3.5 Implications and Conclusion

As policymakers increasingly wrestle with how to govern complex, high impact, strategic

technologies, it is critical to understand both what kinds of issues will shape the policy

agenda and which actors have influence in this agenda-setting process. In the context of

AI policy, this paper considered whether the emerging AI agenda is developing along a

traditional approach—emphasizing expert participation and strategic economic and geopo-

litical goals— or in line with a new ‘paradigm’ surfacing social and ethical dimensions of

technology and calling for increased public participation.

Findings here reveal a story that, while consistent, is also dynamic and mixed with

respect to the role of issue framing contestation and public participation in AI policy. The
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descriptive results suggest that policymaker attention to the ethics frame for AI is indeed

growing, even surpassing attention to geopolitical and economic dimensions of AI. These

patterns may indeed be evidence that concerted efforts to govern technology with more

proactive consideration of social and ethical dimensions are finding success. Further, across

a variety of modeling approaches, results indicate that the public does lead policymaker

attention to AI. This both contradicts and and elaborates on prior work (Barberá et al.,

2019) that did not fund such a role for the general public across policy domains, while it did

find a modest role for more attentive publics including aligned partisan publics, a finding

this study cannot evaluate. Increased public attention to AI is consistently associated with

increased policymaker attention, with substantive effect sizes, while the converse is not

true. Though less novel, the paper also finds that increased media attention, somewhat less

consistency and to a lesser degree, is also associated with increased policymaker attention.

The fact that public issue attention, directly, or through media distillation, might influence

the policy agenda even in the case of a highly complex and plausibly expert-dominated

technology policy domain is striking.

Yet the prospects for meaningful public participation in AI governance also appear to

be significantly circumscribed. Results demonstrate that the public influences policymaker

attention to AI only when AI is discussed in terms of its implications for economic growth

and innovation. Meanwhile, and despite the activism of numerous actors in civil society

and academia, the public does not appear to be an influence channel specifically with re-

spect to social and ethical implications of AI. This could indicate that policymakers are

engaged in a kind of confirmation bias, only listening to the messages they deem fit (Butler

& Dynes, 2016). Alternatively, it could indicate that the public is relatively more invested

in AI innovation than worried about AI’s ethical risks, a finding reiterated in some public

opinion research that shows stronger public support for adoption of AI than for its reg-

ulation (O’Shaughnessy et al., 2022). In either case, increased public participation and

increased ethical consideration may not go hand-in-hand in a straightforward fashion, and
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imagining the public to serve as the ‘voice’ of social and ethical consideration may be a

simplification of a more complex and evolving role for the public. Additional strategies,

like increased public education or facilitation of public involvement in policy via special-

ized fora may be necessary to better understand and advance the public’s role on these

issues (Buhmann & Fieseler, 2022).

Importantly, there are several key limitations with respect to the study. First, the se-

lection of issue frames and strategy for classification involve various subjective determina-

tions: While studies aimed at identifying AI frames are broadly consistent with respect to

general topics of importance (Imbrie et al., 2021; Ouchchy et al., 2020) other approaches

to measuring issue framing could lead to different results. Second, though the three year

time period under study is a critical one in light of the emergence of AI policy discourse at

this time, it cannot reveal longer-term dynamics. For example, it seems quite possible that

competition discourse has increased in the time period exceeding the scope of the study,

and it could be the case, for example, that the public is gradually taking on a greater role as

society becomes more familiarized with AI. Research in future years and decades will be

better positioned to determine if the dynamics identified here are stable or fleeting.

A third limitation surrounds the prospects for generalizing the findings here to other

policy domains or settings. The results could indeed be signs of a paradigmatic shift in

technology governance or agenda-setting generally, but this paper provides little direct ev-

idence to that effect. Indeed, it is known that agenda-setting dynamics differ across policy

domains (Kingdon, 1984; Liu et al., 2011), and AI could be a relatively unique issue given

its technical complexity, widespread impact as a general purpose technology, and mixed

benefits and risks. The United States is also uniquely situated with respect to AI policy,

as well as distinctive in terms of its agenda-setting institutions, policy goals, concerns, and

so forth, meaning the exact findings may not translate to different regions and governance

scales. Fourth, the time series models applied here do not explicitly take into account other

factors like electoral context (Vliegenthart & Walgrave, 2008), or severity of problem in-

113



dicators and focusing events (Liu et al., 2011). Given the short time period, subjectivity

involved in time series modeling, and relatively sparse data in some cases (e.g., a small

number of policymaker messages per week), future research will be needed to confirm or

challenge the results here.

Overall, this study can benefit research in policy process theory, political communica-

tion, and AI policy with implications for the scholarly understanding of the roles of the

public, media, and issue framing in the agenda-setting process. Through application of

text-as-data methods and the creation of AI issue frame dictionaries, it also helps to con-

cretize more preliminary and conceptual work concerned with AI issue frames and narra-

tives, providing grounds for further study. Further, the application of time series methods

to study not merely issue attention, but sub-issue issue frame attention by different policy

actors represents a new approach to understanding the evolution of contested policy agen-

das. Finally, the paper helps to answer some concrete and pressing questions in technology

and AI governance surrounding how AI is framed and whether the public has influence

in the emerging agenda. While much remains to be known about the direction that tech-

nology governance will take, indications in the early years of AI policy suggest that a full

transformation has not yet occurred.
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CHAPTER 4

REASON AND PASSION IN AGENDA-SETTING: EXPERIMENTAL EVIDENCE

ON STATE LEGISLATOR ENGAGEMENT WITH AI POLICY

4.1 Introduction

The politics of influence play a central role in theories of agenda-setting. According to

the most prominent framework of agenda-setting (M. D. Jones et al., 2016), the Multiple

Streams Framework (MSF), policy problems and solutions to those problems are brought

together by skilled policy entrepreneurs through careful strategic problem definition, net-

working, and provision of information to policymakers (Kingdon, 1984). Yet, recent stock-

taking of the agenda-setting literature and its impact over the past decades has encouraged

heightened attention to hypothesis formulation and empirical testing beyond qualitative

case study in order to support long-term theory building (Cairney & Jones, 2016). Fur-

ther, recent calls emphasize the need to unpack the inner workings or ‘black box’ of policy

processes and identify clear findings that “inform the work of policymakers and issue ad-

vocates” (Anderson et al., 2020, p. 590). For example, in the case of policy entrepreneurs,

Petridou and Mintrom (2021) call for research that more carefully measures the impact of

policy entrepreneurs including with respect to specific strategies they employ.

In response, scholars have widened their attention to other theories in the policy pro-

cess literature in order to better conceptualize, refine, and test theories. One such area of

fruitful intersection is between the agenda-setting literature and the relatively recent Nar-

rative Policy Framework (NPF) (M. D. Jones et al., 2016; McBeth et al., 2007). The NPF

embraces the use of stories in policy persuasion, involving characters, context, plot, and

moral, and offers hypotheses along micro, meso, and macro levels of analysis (McBeth

et al., 2014). It has been increasingly embraced as a promising explanatory framework
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bringing post-positivist elements into policy change theory (McBeth et al., 2014; Weible

& Schlager, 2016). For example, Birkland and Warnement (2016) suggest the utility of the

NPF in explaining focusing events, McBeth and Lybecker (2018) argue that narratives can

better explain the role of policy entrepreneurs in problem definition and coupling problems

and solutions, and Petridou and Mintrom (2021) argue that policy entrepreneurs can serve

as “policy marketers” who promote narratives to streamline complex policy issues.

This chapter embraces this direction and responds to these calls through incorporation

of elements of narrative strategy into a study of agenda-setting and policy entrepreneur

influence. In particular, I consider whether policy entrepreneurs can effectively use narra-

tives to influence policymakers even in highly technical, complex policy domains where the

provision of technical information is traditionally considered essential. The context for this

work is one such emerging and understudied technical policy domain, that of artificial intel-

ligence (AI). AI policy is a valuable testbed for policy process and agenda-setting research

given its sweeping social, ethical, and economic implications across policy domains, and

because a wide diversity of policy entrepreneurs are now drawing on a variety of strategies

including framing to set the terms of debate (Cave et al., 2018; Minkkinen et al., 2022).

In short, study of AI policy in the near future provides the opportunity to closely examine

agenda-setting taking place for a novel, complex, and important policy domain for which

the agenda has not yet been established.

This study examines agenda-setting influence in AI policy by observing the behavior of

United States (U.S.) state legislators in response to differing influence strategies of policy

entrepreneurs. In partnership with a leading AI policy think tank, I perform a information-

provision field experiment— specifically an audit or correspondence experiment— and ran-

domly assign more than 7,300 state legislators to receive different email communications

about AI policy. In line with the study’s pre-registered design, legislators receive messages

providing either expert technical information, a persuasive narrative story, or more generic

policy entrepreneur outreach (a control message). Separately, as part of the experiment’s
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factorial design, the emails emphasize a social and ethical frame surrounding AI policy,

or an economic and competition-based frame. To measure policymaker engagement with

these messages as an indication of influence, I determine whether policymakers click on

links to fact sheets or stories embedded in the emails, reply to the email, and click to visit

a registration page for or attend a webinar on AI policy developed as part of the study.

I find that both technical information and narratives are statistically more engaging

than more generic policy entrepreneur outreach messages: Legislators are around 30 per-

cent more likely to engage in activities like clicking on a fact sheet or story about AI policy.

Strikingly, despite AI’s noted technical complexity, narratives are just as effective as expert

information in engaging policymakers. This result holds whether policymakers receive a

frame emphasizing social and ethical issues or economic and geopolitical dimensions of

AI. Moreover, despite significant attention to AI’s role for innovation and competition, I

find that policymakers are at least as drawn to an ethics-based frame. Finally, I find that

legislators in states with little prior experience in AI policymaking are especially interested

in engaging not only with expert information, but also with narratives. Overall, the re-

sults reiterate the value of understanding narratives in the policy process, and indicate that

‘passion’ can be just as important as ‘reason’ in policy influence efforts, even for highly

technical domains.

4.2 Theory

4.2.1 The Role of Narratives in Agenda-Setting

Following the post-positivist turn in policy process theory (Fischer, 1998), scholars have

increasingly recognized subjectivity, value-laden reasoning, and politics as important com-

ponents in policymaking and agenda-setting more specifically, while also emphasizing

the need for empirical testing of these interpretive elements. This movement in policy

scholarship permeates prominent policy process theories through concepts such as focus-

ing events (Birkland & Warnement, 2016), policy images (Baumgartner & Jones, 1991),
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beliefs (Sabatier, 1988), social constructions (Schneider & Ingram, 1993), and recently,

narratives (McBeth et al., 2014). Narratives arguably play a role in shaping policy images

and social constructions as well as beliefs, by helping to establish what the relevant policy

‘story’ and its context are, who the story’s heroes and villains are, and what moral lessons

can be learned. Successful narratives can influence agenda-setting by shaping perceptions

about the construction of costs and benefits, expanding or containing issues, and reducing

uncertainty and perceived risk (McBeth et al., 2007).

While narratives are often discussed in the context of shaping public opinion, the meso-

level of analysis in the NPF recognizes “how groups use policy narratives to try and in-

fluence public policy” and policymakers more specifically (McBeth & Lybecker, 2018,

p. 170). Narratives may be influential for policymakers for a variety of reasons: Not only

can they provide a valuable tool for a policymaker’s own messaging efforts, they may also

directly persuade a policymaker of the legitimacy and feasibility of a proposed policy (An-

derson et al., 2020). With respect to the former, especially at the outset of a new policy

question or domain, policymakers may be in need of messages, images, and narratives

used to craft their own political identity, persuasive messaging, and public and constituent

communications. In terms of their direct persuasive impacts, a body of research (Brysk,

1994; Small & Loewenstein, 2003) shows that ‘personal’ narratives, particularly those dis-

cussing the plight of individuals, may be “very effective at eliciting an emotional reaction,

personalizing the issue, making it more salient, and making people feel a greater need to

act” (Mcentire et al., 2015, p. 14).

In the context of agenda-setting, it is policy entrepreneurs—in part functioning as pol-

icy marketers—who play the key role as the crafters and promoters of narratives through

the act of problem definition, or elevating public conditions to the status of policy prob-

lems through careful and strategic shaping of indicators and focusing events (Mcbeth &

Shanahan, 2004; Mintrom & Norman, 2009). Given the central role that problem (and in-

deed solution) definition plays in the activities of policy entrepreneurs and in frameworks
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like the MSF, narratives should arguably be incorporated as prominent or even dominant

considerations in making sense of influence dynamics in agenda-setting. As McBeth and

Lybecker (2018) argue, public policy may in fact be increasingly driven by narratives.

4.2.2 Policy Entrepreneurship and Expertise in Technical Policy Domains

This theoretical contribution of the NPF can thus be appropriately encapsulated by at-

tending to the activities of policy entrepreneurs in agenda-setting processes. Policy en-

trepreneurs are known to play a key role in problem definition, as well as in activities like

coalition-building (Mintrom & Norman, 2009), and in the provision of expertise, amongst

other influence strategies (Capano & Galanti, 2018; Frisch Aviram et al., 2020). Indeed,

in recent and closely-related research, Anderson et al. (2020) demonstrate empirically that

state legislators are especially reliant on the provision of information and evidence, ex-

ceeding even the importance of traditional policy entrepreneurship activities like coalition-

building. Policy entrepreneurs may provide critical information about policy problems

and solutions that are poorly understood (serving as ‘information entrepreneurs’ or ‘expert

entrepreneurs’ (Crow, 2010) or ‘knowledge brokers’ (Knaggård, 2014)) by empirically

demonstrating the severity of problems or the feasibility of solutions (Knaggård, 2015).

This expertise provision may reduce the perceived riskiness of policymaking decisions in

light of uncertainty (Dewulf & Biesbroek, 2018; Knaggård, 2014), and can even be used as

a justificatory strategy for policymakers who desire scientific or technical credibility.

In particular, the provision of expertise should be especially important in policy areas

that are technically complex or ‘hard’ issues (Carmines & Stimson, 1980; Gormley, 1986),

such as environmental policy (Knaggård, 2014) and AI. Given the difficulty of understand-

ing associated policy issues and the resulting uncertainty (Zito, 2001), policymakers are

especially in need of ’hard’ evidence to inform decisionmaking. Further, in the case of

these highly complex or technical issues, policymaking is typically dominated by powerful

elites, expert bureaucrats and professionals, and associated business interests. This is espe-
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cially the case for issues of low salience—jointly leading to ‘board room’ politics—where

the public has little access (Gormley, 1986). In these cases, public attention and electoral

accountability is also less critical for politicians (Eshbaugh-Soha, 2006). As such, policy-

makers will arguably be less in need of narratives for the purpose of stump speeches and

credit-claiming.

Emerging technologies are especially good candidates of highly technical and complex

domains, and AI is a paradigmatic example of this. Notably, a major concern nation-

ally is building up competence in the government to understand and address AI issues

and policies, demonstrated through the high prioritization and urgency evidenced across

government AI policy strategies. For example (such examples abound), U.S. Executive

Order 13859, Maintaining American Leadership in Artificial Intelligence (2019) includes

the launch of a government-wide AI community of practice while the National Security

Commission on AI (NSCAI), a prominent and early-moving actor in shaping U.S. AI pol-

icy, features more than 50 pages on educating, recruiting, and training “AI Talent” in its

most recent report (National Security Commission on Artificial Intelligence, 2021). These

concerns are persistent across state, national, and international AI policy discourse (Schiff,

2021), demonstrating the clear perceived importance of enhancing government expertise

with respect to this emerging policy domain.

4.2.3 Competing Influence Dynamics in Agenda-Setting

These theoretical developments in policy entrepreneurship, the NPF, and agenda-setting

offer potentially competing answers to the question of what modes of policy entrepreneur-

ship are most influential to policymakers in the case of complex, emerging technologies.

On the one hand, initial scholarship bridging the NPF and agenda-setting literatures would

suggest that narratives should be effective as policy entrepreneurs work to define prob-

lems and couple them with solutions to persuade policymakers. McBeth and Lybecker

(2018, p. 871) have argued that they “do not expect significant use of evidence in efforts
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of policy entrepreneurs to define the focusing event” and suggest that even when evidence

is used, it “will often be embedded within a narrative element.” This is consistent with

the argument from Zahariadis (2014), who argues that while the provision of information

alone may reduce uncertainty, it will not dissolve the ambiguities that must be resolved for

agenda-setting to take place.

On this view, carefully-crafted narratives, especially of a personal nature, could be just

as effective as expert information (Mcentire et al., 2015). This should hold especially if

AI is salient to the public or influential public messengers such as the media and civil so-

ciety groups. It is also more likely if policy entrepreneurs have successfully framed AI in

terms of implications that might capture the public’s attention, such as impacts on ethics,

racial injustice, inequality, or job displacement. These kinds of framings (Iyengar, 1994),

made possible by AI’s sweeping impacts across social and economic life, would consti-

tute successful issue expansion aimed at expanding one’s coalition and public attention in

turn. Notably, these kinds of efforts are under study by scholars in AI as well, exempli-

fied by work at CSET (Imbrie et al., 2021) and the Global AI Narratives Project out of the

Leverhulme Centre for the Future of Intelligence and the Royal Society (Cave et al., 2018).

Yet, while there is a plethora of evidence that various policy entrepreneurs have indeed

tried to define AI in terms of public issue considerations, science and technology policy

typically rests at the bottom of public issue priorities (B. D. Jones et al., 2009). In the cur-

rent environment, despite its acknowledged widespread impact, AI is likely overshadowed

by crises in public health, environment, racial and political cohesion, and the economy. For

example, a single presidential candidate in the 2020 election (Andrew Yang) placed au-

tomation among their top issue priorities, but public attention was not long-lasting. Further,

given the established importance of expert information for domains like the environment

(Knaggård, 2014; Michaels, 2009), there are reasons to expect that a potentially even more

complex domain like AI will be just as reliant on expert information in policy entrepreneur-

ship if not more so. Along these lines, the competing prediction suggests that it is reason,

136



and not passion, that should be most influential in agenda-setting. That is, for a highly

complex technological domain like AI, characterized by great uncertainty and little public

(or policymaker) understanding, we might expect the provision of expertise to be far more

valuable and influential to policymakers.

4.2.4 Issue Frames

Scholars of political communication and media have also examined how policy issues may

be framed in different ways, to emphasize alternative sub-issues or dimensions involved

(Chong & Druckman, 2007; Iyengar, 1990). For example, Neuman et al. (1992) identify

human impact, economics, and conflict as three common issue frames used in the news

media. These contrasting issue frames not only have the ability to influence public opin-

ion: They also may influence policy entrepreneurs and policymakers (McBeth et al., 2014).

Policy entrepreneurs can thus strategically take advantage of different available issue (or

policy) frames (Mcbeth & Shanahan, 2004; Mintrom & Luetjens, 2017) to expand or con-

tain issues into favorable policy venues and to help construct a preferred policy image

(Baumgartner & Jones, 1991).1

Indeed, there is ample evidence that key stakeholders in AI are already conceiving of

challenges and solutions of AI policy in terms of these kinds of issue frames. In terms of

frames emphasizing human impact, a large number of organizations have produced ethical

codes, frameworks, and principles (Schiff et al., 2021) that have filtered into national and

international policy strategies and agreements, such as the OECD’s (2019) Principles on

Artificial Intelligence. Alternatively, policymakers have also paid substantial attention to

the economic and technological competitiveness dimensions of AI, often contrasting the

success of U.S. AI policy and development against that of China strategically, econom-

ically, and even militarily (Castro & McLaughlin, 2021; Ulnicane, 2022). In this case,

1A possible source of confusion is the distinction between a narrative and a frame. Simply, narratives can
contain or promote one of many possible issue frames, while issue frames need not be accompanied by a
narrative, as the experimental design in this study makes clear.
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the economic and conflict frames often appear to be merged in practice, as the economic

standing of the United States in terms of technology and innovation is considered a pillar

of its national security, and vice versa. For example, the NSCAI (2021) devotes significant

attention to how U.S. talent development is important for securing its competitive posi-

tion against that of China and key AI policy is being advanced through legislation literally

entitled the U.S. Innovation and Competition Act (2021).

I thus employ issue frames surrounding ethical implications of AI or, alternatively, the

economic and technological competitiveness implications of AI, as a separate dimension

of the experimental design for three reasons. One, as there is arguably no way for policy

entrepreneurs to present a ‘neutral’ frame of AI policy (Elder & Cobb, 1984), it is important

to identify prominent and realistic frames to build knowledge about issue framing as well

as support external validity in the AI policy domain. Relatedly, the use of multiple frames

helps ensure that findings about policy entrepreneur influence strategies are less likely to

merely reflect esoteric aspects of AI policy. Finally, the use of contrasting frames also

allows us to examine the relationship between framing and policy entrepreneur influence

efforts (Petridou & Mintrom, 2021), for example whether certain influence strategies are

more or less effective when used in tandem with particular issue frames.

4.2.5 Hypotheses

In the following experimental tests of these theoretical predictions, I evaluate three main

hypotheses and two exploratory hypotheses. These hypotheses are evaluated in terms of

the effectiveness of different email messages in engaging U.S. state legislators, as a proxy

of policy entrepreneur agenda-setting influence. I provide details on how engagement is

measured in the next section.

Main Hypotheses:
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Policy Entrepreneur Effectiveness Hypothesis: When policy entrepreneurs provide

narratives or expertise as part of their influence efforts, it will increase policymaker atten-

tion to and engagement with the policy issue at hand.

Dominance of Narratives Hypothesis: The provision of narratives will induce greater

policymaker engagement than the provision of expertise.

Dominance of Expertise Hypothesis: The provision of expertise will induce greater

policymaker engagement than the provision of narratives. This is simply the converse.

Issue Framing Hypothesis: Policymakers will exhibit greater average levels of en-

gagement in response to issue frames emphasizing the economic and technological com-

petitiveness dimensions of AI, as compared to issue frames emphasizing the ethical and

social dimensions of AI. This likely reflects the under-valuing of ethics in policy and the

influence of greater constituent attention to economic and security issues, especially in the

context of technology policy (B. D. Jones et al., 2009; Schiff et al., 2021).

Exploratory Hypotheses:

Strategies by Issue Framing Hypothesis: Policymakers will respond with greater en-

gagement to narratives when they are provided issue frames emphasizing the ethical and

social dimensions of AI as compared to issue frames emphasizing the economic and tech-

nological competitiveness dimensions of AI. I expect that the provision of narratives and

expertise might influence legislators differently in the context of the issue frames of ethics

and economic competition. While legislators may engage with ethics at a lower rate overall,

I expect that they might find narratives particularly appealing or useful when AI is framed

in terms of its ethical dimensions.
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Prior Experience Hypothesis: Compared to legislators with greater prior experience

in AI policymaking, legislators with less experience with AI will respond with greater en-

gagement to the expertise treatment. I expect that there might be meaningful differences

in how legislators respond to narratives and expertise based on their prior experience with

AI as measured by the degree of prior state-level policymaking activity. This results from

AI’s status as a complex, technical policy area that has raised significant concern about the

lack of government and policymaking expertise (White House, 2019). As such, I expect

legislators without prior knowledge of AI will seek out expertise at a higher rate.

4.3 Experimental Design

4.3.1 Benefits of a Field Experiment

The research design used to answer the hypotheses is a field experiment, specifically an

informational audit or correspondence experiment that takes place over email. The ex-

perimental design has several advantages over other methods used for studying policy

entrepreneur-policymaker relationships. First, policy entrepreneur-policymaker engage-

ment patterns, including the kinds of influence strategies and issue frames deployed and

their subsequent effectiveness, may be endogenously determined. That is, policymakers

may actively solicit information from, and be targeted by, certain policy entrepreneurs be-

cause of a policymaker’s prior expertise and engagement with a policy issue.2 As such, pol-

icymaker responsiveness to policy entrepreneur influence efforts may reflect self-selection

(as a function of prior experiences, ideology, and institutional roles) rather than solely the

effectiveness of the influence strategy itself (Bennett & Iyengar, 2010), making causal iden-

tification difficult. An experimental design helps to avoid this problem (Druckman et al.,

2012) by randomly assigning policymakers to different influence strategies, enabling valid

comparisons of the effects of different influence strategies across groups of policymakers

2For example, while it may be possible to examine observationally and descriptively which policy en-
trepreneurs submit comments in response to government requests, testify at hearings, or meet with policy-
makers, it is difficult to disentangle why these influence pathways were opened and whether they are effective.
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who are, on average, similar across both observable and unobservable characteristics (and

thus equally likely to self-select into different messages).

Second, policy entrepreneurs may employ multiple influence methods concurrently

(e.g., in-person meetings versus public persuasion efforts), making it difficult to distin-

guish which if any are effective in a broader influence campaign. Identifying a particular

type of policy entrepreneur contact (i.e., email communication) allows us to isolate effects

for this channel with confidence. Third, and importantly, while previous studies have used

online surveys of state legislators to study agenda-setting influence, a field experiment also

offers the benefit of heightened external validity by ensuring that the treatments, context,

and outcomes accurately reflect real-world dynamics of interest (Gerber & Green, 2012).

Finally, the use of narratives juxtaposed with facts in the experimental design may itself

constitute an innovation, and one necessary for empirically measuring and comparing the

effectiveness of key policy entrepreneur influence strategies as called for by Petridou and

Mintrom (2021). As Haaland et al. (2021, p. 17) argue in a recent review, “experiments

systematically studying the role of stories, anecdotal evidence and narratives are still very

scarce, and...a fruitful area for future research.”

The study is done in partnership with a leading AI think tank (McGann, 2020), The Fu-

ture Society, which is especially beneficial as I seek to measure authentic engagement with

policy entrepreneur strategies in the context of policymakers going about their everyday

job activities. The Future Society is a nonprofit think-and-do tank focused on AI policy

that consults with and provides resources for policymakers, amongst other activities (The

Future Society, 2022). Coordination with this organization helps to ensure not only the

authenticity of the treatments, but also enhances the utility of the study for policymakers

and their staffs by providing access to a leading organization with which they can connect

further in the future. Specifically, the email correspondences come from one of the orga-

nization’s email accounts and use the organization’s branding. Additionally, as part of the

study, the organization hosted resources on their website and co-developed and hosted a
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webinar on AI policy targeted at informing state policymakers.

4.3.2 Study Sample

The study sample includes 7,356 U.S. state legislators, or approximately all legislators3

with email addresses that were available through official state legislative websites as of

May, 2021.4 There are a few reasons for studying state legislators. In contrast to federal

legislators, state legislators may have a greater need for information about AI, as state-level

AI policymaking is (generally) at a more early stage of development, and state legislature

capacity and professionalism is generally lower (Squire, 1992). Further, policy process

scholars have argued for the importance of expanded attention to local policymaking in

order to validate and build theory (Ridde, 2009). Finally, this body of policymakers con-

stitutes a relatively robust sample size, providing more power to evaluate the hypotheses.

Table C.1 in Appendix C.1 presents key descriptive statistics about the sample.

4.3.3 Randomization and Treatment Assignment

I randomly assign state legislators within blocks to email treatments, following the proce-

dure of Butler and Broockman (2011).5 Specifically, I block randomize by state, legislative

chamber, and political party (198 blocks total, as Nebraska has a unicameral legislature).6

3Note that by sending email communications to state legislators’ email addresses, I am effectively treating
the legislators’ offices, as it is possible that staff members rather than the legislators themselves would receive
the treatment. I consider this to be a feature of the normal environment in which policy entrepreneurs attempt
to influence legislators (rather than a bug), and consider engagement by members of a legislative office to be
indicative of the policymaker’s activities and priorities.

4Of the total of 7,383 state legislative seats, according to the National Conference on State Legislators, I
am able to identify 7,358 individuals with associated email addresses (99.7%). For the 25 remaining legisla-
tors, approximately 15 of the seats were vacant at the time of data collection, while around 10 did not have
publicly-available email addresses. In addition, I exclude two Oklahoma legislators who were mistakenly
associated with the same email address. Note that regular resignations, retirements, and special elections
mean the sample was likely not fully up-to-date at the time of administration.

5Block randomization has several benefits here. It ensures balance across key covariates, avoiding the
possibility of aberrant randomizations and allowing for simple estimation of subgroup effects. More impor-
tantly, to the extent that the blocking variables are correlated with outcomes, blocking decreases variance,
effectively increasing power.

6Given the small number of independents (67 of the total 7,356), I randomly assign these to either a
Democratic or Republican block.
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Policymakers within blocks are then randomly assigned to one of six treatment or control

groups. They receive an email communication that draws on either the 1) expertise strategy

or 2) narrative strategy or 3) a more generic control message employing neither strategy.

The messages also incorporate one of two issue frames, emphasizing either the a) social

and ethical or b) economic and technological leadership dimensions of AI. This produces

an overall 3x2 factorial design with six total treatment/control groups.

The wording of the email treatments is designed to emulate the issue frames and lan-

guage used in real news media stories and policy entrepreneur communications with poli-

cymakers. In particular, the emails discuss either ethical and social harms associated with

facial recognition,7 or economic and technological leadership implications of U.S. compe-

tition with China, prominent topics discussed for the respective issue frames.8 Moreover,

when constructing the narrative strategy treatments, I adopt a personal narrative approach

(Mcentire et al., 2015) and include the core elements of narrative structure according to

the NPF: a setting, characters (a victim and a villain), a plot, and a policy moral (McBeth

et al., 2014). The emails are also designed to emulate newsletters sent out by the partner

organization, and were vetted by several members of the staff. Figure 4.1 presents a draft

example with additional formatting elements, and the full text and template for the emails

is available in Appendix C.5.

The email messages contain links to extended versions of information presented, in the

7For the expertise strategy employing the ethics frame, I adopt language from policy entrepreneur com-
ments about facial recognition (Saleh, 2020) in response to a request for comments from the Office of Man-
agement and Budget (2020) regarding key guidance for U.S. agencies about AI regulation, as well as language
from advocacy statements in the U.S. and internationally put out by Access Now (2021) and European Dig-
ital Rights (EDRi) (2021), collectively signed by a coalition of over 175 civil society groups, also regarding
facial recognition. For the narrative strategy employing the ethics frame, I rely on language in news articles
(Hill, 2020a, 2020b) and an advocacy statement by the ACLU (2021) and numerous other signatories about
the wrongful arrest of individuals because of facial recognition systems.

8For the expertise strategy employing the competition frame, I adopt language from a report by the Center
for Data Innovation about international competition over AI (Castro & McLaughlin, 2021). For the narrative
strategy employing the competition frame, I rely on language in news articles (Vincent, 2017) about how
AlphaGo’s defeat of Chinese Go champion Ke Jie launched a “Sputnik-like” moment for China. Critically,
the issue frames and arguments made in these documents are consistent with language used by a wide range
of policy entrepreneurs and other actors in different contexts.
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Figure 4.1: Sample legislator email: Narrative + ethics treatment condition

form of fact sheets (for the expertise conditions), stories (for the narrative conditions),9 or a

link to the organization website (for the control conditions). The fact sheets and stories are

crafted based on the materials mentioned and additional research and reporting on these

topics, and were also vetted by several members of the partner organization. The email

messages additionally contain an encouragement to reply to the email and a link to RSVP

for a webinar on AI for state legislators, planned and conducted in conjunction with the

partner organization in December 2021 to benefit study participants.

9The full fact sheets and stories are hosted on the organization website and available by request. See
Appendix C.5.
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4.3.4 Outcome Measures

The outcomes of interest are measures of policymaker engagement with the email commu-

nications. Because policymaker time is limited, policy entrepreneurs must act strategically

and compete to gain their attention in order to influence the policy agenda. Therefore,

the willingness of policymakers to devote attention to the information or arguments pro-

vided by policy entrepreneurs is an important indication of their interest, engagement, and

ultimately the effectiveness of policy entrepreneurs influence strategies.

I evaluate policymaker engagement with the emails by measuring willingness to partake

in a series of actions that demand increasing levels of effort, time, and attention: clicking

on links to additional information discussed in the email (a fact sheet, story, or the orga-

nization’s website), clicking on a link to sign up for a webinar, replying to the email, and

attending the webinar,10 all behaviors that are reflective of real-world policymaker-policy

entrepreneur influence dynamics. As the primary outcome measure, I construct a binary

variable which indicates whether legislators participated in at least one of these activities.11

Table 4.1 presents the average rate of engagement for each outcome of interest in the con-

trol group, as a baseline for understanding legislator behavior and the effectiveness of the

various treatments.

Table 4.1: Average legislator engagement in control group

Outcome Rate
Resource Click Rate 10.0%
Webinar Click Rate 9.7%
Email Reply Rate 0.1%
Webinar Attendance Rate 0.2%
Combined Engagement (Binary) 10.9%

Importantly, the study involves non-compliance as not all legislators opened and read

the contents of the assigned email given limited time and resources. Further, for a portion
10Measuring both intent to participate and participation is a strategy also employed by McClendon (2014).
11This measurement approach deviates slightly from the pre-registration, which proposed using a count

measure. I chose to make this alteration because the binary outcome is easier to interpret and very highly cor-
related with the count measure. I present additional results for different outcomes separately in Appendix C.3.

145



of the sample, emails bounced or were otherwise undeliverable, as is typical for email

campaigns. Legislators who do open the email are identified as compliers with treatment,

which is important for calculating the complier average causal effect (CACE), the primary

treatment effect of interest for this study.

4.3.5 Administration

Emails were sent through the partner organization’s email service (Google Suite) using a

third party platform, Saleshandy, to track email open rates and link clicks. Given daily

email rate limits and to successfully deliver more emails to primary inboxes, I sent out

emails over several weeks. After block randomizing state legislators into treatment groups,

I further randomized the state legislators within blocks to receive their treatment emails on

specific days and at specific times. I sent out two follow-up emails (one 10 days after the

initial email and another 5 days after the first follow-up email) to individuals that had not

opened the email, in order to increase response rates. After all reminders were sent, 48.4%

of the 7,356 legislators emailed opened the email (increasing to 50.0% amongst legislators

for whom the email did not bounce), exceeding typical open rates of around 29% for email

campaigns in the government sector.12

4.3.6 Ethical Considerations

Given the ethical implications of the research design, I took care to follow best practices

from other correspondence studies in political science, policy, and public administration.

In particular, the study aimed to satisfy three main ethical considerations: reducing decep-

tion, minimizing harm, and minimizing burden (Butler & Broockman, 2011). I reduced

deception involved in the study by partnering with a real organization that has expertise

and a vested interest in this policy domain and the study’s research questions. Policy-

makers received accurate information about the issue frames and topics, representative of

12Source: 2019 Mailchimp email benchmarks available at https://mailchimp.com/resources/email-
marketing-benchmarks.
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typical AI policy discourse, through the email messages, links, and during the webinar.

Next, because the information is carefully-researched and designed to be an accurate de-

piction of key problems and solutions in AI policy, I expect that the study benefited many

policymakers by providing useful information, potential contacts, and follow-up resources

curated explicitly for legislators.13 Finally, the time burden on legislators and their staffs

resulting from opening or reading the initial email was minimal and a standard part of work

activities. Beyond this, participants voluntarily opted into additional activities, such as the

webinar, likely due to genuine interest and a desire to learn more about this increasingly

important policy domain.

4.4 Analysis Strategy

4.4.1 Estimands and Regression Models

Due to randomization, treatment and control groups are identical in expectation before

treatment. Thus, causal effects can be identified straightforwardly by assessing outcome

differences between treatment groups. However, as the study seeks to evaluate the effec-

tiveness of influence strategies that actually reach policymakers, I prefer CACEs as the

estimands of interest, referring to average treatment effects identified for those who actu-

ally receive treatment (i.e., those who open the emails).14 To recover the CACEs, the study

employs an instrumental variable (IV) approach with two-stage least squares (2SLS) re-

gression, where random assignment to treatment is an instrument for opening and reading

the treatment email (Angrist et al., 1996).

Below, I describe the analysis approach used to evaluate each hypothesis. For all associ-

13One additional ethical question surrounds the study’s use of a frame invoking technological competition
between the United States and China. While this frame no doubt accurately reflects prominent policymaker
AI discourse, I worked with the partner organization to minimize possible harms related to the promotion of
an ’AI arms race’ (Ulnicane, 2022; Zwetsloot et al., 2018), including by modifying language and presenting
balanced content in the additional resources and webinar.

14In Appendix C.3, I also report key intent-to-treat effects (ITTs) as a measure of whether policy en-
trepreneur messages are influential in a broader sense, given that non-compliance is common in real-world
settings. CACEs are defined as the ITT effects of treatment assignment on the outcomes of interest divided
by the proportion of compliers.
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ated regression specifications, I use two-tailed t-tests and Huber-White heteroskedasticity-

robust standard errors, with statistical significance assessed primarily at the 5% level.15

Additional information about covariates and power can be found in Appendix C.2 and Ap-

pendix C.4.

Policy Entrepreneur Effectiveness Hypothesis

For the Policy Entrepreneur Effectiveness Hypothesis, I compare legislator engagement for

legislators in the narrative and expertise treatment conditions (both pooled and individually)

to those in the control groups. The main estimands of interest are:

E[Engagement(D = narrative)− Engagement(D = control)|complier]

E[Engagement(D = expertise)− Engagement(D = control)|complier]

These CACE estimands represent treatment effects among the compliers, where the

compliers are those who took up treatment (opened and read the treatment emails) when

assigned to treatment. As the control group, by design, does not and cannot receive the

treatment emails, this context involves the potential for only one-sided non-compliance.

The associated regression specifications are thus of the following form:

CACE 1st stage: Read narrative = β0 + β1narrative+ γX + ϵ

CACE 2nd stage: Engagement = β0 + β1 ̂read narrative + γX + ϵ

CACE 1st stage: Read expertise = β0 + β1expertise+ γX + ϵ

CACE 2nd stage: Engagement = β0 + β1 ̂read expertise + γX + ϵ

where Engagement refers to the outcome measure of interest, X refers to a vector

of the covariates, and ϵ refers to the error.16 The covariates included are legislator party,
15Another minor deviation from the pre-registration is that I registered some one-tailed and some two-tailed

t-tests. I opt for all two-tailed t-tests here to both be more conservative and preserve easy comparability.
16Note that much of this analysis involves pooling across the issue frames.
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chamber, gender, and tenure, as well as state-level prior experience with AI policy and leg-

islature professionalism. For the 2SLS IV models, read narrative and read expertise repre-

sent whether legislators opened and read the respective treatment emails (were treated)17,

and the predicted values of those variables from the first stage are then used to estimate

policymaker engagement in the second stage, where the β1 coefficients are the CACEs of

interest. I expect the β1 estimates from the second stage 2SLS regressions to be positive,

indicating that the treatments increased policymaker engagement.

To assess the relative effectiveness of strategies invoking narratives or expertise, I use a

z-test to evaluate whether the CACE estimates for the narrative and expertise treatments are

equivalent. A significant p-value implies that we can reject the null hypothesis that the two

treatments produced equivalent effects. In this case, the relatively more influential strategy

is the one with the larger treatment effect magnitude.

Issue Framing Hypothesis

For the Issue Framing Hypothesis, I compare legislator engagement for legislators in the

ethics treatment group to those in the competition treatment group. I expect that the com-

petition issue frame will produce stronger effects. The associated regression specifications

are similar to the 2SLS models presented above, but using issue frames instead of influence

strategies.

Strategies by Issue Framing Hypothesis

For the exploratory Strategies by Issue Framing Hypothesis, I compare legislator engage-

ment for each of the six distinct treatment groups to assess whether the ethics narrative

treatment effect is larger than the competition narrative treatment effect. To do this, I use

interactive model specifications to estimate ITTs for each unique treatment as it is more

complicated to define compliance for both issue frames and strategies simultaneously when

17Similar to McClendon (2014), I consider opening the email to be a proxy for reading the email.
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using a 2SLS approach (note that ITT estimates will generally have the same significance

as CACE estimates). I then use z-tests to assess treatment effect differences.

Prior Experience Hypothesis

For the exploratory Prior Experience Hypothesis, I interact the expertise treatment with

legislature prior experience with AI policy, and expect to find that policymakers in states

with less prior work on AI policy have greater need for expertise. To investigate this, I

use interactive 2SLS model specifications, again similar to inform to those shown above,

to estimate CACEs for legislators in states with high and low prior AI experience.

4.5 Results

4.5.1 Does the Provision of Expertise or Narrative Influence Legislators?

I first consider whether the Policy Entrepreneur Effectiveness Hypothesis holds. In short,

does the use of narrative or expert information by policy entrepreneurs successfully engage

policymakers as compared to more generic outreach? Table 4.2 presents the results for

the main legislator sample based on use of either strategy (pooled) and for both strategies

separately.18 The outcome of interest is the CACE based on a binary indicator of whether

legislators engaged in at least one of the possible activities: opening a fact sheet provided

in the email, clicking to register for the webinar, etc.19 A corresponding table of ITT

results is presented in Appendix C.3. Note that for the primary sample, I exclude legislators

from Indiana, as the unusual click behavior (100% click rate on resources, and 0% click

rate on webinar registration page) that I observed during administration suggested that an

automated email system (perhaps for security reasons) was in use.

18For all three model specifications, p-values for the weak instrument and Wu-Hausman tests are all less
than 0.001, confirming strong instruments and the suitability of an IV approach.

19In practice, almost all legislators who engaged did so through one of these two lower-effort activities,
such that the binary outcome essentially reflects engagement with the fact sheet (or story) or interest in the
webinar. In line with expectations, relatively few legislators replied to the email or attended the webinar.
Inclusion or exclusion of those more costly activities thus has essentially no effect on study results, as shown
in Table C.4 in Appendix C.3.
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Table 4.2: Impact of policy entrepreneur strategies on legislator engagement

Legislator Engagement

(1) (2) (3)

Either Strategy 0.096∗∗∗

(0.016)
Expertise 0.092∗∗∗

(0.019)
Narrative 0.100∗∗∗

(0.019)
N 7,206 7,206 7,206
Robust SEs Yes Yes Yes
Covariates Yes Yes Yes

Note: ∗p < 0.1; ∗∗p < 0.05; ∗∗∗p < 0.01

I find that the use of both strategies by policy entrepreneurs is indeed effective, con-

firming the Policy Entrepreneur Effectiveness Hypothesis. When compared to a control

message of a similar style and length which provides more general information about the

organization—including the same invitation to join a webinar and reply to the email—both

expert information and narratives significantly increase policymaker interest. The corre-

sponding effect size of the CACE is 0.096 (p < 0.01) for those who received either strat-

egy compared to control, with effects slightly larger in the narrative group (0.100) versus

in the expertise group (0.092). Thus, the probability that a legislator in one of the treatment

groups who opened and read the email took at least one action is 9-10 percentage points

than for legislators in the control group.

Figure 4.2 presents these results using a coefficient plot with 95% confidence intervals,

and includes alternative model specifications as robustness checks. Namely, in addition

to the 1) primary specification, I present results 2) without covariate adjustment, 3) when

including Indiana, and 4) when excluding states for which I observed identical click rates
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for the resource and webinar.20 Across specifications, results are nearly identical.21

Figure 4.2: Impact of policy entrepreneur strategies on legislator engagement

More concretely, subsetting to individuals who opened their assigned emails, approx-

imately 24.3% of legislators in the control groups took at least one action upon receiving

the emails compared to 31.2% of legislators in the expertise treatment group and 32.6% of

legislators in the narrative treatment group.22 This corresponds to a 28.3 percent increase

in engagement for those who received expert information, and a 34.2 percent increase in

20Similar to the logic for excluding Indiana, it is possible that these states employ automated email systems
to screen links for security reasons. This select sample retains about two-thirds of the full sample, with
n = 5, 268 total legislators.

21I also find the same results when using the alternative count outcome measure as when using the binary
outcome measure. See Table C.4 in Appendix C.3.

22Note these metrics for the control group differ from those reported in Table 4.1, which presents engage-
ment rates for individuals regardless of whether they actually opened their assigned emails (akin to ITTs).
The metrics here are amongst those individuals who opened either their assigned control or treatment emails
(akin to CACEs), and are thus arguably more meaningful representations of differential behavior.
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engagement for those who received narratives.23

While both influence strategies employed by policy entrepreneurs are statistically ef-

fective, they are not statistically distinct. Though the narrative treatment leads to a larger

magnitude increase in legislator engagement as compared to the expertise treatment, a z-

test indicates these two strategies are not statistically distinguishable (p = 0.77). Thus,

while there are theoretical reasons to expect either narratives or expertise to be more influ-

ential strategies (as per the Dominance of Expertise and Narrative Hypotheses), I instead

find that these strategies are similarly, and meaningfully, impactful. Nevertheless, it is most

striking overall that for a highly technical policy domain that has been inundated with calls

for expertise-building, such as massive efforts to promote training of STEM workers and

PhD researchers, narratives are at least as critical in engaging policymakers vis-à-vis the

emerging AI policy agenda.

4.5.2 How do Issue Frames Impact Legislator Engagement?

Next, I turn to the question of whether use of distinct issue frames by policy entrepreneurs

affects engagement by policymakers. I anticipated as per the Issue Framing Hypothesis

that an issue frame (or policy frame) emphasizing economic and technological leadership

dimensions would be more influential for policymakers, given substantial focus on AI’s

innovative potential in policy discourse, and because policymakers may already be inclined

to emphasize economic-type issues over ethical ones.

To my surprise, results point in the opposite direction, if anything. Specifically, accord-

ing to the covariate-adjusted IV regression results, legislators receiving the ethics frame

via email were about 2 percentage points more likely to take at least one action then leg-

islators receiving the economic frame, though this difference is not statistically significant

(p = 0.24). To put this into context, the covariate-unadjusted group differences indicate

23When including the entire sample, not just those who opened their emails, 10.9% of individuals in the
control group engaged in at least one action, compared to 15.4% in the expertise treatment group and 15.7%
in the narrative group, translating to engagement increases of 40.7% and 43.7%, respectively.
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that around 29.0% of legislators who opened the email in the competition group took at

least one action as compared to around 30.0% of legislators in the ethics group. Thus, de-

spite ample and arguably growing pressure to emphasize AI’s economic, competitive, and

geopolitical dimensions in policy discourse, legislators were at least as likely, if not more

likely, to express interest in AI’s ethical implications.

I also considered whether specific issue frames interacted differently with various pol-

icy entrepreneur strategies. For example, I hypothesized as per the Strategies by Issue

Framing Hypothesis that the use of a narrative strategy would be more naturally coher-

ent and impactful when joined with an issue frame emphasizing social and ethical issues,

as compared to joining a narrative strategy with an economic frame. Table 4.3 displays

the engagement rates for combinations of strategies and frames, along with corresponding

p-values of differences across these combinations. While I hypothesized that narratives

would be differentially engaging based on the issue frames employed, I find that narratives

are equally engaging across the ethics and competition issue frames (p = 0.91). Moreover,

I find no clear evidence of differences between issue frames for the control (p = 0.56) and

expertise (p = 0.16) policy entrepreneur strategies as well. Instead, the greatest visible

differences are between each influence strategy and the control group (generic outreach

message that does not employ either strategy).

Table 4.3: Engagement rates for distinct strategy and issue frame combinations

Ethics Competition p-value of diff.
Control 0.11 0.11 0.56
Narrative 0.16 0.16 0.91
Expertise 0.16 0.14 0.16
p-value (Narr. vs. Control) 0.00 0.00
p-value (Exp. vs. Control) 0.00 0.01
p-value (Narr. vs. Exp.) 0.60 0.32

To evaluate the stability of this pattern, I draw on an additional source of data. Through

the use of tracking links tied to each individual strategy x issue frame combination, I was

able to track through the registration platform for the webinar, Eventbrite, how many in-
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dividuals in each treatment group sought out information about the webinar.24 The data

in Table 4.4 reveal a very similar pattern. There were minimal differences in page views

across issue frames, but distinct differences for both narratives and expertise relative to

control within each issue frame. For example, for the control group, a very similar num-

ber of individuals visited from the ethics frame group (376) as from the competition frame

group (366). In the expertise group, a larger number of individuals visited overall, with a

highly similar number of visitors from the ethics group (421) and competition group (433).

The narrative group acted similarly, with the highest number of visitors overall and a nearly

identical number from the ethics group (465) and competition group (466).

Table 4.4: Webinar registration views by treatment group

Ethics Competition
Control 376 366
Narrative 465 466
Expertise 421 433

That these patterns are highly stable regardless of the use of quite distinct types of

issue frames suggests that it is the strategies themselves that are most salient in policy en-

trepreneur influence efforts. Moreover, that the number of visitors from the narrative group

was substantially larger than the control group (90-100 more views) as well as larger than

the number of visitors from the expertise group (30-40 more views), provides further ev-

idence about the relative effectiveness of the influence strategies compared to control. It

even provides suggestive evidence about the potentially heightened effectiveness of narra-

tives versus expertise. However, given more limited data about the source of these numbers

(e.g., uncertainty around how many of these views are repeat visitors), and because the pre-

registration did not emphasize this data source, we cannot safely conclude that narratives

are more effective.
24The data captured by EventBrite on the number of individuals visiting the registration page differ from

those captured through SalesHandy based on direct link clicks from the emails. Eventbrite is able to track any
use of these links to visit the site, accounting for the larger overall number of visits to the registration page. I
rely on the SalesHandy data for the primary results, given the pre-registered plan, but present the Eventbrite
data as a helpful addition.
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4.5.3 Engagement by Legislative Prior Experience and Capacity

Finally, I consider whether certain legislative characteristics moderate the effectiveness

of policy entrepreneur influence strategies. I hypothesized as per the Prior Experience

Hypothesis that legislators with less prior experience in AI policy would be especially in

need of expert information to advance their ability to work effectively in this policy domain.

As a proxy for legislator experience with AI policy, I use data from the National Conference

of State Legislatures (NCSL) indicating the number of proposed and/or passed pieces of

legislation in each state between 2019 and 2021.25 I binarize these count data such that the

top 50% of states are considered to have high prior experience with AI policy, with the rest

having low experience. This essentially divides states into those who have considered or

passed at least one piece of AI legislation, and those who have not. Note that this means

the experience variable is measured at the state level, and is thus only a rough proxy for

individual legislator experience.

Table 4.5: Impact of policymaker AI experience on engagement with expertise

Legislator Engagement

Expertise 0.040
(0.029)

Low AI Experience −0.052∗∗∗

(0.014)
Expertise x Low AI Experience 0.103∗∗∗

(0.038)

Note ∗p < 0.1; ∗∗p < 0.05; ∗∗∗p < 0.01
With robust SEs, including covariates

Table 4.5 reports the results of interacting the expertise influence strategy with legislator

prior AI policymaking experience. The coefficient on the interaction term is positive (coef

= 0.103) and highly significant (p < 0.01), indicating that policymakers in states with low

AI experience are indeed more likely to pursue expert information than policymakers on

25This time period is appropriate given the relative recency of AI policy efforts at the state level.
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states with greater AI experience.

While these results comported with expectations, further exploration revealed an ad-

ditional surprising finding. Low experience legislators were not only more likely to seek

out expertise; they were also more likely to seek out narratives. Figure 4.3 displays the

heterogeneous effects of both policy entrepreneur strategies for low versus high experience

legislators. Compared to high experience legislators, low experience legislators were 10.3

percentage points more likely to take one activity in response to an email providing expert

information, but also 12.1 percentage points more likely to act in response to receipt of a

narrative about AI policy.

Figure 4.3: Prior legislature experience impacts on seeking expertise and narratives

I also explored a related but distinct issue, which is how legislative professionalism (or

capacity) moderates the effectiveness of policy entrepreneur strategies. I use the adjusted

Squire Index as the measure of state legislative capacity, a continuous measure ranging

from 0 to 1. Figure 4.4 displays heterogeneous effects for a model interacting influence
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strategy with legislature capacity, in this case using the ITT effects rather than CACEs.

Unsurprisingly, the main effect in the model for the Squire Index indicates that legislative

capacity drives significant increases in AI policy engagement, with around a 50 percentage

point increase in taking at least one action in response to the emails.

Figure 4.4: Relationship between legislative capacity and influence strategy effectiveness

The figure and coefficients on the interaction terms suggest that legislators working in

professionalized legislatures are also more likely to be engaged by both the expertise and

narrative strategies. Yet, while professionalism seems to drive increased engagement with

narratives (a 10.5 percentage point increase in taking action) and expertise (a 12.1 percent-

age point increase in taking action), the variance is too high to support a clean conclusion

(p-value for expertise = 0.17; p-value for narratives = 0.24).26 Nevertheless, Figure 4.4

shows that the overall patterns for legislators who received the expertise treatment are very

similar to the patterns for legislators who received narratives, another indication of the
26The power analyses in Appendix C.4 suggested some of the more highly-specified estimands might be

underpowered, though the study is limited to the sample of all U.S. legislators ultimately.
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importance of narratives in the agenda-setting process.

The additional exploratory and associational findings in this subsection provide help-

ful context for evaluating potential policy entrepreneur influence efforts. Higher-capacity

legislatures are unsurprisingly better positioned to engage with policy entrepreneurs and

to be responsive to information about critical policy issues (though we cannot conclude

statistically that the expertise and narrative strategies are differentially effective for these

policymakers compared to more generic outreach). More strikingly, legislators in states

with little prior AI policy work are especially likely to engage with policy entrepreneurs,

and they are receptive to both expert information and narrative strategies. Considering the

study results in their totality, we see one especially surprising and consistent pattern: Nar-

ratives appear to be at least as influential as expert information, even for a technology like

AI known for its complexity and technical opacity.

4.6 Discussion

Highly technical, complex policy domains have typically been expert-dominated spaces.

This is true nowhere if not with respect to AI policy. Actors in the public, private, and

non-governmental sectors — in the United States and globally — have urgently called for

expert information, training of more STEM researchers and PhDs, and capacity-building in

government. Yet despite the seeming ubiquity of the expert orientation in AI policy, I find

that persuasive narratives are at least as effective in engaging state legislators as they work

to formulate the early AI agenda.

The findings demonstrate that, while provision of expert information by policy en-

trepreneurs remains influential, the provision of narratives was at least as likely to gain

policymaker attention. Legislators were around 30 percent more likely to take costly ac-

tions such as clicking on an additional fact sheet or story when they received either expert

information or a persuasive narrative. Moreover, this pattern of influence does not appear

to be isolated to policy discourse circumscribed around narrow aspects of AI, such as only
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applying to issue frames that emphasize social and ethical harms. Indeed, whether policy

entrepreneurs emphasized social and ethical dimensions of AI, or implications related to

economic and technological competitiveness, narratives remained equally influential.

Further and surprisingly, despite the traditional association of science and technology

policy with high-level concerns surrounding economic growth and innovation, an issue

frame promoting ethical consideration was at least as effective as an economic-style frame.

This finding speaks to the literature on issue framing and the relative effectiveness of dis-

parate issue frames, particularly for highly technical policy domains. A topic for further

study is how these results might extend to other policy domains, technical or otherwise:

The findings here could in part reflect esoteric aspects of AI as a policy object, or they

could reflect a broader paradigm shift in how technology is governed.

Relatedly, a possible limitation of the study and common challenge with domain-specific

research is the extent which it can be generalized to other policy domains. A further threat

to inference for this study is the possibility of spillover effects due to legislators talking to

each other about the emails. Yet, most outcomes are actions likely performed immediately

after reading the email, such as clicking on links, replying to the email, and registering

for the webinar. Finally, an open question is the extent to which initial policymaker en-

gagement translates to meaningful agenda-setting influence and policy change. That ap-

proximately a thousand legislators took the costly action of clicking on links to additional

resources suggests the potential for influence is more than minimal.27 Overall, the use

of a field experiment approach, conducted in partnership with the leading AI think tank,

buttresses the study’s internal and external validity.

One ambition of policy scholarship is to provide actionable insights to guide policy

actors (Anderson et al., 2020). I find here that policy entrepreneurs, in this case a non-

partisan civil society organization, can make effective use of both expert information and

narratives in their influence and advocacy efforts. Further, the results suggest that legisla-

27An additional if anecdotal indication is that the study resulted in the author being contacted by state
legislators to advise in adoption of AI policy by government and to help advise on writing AI legislation.
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tors in states without much prior policy experience are especially inclined to seek out expert

information and narratives. Future work is needed to better understand why policymakers

seek out these narratives, and which features of the narratives are appealing. It may be

that policymakers are drawn to narratives as a way of developing their own messaging for

political deliberation and constituent communications. It may also be that policymakers

are directly persuaded by narratives much in the way that members of the public are. The

results do caution that legislators in less professionalized legislatures may struggle with

limited capacity to engage with policy entrepreneurs, meaning that expanded efforts are

needed to reach, and understand the needs of, these legislative bodies, an ongoing problem

in state-level policymaking (Fortunato & Parinandi, 2022).

More broadly, this study helps to realize ambitions in policy scholarship to unpack the

’black box’ common in complex policy processes, to integrate NPF theory with agenda-

setting dynamics, and to rigorously measure and compare the effectiveness of different

policy entrepreneur influence strategies (McBeth & Lybecker, 2018; Petridou & Mintrom,

2021). In particular, this study demonstrates that narratives can be successfully applied

to better understand policy entrepreneurship in the context of agenda-setting, and play a

meaningful role even for the highly technical and complex domain of AI policy. Indeed,

the complexity, uncertainty, and ambiguity associated with AI policy may help to explain

why policymakers appear susceptible to diverse influence strategies and framing efforts

despite an ostensible need for ’hard’ evidence. Finally, while much of the literature on

narratives focuses on their use in media or to influence the public, this study demonstrates

that narratives can also be used by policy entrepreneurs to influence policymakers. Just

as narratives can support the translation of policy conditions into problems in the eye of

the public, so too can they shape the perspectives of policymakers who are wrestling with

contested visions around policy agendas.
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4.7 Conclusion

As policy agendas begin to form to address the prospects and risks associated with AI, it is

critical to understand how influence strategies employed by interested policy entrepreneurs

may shape policymaking going forward. This study employs an experimental approach to

assess whether different influence strategies may be more or less successful, and in doing

so contributes to the literature on agenda-setting especially in the context of highly tech-

nical domains and for general purpose technologies. These findings address topics central

to policy process theory including policy entrepreneurship, issue framing, and influence

dynamics in policy entrepreneur-policymaker relationships.

Based on a field experiment of over 7,300 U.S. state legislators, I find that policy en-

trepreneurs who employ narratives or expert information can successfully engage state leg-

islators in taking costly actions like clicking on a fact sheet or resource. I find narratives are

just as effective whether AI policy is framed as an economic or ethical issue. The results

further indicate that legislators with less AI policy experience, and in highly professional-

ized legislatures, are most likely to engage with policy entrepreneurs. In the context of the

complex, critical, and emerging domain of AI policy, the results reveal that passion may be

just as likely as reason to shape the minds of policymakers as they establish the ultimate

policy agenda.
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CHAPTER 5

CONCLUSION

5.1 Review of Key Findings

This dissertation represents an effort to better understand the substance, development, and

implications of the emerging U.S. AI policy agenda as of the early 2020s. Namely, as rapid

advancements in AI research in the 2010s were followed by increased industrial and public

sector adoption, questions surrounding AI governance began to loom large in the later half

of the 2010s and will continue to be major topics of concern in the 2020s and beyond. Yet

the identification and construction of a policy agenda is no little thing, particularly in light

of the expansive, significant, and mixed impacts associated with AI.

The decision-makers who formulate the agenda must implicitly or explicitly decide on

numerous questions: What is AI and what is it not? What are the most pressing policy prob-

lems and opportunities associated with AI? Which solutions are feasible and aligned with

societal values and governmental priorities, now or in the future? Which actors in the pub-

lic or private sector, in civil society and academia, and in the broader public, are best suited

to advise on and govern AI? Should regulation be centralized or decentralized, assigned to

a few entities or many? What is the appropriate relationship between formal and informal

regulation, between hard and soft law, between self-regulation and external enforcement?

How should the U.S. act in light of its desire for international cooperation with allies while

also desiring competitive advantage with respect to both allies and adversaries? What bal-

ance should be struck between innovation and risk, between too much precaution and too

little? How can governance be designed to be nimble and flexible, and how quickly should

regulation be put forth? For the matter, who has the authority, perspective, or expertise to

speak to these questions?
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These questions—amongst many others—face the decision-makers of today and tomor-

row as they work out AI policy in general and with respect to specific sectors and contexts.

Moreover, many such decisions must be made in the context of great uncertainty, while the

capabilities of AI are evolving, the impacts unclear, and the priorities contested. Policy-

makers must make sense of the AI policy agenda while simultaneously attending to public

opinion and broader policy priorities, attitudes towards the private sector and big tech-

nology companies, appetites for regulation and innovation, pressures from advocacy and

lobbying, social and political conditions, and concerns surrounding the economy, racial and

social justice, and environmental sustainability.

Importantly, the act of agenda-setting itself is also marked by both rational and inter-

pretive elements, an interplay increasingly recognized as essential to understanding poli-

cymaking and embraced in this dissertation. ‘Hard’ technical and economic possibilities

and limits necessarily interact with ideas, beliefs, narratives, focusing events, and socio-

technical imaginaries. The agenda must speak to present facts and future predictions, to

fears, aspirations, hopes, and mere guesses. In its own right then, the AI policy agenda as

examined in this work is an entity with its own character, discourse, and evolution.

In Chapter 1, I began by defining AI, presenting its historical and modern context, and

reviewing key 21st century questions surrounding timing, centralization, self-regulation,

coordination, and precaution in AI policy. I next sought to describe AI as an object of

policy study, an important step in opening AI policy up to empirical examination, ensuring

that AI is properly situated in its present and historical scholarly and policy context. I

argued that while AI can be viewed as partially unique in light of its expansive impacts,

complexity, and capacity for autonomy, learning, and prediction, much about AI policy

should also not be viewed as a wholesale departure from the past. Instead, it is prudent to

approach AI policy with awareness of the characteristics of other similar policy domains

and how they have shaped agenda-setting processes in the past. As such, scholarship on

policy process theory, political communication, technology governance, innovation policy,
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framing, narratives, policy entrepreneurship, and more can shed light on what we might

expect to see in AI policy, and whether we are likely to see continuities or divergences.

To begin such an effort to characterize AI policy, I drew on the scholarly literature sur-

rounding general purpose technologies, emerging technologies, and strategic technologies.

Deriving from this understanding, I emphasized two central aspects of AI as an object of

policy study, that it is marked by AI’s prominent and pervasive multi-sector impact, and

that it is subject to significant uncertainty and ambiguity. Jointly, these conditions lead

to a state of what I called high-stakes policy ambiguity. Such a conceptualization implies

that many actors will have a stake in AI policy, that its impacts will be uncertain (yet still

subject to human agency rather than mere technological determinism), and that strategic

competition over the agenda is likely to play a prominent role in the agenda-setting pro-

cess. Because of this, the dissertation examined a few core topics: which fundamental ideas

are being centered in the emerging AI policy agenda, what conditions appear to have led to

this result, whether actors like members of the public are having a say in the policy process

as compared to experts, and how policy entrepreneurs are working to influence the agenda.

Chapter 2 continued this examination through performance of an extensive case study

of the federal U.S. AI policy agenda. I relied on 63 strategic AI policy documents pub-

lished between 2016 and 2020, and identified and curated by the federal government, as a

key starting point for understanding the emerging agenda. In this study, I drew on the MSF,

a leading framework for understanding agenda-setting processes, which directed my atten-

tion towards components like policy problems, solutions, focusing events, and indicators.

Further, I considered these components in light of a ostensible contest between competing

visions, ideas, or approaches towards AI and technology governance. In particular, I asked

whether the state of the U.S. AI policy agenda better reflected a traditional ‘paradigm’

reflective of expert leadership and strategic economic and geopolitical goals, or a ‘trans-

formative’ one reflecting increased attention to social and ethical issues with a greater role

for the public. I applied qualitative coding and quantitative content analysis techniques to
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study the policy problems, solutions, focusing events, indicators, issue frames, and roles of

the public and experts as described in these documents. Through reference to the underly-

ing conceptual frameworks, this chapter was able to provide not only extensive empirical

evidence, but also scholarly insights about the development of the U.S. AI policy agenda.

The results indicated that the emerging AI agenda has striking and unusual characteris-

tics. Arguably unlike any other complex technological policy domain in the past, reference

to ethical concepts and an ethical frame is pervasive throughout policy documents, includ-

ing the elaboration of explicit ethical principles and frameworks for AI. Yet this prominent

rhetoric does not appear to be mirrored in terms of concrete action and is surpassed by

references to the traditional innovation frame for technology policy. For example, despite

numerous ethical scandals in AI and evidence of harms, the overwhelming majority of indi-

cators and focusing events discussed referenced AI’s technical performance surpassing that

of humans, of economic possibilities, or of geopolitical competition. Further, while refer-

ence to ethical problems was quite common, particularly surrounding issues like fairness,

trust, and transparency, these problems were often not matched by concrete solutions, while

problems surrounding economic and technical needs were. The failure to translate ethical

rhetoric into action may be significantly explained by the lack of concrete ethical solutions

or evidence of their technical feasibility, by the incompatibility of sweeping calls for social

change against American neoliberal values for innovation policy, and by institutional iner-

tia and scope limitations leading individual governmental agencies little understanding of

how to translate ethics into practice.

In light of the high-stakes strategic ambiguity of AI as a policy object, a particularly

interesting finding was how ostensibly ethics-focused issues like transparency and trust

took on mixed strategic and ethical characteristics. Trust, for example—often perceived as

a linchpin in linking AI’s ethical dimensions with its appropriate usage—took on a mode

that I described as ‘hybrid’ in nature. No longer simply about avoiding ethical harms,

issues like transparency or fairness were repeatedly rendered as barriers to consumer adop-
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tion, investment, and innovation. These framing efforts indicate that policymakers either

assumed or perceived that response to social and ethical concerns needed to be presented in

light of traditional economic or geopolitical goals. This suggests that normative goals in AI

policy ultimately play a secondary role not only in terms of the development of associated

policy solutions, but even in the policy rationales and justifications thought important. In a

sense, there is less evidence of a genuine transformation of the U.S. approach to technology

governance but rather a synthesis and partial subsumption of an ethics lens into traditional

innovation policy.

A particularly unambiguous finding was that, despite nearly ubiquitous calls for public

and diverse participation, the public is hardly referenced with respect to concrete policy

proposals. While experts are referenced with respect to specific committees, timelines,

deliverables, and responsibilities, the public tends to be mentioned only generically at the

mission statement level. Relatedly, there is very little mention of specific public concerns

or public opinion about AI, neglecting research that has been done on these issues. Despite

the existence of many frameworks that have been developed to support participatory pol-

icymaking, there appears to be little notion in these documents of how to actually engage

the broader public. The U.S. AI policy documents instead reflect a body of policymakers

more comfortable working in traditional ways, highlighting traditional strategic economic

and geopolitical concerns and goals, and engaging experts in working out policy solutions.

Nevertheless, the rhetoric suggests a genuine interest in engaging with the social and

ethical implications of technology. Further, there is evidence that some ethical issues like

privacy have been concretized to a sufficient extent such that policy solutions are laid out

clearly, and to the point that these topics ‘lose’ their more abstract framing as human-

centered ethical concerns. Policy stakeholders invested in safeguarding against AI social

and ethical risks may still have an open doorway if they can demonstrate the technical

feasibility of their proposed solutions. Indeed, the common deference of U.S. AI policy

documents which urge a need for solutions to other actors responsible for developing these
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future standards, best practices, impact assessments, and risk management approaches in-

dicates that more work can be done to formally embed social and ethical consideration

in technology governance. Yet some proposals, like regulating AI to reduce structural in-

equities in the U.S. or globally, may simply be functionally outside of the bounds of U.S.

policy values for the time being.

While Chapter 2 sought to descriptively review U.S. AI policy documents directly to

expose explanatory insights on the nature of the emerging agenda and agenda-setting pro-

cesses, Chapter 3 turned to U.S. federal policymakers themselves. In particular, it examined

the AI policy discourse of members of the 115 and 116 Congresses, the attention of these

policymakers to issue frames surrounding AI’s economic, ethical, or geopolitical dimen-

sions, and whether public attention to AI meaningfully influences policymaker attention.

In this way, Chapter 3 continued the focus on whether AI policy is marked by traditional or

transformative notions of technology governance, including an emphasis on ethical versus

strategic dimensions, and on expert versus public participation. To study AI issue attention

and influence, I drew on traditional and social media messages from these federal poli-

cymakers, the public, and the media, over a three year period, starting from the effective

beginning of U.S. federal AI policy discourse in 2017 through the end of 2019. I employed

text-as-data techniques to construct time series data capturing attention to AI issue frames

over time, and used time series analysis methods to evaluate whether members of the pub-

lic seem to influence U.S. policymakers both in general and with respect to specific issue

frames.

Across a range of models and specifications, Chapter 3 provided consistent evidence

that the public does seem to lead policymaker attention to AI. Heightened public attention

to AI within a given week is associated with fairly sizable increases in policymaker atten-

tion, while policymaker attention conversely does not seem to substantively alter public

attention. I also considered news media, measured through issue attention in New York

Times articles, as an alternative source for conveying the national mood to policymakers.

174



The evidence indicates that media does lead policymaker attention to AI as well, suggest-

ing that the media is another important channel in agenda-setting influence for AI policy in

particular. Relatedly, the chapter also considered which issue frames for AI are dominant

in the early agenda-setting stage, and whether certain frames are becoming more promi-

nent over time. I find that the innovation frame is consistently the most prominent across

all three categories of actors, though there is evidence of increased attention to the ethics

frame particularly amongst policymakers.

Yet this shift in focus does not appear to be driven by public concerns. Indeed, rela-

tive to other issue frames, attention to the ethics frame in AI is not especially increasing

amongst the public. Moreover, while the public does lead policymaker attention to AI gen-

erally, it does not with respect to the ethics frame, suggesting that policymakers concerned

with these aspects of AI policy are drawing their encouragement from different sources.

Instead, the public and media only appear to influence policymakers when they discuss the

innovative aspects of AI. These findings may demonstrate that a certain portrayal of the

role of the public in technology policy is too simplistic. While some policy stakeholders

concerned with AI ethics and public participation imagine the public to have a higher stake

and more expertise with respect to social and ethical dimensions of AI, is not clear that the

public’s priorities actually reflect a heightened focus on these concerns.

One possibility is that the public is not yet substantively informed about AI, much less

its complex social and ethical dimensions. More work may be needed to genuinely en-

gage and inform the public, if these are truly considered requisites in shaping the agenda

as expressed by many actors. Indeed, the public opinion scholarship on AI indicates that

the public still has limited understanding of AI in general. Moreover, members of the pub-

lic, especially the subset of the public engaged on AI issues on social media, may simply

be more concerned with economic implications. For example, despite the strong advo-

cacy of civil society organizations against the use of predictive AI technologies employing

biometrics, such as in surveillance and policing, it is unclear that the public shares these
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sentiments. Members of the public appear to be much more in favor of AI applications such

as predictive policing than expert groups such as AI researchers and non-governmental or-

ganizations. To the extent that these patterns hold over time, it may not be a case that

policymakers are ignoring public issue priorities, but rather that AI ethics advocates have

an idealized conception or even a misconception about the public’s priorities.

In line with the second chapter then, Chapter 3 reveals a mixed picture when con-

fronting theoretical and normative expectations with data. U.S. policymakers are paying

increased attention to the ethical dimensions of AI, with these topics even rising to the

most prominent issue frame for AI by the end of 2019. Yet, given that the general public

does not appear to be the source of this change, it may be the case that specialized elite

groups such as civil society organizations and academics are more directly responsible for

this shift in policy priorities. If correct, these findings might indicate that AI policy is truly

a battleground amongst elites, with policymakers and other elite stakeholders calling for

public participation, but only listening to public opinion when it confirms their prior con-

ceptions. With respect to policymakers, this could lead them to be especially responsive

only when the public attends to AI’s implications for innovation, a possibility buttressed by

the findings in Chapter 2 that reveal few genuine policy channels for incorporating public

opinion—much less participation. With respect to civil society and academia, this may re-

flect something of an implicit technocratic disposition of elites who claim to speak for the

public but do not truly reflect current public priorities.

This dissertation, of course, does not settle what the ‘correct’ issue frames or priorities

are for AI policy. It does indicate, however, that issue frame attention and public partic-

ipation are not necessarily deeply integrated. Public influence on the policy agenda can

manifest without increasing attention to social and ethical dimensions of technology, while

these socio-ethical dimensions of technology may also become growing policy priorities

independent of the public’s influence. Overall then, this chapter confirms the prior chap-

ter’s findings that some dimensions of the AI policy agenda are quite novel, such as the
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surprising degree of focus on AI ethics, but it does not suggest a systemic transformation in

the role of the public in terms of shared governance or even a real diminution of traditional

strategic technology policy goals surrounding geopolitics and economic innovation.

In light of these mixed dynamics as the emerging AI policy agenda develops, Chap-

ter 4 looks much more deliberately at what strategies influence policymakers, a question

only loosely addressed in prior chapters. To provide insight here, Chapter 4 turns to the

role of policy entrepreneurs, key actors in the agenda-setting process, and looks in par-

ticular at how members of civil society act to shape state-level AI policy. I perform a

field experiment—specifically an information provision or correspondence experiment—

in partnership with a leading AI policy think tank to see what kinds of policy entrepreneur

influence strategies most effectively gain the attention of state policymakers. In particular,

policymakers were exposed to email messages providing either technical expertise about

AI, traditionally thought most important for technical policy domains, or persuasive narra-

tives about AI, reflective of growing attention in policy scholarship to the role of ideas and

stories in policymaking. Chapter 4 follows the prior chapters in incorporating issue framing

as well, as policymakers are provided emails that emphasize either AI’s social and ethical

dimensions or AI’s implications for economic and technological leadership globally. By

measuring to what extent policymakers took actions like clicking on links provided in the

policy entrepreneur emails and viewing information about a webinar on AI policy for state

legislators, this chapter provided clear empirical evidence to isolate the effectiveness of

different influence strategies.

I find, quite surprisingly, that policymakers were just as likely to engage in policy en-

trepreneur influence efforts centered on the provision of narratives as they were with tech-

nical and expert information about AI, and that policymakers were much more likely to

engage with both strategies than when presented with an alternative control message that

did not emphasize either such strategy. Thus, notwithstanding the traditional association

of hard policy domains with technical complexity and uncertainty, narratives about AI’s
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impact on individuals were equally likely if not more likely to lead a policymaker to click

on a fact sheet or story, or to consider attending a webinar about AI policy. Relatedly, a

surprising finding was that state policymakers were just as engaged with correspondence

emphasizing the social and ethical dimensions of AI as they were with messages surround-

ing technological and economic leadership considerations. In the context of the other chap-

ters, this finding suggests that the social and ethical dimensions of AI make for, minimally,

conversation starters. Policymakers appear to be interested in and concerned enough about

these issues that it leads them to take costly action in terms of their limited time and atten-

tion. However, as illuminated in the prior chapters, while interest in these issues may be

necessary to place them on the emerging policy agenda, it may not be sufficient towards

realization of concrete and effective policy solutions.

The chapter provides a few additional insights on policy entrepreneur influence efforts

and what kinds of policymakers are receptive to them. First, is clear that state policy

actors in high-capacity legislators have much more ability to engage in AI policy, a finding

with implications for which policymakers and U.S. states are likely to be leaders in AI

policy and which may need additional assistance and targeted effort to reach. Second,

while I anticipated that actors with less experience in AI policy would be especially prone

to engaging with expert information, the findings revealed that these policymakers and

legislatures inexperienced in AI were equally likely to seek out narratives. Such a finding

encourages continued scholarly attention to the role of narratives in policy and agenda-

setting specifically. If even a notoriously complex and opaque domain like AI policy can be

shaped just as easily by persuasive narratives as by expert information, then more research

should be undertaken to see what aspects of narratives are influential in technology policy

and how actors have invoked them in practice to shape the agenda.
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5.2 Limitations

No set of three papers or single dissertation can provide definitive evidence about a topic

as multifaceted as agenda-setting in the case of AI policy. To help contextualize the con-

tributions of these studies and future research priorities, therefore, it is important to make

sense of this dissertation’s limitations.

A first limitation surrounds the dissertation’s temporal scope. Arguably, the U.S. AI

policy agenda began developing no sooner than 2016 or 2017, a starting point that is en-

capsulated well by the dissertation. However, the ending point for the AI policy agenda,

if there is indeed such a clear demarcation, is not yet in sight. The agenda might solidify

to a significant degree over the next few years or decade, or perhaps continue to evolve for

several decades as new issues, AI capabilities, and contextual factors play out, and as prior

policy decisions feed forward into future ones. This means that the prevalence of issue

frames, the nature of influence efforts, the feasibility of policy solutions, and the ultimate

synthesis reflected by the policy agenda may very well evolve in directions not captured by

the studies performed here. For example, the three issue frames studied most prominently

here are already merely a subset of broader scholarly, public, and policy discourse over

the 2010s-2020s and even prior decades; the public still knows relatively little about AI;

scholars have yet to make sense of many of AI’s impacts; and policymakers are only now

developing the in-house expertise to weigh in on these issues.

Many more AI policy changes will come into play in the near future and subsequent

years. Policy-related activities in the early 2020s such as the forthcoming U.S. National

AI Policy Strategy, NIST’s AI Risk Management Framework and other standards efforts,

individual agency responses to the OMB Guidance for Regulation of AI Applications, the

developing AI Bill of Rights, efforts by the National AI Advisory Committee, National AI

Initiative and Office, increased regulatory scrutiny by the FTC, and proposed legislation

like the Algorithmic Accountability Act are just a few of the dozens of developments that
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will characterize—and shape—the U.S. AI policy agenda. Nevertheless and notwithstand-

ing this temporal limitation, this dissertation does benefit from being situated in this fluid

stage. Some insights that seem obvious in the future may only be so in retrospect, while the

instability and ambiguity of AI policy in the early stages becomes lost. Through immersion

in various AI policy discourses, communities, and data sources, this dissertation helps to

create a historical record beneficial for future scholarship.

A second set of limitations surrounds the data sources and associated methodologies

used to make sense of the U.S. AI policy agenda. The case study relies on federal AI

policy documents in the executive branch of the U.S. government, while the subsequent

chapter looks at social media messages from the public and Congress, and the field exper-

iment looks at state legislator responsiveness to a fairly discrete set of influence strategies.

These sources of evidence are incomplete. Agenda-setting takes place through a broad

array of communities and channels beyond those studied directly here, including through

governmental hearings, academic research, constituent communications, closed-door in-

dustry and civil society lobbying efforts, and interconnected national and international ne-

gotiations. While some of these agenda-setting activities are visible, others are not, and

many require interpretation given their strategic construction. Further, attention in frame-

works like the MSF to numerous aspects of the policy process such as indicators, focusing

events, policy feedback, balance of political interests, venue shopping, and more, imply

that agenda-setting is a deeply complex and fluid process. Each chapter individually, and

the dissertation jointly, therefore, omit important data sources, actors, and processes that

constitute the totality of agenda-setting.

However, this should not be taken to mean that no empirical or theoretical insights about

AI policy and agenda-setting can be secured with some degree of confidence. Indeed,

one of the main goals of this dissertation is to help concretize otherwise expansive and

amorphous policy process scholarship invoking many actors, elements, and processes. To

do so, I drew on a range of empirical contexts and methodological approaches, ranging
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from a thorough but descriptive and primarily qualitative analysis in Chapter 2, to a causally

precise but scope-limited experimental study in Chapter 4. I aimed to provide some insight

on the AI policy agenda with respect to numerous actors: federal and state policymakers,

members of the federal bureaucracy, the public, news media, and policy entrepreneurs such

as members of civil society. Moreover, the analysis attempted to invoke not only hard

facts and quantitative indicators, but also the role of ideas, narratives, persuasion, and the

interplay between ‘reason’ and ‘passion’ in agenda-setting. The use of qualitative and

quantitative methodologies and the convergence of several key findings across contexts and

studies show that it is possible to examine concrete research questions and test hypotheses

with implications for policy process research and other domains of scholarship.

A third limitation is that the dissertation is strongly attentive to U.S. AI policymaking

and its surrounding institutions, processes, values, and so on, while the AI policy agenda

is ultimately shaped by local, national, and international factors. Indeed, despite early U.S.

leadership in AI policy, the U.S. was quickly surpassed by more rapid policy activity in the

late 2010s and early 2020s, especially by the EU, but also arguably in countries like Brazil

and China. Numerous international bodies now play a role in shaping the AI policy agenda,

ranging from long-standing institutions like the EU, UN, and OECD, to new institutions

like the Global Partnership on AI and the EU-U.S. Trade and Technology Council. The fact

that the U.S. has signed on to several documents related to AI policy such as those emerging

from the OECD and G20, and that the EU has taken leadership in creating its Proposal

for AI Regulation, imply that many important agenda-setting conversations are happening

abroad and at the international scale. For reasons of scope feasibility, this dissertation

pays little direct attention to these developments beyond how they indirectly manifest in

U.S. legislator discourse or federal AI policy documents, with some extra attention devoted

to geopolitical dynamics between the U.S. and China. Ongoing scholarship focused on

international dimensions of the AI policy agenda and comparative work contrasting the

U.S. with other regions will be needed to make sense of the broader picture.

181



It is also certainly the case that the U.S. constitutes a unique context for studying tech-

nology governance, given its current political composition, traditional association with pro-

innovation policy, cultural and public values, and specific array of AI-engaged actors in

industry, academia, and civil society. As such, some of the findings here, for example

about the balance between ethics and innovation, the role of the public and experts, or how

policy actors are negotiating various tensions in the emerging agenda, may not translate

straightforwardly to other national and international contexts. Yet, targeted attention to

U.S. AI policy is still valuable in its own right. The U.S. is a global leader—if not the

global leader—in AI research and development, and its policy activities have a direct bear-

ing on many leading private sector organizations and on many international partners and

even competitors. Understanding the U.S. AI policy agenda is thus important for under-

standing AI policy broadly beyond U.S. borders. Further, the findings here can be theoret-

ically generalized, contextualized, contrasted, and adapted to make sense of AI policy and

agenda-setting processes in other contexts, locales, and time periods.

5.3 Contributions to Theory, Methodology, and Practice

This dissertation offers various contributions to scholars, as well as novel evidence and as-

sociated implications for a broader set of AI policy practitioners and stakeholders. While

the research here is situated most directly with respect to policy process theory and agenda-

setting theory, it cuts across various fields and subfields including innovation policy, tech-

nology governance, political communication, media studies, AI ethics, and more.

For scholars of policy process theory and especially those interested in agenda-setting,

this dissertation draws on a range of methods and data sources to reveal new findings. I

provide clear empirical evidence that policy entrepreneurs can be effective in engaging

state-level policymakers, that narratives may play an increasingly powerful role in policy

entrepreneur influence efforts, and that federal policymakers are at least partially responsive

to the public during the agenda-setting process. While some of these findings have been
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supported in prior research, others are marked by mixed findings or isolated anecdotes and

case studies, and are thus buttressed by the work done here. Further, this dissertation es-

tablishes these findings clearly in the context of the significantly understudied domain of

AI policy, representing arguably a pinnacle of highly complex technical policy domains.

As such, it represents one of few efforts to concretely apply agenda-setting theory to un-

derstand technology policy and AI policy in particular, with special implications for how

technical and policy complexity shape agenda-setting behaviors and processes—for exam-

ple, with these factors leading to heightened ambiguity, framing contestation, and fluid

participation. Overall, through the conceptual efforts to define AI as an object of policy

study, and the subsequent findings, this research can thus serve as a baseline for future

research efforts in AI policy and policy process theory research broadly.

Beyond this core audience, this research also has implications for an array of other

fields of scholarship and practice. For scholars and other stakeholders of innovation policy

and technology governance, the findings caution that movements like transformative inno-

vation policy and Responsible Innovation may thus far have limited purchase in the U.S.

context, despite calls for increased socio-ethical consideration and public participation in-

cluding in technology policy specifically. The results reveal a complex interplay between

competing issue frames and visions of technology policy, such that scholars should be at-

tentive to implicit deprioritization of certain policy problems and solutions, the contrast

between rhetoric and action, and the strategic subsumption or synthesis of new paradigms

into old ones. Further, while ethics is not typically incorporated into formulations of inno-

vation policy, the conceptualization and findings here reveal how ethics does and does not

play a role, a facet future innovation scholars may wish to consider extending. For practi-

tioners and scholars interested in shifting the deepest rationales of innovation policy, much

more work will be needed to create effective venues for meaningful two-directional public

engagement, and to understand the limits and opportunities for incorporating meaningful

ethical consideration into technology policy.
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Along related lines, the dissertation has significant implications for scholarship and

practice on AI ethics. Numerous commentators have noted the juxtaposition between the

stated importance of AI ethics and the likelihood of it being taken seriously, especially

in the private sector. The findings here provide a partial source of comfort as AI ethics

discourse does manifest to a surprising degree across federal U.S. AI policy documents, is

just as likely to engage state-level policymakers as a more traditional strategic issue frame,

and even surpasses economic and geopolitical discourse for federal policymakers as of the

end of 2019. Yet, ethics appears to be a conversation starter, able to engage policymakers

but not quite able to change the underlying orientation of technology policy. Thus while

many have worried about the translation of AI ethics into practice in the private sector, this

dissertation also provides some notes of caution about the translation of ethics into policy.

There are several pathways forward. Realistically speaking, some ethical concerns may

be simply excised from the scope of acceptable policy solutions barring more dramatic po-

litical change. Other ethical concerns may be reinterpreted as means to secure AI adoption,

innovation, and geopolitical advantage. Still others may find genuine purchase in terms of

policy solutions if they are able to be formulated in terms of actionable strategies. AI ethics

stakeholders in the U.S. will have to decide which of these strategic options to endorse,

such as whether it is viable to try to shift the deepest rationales invoked in technology pol-

icy towards ethics, or whether it is simpler to identify a concrete set of best practices for

a limited number of ethical issues and formulate them in terms of the traditional language

of innovation policy. As a first pass, AI ethics stakeholders should pay serious attention to

demonstrating the technical feasibility of preferred AI ethics solutions, and to identifying

the appropriate venues, such as standards organizations and impact assessments, in order

to successfully socialize these proposals.

For scholars in political communication, media studies, and related fields, this research

also provides insight about how members of the public, policy entrepreneurs, and policy-

makers engage in agenda-setting discourse and influence efforts. While much attention has
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focused on how the media frames issues to influence the public, this dissertation demon-

strates quite distinctly how members of the public, media, and civil society can frame issues

to influence policymakers. Further, the results provide further if inconclusive evidence that

issue attention can be shown to correspond across traditional and social media sources and

across different actors, and that social media may constitute a meaningful source for un-

derstanding influence in agenda-setting processes. As scholars work to make sense of still

novel data sources like social media and developing techniques like text analysis, the re-

search here contributes through building on a small number of related studies showing that

study of phenomena like issue attention, framing, and agenda-setting influence using these

sources and methods is increasingly viable.

Meanwhile, scholars of political behavior and other stakeholders interested in shared

governance and democratic responsiveness in public policy may benefit from the disser-

tation’s focus on public participation. The findings of some public influence, but circum-

scribed to economic dimensions of AI only, and with genuine public engagement largely

ignored in terms of concrete policy solutions, show there is much still to be understood

(and normatively, desired). Calls for public participation in AI policy appear to be signif-

icantly unrealized, despite decades of attention to the importance of the public in policy

and an array of frameworks designed to facilitate such engagement. This may be in part

because the public has limited knowledge on AI policy as a complex and non-salient issue,

because elite actors impute their own assumptions or preferences on the public, or because

key decision-makers lack the know-how on approaches to effectively engage the public.

If public participation is truly to become a meaningful feature in technology governance,

much more work needs to be done to test and socialize best practices, and to understand

barriers and how to overcome them. In the meantime, there is a stark divide between how

the public’s role is articulated or imagined and how it is realized.

This dissertation also offers contributions which are methodological in nature. While

approaches to studying the policy process like the MSF have been marked by their dispro-
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portionate use in qualitative case studies and absence of hypothesis testing—in cases lead-

ing to a lack of theoretical development—this dissertation demonstrates that the MSF can

be fruitfully and rigorously applied to understand agenda-setting and to evaluate competing

expectations using both qualitative and quantitative methods. In particular, Chapter 2 ex-

emplifies how MSF components like indicators, focusing events, and policy problems and

solutions can be measured, contextualized, and interpreted to provide scholarly insights.

The quantitative content analysis methods employed, such as comparing normalized rela-

tive attention to policy problems and issue frames, depart from more impressionistic pro-

cess tracing studies which informally review a few key documents or policy developments.

This mixed methods approach to studying and formalizing the MSF thus represents an ad-

ditional set of tools in the policy scholar’s toolkit, important as policy scholars attempt to

refine their frameworks and methods and build knowledge.

Chapters 3 also offers new methodological contributions, building on a still nascent

body of text analysis techniques, towards more carefully characterizing issue attention and

sub-issue attention and allowing for rigorous study of policy influence. Foremost, the dic-

tionaries constructed and the processes used to construct them can serve as helpful bench-

marks for AI policy scholars and other scholars concerned with, for example, issue frames

in the policy process. While much remains to be learned about robust use of qualitative

content analysis to analyze large amounts of data, this chapter represents a sustained effort

to construct, validate, apply, and interpret policy texts using text analysis, with successes

and limitations that can inform future work. A related theoretical and methodological con-

tribution is the focus on within-issue issue frames, and the use of time series techniques to

evaluate agenda-setting influence. While scholars have studied competing issue frame dy-

namics, and competition in issue attention generally across policy areas, the joint use of text

and time series analysis techniques here represents a novel attempt to make tractable the

study of framing contestation and between-actor influence in agenda-setting. Advancing

this research is critical to making sense of the complex dynamics of agenda-setting.
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Chapter 4 similarly offers several methodological contributions to policy scholarship.

While the use of experiments is gradually growing in policy research, the use of field exper-

iments is still quite limited. Chapter 4 in particular demonstrates how experimental study

of policy processes, such as policy entrepreneur efforts in agenda-setting, can be done

in an authentic fashion to provide compelling causal evidence in an otherwise complex

space. While not all of the outcomes captured in the study played a key role in the ultimate

findings, the quantification of policymaker behavior in terms of clicks, email replies, and

webinar registration and attendance also suggests a novel approach to measurement in field

experiment and elite research. The experiment is also relatively unique in applying narra-

tives to an experimental context, as well as contrasting them against expert information. In

combination, performing a field experiment in partnership with a leading AI policy orga-

nization provides authenticity, legitimacy, and minimizes ethical burdens often associated

with audit studies. Expanded use of experiments like the one performed here in policy

process research can help address concerns about endogeneity as well as the conceptual

overspecification of entities and relationships that often render policy research intractable.

Finally, one of the goals of the dissertation was to demonstrate the utility and necessity

of mixed methods research to make sense of complex topics like agenda-setting and the

role of ethics in policy. Both within individual chapters and collectively across chapters,

the dissertation drew on qualitative, quantitative, and conceptual dimensions to guide its

empirical exploration. Part of this effort, and again arguably necessary to understand AI

policy, is that elements like normative claims, narratives, and frames play a key role in the

policy process. Yet these elements must be made amenable to empirical study, rigorous

characterization, and hypothesis testing, goals which this dissertation attempted to realize.

Through the study of policy issues, actors, and influence efforts in the emerging U.S.

AI policy agenda, this dissertation has sought to bring clarity to and spark interest in an

important issue. My hope is that future scholars and stakeholders will feel empowered to

better understand and—in turn—shape AI policy for the benefit of all.
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APPENDIX A

SUPPORTING INFORMATION FOR CHAPTER 2

A.1 AI Policy Document Details

Table A.1: Key U.S. strategic AI policy documents, 2016-2020

Document Author and Title Document Type Date Pages

(NSTC) Preparing for the Future of Artificial Intelligence Scientific and Technical Reports* 10/1/2016 58

(NSTC) The National Artificial Intelligence Research and Development Strategic Plan Strategy Documents* 10/2/2016 48

(EOP) Artificial Intelligence, Automation, and the Economy Scientific and Technical Reports 12/1/2016 55

(GAO) Face Recognition Technology: DOJ and FBI Need to Take Additional Actions to Ensure Privacy

and Accuracy

Scientific and Technical Reports 3/22/2017 24

(DOT) Automated Driving Systems 2.0: A Vision for Safety Strategy Documents 8/12/2017 36

(DOT/FAA) Strategic Plan, FY2019-2022 Strategy Documents 2/1/2018 42

(GAO) Technology Assessment: Artificial Intelligence – Emerging Opportunities, Challenges, and

Implications

Scientific and Technical Reports* 3/1/2018 100

(OSTP) Summary of the 2018 White House Summit on Artificial Intelligence for American Industry Event Summaries 5/10/2018 15

(Treasury) A Financial System That Creates Economic Opportunities – Nonbank Financials, Fintech, and

Innovation

Scientific and Technical Reports 7/1/2018 222

(HHS/NIH) National Institutes of Health Workshop: Harnessing Artificial Intelligence and Machine

Learning to Advance Biomedical Research

Event Summaries 7/23/2018 19

(CRS) Artificial Intelligence (AI) and Education Scientific and Technical Reports 8/1/2018 3

(USAID) Reflecting the Past, Shaping the Future: Making AI Work for International Development Scientific and Technical Reports 9/5/2018 98

(NSF) Request for Information on Update to the 2016 National Artificial Intelligence Research and

Development Strategic Plan

Requests for Information 9/26/2018 1

(DOT) Preparing for the Future of Transportation: Automated Vehicles 3.0 Strategy Documents 10/1/2018 80

(CRS) U.S. Ground Forces Robotics and Autonomous Systems (RAS) and Artificial Intelligence (AI):

Considerations for Congress

Scientific and Technical Reports 11/20/2018 47

(NSTC) Charting a Course for Success: America’s Strategy for STEM Education Strategy Documents 12/1/2018 48

(ODNI) The AIM Initiative: A Strategy for Augmenting Intelligence Using Machines Strategy Documents 1/1/2019 25

(DoD) Department of Defense Artificial Intelligence Strategy Strategy Documents 2/1/2019 17

(DOE) Workshop Report on Basic Research Needs for Scientific Machine Learning: Core Technologies

for Artificial Intelligence

Scientific and Technical Reports 2/10/2019 109

(OSTP) Artificial Intelligence and Quantum Information Science Research and Development Summary:

Fiscal Years 2020-2021

AI Budget 2/11/2019 6

(DOJ) Data Strategy for the U.S. Department of Justice Strategy Documents 2/26/2019 13

(USAID) AI in Global Health: Defining a Collective Path Forward Scientific and Technical Reports 4/1/2019 42

(DOC/NIST) Artificial Intelligence Standards Requests for Information 5/1/2019 3

(OECD) Recommendation on AI Ethical Principles; International

Declarations*

5/1/2019 11

(G20) AI Principles International Declarations* 6/1/2019 14

(NSTC) National AI R&D Strategic Plan: 2019 Update Strategy Documents* 6/21/2019 50

(DOE) AI for Science Scientific and Technical Reports 7/1/2019 224

(OMB) Identifying Priority Access or Quality Improvements for Federal Data and Models for Artificial

Intelligence Research and Development and Testing

Requests for Information 7/10/2019 2

(G7) Biarritz Strategy for an Open, Free and Secure Digital Transformation International Declarations 8/1/2019 2

189



(DOC/NIST) U.S. Leadership in AI: A Plan for Federal Engagement in Developing Technical Standards

and Related Tools

Strategy Documents 8/10/2019 52

(DOC/USPTO) Request for Comments on Patenting Artificial Intelligence Inventions Requests for Information 8/27/2019 1

(DoD/Air Force) Air Force Artificial Intelligence Annex to DoD AI Strategy Strategy Documents 9/1/2019 6

(OSTP) Summary of the 2019 White House Summit on Artificial Intelligence in Government Event Summaries 9/9/2019 7

(NSTC) NITRD Supplement to the President’s FY 2020 Budget AI Budget 9/10/2019 52

(DOC/NIST) A Taxonomy and Terminology of Adversarial Machine Learning Scientific and Technical Reports 10/1/2019 36

(DOC/USPTO) Request for Comments on Intellectual Property Protection for Artificial Intelligence

Innovation

Requests for Information 10/30/2019 2

(DOC/NOAA) Public Comment for the Four Draft NOAA Science and Technology Strategies: NOAA

Unmanned Systems, Artificial Intelligence, ‘Omics, and Cloud Strategies

Requests for Information 11/14/2019 2

(NSTC) 2016–2019 Progress Report: Advancing Artificial Intelligence R&D AI Budget 11/20/2019 48

(DOT) Raising Awareness of Artificial Intelligence for Transportation Systems Management and

Operations

Scientific and Technical Reports 12/1/2019 76

(DOT) Ensuring American Leadership in Automated Vehicle Technologies 4.0 Strategy Documents 1/1/2020 56

(OMB) Request for Comments on a Draft Memorandum to the Heads of Executive Departments and

Agencies, “Guidance for Regulation of Artificial Intelligence Applications”

Requests for Information* 1/13/2020 1

(DOC/NOAA) Artificial Intelligence Strategy Strategy Documents 2/1/2020 8

(OSTP) American Artificial Intelligence Initiative: Year One Annual Report Strategy Documents* 2/1/2020 36

(DoD) Ethical Principles for Artificial Intelligence Ethical Principles 2/24/2020 1

(ODNI) Principles of Artificial Intelligence Ethics for the Intelligence Community Ethical Principles 2/24/2020 1

(NSTC) Artificial Intelligence and Cybersecurity: Opportunities and Challenges: Technical Workshop

Summary Report

Event Summaries 3/2/2020 15

(OMB) Federal Data Strategy: 2020 Action Plan Strategy Documents 5/14/2020 52

(G7) Science and Technology Ministers’ Declaration on COVID-19 International Declarations 5/28/2020 6

(NITRD) Artificial Intelligence and Cybersecurity: A Detailed Technical Workshop Report Scientific and Technical Reports 6/2/2020 23

(DOC/NOAA) Data Strategy: Maximizing the Value of NOAA Data Strategy Documents 7/1/2020 12

(ODNI) Artificial Intelligence Ethics Framework for the Intelligence Community Ethical Principles 7/1/2020 6

(GAO) Facial Recognition Technology: Privacy and Accuracy Issues Related to Commercial Uses Scientific and Technical Reports 7/13/2020 66

(DOC/NIST) Four Principles of Explainable Artificial Intelligence Scientific and Technical Reports 8/1/2020 30

(NITRD) AI R&D Dashboard, Networking and Information Technology R&D Program AI Budget 8/14/2020 5

(NSTC) NITRD Supplement to the President’s FY2021 Budget AI Budget 8/14/2020* 40

(DoD) DoD Data Strategy Strategy Documents 9/1/2020 16

(GAO) Facial Recognition: CBP and TSA are Taking Steps to Implement Programs, but CBP Should

Address Privacy and System Performance Issues

Scientific and Technical Reports 9/2/2020 111

(DOE/ASCAC) Final Report of the Subcommittee on AI/ML, Data-intensive Science and

High-Performance Computing

Scientific and Technical Reports 9/23/2020 62

(State) Declaration of U.S. and UK Cooperation in AI R&D International Declarations 9/25/2020 4

(DOC/USPTO) Inventing AI: Tracing the diffusion of artificial intelligence with U.S. patents Scientific and Technical Reports 10/1/2020 19

(FOC) FOC Joint Statement on Artificial Intelligence and Human Rights Ethical Principles; International

Declarations

11/5/2020 6

(CRS) Artificial Intelligence and National Security Scientific and Technical Reports 11/10/2020 43

(NSTC) Recommendations for Leveraging Cloud Computing Resources for Federally Funded Artificial

Intelligence Research and Development

AI Budget; Scientific and Technical

Reports

11/17/2020 14

(DHS) U.S. Department of Homeland Security Artificial Intelligence Strategy Strategy Documents 12/3/2020 18

(White House) Executive Order Promoting the Use of Trustworthy AI in the Federal Government Ethical Principles* 12/8/2020 5

(DOJ) Artificial Intelligence Strategy for the U.S. Department of Justice Strategy Documents 12/15/2020 13

* indicates documents with special importance and application across sectors of government
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A.2 Codebook Details

Table A.2: Final codebook with definitions, examples, and sources

Domain and Code Brief Definition Example Quote Source
Focusing Events
Focusing Events:
Expert Concerns

Predictions and concerns raised by prominent
experts or organizations that gain enough attention
to constitute focusing events, including statements
conveyed through workshops, research
publications, and news media.

“In the past three years, newly established as well as longstanding
conferences, workshops, and task forces have prioritized human-AI
collaboration broadly. For example, the Conference on Human
Computation and Crowdsourcing has grown from a workshop to a
major international conference that fosters research in the intersection
of AI and human-computer interaction (HCI).”

06.21.19 (NSTC)

Focusing Events:
Games

The success of AI systems in demonstrating
performance through achievement in games or
similar activities, e.g., Deep Blue, AlphaGo,
Watson in the context of playing chess, Go, or
Jeopardy.

“Artificial intelligence (AI), especially its sub-discipline machine
learning (ML), has shown dramatic advances in autonomous systems,
computer vision, natural language processing, and game playing.
These AI systems can perform tasks significantly beyond what was
possible only recently (e.g., autonomous systems) and in some cases
even beyond what humans can achieve (e.g., chess and Go).”

01.01.19 (ODNI)

Focusing Events:
Geopolitics &
Military

Concerns raised with respect to foreign states taking
action on AI research, implementation and policy.

“Recognizing the importance of these technologies, in 2017 the
Chinese government reportedly stated its goal of being the world’s
premier artificial intelligence innovation center by 2030, with Russian
President Vladimir Putin stating, “Whoever becomes the leader in
this sphere [AI] will become ruler of the world.”

11.20.18 (CRS)

Focusing Events:
Industry &
Government
Adoption

References to increased adoption of AI systems,
typically as a signal to urgency and AI’s potential.

“Significant advances in robotic technologies over the last decade are
leading to potential impacts in a multiplicity of applications,
including manufacturing, logistics, medicine, healthcare, defense and
national security, agriculture, and consumer products.”

06.21.19 (NSTC)

Focusing Events:
Protests

Protests by employees or members of the public in
response to policies or activities where AI is used.

“Moreover, some companies are refusing to work with DOD due to
ethical concerns over the government’s use of AI in surveillance or
weapon systems. Notably, Google canceled existing government
contracts for two robotics companies it acquired—Boston Dynamics
and Schaft— and prohibited future government work for DeepMind,
a Google-acquired AI software startup. In May 2018, Google
employees successfully lobbied the company to withdraw from
Project Maven and refrain from further collaboration with DOD.”

11.10.20 (CRS)

Focusing Events:
Technical
Performance &
Advances

Discussion of recent technical achievements and
benchmarks demonstrating AI’s potential, e.g.,
ImageNet.

“NHTSA recognizes that the accelerating pace of technological
change, especially in the development of software used in
ADS-equipped vehicles, requires a new approach to the formulation
of the Federal Motor Vehicle Safety Standards (FMVSS).”

10.01.18 (DOT)

Focusing Events:
Scandals &
Disasters

Examples of AI incidents causing harm or raising
alarm, e.g., autonomous vehicle crashes.

“For example, a facial recognition start-up company is currently
facing a number of lawsuits alleging it used web scraping to amass a
data set of 3 billion facial images from millions of websites without
obtaining the consent of individuals in the images or the companies
whose websites were scraped.”

07.13.20 (GAO)

Indicators
Indicators:
Economic &
Workforce

References to indicators related to economic
growth, challenges, labor disruption, etc.

“PricewaterhouseCoopers estimated that by 2030, AI technologies
could increase North American gross domestic product (GDP) by
$3.7 trillion and global GDP in $15.7 trillion.”

07.01.18
(Treasury)

Indicators:
Education

References to indicators of educational
achievement and gaps.

“In addition, China faces challenges in recruiting and retaining AI
engineers and researchers. Over half of the data scientists in the
United States have been working in the field for over 10 years, while
roughly the same proportion of data scientists in China have less than
5 years of experience. Furthermore, fewer than 30 Chinese
universities produce AI-focused experts and research products.”

11.10.20 (CRS)

Indicators: Expert
Concerns

References to indicators surfaced via the opinion or
prediction of experts.

“several use-cases appear poised for more wide-spread adoption.
Within the banking industry, for example, large percentages of U.S.
banks report either current or planned AI deployment within the next
18 months across the following use-cases: more than 60% in
biometrics, about 60% in fraud & security detection, about 55% in
chatbots or robo-advisers; and about 35% in voice assistants.”

07.01.18
(Treasury)

Indicators:
Geopolitics &
Military

References to indicators of adoption of AI in the
military context or in the context of concern about
foreign state actors.

“According to one estimate, China is on track to possess 30% of the
world’s share of data by 2030.”

11.10.20 (CRS)

Indicators: Poverty,
Harm, & Fairness

References to indicators illuminating social harms
or disparities.

“As of the end of February 2020, FTC had received approximately
155 complaints related to facial recognition technology.57 complaints
included privacy concerns related to social media companies,
technology not working, and fraudulent misuse of the technology.”

07.13.20 (GAO)

Indicators:
Scandals &
Disasters

References to indicators in the context of evidence
of harmful AI incidents.

“Driverless vehicles are still far from perfect, as evidenced by crashes
with fire trucks. . . and the recent fatalities of drivers and pedestrians.”

12.01.19 (DOT)

Indicators:
Technical
Performance &
Advances

References to indicators of increased performance
and adoption of AI systems.

“Since 2017, there has been a profound increase in DL studies, of
which 9 percent are in radiology. DL and ML have improved
prediction of disease.”

07.23.18 (HHS)

Issue Frames
Issue Frames:
Geopolitics

Discussion highlighting competition with foreign
actors and the need to maintain technological,
economic, or military leadership.

“The opportunity is great; the threat is real; the approach must be
bold: Recognizing that strategic advantage is fleeting and fragile, the
IC must be willing to rethink or abandon processes and mechanisms
designed for an earlier era, establish disciplined engineering and
operations practices, and maintain an absolute focus on assuring
advantage in an intensely competitive global adversarial
environment.”

01.01.19 (ODNI)

Issue Frames:
Innovation

Discussion emphasizing AI’s prospects for
economic growth and transformation, efficiency
gains, and other innovation-oriented goals.

“These actions reflect the Administration’s recognition of the
importance of STEM education and training as a driver of American
job creation and economic prosperity.”

12.01.18 (NSTC)
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Issue Frames:
Ethics

Discussion featuring AI’s ethical and social
implications, such as impacts on the public good
and ethical risks associated with AI.

“The responsible development and use of AI can be a driving force to
help advance the SDGs and to realize a sustainable and inclusive
society, mitigating risks to wider societal values. The benefits brought
by the responsible use of AI can improve the work environment and
quality of life, and create potential for realizing a human-centered
future society with opportunities for everyone, including women and
girls as well as vulnerable groups.”

06.01.19 (G20)

Problems
Problems:
Accountability &
Responsibility

Concerns about the need to hold actors responsible
and to create accountability mechanisms when AI
is used.

“When we look at the challenge of bringing fully safe, largely
automated vehicles to the road, we shift risk and return where the
automotive manufacturer . . . now bears all the risk for the vehicle’s
behavior—all of the risk and none of the benefit. And so we have this
public-health situation where industry has contributed to significantly
improving public health by virtue of improving the fleet, and taking
full responsibility for anything that goes wrong.”

03.01.18 (GAO)

Problems: Data
Quality & Access

Concerns about a lack of access to high-quality
data, typically needed to enable more widespread
development of AI systems, or of more robust or
responsible systems.

“Much of the discourse around ML assumes organizations are awash
in data. In international development we often face the opposite
problem — we are most concerned about the areas of the world where
data availability is lowest. When data are scarce and expensive, then
their collection and analysis can be in tension with the primary goals
of a development project.”

09.05.18
(USAID)

Problems: Fairness
& Bias

Concerns about the potential of AI systems to
reflect social or technical biases, manifesting in
unfair predictions or system outcomes.

“If we aim to change an unjust status quo, predictions based on what
happened in the past might be unhelpful, even if they are highly
accurate. For example, if women have traditionally faced
discrimination in hiring, then an algorithm that scores resumes based
on past hiring records will discriminate against women.”

09.05.18
(USAID)

Problems: Human
& Civil Rights

Concerns that adoption of AI systems may
negatively impact human rights or be used to
suppress civil rights.

“Their investments threaten to erode U.S. military advantage,
destabilize the free and open international order, and challenge our
values and traditions with respect to human rights and individual
liberties.”

02.01.19 (DOD)

Problems:
Inequality &
Inclusion

Concerns that disparate access to AI systems or
downstream consequences of AI adoption may
exacerbate inequality or poverty.

“When these tools fail unevenly for different groups of people, the
people affected may be unable to use a payment system, singled out
for enhanced screening at border crossings, or wrongly called into a
police station for questioning. The cumulative burden of this
“selective” failure can be substantial, effectively compounding
existing marginalization or inequity.”

09.05.18
(USAID)

Problems: Misuse
& Hostile Actors

Concerns about actors intentionally or deliberately
misusing AI systems.

“Adversarial AI techniques represent opportunities and risks. We
have highly sophisticated adversaries with access to the same tools,
their own data, and experts trained in the same universities as our own
people. AI is merely one of the new battlegrounds for a
technology-based arms race.”

01.01.19 (ODNI)

Problems:
Performance &
Reliability

Concerns about the accuracy, performance,
reliability, and robustness of AI systems.

“The credibility of research based on SciML requires that outcomes
come from a process that is not sensitive to perturbations in training
data, modeling choice, and/or computational errors. Progress in this
PRD will require research for showing that SciML methods and
implementations are well-posed, stable, and robust.”

02.10.19 (DOE)

Problems: Privacy Concerns about privacy risks and protections, as
well as associated issues such as consent.

“Data privacy issues are particularly important for digital health and
AI solutions since health data is generally government owned, raising
concerns about private companies gaining access to the data and
potentially profiting by leveraging it for their own uses.”

04.01.19
(USAID)

Problems:
Realizing Benefits

Concerns about the need to develop and adopt AI
systems to take advantage of AI’s benefits and the
associated opportunity costs of not doing so.

“The costs of not implementing this strategy are clear. Failure to
adopt AI will result in legacy systems irrelevant to the defense of our
people, eroding cohesion among allies and partners, reduced access to
markets that will contribute to a decline in our prosperity and
standard of living, and growing challenges to societies that have been
built upon individual freedoms.”

02.01.19 (DOD)

Problems: Safety Concerns about safety risks and incidents
associated with AI, typically involving physical
safety.

“NHTSA has established a Vehicle Cybersecurity Response Process
for Incidents Involving Safety-Critical Systems. During a significant
incident, coordination will be handled through DHS’s National
Cybersecurity & Communications Integration Center (NCCIC), with
NHTSA having an information/advisory role and performing its
statutory responsibility under the Safety Act.”

01.01.20 (DOT)

Problems: Security
& Military

Concerns about security risks and threats, including
those implicating military and cybersecurity
domains.

“Many experts worry that current law, passed largely before AI
became a major policy consideration, is insufficient to address today’s
cybersecurity threats.”

08.01.18 (CRS)

Problems:
Transparency

Concerns about the opacity of AI systems and/or of
the broader processes involved in creating and
implementing them.

“One popular algorithm is so complex and opaque that a corrections
official described it as a “giant correctional pinball machine.” For an
individual case, it can be nearly impossible to point to the precise
factors that led to a low or high score.”

09.05.18
(USAID)

Problems: Trust Concerns that users or potential of AI systems,
including both professional practitioners and
members of the public, may lack sufficient trust in
AI systems or that the systems are themselves not
trustworthy.

“Although many factors contribute to the production of harms, the
disproportionate trust that is often placed in ML-based tools is
particularly worrisome. When these tools are not only fallible, but
used at scale, they can be sources of significant harm. Excessive trust
can be dangerous when it leads to unquestioning acceptance of model
results, which can result in misinformed choices when models do get
it wrong.”

09.05.18
(USAID)

Problems: Value
Alignment

Concerns that AI systems may not be compatible
with societal values and ethical principles.

“Likewise, the challenge of understanding and designing human-AI
ethics and value alignment into systems remains an open research
area.”

06.21.19 (NSTC)

Problems:
Vulnerable
Populations

Concerns about the impact of AI systems on
vulnerable groups such as children, the elderly, and
individuals with disabilities.

“It is vital to be inclusive in teaching CT and CS skills even to
individuals who may struggle to master these approaches, including
students with disabilities, so that they, too, can fully participate in
modern society. ”

12.01.18 (NSTC)

Problems:
Workforce &
Education

Concerns about disruptions to the workforce
resulting from AI and the need to reform education
and training to keep pace with these disruptions.

“What is already clear and certain is that new technical developments
will have a fundamental impact on the global labor market within the
next few years, not just on industrial jobs but on the core of human
tasks in the service sector that are considered ‘untouchable.’
Economic structures, working relationships, job profiles and
well-established working time and remuneration models will undergo
major changes.”

11.20.18 (CRS)
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Solutions
Solutions: Build
Trust

Calls to promote and facilitate greater trust,
comfort, and acceptance of AI systems.

“RECOGNISING that trust is a key enabler of digital transformation;
that, although the nature of future AI applications and their
implications may be hard to foresee, the trustworthiness of AI
systems is a key factor for the diffusion and adoption of AI.”

05.01.19 (OECD)

Solutions:
Cooperation &
Dialogue

Calls to engage in collaboration across entities via
dialogue, information sharing, and coordination.

“Include discussion of NOAA AI activity in NOAA executive-level
engagement and communications with key stakeholders, particularly
focusing on OMB, Congressional members and staff, and
counterparts from other federal agencies.”

02.01.20
(DOC NOAA)

Solutions: Data
Quality & Access

Calls to make more high-quality datasets available
to facilitate research, development, and adoption of
AI systems.

“Data is at the heart of AI and ML, so it is important to expand it as a
resource to continue innovation”

07.23.18 (HHS)

Solutions: Diverse
Participation

Calls for more diverse interdisciplinary, cross
sector, or multi-demographic participation of
multiple actors or organizations.

“A wide body of research has established that organizations that are
diverse in terms of gender, race, socioeconomic status, ethnicity,
ability, geography, religion, etc., and provide an inclusive
environment that values diversity better retain talent, are more
engaged and productive, are more innovative, and generally are
higher-performing organizations.”

12.01.18 (NSTC)

Solutions: Grants
& Procurement

Calls to reform procurement and grantmaking
practices to incentivize AI research, development,
and adoption.

“Updating acquisition processes across agencies to include specific
requirements for AI standards in requests for proposals will
encourage the community to further engage in standards development
and adoption.”

10.10.16 (NSTC)

Solutions:
Human-AI
Teaming

Calls to facilitate effective sharing of
responsibilities between humans and AI systems, or
to preserve some degree of human control.

“The walls between humans and AI systems are slowly beginning to
erode, with AI systems augmenting and enhancing human
capabilities. Fundamental research is needed to develop effective
methods for human-AI interaction and collaboration, as outlined in
Strategy 2.”

06.21.19 (NSTC)

Solutions: Impact
Assessment &
Testing

Calls to test or evaluate AI systems through
conformity assessment, model evaluation,
verification, validation, sensitivity analysis,
assurance models, performance testing, stress
testing, interoperability testing, etc.

“For reliable and credible use of SciML, we need the ability to
rigorously quantify ML performance in these outcomes. Performance
measurement implies an assessment of quality, as well as a cost
measure of computations and/or data preparation and management.”

02.10.19 (DOE)

Solutions:
Monitoring &
Reporting

Calls for developers, users, and especially
regulators of AI systems to monitor and report on
progress and risks associated with AI.

“For example, the failure of Google Flu Trends was noticed because
the Centers for Disease Control maintain and publish accurate records
of flu cases. If something like Google Flu Trends were used as a
substitute for CDC reporting, its model drift may never have been
noticed.”

09.05.18
(USAID)

Solutions: Pilot
Projects & Testbeds

Calls to initiate testbeds, grand challenges,
sandboxes, prototyping, and demonstration
projects.

“Provide funding to early-stage AI concepts to pilot or otherwise
show proof of concept, for example for funding field tests of
AI-enabled ultrasound device in LMICs, and encourage future
procurement if validated.”

04.01.19
(USAID)

Solutions: Public
Engagement

Calls to engage the public in AI policy via sharing
or receiving information or through two-way
dialogue.

“Public trust will strengthen the Department’s use of AI by ensuring
the support of the citizens it intends to protect and guard against
reputational impacts to the Department. DHS will facilitate this trust
by engaging strategically with the American public regarding AI.”

12.03.20 (DHS)

Solutions: R&D &
Adoption

Calls for more research, development, investment,
and adoption of AI systems.

“The research priorities outlined in this AI R&D Strategic Plan focus
on areas that industry is unlikely to address on their own, and thus,
areas that are most likely to benefit from Federal investment. These
priorities cut across all of AI to include needs common to the AI
sub-fields of perception, automated reasoning/planning, cognitive
systems, machine learning, natural language processing, robotics, and
related fields.”

06.21.19 (NSTC)

Solutions:
Social/Ethical
Consideration

Calls for developers of AI systems to adopt
human-centered approaches, ethical frameworks,
and align with human ethics and values.

“AI actors should respect the rule of law, human rights and
democratic values, throughout the AI system lifecycle. These include
freedom, dignity and autonomy, privacy and data protection,
non-discrimination and equality, diversity, fairness, social justice, and
internationally recognized labor rights.”

06.01.19 (OECD)

Solutions:
Standards & Best
Practices

Calls to formulate and adhere to formal standards
or informal best practices surrounding AI
development and implementation, including the use
of benchmarks and standardized metrics.

“Likewise, the use of common metrics and data sources can enable
benchmarking of Federal STEM education programs along with those
in the private sector. Such benchmarking enables stakeholders in all
arenas to assess their performance within a broader context.
Ultimately, the adoption of common metrics will be critical to
developing the evidence base to permit efficient, rigorous, and
integrated assessments of the range of Federal initiatives designed to
achieve the goals of this strategic plan.”

12.01.18 (NSTC)

Solutions:
Technical Fixes for
Ethics

Calls to specifically perform research to address
ethical concerns associated with AI, such as
research surrounding fairness, transparency, and
privacy.

“Investing in research and development for resilient, robust, reliable,
and secure AI. In order to ensure DoD AI systems are safe, secure,
and robust, we will fund research into AI systems that have a lower
risk of accidents; are more resilient, including to hacking and
adversarial spoofing; demonstrate less unexpected behavior; and
minimize bias.”

02.01.19 (DOD)

Solutions:
Transparency

Calls to enhance transparency in the development
and implementation of AI systems, either through
promoting technical or process transparency to
provide more information to stakeholders.

“AI Actors should commit to transparency and responsible disclosure
regarding AI systems. To this end, they should provide meaningful
information, appropriate to the context, and consistent with the state
of art.”

06.01.19 (OECD)

Stakeholders
Stakeholders:
Experts

Individuals in government, industry, and academia
with a professional stake in or expertise related to
AI.

“The summit brought together over 100 senior government officials,
technical experts from top academic institutions, heads of industrial
research labs, and American business leaders.”

05.10.18 (OSTP)

Stakeholders:
Public

Members of the general public, such as customers
and citizens.

“At each step of model building, it is important to bring in
perspectives of those who are “closer” to the realities in the field.
They can help validate model results and lend credibility to the
insights gained from the work.”

09.05.18
(USAID)

193



APPENDIX B

SUPPORTING INFORMATION FOR CHAPTER 3

B.1 AI and Issue Frame Dictionaries

This section presents the dictionaries used for extracting AI-related messages and the three

issue frames studied in this paper. While there were some minor differences in the ini-

tial keywords and validation efforts with respect to the different data sources examined in

this study, the resulting dictionaries were substantially similar, so only one dictionary is

presented for AI overall and for the three issue frames. Of note, the dictionaries were ad-

justed throughout the research process as classification improved; however, the main results

were not sensitive to these minor changes. Nevertheless, differences in data sources, initial

search criteria, length of texts, time period, etc., imply that is important for researchers to

verify and potentially adjust these AI dictionaries when applying them to another context

or data source (Grimmer & Stewart, 2013). In addition to the dictionaries themselves, the

high-level categories listed here can also be used or repurposed to extract content related

to specific sub-dimensions of AI discourse that may be of interest to researchers, such as

‘discrimination’ or ‘military.’

Dictionary for identifying AI discourse:
- [AI]: ai*, a.i.*, artificial* intellig*, artificialintelligen*, artificial-intell*
- [automation]: automate, automated, automation, autonomous syst*, autonomous tech*
- [ML]: machine learn*, deep learn*, reinforce* learn*, supervised learn*, unsupervised learn*
- [algorithm]: algorithm*
- [other techniques]: recommend* system*, speech recognition, computer vision, pattern recogni-
tion, natural language, machine translation, recommendation system*, image process*, information
retrieval, speech synthesis, handwriting recognition, object recognition
- [AVs]: autonomous veh*, self-driv*, self driv*, autonomous car*, AVs, autonomous navigation,
AV START, AV test*, AV tech*
- [facial recognition]: facial recog*
- [deepfakes]: deepfake*, deep fake*
- [weapons]: autonomous weapon*
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Dictionary for identifying AI’s economic and innovative dimensions—“innovation frame”:
- [innovation]: innovat*, grow, growth, patent*, invent*, invest*, billion*
- [economy]: economy, economies, economic
- [transformation]: transform*, chang*, revolution*, disrupt*, reinvent*, disrupt*, reinvent*, shake
- [acceleration]: accelerat*, drive, drives, driven, enhanc*, boost*, fueled, fueling, enable, enabler*,
enables, enabling, optimize, optimizing, optimizes, augment*
- [business]: business, businesses, start-up*, startup*, enterpris*
- [opportunity]: embrac*, opportunity, opportunities, ambitions, potential
- [productivity]: productiv*, efficien*, edge
- [pace]: pace, faster, momentum, rise

Dictionary for identifying AI’s social and ethical dimensions—“ethics frame”:
- [ethics]: ethic*, moral*, morality, evil
- [rights]: rights, freedom*
- [values]: human values, societal values, democratic values
- [responsiblity]: responsibil*, responsibleAI
- [control]: human control
- [fairness]: fairness*, fairer*, unfair*
- [discrimination]: discrim*, non-discrim*, anti-discrim*, antidiscrim*
- [transparency]: transparenc*, explainab*, interpretab*
- [safety]: safe*
- [accountability]: accountab*
- [privacy]: privac*
- [bias]: bias*, unbias, racis*, sexis*, homophob*, transphob*
- [equality]: equality*, inequal*, unequal*
- [equity]: equita*
- [humanity]: humanity, humane, human-cent*
- [trust]: trust, trustworth*, trusted, untrust*, fear*, afraid*, threat*
- [misuse]: misus*, abus*
- [manipulation]: manip*
- [harm]: harm, harmed, harmful, harming, harms
- [consent]: consent*
- [deception]: deceiv*, decept*, fooled
- [misinformation]: misinform*, propagand*, democracy
- [displacement]: displac*, unemploy*
- [diversity]: diverse, diversity
- [society]: societ*
- [sustainability]: sustainable, sustainability, environmental*

Dictionary for identifying AI’s strategic, geopolitical dimensions—“competition frame”:
- [competition]: competit*, compete, rivals, rivalry
- [position]: ahead*, left behind*, fall* behind, advantag*, rank, ranks
- [supremacy]: dominance, dominate, dominating, domination, supremacy
- [china russia]: china*, chinese*, russia*
- [arms race]: arms race, artificial intelligence race, AI race, global race, #AI race, sputnik
- [war]: war, warfare, battlefield*, weapon*, lethal*
- [military]: national security, militar*, army*, navy*, naval, air force*, marines, armed forces
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B.2 Classification Results

To evaluate the quality of the AI issue frame dictionaries, I perform a manual classification

on 1,000 randomly-selected messages from the public and separately on 1,000 randomly-

selected messages from Congress. The results in Table B.1 report the precision (or positive

predictive value) and recall (or sensitivity) for each dataset and issue frame. I emphasize

these metrics and the overall F1 score given this study’s focus on predicting the positive

class, i.e., identifying the issue frames themselves.

Table B.1: Classification results for issue frames: Public and Congress datasets

Issue Frame Precision Recall F1 Score
Public AI Messages
Ethics 0.96 0.70 0.81
Innovation 0.98 0.95 0.96
Competition 0.86 0.91 0.89
Policymaker AI Messages
Ethics 0.98 0.87 0.92
Innovation 0.93 0.93 0.93
Competition 0.98 0.79 0.87

Overall, the classification leads to adequate to strong performance for both social me-

dia datasets with F1 scores ranging from 0.81 to 0.96.1 The innovation frame is captured

most accurately across datasets, with slightly lower performance for the ethics frame in the

public dataset and for the competition frame in the policymaker dataset. Of note, the dic-

tionaries appear to perform slightly better on the policymaker messages, perhaps because

these messages are, on average, more carefully-crafted as well as focused on a smaller

subset of AI issues.
1Note that I do not perform classification on the NYT articles given that they are of secondary importance

in this study and because of the more pressing need to evaluate the robustness of the dictionaries in the context
of short Twitter messages. For readers interested in classifying news media messages with respect to AI issue
frames, Ghosh and Loustaunau (2021) provide some promising approaches.
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B.3 Issue Frame Timelines and Descriptive Statistics

Figure B.1 depicts the raw correlations between the three actors’ time series data across

the three issue frames plus AI messages overall. Across all three actors, there is modest

correlation with respect to ‘all AI messages’ and for the ethics and innovation frames, but

little correlation with respect to the competition frame. This provides preliminary evidence

that AI issue attention is generally correlated across actors, though these raw correlations

do not account for spurious trends and autocorrelation of each time series with itself.

Figure B.1: AI issue frame correlations across public, policymakers, and media

Note: Depicts raw correlations between the 12 time series datasets: three issue frames plus overall
AI messages across the three actors during 2017 to 2019. There are small correlations for AI

messages overall, and for the innovation and ethics frames.
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Beyond the question of whether single frames ‘prevail’ during a specific time period,

frames may also merge over time or become subsumed into one another. Policymakers

might attempt to advance both ethics and competition simultaneously, such as by arguing

that ethical AI is a strategy to promote competitive advantage (Minkkinen et al., 2022).2

Additionally, policymakers may employ the ethics and innovation frames simultaneously,

such as by arguing that ethical AI is needed to foster trust and support consumer adoption.3

Gilardi et al. (2021) find evidence that frames tend to become more complex over time—

effectively by merging together. These changes may reflect the development of a stable

consensus and dominant “policy image” (Baumgartner & Jones, 1991), at least in the near-

term.4

Along these lines, Figure B.3 depicts the prevalence of issue frames over time for each

actor while additionally incorporating hybrid or joint frames, e.g., messages that discuss

both ethics and innovation. Overall, the vast majority of messages contain just a single is-

sue frame, and there is little evidence of growth for any hybrid frame, particularly amongst

the public and Congress. Because NYT articles are longer than tweets, however, they are

more likely to reflect both individual and hybrid frames given the dictionary classification

approach utilized in the study. However even here, the hybrid frames seem to merely track

the growth of individual frames rather than represent a new framing consensus.

2For example, the European Commission’s Ethical Guidelines for Trustworthy AI (2019, p. 5) state that
ethical AI confers “competitive advantage” for individual firms and EU countries: “A trustworthy approach
is key to enabling ‘responsible competitiveness’, by providing the foundation upon which all those affected
by AI systems can trust that their design, development and use are lawful, ethical and robust.”

3For example, according to U.S. Executive Order on Promoting the Use of Trustworthy Artificial Intel-
ligence in the Federal Government (2020, p. 1): “The ongoing adoption and acceptance of AI will depend
significantly on public trust. Agencies must therefore design, develop, acquire, and use AI in a manner that
fosters public trust and confidence while protecting privacy, civil rights, civil liberties, and American values.”

4Is important to note that evidence of compounding may not decisively settle whether different frames
are treated as similarly important, or whether some are subsumed into others in more superficial or strategic
ways. For example, advocates of the ethics frame might adopt innovation language while proposing policies
that innovation advocates reject. Alternatively, advocates of the competition frame might put forward ethical
notions in a limited or abstract sense, such as by arguing that soldiers must “trust” autonomous weapons
technologies. The analysis in this paper cannot fully settle to what extent frame compounding represents
genuine synthesis, compromise, or strategic subsumption across frames. For scholars and stakeholders of
AI policy, it will thus be important to distinguish “rhetorical frames” from “action frames,” (Rein & Schön,
1996; Ulnicane et al., 2020) a determination that will only be possible over time as policies are adopted and
implemented.
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Figure B.3: Issue frame prevalence by actor with joint frames

Note: Single and joint issue frames from January 2017 through December 2019. I use 2-month
rolling averages to stabilize trends, which means the first data points depicted are from February

2017. Sources are 1) tweets from the public using #AI, 2) tweets from the 115th and 116th
Congresses on AI, and 3) NYT article coverage of ‘artificial intelligence.’
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B.4 Notes on ARIMA Analysis Approach

The ARIMA(p, d, q) models considered in this analysis take the general form:

y
′

t = a0 +

p∑
i=1

ai ∗ yt−i +

q∑
i=1

bi ∗ ϵt−i + ϵt (B.1)

where y
′
t is a variable that has been differenced from itself one or more times to remove

trends or other statistically undesirable properties that might lead to spurious correlations,

(e.g., d = 1 corresponds to y
′
t = yt − yt−1); p refers to the number of autoregressive terms,

or lagged values of y; q refers to the number of moving average terms, or lagged predic-

tion errors estimated from previous time periods; and ϵ refers to the unexplained random

residual. Selecting the appropriate ARIMA(p, d, q) specification typically requires under-

standing the autocorrelation and partial autocorrelation functions for a given time series,

and examining information criteria such as the Akaike Information Criterion (AIC) and

Schwarz Bayesian Criterion (BIC) to identify which model produces stronger goodness of

fit, balanced against ensuring parsimony in the number of terms to avoid overfitting. I pre-

fer the use of the AIC or AICc (an AIC with a small sample correction) (Bozdogan, 1987)

as underfitting is a more significant problem for small sample sizes (Dziak et al., 2012;

Vaida & Blanchard, 2005).5 A resulting model should have residuals that are uncorrelated

and stationary, with constant error variance over time.

There are a total of 12 time series involved in this analysis (three datasets x mentions

for each of three issue frames plus total number of mentions). Not all time series may

have the same properties, which complicates model identification and choice of analyt-

ical method. However, analysis of seasonality using trend and seasonal decompositions

suggests that that there are not seasonal patterns or cycles, so I use nonseasonal analyses

throughout. Visual evidence and tests (the Augmented Dickey-Fuller Test or ADF test and

5Nevertheless, using alternative information criteria like the BIC does not lead to substantively different
results across the main analyses.
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Kwiatkowski–Phillips–Schmidt–Shin or KPSS test) also suggest at least some time series

(e.g., the ethics frame) are characterized by over-time trends, which implies that one level

of differencing may be appropriate to remove those trends and render the time series sta-

tionary, a prerequisite for time series modeling.

I aggregate the time series data to the level of week for three reasons. First, some

times series data in my dataset, particularly policymaker messaging, is relatively sparse at

the daily level. Second, messaging behavior indicates visible within-week relationships,

such as a tendency to tweet the same day each week or more regularly on Fridays, and

aggregation to the week level should smooth out these cycles. Third, theory and prior

literature suggests that responsiveness to messages may occur over days-to-weeks rather

than more quickly (hours) or slowly (months) (Gonzales, 2018). For example, news media

and policymakers may only start to message about new legislation, hearings, or focusing

events over several days rather than immediately.

Another question is whether the models should consider the leading actors to influence

other actors simultaneously (i.e., within the same week) or with a lag (e.g., only a week or

two later). Models performed based on one, two, or three week lags exclusive of contem-

poraneous influence exhibit decreasing and insignificant effects. Additionally, multi-model

selection identifies contemporaneous influence models as the most plausible, and does not

recommend including prior week lags at all. Tests of instantaneous and Granger causality

using multi-actor VAR modeling also suggest that contemporaneous rather than past influ-

ence is important, especially for AI messages overall and for the innovation frame (with

no evidence of instantaneous influence for the ethics and competition frames). And as

stated, I expect attention to AI issue frames to manifest over fairly short time frames. Thus

I adopt a contemporaneous influence modeling approach using ARIMA for the primary

specifications, while I consider lagged influence more directly in the VAR analysis.

Using a small-sample adjusted AICc as the primary selection criteria, I search itera-

tively over possible stationary, non-seasonal models using maximum likelihood estimation
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(MLE) to maximize fit. Results suggest that models such as ARIMA(0, 1, 1) (simple ex-

ponential smoothing) and ARIMA(0, 1, 2) (damped trend exponential smoothing) may be

appropriate (McKenzie & Gardner, 2010) though the preferred model varies by time series.

This strategy generally results in stationary models and residuals, i.e., independent errors

without unit roots in the moving average or autoregressive terms. This provides some in-

sight about the nature of the time series under study.

However, to extend this analysis to bivariate regressions, it is necessary to model mul-

tiple time series simultaneously. I therefore vary the standard ARIMA approach applied to

a single time series and depicted in the equation above. The approach used here is ordinary

least squares (OLS) regression using ARIMA to model errors, and including the predictor

time series as an exogenous regressor. Thus the basic specification is a simple bivariate

OLS with two of the three actors represented as independent or dependent variables:

yt = β0 + β1xt + ϵt (B.2)

but with ϵt modelled in the style of Equation B.2, and with the xt and yt terms potentially

subject to differencing to remove trends.

A benefit of this approach is that it allows for simple OLS-style interpretation, while

avoiding problems associated with autoregressive errors. The AICc is used to identify the

final model for each relevant bivariate regression of two actors, and differencing is applied

to both time series variables in almost all of these models. Importantly, it is allowable to

apply this approach even to nonstationary time series if some linear combination of those

series is stationary, i.e., if the series are ‘cointegrated.’ Thus I do not engage in extra pre-

cleaning steps beyond differencing. The Phillips-Ouliaris (PO) test confirms that the series

in the study are cointegrated in all cases. Also note that, while there is information about

the past incorporated in each model, the modeling strategy implies that the effects of x on

y are instantaneous or contemporaneous.
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B.5 Notes on VAR Analysis Approach

In contrast to ARIMA, a VAR model allows for lagged values of the key dependent variable

as well as lagged values of separate exogenous variables. The standard or reduced form of

a VAR(1) representation (with a single lag) is:

y1t

y2t

 =

a1

a2

+

a11 a12

a21 a222


y1t−1

y2t−1

+

ϵ1t
ϵ2t

 (B.3)

such that y1t = a11y1t−1 + a12y2t−1 + ϵ1t and y2t = a21y1t−1 + a22y2t−1 + ϵ2t. Thus, all

key time series variables (e.g., public, policymaker, and media messages) are included in

both the left- and right-hand sides of the respective equations, in a symmetric fashion.

Diagnostic tests (ADF, KPSS, and PO) provide mixed results regarding whether the

relevant time series are stationary. For this reason, differencing (of all series) may be ap-

propriate, though some research cautions that differencing will remove long-term dynamics

(Brandt & Williams, 2006) and suggest using Vector Error Correction Models (VECM) in-

stead. As long-term dynamics are not the central focus of this analysis, I stick with VAR

analysis of differenced series. Next, I use the AIC to determine the appropriate lag or-

der, p for a VAR(p) process, as AIC is again a preferable information criteria for smaller

samples. A total of two to three (week) lags is deemed appropriate depending on whether

differencing is applied, and seems sufficiently parsimonious. The results from VAR models

are consistent with no autocorrelation or heteroskedasticity in the residuals, as desired.

Figure B.4 presents the forecast error variance decomposition based on all AI messages,

indicating what proportion of the variance of a given actor’s behavior over time is explained

by lagged values of its own time series versus that of other actors. The results indicate that

AI attention in the media and public is substantially autonomous: For both the public and

NYT, only 1-2% of AI messaging behavior is explained by other actors. This is consistent
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Figure B.4: Forecast error variance decomposition: Mutual influence of actors

with prior scholarship demonstrating a high degree of attentional inertia (Liu et al., 2011;

Wood & Peake, 1998). In contrast, approximately 9-10% of policymaker AI messaging is

explained by prior public messaging, with some influence (4-5%) from the media as well.

Thus, when accounting for multidirectional influence and all three actors, the findings align

with main ARIMA results and the Public Agenda-Setting Hypothesis.

B.6 Alternative Specifications: Fixed Effects and ARIMA Models

As an additional set of robustness checks, I alternatively run fixed effects models to assess

the impact of public AI issue attention on Congressmember AI issue attention overall and

per issue frame. This approach is quite distinct from the ARIMA and VAR models: Rather

than aggregating all Congressmember messaging behavior into a single weekly count (rep-

resenting policymaker attention as a whole), I consider impacts on individual Congress

members per week. Specifically, I include Congressmember fixed effects in my model

specification, and cluster standard errors by week as the “treatment” of public AI issue at-
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tention is delivered at the level of weeks. Finally, I include a simple linear time trend to

account for the order of weeks.

Table B.2: Public impact on policymaker attention: Fixed effects specifications

Congress AI Issue Attention

All AI Messages Ethics Innovation Competition

(1) (2) (3) (4)

Public: AI Messages 0.002∗∗∗

(0.001)

Public: Ethics Frame 0.0002
(0.0002)

Public: Innovation Frame 0.001∗∗∗

(0.0003)

Public: Competition Frame 0.00003
(0.0001)

Week Trend 0.0001∗∗∗ 0.00005∗∗∗ 0.00002∗∗∗ 0.00002∗∗∗

(0.00001) (0.00001) (0.00001) (0.00000)

Congressmember Fixed Effects Yes Yes Yes Yes
Observations 100,323 100,323 100,323 100,323
R2 0.053 0.030 0.034 0.024

Note: ∗p < 0.1; ∗∗p < 0.05; ∗∗∗p < 0.01

The results in Table B.2 indicate that a one standard deviation increase in public atten-

tion to AI is associated with an statistically significant average increase of 0.0017 tweets

per Congressmember per week. Multipled by the members of Congress in the dataset,

this corresponds to 1.10 additional tweets per week across all of Congress. Similarly, in-

creased public messaging about the innovation frame is associated with about 0.45 addi-

tional weekly tweets by Congress related to AI innovation, quite similar to the effect sizes

found with the ARIMA models. Yet, also as with the ARIMA results, the public is only

influential with respect to all AI messages and the innovation frame. In contrast, public

messaging about ethics during a given week is associated with a very modest 0.099 in-
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creased tweets by Congress, while messaging about competition leads to a miniscule 0.021

increased tweets by Congress, and both of these latter associations are highly insignificant

(p = 0.47 and p = 0.75, respectively).

The fact that this quite distinct modeling structure leads to similar findings with re-

spect to public influence provides further confidence about the robustness of the ARIMA

results. However, I consider two additional robustness checks using unit fixed effects based

on Congressmember-week AI attention. First, I subset the sample to members of Congress

who are particularly engaged in social media. In particular, I restrict the sample to mem-

bers of Congress who are above the median in terms of total social media messaging over

the study’s time period. If public-policymaker engagement over social media indeed con-

stitutes a valid channel for agenda-setting influence, we should expect these social media-

engaged legislators should be particularly influenced by increased public attention.

The results in Table B.3 appear to confirm this expectation. Multiplying by the num-

ber of engaged legislators, increased public messaging is associated with 6.23 additional

weekly tweets about AI across all social media-engaged members of Congress (p < 0.01),

and 4.18 additional tweets about AI innovation (p < 0.01), but has minuscule and insignif-

icant effects for the ethics frame (0.63 additional tweets, p = 0.72) and competition frame

(0.22 additional tweets, p = 0.87).

Finally, I restrict the sample to only AI-engaged legislators, identified as legislators

who tweeted about AI 10 or more times during the three year period. These legislators are

amongst the most active on AI policy, including members of the House and Senate Con-

gressional AI Caucuses who are often co-sponsors of AI-related legislation and members

of committees that discuss AI in Congressional hearings and reports. Again, to the extent

that the public does indeed influence policymaker issue attention to AI, we should expect

that these members of Congress would be especially attentive and responsive.

The results in Table B.4 provide further confirmation that AI-engaged policymakers

are particularly responsive to the public. Across all of Congress, increased public messag-
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Table B.3: Public impact on policymaker attention: Social media-engaged policymakers

Congress AI Issue Attention: Active Tweeters

All AI Messages Ethics Innovation Competition

(1) (2) (3) (4)

Public: AI Messages 0.020∗∗∗

(0.006)

Public: Ethics Frame 0.002
(0.006)

Public: Innovation Frame 0.014∗∗

(0.006)

Public: Competition Frame 0.001
(0.005)

Week Trend 0.001∗∗∗ 0.001∗∗∗ 0.001∗∗∗ 0.001∗∗∗

(0.0002) (0.0002) (0.0001) (0.0001)

Congressmember Fixed Effects Yes Yes Yes Yes
Observations 48,042 48,042 48,042 48,042
R2 0.053 0.031 0.034 0.025

Note: ∗p < 0.1; ∗∗p < 0.05; ∗∗∗p < 0.01

Note: Subset to n = 306 legislators who are actively engaged on Twitter, or legislators who
tweeted above the median amount of times amongst legislators over the three year time period.

ing is associated with 5.45 additional weekly tweets about AI for all AI-engaged members

of Congress (p < 0.01), and 6.05 additional tweets about AI innovation (p < 0.01), but

still has relatively far smaller and insignificant effects for the ethics frame (0.73 additional

tweets, p = 0.64) and competition frame (0.62 additional tweets, p = 0.63). Overall, these

additional specifications not only help to confirm the key findings emerging from the time

series models; they also provide some additional evidence that public issue attention is es-

pecially influential for policymakers who are engaged in AI policy, and suggest that public

influence on the policy agenda may indeed be operating directly through social media as a

channel.

One concern with respect to the use of time series models to assess multiple bivariate
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Table B.4: Public impact on policymaker attention: AI-engaged policymakers

Congress AI Issue Attention: AI-Engaged Legislators

All AI Messages Ethics Innovation Competition

(1) (2) (3) (4)

Public: AI Messages 0.130∗∗∗

(0.046)

Public: Ethics Frame 0.017
(0.038)

Public: Innovation Frame 0.144∗∗∗

(0.052)

Public: Competition Frame 0.015
(0.031)

Week Trend 0.006∗∗∗ 0.008∗∗∗ 0.002∗∗ 0.005∗∗∗

(0.001) (0.001) (0.001) (0.001)

Congressmember Fixed Effects Yes Yes Yes Yes
Observations 6,594 6,594 6,594 6,594
R2 0.037 0.029 0.029 0.023

Note: ∗p < 0.1; ∗∗p < 0.05; ∗∗∗p < 0.01

Note: Subset to n = 42 ‘AI-engaged’ legislators, or legislators who tweeted about AI at least 10
times over the three year time period.

relationships is that the identified “preferred” (p, d, q) model differs in some cases. Yet, to

the extent that agenda-setting influence behavior is part of a stable underlying data generat-

ing process or processes, we might expect that the same kinds of temporal dynamics should

be in play across actors and issue frames. Therefore, Table B.5 reproduces the main results

in Table 3.2, but using a consistent time series specification for all actors and issue frames.

In particular, I use an ARIMA(0, 1, 2) or damped trend exponential smoothing approach to

model the errors.

The results are highly stable here and with respect to other minor adjustments in the

ARIMA modeling approach not displayed here. There are no major changes to the signif-

icance of the particular between-actor influence relationships, and effect sizes are largely
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Table B.5: ARIMA(0, 1, 2) results: Mutual influence of public, policymakers, and media

X influence on Y ARIMA model Effect Size Baseline Value % Change p-value
Public on Congress
All (0,1,2) 1.48 6.66 22.2% 0.004
Ethics (0,1,2) 0.26 1.98 13.1% 0.152
Innovation (0,1,2) 0.47 2.28 20.6% 0.015
Competition (0,1,2) 0.03 0.81 3.7% 0.728

Congress on Public
All (0,1,2) 753 31,322 2.4% 0.002
Ethics (0,1,2) 60 2,205 2.7% 0.163
Innovation (0,1,2) 147 8,046 1.8% 0.036
Competition (0,1,2) 19 1,303 1.5% 0.679

NYT on Congress
All (0,1,2) 0.9 6.66 13.5% 0.019
Ethics (0,1,2) 0.26 1.98 13.1% 0.119
Innovation (0,1,2) 0.43 2.28 18.9% 0.009
Competition (0,1,2) 0.03 0.81 3.7% 0.733

Congress on NYT
All (0,1,2) 1.41 18.56 7.6% 0.024
Ethics (0,1,2) 0.94 15.3 6.1% 0.116
Innovation (0,1,2) 1.4 17.71 7.9% 0.012
Competition (0,1,2) 0.18 13.95 1.3% 0.73

NYT on Public
All (0,1,2) -30.01 31,322 -0.1% 0.896
Ethics (0,1,2) 40 2,205 1.8% 0.291
Innovation (0,1,2) 15 8,046 0.2% 0.813
Competition (0,1,2) -16.23 1,303 -1.2% 0.695

Public on NYT
All (0,1,2) 0.3 18.56 1.6% 0.702
Ethics (0,1,2) 0.45 15.3 2.9% 0.441
Innovation (0,1,2) 0.52 17.71 2.9% 0.563
Competition (0,1,2) -0.17 13.95 -1.0% 0.759

Note: ARIMA Model refers to the preferred (p, d, q) specification. Effect Size refers to the number
of additional AI messages by the influenced actor (Y) in a given week resulting from a one

standard deviation increase of messaging from the influencer (X) during that week. Baseline Value
refers to the average number of AI messages from the influenced actor (Y) per week. % Change
refers to the increase in AI messaging over the baseline resulting from a one standard deviation

increase of messaging from the influencer during that week. Statistical significant results at the 5%
level are highlighted. Note that some digits are trimmed for legibility.
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similar as well, providing some confidence in the robustness of the main paper results.

B.7 Additional VAR Results

The additional figures presented here depict orthogonal cumulative impulse response func-

tions across the three actors and three main issue frames. Results complement main Fig-

ure 3.4 and confirm that there are few relationships between two actors reflecting issue

attention influence. That is, in addition to the public’s influence with respect to AI issue

attention overall on Congress, only Figure B.6 depicting the innovation frame shows clear

evidence of meaningful influence. This reiterates the study’s general findings related to the

Public Agenda-Setting Hypothesis and lack of evidence for the Special Role of the Public

Hypothesis.

Figure B.5: Cumulative impulse response functions: Ethics frame
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Figure B.6: Cumulative impulse response functions: Innovation frame

Figure B.7: Cumulative impulse response functions: Competition frame
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APPENDIX C

SUPPORTING INFORMATION FOR CHAPTER 4

C.1 Additional Information about Legislator Sample

Table C.1 presents key descriptive statistics about the full sample, including all legislators

contacted through the experiment.

Table C.1: Descriptive statistics for state legislator sample

Gender
Male 0.69 (0.46)
Female 0.31 (0.46)

Party
Democrat 0.45 (0.50)
Independent 0.01 (0.09)
Republican 0.54 (0.50)

Tenure
0-1 year 0.21 (0.41)
2-5 years 0.39 (0.49)
6-10 years 0.25 (0.43)
11-20 years 0.10 (0.30)
20+ years 0.05 (0.23)

Chamber
Lower Chamber 0.73 (0.44)
Upper Chamber 0.27 (0.44)

Note: n = 7, 356. Proportions with standard deviations in parentheses.

C.2 Covariates and Balance

I make use of the following demographic covariates as part of the covariate-adjusted re-

gression strategy: legislator gender, party, tenure, and chamber, as well as each state’s prior

experience with AI policy and legislature professionalism.1 The covariates are coded as

1In a deviation from the pre-analysis plan, I do not include state as a covariate, as it is highly colinear with
other state-level variables and also reduces the degrees of freedom considerably.
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follows:

• Legislator party is coded as a factor variable with three levels: Democrat, Indepen-
dent, and Republican.

• Legislator chamber is coded as a binary variable with two levels: upper and lower
(e.g., Senate and House).

• Legislator gender is coded as a binary variable with male and female as the two
levels.

• Legislator tenure is coded as a count variable based on the number of years served
consecutively in the current role.

• Prior experience of legislators with AI policy is coded as a state-level count variable.
This variable is constructed by counting the number of proposed and/or passed pieces
of legislation in the state since 2019 that address AI according to the NCSL.2

• State legislator professionalism is coded as a numeric variable based on the adjusted
Squire Index (Squire, 1992).

To assess covariate balance, I perform F-tests of global significance by regressing bi-

nary treatment group indicator variables for the components of the factorial design on the

specified covariates and extract the F-statistic and associated p-value from each regression.

With p-values of 0.18 (control vs. not), 0.91 (narrative vs. not), 0.88 (expertise vs. not),

and 0.97 (ethics vs. competition), I find that none of the covariates predict treatment. Re-

sults in Table C.2 indicate that there is very strong covariate balance across all six treatment

groups.

Table C.2: Covariate balance table

Variable Control Comp. Control Ethics Exp. Comp. Exp. Ethics Narr. Comp. Narr. Ethics
Democrat 0.46 0.45 0.45 0.46 0.45 0.45
Independent 0.01 0.01 0.01 0.01 0.01 0.01
Republican 0.53 0.54 0.54 0.53 0.54 0.54
Lower 0.73 0.74 0.74 0.74 0.74 0.73
Upper 0.27 0.26 0.26 0.26 0.26 0.27
Female 0.33 0.33 0.32 0.28 0.29 0.30
Male 0.67 0.67 0.68 0.72 0.71 0.70
Tenure 6.26 6.05 6.06 5.94 6.06 6.05
Prior Legislation 2.36 2.35 2.35 2.36 2.30 2.31
Squire 0.23 0.23 0.23 0.23 0.22 0.23

2For the analysis related to prior AI policy experience, I binarize this variable so that the top 50% of states
by this count are identified as having high prior experience and the rest as low experience. This roughly
divides states into those who have considered at least one piece of AI legislation and those that have not.
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C.3 ITT Results for Policy Entrepreneur Effectiveness Hypothesis

Table C.3: ITT results: Impact of policy entrepreneur strategies on legislator engagement

Legislator Engagement (Binary Measure)

(1) (2)

Either Strategy 0.047∗∗∗

(0.008)
Expertise 0.045∗∗∗

(0.010)
Narrative 0.048∗∗∗

(0.010)
N 7,206 7,206
R2 0.036 0.036
F Statistic 33.573∗∗∗ (df = 8; 7,197) 29.849∗∗∗ (df = 9; 7,196)

Note: ∗p < 0.1; ∗∗p < 0.05; ∗∗∗p < 0.01. With robust SEs, including covariates.

Table C.3 reproduces main Table 4.2 but using ITTs instead of CACEs. Table C.4

presents ITT results for additional outcomes evaluated in the study. The outcomes include:

clicked on resource, clicked on webinar link, replied to email, attended webinar, binary

engagement measure, and count engagement measure.

Table C.4: ITT results: Alternative outcome measures

Resource Webinar Replied Attended Binary Count

(1) (2) (3) (4) (5) (6)

Expertise 0.046∗∗∗ 0.007 0.001 0.001 0.045∗∗∗ 0.055∗∗∗

(0.009) (0.009) (0.001) (0.001) (0.010) (0.017)
Narrative 0.049∗∗∗ 0.005 0.00004 0.001 0.048∗∗∗ 0.056∗∗∗

(0.009) (0.009) (0.001) (0.001) (0.010) (0.017)
N 7,206 7,206 7,206 7,206 7,206 7,206
R2 0.037 0.019 0.001 0.002 0.036 0.029
F Statistic (df = 9; 7,196) 30.907∗∗∗ 15.277∗∗∗ 0.757 1.806∗ 29.849∗∗∗ 24.003∗∗∗

Note: ∗p < 0.1; ∗∗p < 0.05; ∗∗∗p < 0.01. With robust SEs, including covariates.
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C.4 Power Analysis

To assess whether the study is sufficiently powered to detect significant effects for the

Policy Entrepreneur Effectiveness Hypothesis, for which there are three treatment/control

groups, I performed simulations of the 2SLS IV analysis. To do this, I used hypothesized

treatment effects along a range of possible compliance rates, given a fixed original sample

size of 7,356. The outcome of interest was any of the binary measures, such as clicking on

a link. Significance and power were determined at the standard 5% and 80% levels, using

two-sided p-values to be conservative. Compliance rates ranging from 5% to 75% were

assessed. I assumed that the proportion of individuals who clicked on a link (or registered

for the webinar and so on) would be 10% in the control group, and performed 250 simu-

lations for four scenarios each, assuming that the expertise or narrative treatments would

lead to increased click rates of 2.5, 5.0, 7.5, and 10 percentage points, respectively. (Note

that these correspond to standardized effect sizes of 0.08, 0.17, 0.25, and 0.33 standard

deviations given the standard deviation of the control group.)

According to industry-level metrics provided by Mailchimp, click-to-open rates (i.e.,

clicking on a link conditional on opening an email) range from between 8.5% for retail to

22.4% for government and politics, while email open rates range from around 12.6% for

retail to 26.7% for government and politics messages. Further, given that the population

is state legislators rather than the general public, compliance rates from prior studies are

also instructive. Fisher and Herrick (2013) found that 11.5% of state legislators responded

to a survey, Butler et al. (2012) found that 19% of state legislators responded to a letter

asking about policy positions, and Anderson et al. (2020) found that 6% of state legislators

started and 4% completed a survey. Given that the tasks involved in this study include both

low-effort tasks (clicking on a link) and high-effort tasks (attending a webinar), click rates

in the range of 5% to 20% were deemed reasonable. Thus, baseline click rates of around

10-20%, and increases resulting from treatments on the order of a few percentage points to

217



Figure C.1: Power to detect treatment effects for main hypothesis by compliance rate

perhaps 10 percentage points, were deemed reasonable estimates.

Figure C.1 indicates that the study is sufficiently powered if either the compliance rate

(∼ 35% email open rate or more) or effect size (∼ 5 percentage point increase or more) is

relatively high, but not if both are low. Further, the research design has more power for es-

timands that involve only two treatment groups, such as the Issue Framing Hypothesis, but

likely lacks sufficient power for exploratory estimands that require additional subsetting,

such as the Strategies by Issue Framing Hypothesis.

To improve power through the research design, I designed the email messages to strengthen

treatment effects, e.g., using professional aesthetics and the partner organization logo to in-

crease credibility. I also strategically prepared and scheduled emails through the email

management platform to minimize the number of messages that go to spam folders (for

example, by “warming up” the account, avoiding spam buzzwords, and associating the

organization domain name with the emails).
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C.5 Treatment Wordings and Email Template

Email Sent to State Legislators:

From: daniel.schiff@thefuturesociety.org

To: [Legislator’s E-mail Address]

Subject: Artificial Intelligence - What to Know as a Legislator in [State]

Dear [Representative/Senator] [Last Name],

We at The Future Society are reaching out to you today [about / to share a compelling story about /

to provide a useful fact sheet about] the important [social and ethical / economic and technologi-

cal leadership] implications of artificial intelligence (AI) and to invite you to a webinar on what

you need to know about AI as a state legislator. We believe that state legislators such as yourself

have an important role to play in shaping [state’s] response to these critical [social and ethical /

economic and technological leadership] issues.

[Control or Treatment paragraphs: See Table C.5]

How can The Future Society support you?

• RSVP for our webinar on Monday, December 13 at 2PM ET / 11AM PT on what you need
to know about AI as a state legislator, with speakers from The Future Society, Georgia Tech,
and the National Conference of State Legislatures.

• Share your thoughts: What is the top concern or hope you have about AI policy? Let us
know in a reply to this email and we’ll try to address your comments in our webinar!

Thank you for your time and consideration of these important issues,

The Future Society

[Logo]
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Table C.5: Treatment wordings in second paragraph of email experiment

Ethics Competition
Control The Future Society is an independent 501(c)(3)

nonprofit think-and-do tank. We’ve engaged over
6,000 senior decision-makers in over 100 coun-
tries. We build understanding of AI and its im-
pact, we build bridges between relevant con-
stituents, and we build innovative solutions to
help communities and people all over the world
enjoy the benefits of AI and avoid its risks. Incor-
porated since 2016 and funded through a diverse
community of donors, we provide an indepen-
dent and nuanced perspective on the governance
of AI. For more about our work, please visit our
website.

The Future Society is an independent 501(c)(3)
nonprofit think-and-do tank. We’ve engaged over
6,000 senior decision-makers in over 100 coun-
tries. We build understanding of AI and its im-
pact, we build bridges between relevant con-
stituents, and we build innovative solutions to
help communities and people all over the world
enjoy the benefits of AI and avoid its risks. Incor-
porated since 2016 and funded through a diverse
community of donors, we provide an indepen-
dent and nuanced perspective on the governance
of AI. For more about our work, please visit our
website.

Expertise As one of the most prominent applications of
AI, facial recognition systems depend on ma-
chine learning (ML) models that are often opaque
“black boxes” and may be trained on real-world
data that can reflect discriminatory biases. It is
critical to understand how different approaches
to bias and fairness in AI systems such as fa-
cial recognition technology can inform law and
regulation surrounding AI. To learn more about
current research and what policymakers can do
about the social and ethical implications of AI,
please see our fact sheet.

As one of the most powerful general purpose
technologies of the 21st century, AI is a key
strategic factor in economic growth and innova-
tion policy. Support for public and private sec-
tor R&D, STEM education, and SMEs all con-
tribute to AI competitiveness. The United States
currently leads in private sector AI R&D, venture
capital, and talent, while China has more AI re-
search publications and supercomputers and gen-
erates more data overall. To learn more about
current research and what policymakers can do
about the economic and technological leadership
implications of AI, please see our fact sheet.

Narrative When Robert Julian-Borchak Williams went to
work in his office at an automotive supply com-
pany in Detroit, he had no idea he would be
handcuffed and arrested later that day in front
of his wife and two young daughters. That day,
Robert became one of the first Americans wrong-
fully arrested because of a false match of a fa-
cial recognition algorithm, an example of how
faulty or misused AI algorithms can go awry. To
hear more about how AI went wrong in this case
and what policymakers can do about the social
and ethical implications of AI, please read more
about Robert’s story.

Few could have predicted that when Google’s AI
program AlphaGo defeated Chinese Go cham-
pion Ke Jie in 2017, it would spur a Sputnik-like
technological competition between the United
States and China. Soon after, Chinese Presi-
dent Xi Jinping stated that China must “ensure
that critical and core AI technologies are firmly
grasped in our own hands.” In response, U.S.
President Joe Biden has said that “we’re in com-
petition with China and other countries to win
the 21st Century.” To hear more about the AI
race and what policymakers can do about the eco-
nomic and technological leadership implications
of AI, please read more about the story behind
the AI race.

Fact sheets and stories used in treatments are available at the links below or by request:

• Expertise + Ethics: https://thefuturesociety.org/wp-content/uploads/2021/10/legislator-fact-
sheet-about-ai-ethics.pdf

• Narrative + Ethics: https://thefuturesociety.org/wp-content/uploads/2021/10/facial-recognition-
gone-awry.pdf

• Expertise + Competition: https://thefuturesociety.org/wp-content/uploads/2021/10/legislator-
fact-sheet-about-ai-innovation.pdf

• Narrative + Competition: https://thefuturesociety.org/wp-content/uploads/2021/10/race-for-
ai-leadership.pdf
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