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## SUMMARY

Packing and scheduling models include some of the most fundamental problems in operations research and computer science. These broad classes include a wide range of models with applications including logistics, production planning, wireless network design, circuit design, and cloud computing, to name a few. In this thesis we study three such models: dynamic node packing, interval scheduling with economies of scale, and temporal bin packing with half-capacity jobs; each extends on a well-known problem in packing and scheduling. While the problems are generally distinct, this research was broadly inspired by applications in cloud computing, specifically by problems cloud service providers face when servicing requests for virtual machines.

In Chapter 2, we propose a dynamic version of the node packing problem. In this model, instead of being given the edges upfront, we model them as independent Bernoulli random variables. At each step, the decision maker selects an available node and then observes edges adjacent to this node. The goal is a policy that maximizes the expected value of the resulting packing. We model the problem as a Markov decision problem and conduct a polyhedral study of the problem's achievable probabilities polytope. We develop a variety of valid inequalities based on paths, cycles, and cliques.

In Chapter 3, we study interval scheduling problems exhibiting economies of scale. An instance is given by a set of interval jobs and a cost function. Specifically, we focus on the max-weight function and non-negative, non-decreasing concave functions of total schedule weight. The goal is a partition of the jobs minimizing the total cost with the constraint that jobs within the same schedule cannot overlap. We propose a set covering formulation and a column generation algorithm to solve its linear relaxation, providing efficient pricing algorithms for the studied cases. To obtain integer solutions, we extend the column generation approach using branch-and-price.

In Chapter 4, we study a different model with interval jobs. In this problem, interval
jobs are partitioned into bins such that at most two jobs in a bin overlap at any given time. The decision maker is tasked with minimizing the time-average number of bins required to pack all jobs. We call this problem temporal bin packing with half-capacity jobs; it is a special case of the general temporal bin packing problem with bounded parallelism. We study the worst-case performance of a well-known static lower bound, and, motivated by this analysis, we introduce a novel lower bound and integer programming formulation based on formulating the problem as a series of matching problems. We provide theoretical guarantees on the relative strengths of the static bound, the matching-based bound, and various linear programming bounds.

## CHAPTER 1

## INTRODUCTION

The global cloud computing market was valued at nearly $\$ 400$ billion in 2021 and is projected to continue to grow [1]. This economic growth has led to a corresponding growth in energy consumption; data centers now account for approximately $1 \%$ of worldwide energy use [2]. These trends have increased interest in improving energy efficiency, from both an economic and environmental perspective. In a data center, energy consumption is driven primarily by servers, through direct consumption or indirectly through cooling. Energy usage in certain systems can be reduced by improving server utilization. Furthermore, by improving server utilization, cloud service providers also increase the volume of requests they can service. Optimizing server utilization can be framed in many ways, but frequently these problems focus on managing of requests for virtual machines. Virtual machines need to be assigned to servers while respecting the servers' capacities; typically, the goal is to minimize the number of active servers, as this is directly proportional to energy consumption and increases the volume of usable capacity, but more complex objectives are also applicable. The problem is further complicated by the need to incorporate additional practical considerations, such as uncertainty.

Virtual machine allocation and its related problems can often be modelled using variants of well-known packing and scheduling problems. In this thesis we address three such problems: dynamic node packing, interval scheduling with economies of scale, and temporal bin packing with half-capacity jobs.

In Chapter 2, we study dynamic node packing, a dynamic variant of the classical node packing problem, also called the stable set or independent set problem. The problem is defined by a node set, a node weight vector, and an edge probability vector. For every pair of nodes, an edge is present or not according to an independent Bernoulli random variable
defined by the corresponding entry in the probability vector. At each step, the decision maker selects an available node that maximizes the expected weight of the final packing, and then observes edges adjacent to this node. We formulate the problem as a Markov decision problem and show that it is NP-Hard even on star graphs. Next, we introduce relaxations of the problem's achievable probabilities polytope, analogous to the linear and bilinear edge-based formulations in the deterministic case; we show that these relaxations can be weak, motivating a polyhedral study. We derive classes of valid inequalities arising from cliques, paths, and cycles. For cliques, we completely characterize the polytope and show that it is a submodular polyhedron. For both paths and cycles, we give an implicit representation of the polytope via a cut-generating linear program of polynomial size, based on a compact dynamic programming formulation. Our computational results show that our inequalities can greatly reduce the basic linear relaxation's gap, particularly when the instance's expected density is high.

In Chapters 3 and 4 we consider two different problems using interval jobs, which are defined by a fixed interval over which the job is present. Specifically, an interval job $i$ is specified by some start time $s_{i}$ and end time $e_{i}$, with $s_{i}<e_{i}$. Two jobs $i, j$ overlap if $\left[s_{i}, e_{i}\right) \cap\left[s_{j}, e_{j}\right) \neq \emptyset$. Given a set of interval jobs $J$, a conflict graph is created by adding a node for each job in $J$ and an edge between two nodes if their corresponding jobs overlap. A conflict graph constructed in this manner is an interval graph. Interval graphs have many useful properties that we utilize in Chapters 3 and 4, including the following.

1. Interval graphs are perfect, implying their coloring number is equal to the size of the graph's maximum clique.
2. An interval graph with $n$ nodes has $O(n)$ maximal cliques, and they can be determined in $O(n)$ time.
3. The clique-node incidence matrix of an interval graph satisfies the consecutive ones property and is therefore totally unimodular (TU).

Among other things, these properties imply that on interval graphs the minimum coloring, maximum clique, and maximum node packing problems can be solved in polynomial time with relatively simple algorithms. We discuss these results in more detail in Chapters 3 and 4.

In Chapter 3, we study interval scheduling problems exhibiting economies of scale. An instance is given by a set of interval jobs and a function representing the cost of scheduling a subset of jobs on the same machine. Specifically, we focus on the max-weight function and non-negative, non-decreasing concave functions of total schedule weight. The goal is a partition of the jobs that minimizes the total schedule cost, where overlapping jobs cannot be processed on the same machine. We propose a set cover formulation and a column generation algorithm to solve its linear relaxation. For the max-weight function, which is already NP-hard, we give a polynomial-time pricing algorithm; for the more general case of a function of the total weight, we have a pseudo-polynomial algorithm. To obtain integer solutions, we extend the column generation approach using branch-and-price. We computationally evaluate our methods on two different functions, using both random instances and instances derived from cloud computing data; our algorithm significantly outperforms known integer programming formulations (when these are available) and is able to provably optimize instances with hundreds of jobs.

In Chapter 4, we consider a different interval scheduling problem known as temporal bin packing with half-capacity jobs. In this problem, interval jobs are partitioned into bins with the constraint that bins can fit at most two jobs simultaneously. The objective is to determine an assignment of jobs to bins that minimizes the time-average number of active bins; this problem is known to be NP-Hard. We demonstrate that a well-known static lower bound may have a significant gap even in relatively simple instances. Motivated by this analysis, we introduce a novel lower bound and an integer programming formulation, both based on an interpretation of the problem as a series of connected matching problems. The strengths of the static bound, the new matching-based bound, and various linear program-
ming bounds are compared in detail. We computationally evaluate our methods using both synthetic and application-based instances. We demonstrate that our formulation is able to improve on a previously known formulation; we also study the empirical performance of our proposed bounds, showing they are able to improve on the static bound, particularly when the instances are sparse.

Finally, in Chapter 5, we conclude and summarize some potential research directions.

## CHAPTER 2

## DYNAMIC NODE PACKING

This chapter is adapted from the upcoming publication [3].

### 2.1 Introduction

The node packing problem, also known as the stable set or independent set problem, is a fundamental model in combinatorial optimization. Taking an undirected graph as input, the decision maker seeks the most valuable subset of pairwise non-adjacent nodes, either in terms of weight or cardinality. Node packing is well known to be equivalent to both the maximum clique and minimum vertex cover problems, and is also related to other classical problems, such as vertex coloring and set packing.

Node packing has received much attention from the optimization, operations research, graph theory, and computer science communities, in part due to its fundamental nature, but also owing to its varied applications. One such important application area is scheduling [4, 5]. In the variant of single-machine job scheduling where each job has an associated time interval(s) in which it must be performed if accepted, the decision maker may construct a graph in which job-interval pairs are nodes, and nodes are adjacent when the corresponding job-interval pairs are conflicting, i.e., when they overlap in time or job. This idea is generalized by resource-constrained project scheduling models, where jobs require multiple resources and have more complex interactions, such as precedence requirements; an example of this type of model appears in [6].

Another important application area for node packing is wireless network design and operation. In large-scale wireless networks, it is often desirable to cluster nodes in order to facilitate more efficient communication. This is done by selecting cluster heads that drive the communication in and out of a cluster. Ideally, every node in a network should belong
to a cluster and cluster heads should be out of each other's immediate range. The problem of optimally selecting cluster heads can be modeled as a weighted node packing problem [7]. Another example in wireless network design stems from selecting RFID readers to activate in a given network, as readers can interfere with each other if they both try to read from the same target. The problem of selecting which readers to activate at a given time to maximize the total number of read targets can be modeled as a weighted node packing problem [8].

Additional application examples include computer vision [9], train routing [10], coding theory [11], and military planning [12]. For a further discussion of applications, we refer the reader to $[13,14]$ and the references within.

In our proposed model, each node pair is associated with a probability that the corresponding edge appears in the graph. Nodes are selected dynamically, and after the decision maker commits to selecting a node, each potential edge between the chosen node and other nodes is sampled independently as a Bernoulli random variable with its corresponding probability. The decision maker's goal is to maximize the expected cardinality or weight of the resulting packing. This model generalizes classical deterministic node packing in two ways: It incorporates probabilistic graph topology akin to the Erdős-Rényi random graph model, and it introduces aspects of dynamic decision making.

One of our primary motivations for studying this model comes from dynamic scheduling problems arising in areas such as cloud computing. Consider a single-machine scheduling scenario in which jobs may have, for instance, known start times but random processing times that are only revealed once the job is scheduled. Therefore, we cannot construct an entire conflict graph beforehand, but we do have some probabilistic knowledge of possible edges present in the graph. This scheduling problem and others like it can be modeled using our dynamic node packing problem with additional modifications, such as allowing correlations between edges, and requiring the nodes to be considered in a particular order. As a first step, in this chapter we consider a more fundamental model that does not have
additional features.
Our contributions can be summarized as follows.

1. We propose a dynamic node packing model that incorporates uncertainty in the edge set; the model is new, to our knowledge. We formulate the model as a Markov decision process and study its theoretical difficulty; in particular, it is NP-Hard even on star graphs.
2. We introduce basic relaxations of the model analogous to the standard linear and bilinear edge-based formulations of the deterministic node packing problem, and demonstrate that both relaxations can scale linearly with node count. Motivated by this negative result, we perform a polyhedral study of the dynamic node packing polytope and derive valid inequalities arising from cliques, paths and cycles.
3. We perform a computational study of the dynamic node packing problem, demonstrating the empirical effectiveness of our proposed inequalities. As a secondary contribution, our empirical results also reveal the remarkably good performance of a probabilistic and weighted generalization of the minimum-degree ordering heuristic.

The remainder of the chapter is organized as follows. The next section includes a brief literature review. Section 2.3 introduces and formulates the problem, and gives preliminary results. Section 2.4 then includes our polyhedral study, with Section 2.5 detailing our computational study. Finally, Section 2.6 concludes.

### 2.2 Literature Review

The deterministic node packing problem has been studied extensively; in addition to being one of the most well-known NP-Hard problems [15], it is also hard to approximate within a factor of $n^{1-\epsilon}$ [16]. Numerous algorithms have been proposed for solving the node packing problem: Current leading exact algorithms are primarily based on branch-and-bound, such as those compared in [17]. The methods generally differ based on how the upper- and
lower-bounds are computed during the branching process. Heuristics are also often employed to solve the problem approximately; despite the negative approximability results, simple heuristics are observed to perform quite well in practice [18].

The node packing polytope has also been studied extensively as a way to derive polyhedral relaxations and bounds. Given a graph $G=(N, E)$ and associated weight vector $w \in \mathbb{R}_{+}^{N}$, the standard edge formulation for the node packing problem is

$$
\begin{array}{rr}
\max & \sum_{i \in N} w_{i} x_{i} \\
\text { s.t. } x_{i}+x_{j} \leq 1 & \forall\{i, j\} \in E \\
x_{i} \in\{0,1\} & \forall i \in N .
\end{array}
$$

The linear relaxation of this formulation is half-integral, meaning the extreme points of the corresponding polytope take on values in $\{0,1 / 2,1\}$. Furthermore, for the cardinality case, in any extreme point optimal solution of the relaxation, any variable taking value one also appears in at least one optimal solution [19]. This edge formulation yields a weak linear relaxation in general, only capturing the integer hull in the case of bipartite graphs. Many polyhedral results for the node packing problem utilize specific types of graph structures to derive valid inequalities that strengthen the linear relaxation. Early results in this vein provided important classes of valid inequalities arising from cliques, odd holes, and odd antiholes [20, 21]. Additional examples include grilles [22], webs [23], and wheels [24].

The node packing problem may also be formulated as a bilinear programming problem,

$$
\begin{array}{cr}
\max \sum_{i \in N} w_{i} x_{i} & \\
\text { s.t. } x_{i} x_{j}=0 & \forall\{i, j\} \in E \\
0 \leq x_{i} \leq 1 & \forall i \in V .
\end{array}
$$

This model is commonly then relaxed to a semidefinite programming formulation. The value of this relaxation is equivalent to the Lováz $\vartheta$ function [25], which can then be used to solve the problem exactly in the case of perfect graphs [26]. Claw-free graphs are another special case where the problem is polynomially solvable [27]. For further information regarding the node packing polyhedron and node packing algorithms, we refer the reader to $[28,29,30]$ and the references within.

Combinatorial optimization in the presence of uncertainty has received much attention in recent years, and many different ways of capturing uncertainty have been proposed. The models most closely related to ours are those in which some input parameters are only known probabilistically, and we are interested in static or adaptive algorithms that optimize the expected total reward. Examples of problems in which this type of paradigm has been studied include scheduling [31], equipment replacement [32], knapsack [33, 34, 35, 36], traveling salesman and vehicle routing [37, 38], and general packing [39]. These problems may be framed as Markov decision processes; for a general reference we refer the reader to [40].

Often in these models the curse of dimensionality makes exact methods intractable, motivating heuristics and bounding methods collectively known as approximate dynamic programming. The methods falling under this umbrella term vary significantly; the ones most relevant to our purposes include the study of polyhedra of achievable probabilities, e.g., [41, 42, 43], and approximate linear programming techniques, e.g., [44, 33, 45].

To the best of our knowledge, a dynamic model of this type has not been previously introduced for node packing. However, an alternative way of modeling uncertainty is via online models, where the decision maker optimizes against an adversarial input sequence. In particular, an online node packing model was proposed in [46]: Nodes are presented sequentially, and the decision maker must either irrevocably admit the node into the packing or permanently reject $i$. When a node is presented, it includes potential adjacencies to any previously admitted node. Traditional worst-case analysis shows that any deterministic
algorithm in this setting has a competitive ratio of $1 /(n-1)$. To address this, various relaxations and alternative models of the the online model have been proposed, including multi-solution models [46], stochastic input models [47], models with advice [48, 49], and known graph models [50].

Another area of relevant research is node packing in random graphs. In the ErdősRényi random graph $G(n, 1 / 2)$, the largest node packing is almost surely in $\left\{2 \log _{2}(n)-\right.$ $\left.1,2 \log _{2}(n)\right\}$, and a greedy algorithm almost surely finds a node packing of size $\log _{2}(n)$ [51]. Furthermore, the $\vartheta$ function is a loose bound on random graphs, almost surely giving a value of $\Theta(\sqrt{n})$ in $G(n, 1 / 2)$ [52]. In fact, the stronger Lovász-Schrijver hierarchy is also weak in random graphs; for $G(n, 1 / 2)$, after $r$ iterations of the hierarchy, the value of the relaxation is almost surely $\Theta\left(\sqrt{n / 2^{r}}\right)$, and the hierarchy almost surely requires $\Theta(\log n)$ iterations for a tight bound [53].

### 2.3 Problem Statement and Preliminary Results

The dynamic node packing (DNP) problem is defined by a node set $N=\{1, \ldots, n\}$, probability vector $p \in[0,1]^{\binom{n}{2}}$, and node weight vector $w \in \mathbb{R}_{+}^{N}$. Each $p_{i j}$ represents the probability that an edge is present between nodes $i, j \in N$; for convenience, we denote the complementary probability as $q_{i j}=1-p_{i j}$. When $p_{i j}$ is constant across all pairs, we recover the Erdős-Rényi random graph model (we discuss this special case in detail below and in Section 2.4).

The decision maker constructs a packing sequentially, one node at a time. Upon selection of a node $i$, for every other remaining node $j \neq i$, the edge $\{i, j\}$ appears according to an independent Bernoulli random variable with probability $p_{i j}$. After the potential edges are sampled, the neighbor set of $i, \Gamma(i)$, is known exactly; the decision maker collects $i$ 's weight $w_{i}$ and can no longer add any node $j \in \Gamma(i)$ to the packing. The process continues, with the decision maker selecting an available node until no eligible nodes remain. The objective is a policy that maximizes the expected total weight of the final packing. DNP
may be formulated as an $n$-stage Markov decision process (MDP) defined on states $S \subseteq N$, with initial state $N$, and defined by the following recursion and boundary condition:

$$
\begin{array}{ll}
v_{S}^{*} & =\max _{i \in S}\left\{w_{i}+\mathbb{E}\left[v_{S \backslash(i \cup \Gamma(i)}^{*}\right]\right\}, \\
v_{\emptyset}^{*} & =0 . \tag{2.1b}
\end{array}
$$

The transition probabilities from state $S$ to state $S^{\prime}$, given selection of node $i \in S$, are calculated as

$$
\mathbb{P}\left(S^{\prime} \mid S, i\right)= \begin{cases}\prod_{j \in S^{\prime}} q_{i j} \prod_{j \in S \backslash\left(i \cup S^{\prime}\right)} p_{i j} & S^{\prime} \subseteq S \backslash i \\ 0 & S^{\prime} \nsubseteq S \backslash i\end{cases}
$$

In other words, the probability of transitioning from state $S$ to $S^{\prime}$ after selecting node $i$ is the probability of edges between $i$ and nodes in $S \backslash\left(i \cup S^{\prime}\right)$ realizing, and of edges between $i$ and nodes in $S^{\prime}$ not realizing.

The value linear program (LP) associated with the above recursion is then

$$
\begin{align*}
& \min v_{N}  \tag{2.2a}\\
& \text { s.t. } v_{S}-\mathbb{E}\left[v_{S \backslash(i \cup \Gamma(i))}\right] \geq w_{i} \quad \forall \emptyset \neq S \subseteq N, \forall i \in S  \tag{2.2b}\\
& \quad v_{\emptyset} \geq 0 . \tag{2.2c}
\end{align*}
$$

The value LP provides a strong dual to the MDP. Specifically, the value $v_{N}^{*}$ given by (2.1) is the optimal objective of (2.2), and any feasible solution provides an upper-bound on $v_{N}^{*}$.

The dual of (2.2) is known as the policy LP. Any feasible solution to the policy LP implies a policy in the MDP, with each variable corresponding to a state-action pair that can be interpreted as the probability of reaching that state and then selecting the corresponding
action. The policy LP for the DNP is formulated as

$$
\begin{array}{rlr}
\max & \sum_{S \subseteq N} \sum_{i \in S} w_{i} x_{S, i} \\
\text { s.t. } & \sum_{i \in N} x_{N, i}=1 \\
& \sum_{i \in S} x_{S, i}=\sum_{S^{\prime} \nsupseteq S} \sum_{j \in S^{\prime} \backslash S} \mathbb{P}\left(S \mid S^{\prime}, j\right) x_{S^{\prime}, j} & \\
& x_{S, i} \geq 0 & \forall \emptyset \neq S \subsetneq N  \tag{2.3d}\\
& \forall S \subseteq N, \forall i \in S .
\end{array}
$$

As there are $2^{n}$ possible subsets of $N$, this LP contains $\Theta\left(n 2^{n}\right)$ variables and $\Theta\left(2^{n}\right)$ constraints.

### 2.3.1 DNP on Star Graphs

In the general case, DNP is NP-Hard, as deterministic node packing is a special case in which all edge probabilities are binary. However, there are many cases in which the deterministic node packing problem is not only easy, but trivial. One such case is star graphs; a star graph is a tree of depth 1 , a graph with one central root node (which we denote as 0 here) and $n$ leaves connected only to the root. In the deterministic model, the decision maker may only select the root node if they do not select any leaf node and vice versa. The optimal objective value is then obviously $\max \left\{w_{0}, \sum_{i=1}^{n} w_{i}\right\}$, with the optimal solution being either to take the center node or to take all the leaf nodes.

Surprisingly, even on star graphs the DNP is NP-Hard; we prove this next. For simplicity of notation, in this section we use $N$ to represent the leaf nodes only (and not the root), and denote the edges of the star graph by their corresponding leaf node, so that $\{0, i\}$ is simply $i$.

Observation 2.3.1. Solving DNP on star graphs is equivalent to selecting the optimal subset $S \subseteq N$ of leaves to add to the packing before trying to add the root node 0 .

In other words, the DNP on star graphs reduces to a static subset selection problem. This observation stems from two facts: First, if the decision maker commits to taking a subset of leaf nodes before the root, the order does not matter. Second, whenever the root node is added to the packing or is covered by one of its leaf nodes, any uncovered leaf may be added to the packing. This observation leads to the following formulation of the DNP on star graphs,

$$
\begin{equation*}
\max _{S \subseteq N}\left\{\sum_{i \in S} w_{i}+\left(1-\prod_{i \in S} q_{i}\right) \sum_{j \notin S} w_{j}+\prod_{i \in S} q_{i}\left(w_{0}+\sum_{j \notin S} q_{j} w_{j}\right)\right\} . \tag{2.4}
\end{equation*}
$$

The first term represents the immediate value of nodes added to the packing before trying to add the root node; the second term represents the probability-weighted value of the scenario in which at least one of the nodes in $S$ covers the root node; and the third term represents the probability-weighted value of the root node being successfully added to the packing and then trying to add the leaf nodes in $N \backslash S$.

Theorem 2.3.2. The DNP on star-graphs is NP-Hard.

Proof. First, by rearranging and applying a natural logarithm, (2.4) is equivalent to

$$
\begin{equation*}
\max _{S \subseteq N}\left\{\sum_{i \in S} \ln q_{i}+\ln \left(w_{0}-\sum_{k \in N} p_{k} w_{k}+\sum_{i \in S} p_{i} w_{i}\right)\right\} . \tag{2.5}
\end{equation*}
$$

We show (2.5) is NP-Hard via a reduction from the partitioning problem. Given a set of numbers $N$ with positive weights $a_{i}, i \in N$, the partitioning problem asks for a subset $S \subseteq$ $N$ such that $\sum_{i \in S} a_{i}=\sum_{j \notin S} a_{j}$; without loss of generality, we assume that $\sum_{i \in N} a_{i}=2$. By setting parameters for (2.5) as $q_{i}=e^{-a_{i}}, p_{i}=1-e^{-a_{i}}, w_{i}=a_{i} /\left(1-e^{-a_{i}}\right)$, and $w_{0}=\sum_{i \in N} a_{i}$, (2.5) becomes

$$
\max _{S \subseteq N}-\sum_{i \in S} a_{i}+\ln \left(\sum_{i \in S} a_{i}\right) .
$$

Proceeding similarly to [54], a set $S \subseteq N$ with $\sum_{i \in S} a_{i}=1$ exists if and only if the optimal
solution to (2.5) is -1 .

This result is surprising in two ways. First, as mentioned before, node packing on star graphs is trivial in the deterministic case, but by simply adding uncertainty in the edge set the problem becomes NP-Hard. Second, the DNP on star graphs loses the dynamism of the general case; the order in which leaves are added to the packing only matters with respect to whether they are selected before attempting to add the root.

Our proof relies on a reduction from the partition problem, and thus only establishes that the DNP on star graphs is weakly NP-hard. We next sketch a pseudo-polynomial-time dynamic programming algorithm. In (2.5), we can interpret the inclusion of node $i$ in $S$ as paying an immediate cost of $-\ln q_{i}$ (since $\ln q_{i}$ is non-positive), and then receiving a terminal reward depending on the final value of $\sum_{i \in S} p_{i} w_{i}$. Assuming $w \in \mathbb{Z}^{N \cup 0}$ and that the probabilities are rational, let $K$ be a scaling factor such that $K p_{i} w_{i} \in \mathbb{Z}$ for $i \in N$; note that $K$ is bounded above by the least common multiple of the denominators defining the $p_{i}$ 's. We define states as $(i, W)$ for $i=1, \ldots, n+1$ and $W=0,1, \ldots, K \sum_{i \in N} p_{i} w_{i}$, where state $(i, W)$ denotes the decision maker currently considering node $i$ with $K \sum_{j \in S} p_{j} w_{j}=$ $W$. The initial state is $(1,0)$; letting $\sigma_{1,0}$ represent its optimal value, we get the recursion

$$
\begin{aligned}
\sigma_{i, W} & =\max \left\{\ln q_{i}+\sigma_{i+1, W+K p_{i} w_{i}}, \sigma_{i+1, W}\right\} \\
\sigma_{n+1, W} & =\ln \left(w_{0}-\sum_{k \in N} p_{k} w_{k}+W / K\right)
\end{aligned}
$$

The recursion can be solved in $O\left(n K \sum_{i \in N} p_{i} w_{i}\right)$ time, and is therefore polynomial for instances where $K \sum_{i \in N} p_{i} w_{i}$ is polynomial in $n$; this holds, for example, if $K \max _{i}\left\{p_{i} w_{i}\right\}$ is a constant. Furthermore, because of the logarithm function, the recursion assumes exact real arithmetic; in practice this can be replaced with a numerical approximation of sufficient precision.

As a final note on the hardness result, the proof relies on varying both node weights and edge probabilities. If either the node weights or probabilities are uniform, the problem
is polynomially solvable. If weights are uniform (the cardinality case), a trivial optimal solution is to take all leaf nodes before the root. If probabilities are uniform, suppose leaves are ordered by non-increasing value of weight, $w_{1} \geq \cdots \geq w_{n}$. A simple exchange argument shows that an optimal set is of the form $\{1, \ldots, i\}$ for some $i \in N$; therefore, we only need to consider the $n+1$ sets of this form and select the one maximizing (2.4).

### 2.3.2 Relaxations of the DNP Polytope

The DNP can be solved using standard MDP techniques such as backwards induction or the value and policy LP's [40]. However, these exact approaches become intractable for even small instance sizes. Additionally, since DNP is NP-Hard for stars, it is unlikely efficient algorithms exist for any instance containing stars as induced subgraphs. One alternative is to consider relaxations of the DNP that may be computed efficiently and provide an upper bound on the true objective. Specifically, we are interested in relaxations of the polytope obtained by projecting the policy LP (2.3) into the space of achievable node probabilities, where each variable represents the probability of ever selecting the node. Denote this polytope by $Q$, and define it as

$$
Q:=\left\{z \in \mathbb{R}^{N}: \exists x \text { satisfying (2.3b)-(2.3d) such that } z_{i}=\sum_{S \ni i} x_{S, i}\right\} .
$$

That is, we consider relaxations of the problem

$$
\begin{equation*}
\max _{z \in Q} \sum_{i \in N} w_{i} z_{i} \tag{2.6}
\end{equation*}
$$

Note that $Q$ is full-dimensional in $\mathbb{R}^{N}$. A simple relaxation of (2.6) is to consider a probabilistic version of the standard edge formulation of node packing. Given two nodes $i, j$, the probability of selecting both of them is at most $q_{i j}$. Using this, we arrive at the
relaxation

$$
\begin{array}{rr}
\max & \sum_{i \in N} w_{i} z_{i} \\
\text { s.t. } z_{i}+z_{j} \leq 1+q_{i j} & \forall i, j \in N \\
0 \leq z_{i} \leq 1 & \forall i \in N . \tag{2.7c}
\end{array}
$$

Many of the inequalities included in this relaxation are necessary to describe $Q$. The nonnegativity constraint in $(2.7 \mathrm{c})$ is facet-defining for $Q$ for every $i \in N$, while the upper bound is facet-defining as long as $p_{i j}<1$ for $j \in N \backslash i$. Similarly, for any pair of nodes $i, j$ with $p_{i j}>0$, constraints (2.7b) are facet-defining for $Q$ as long as no $k \in N \backslash\{i, j\}$ has $p_{i k}=p_{j k}=1$.

As in deterministic node packing, this relaxation is quite loose. For example, consider the cardinality DNP on the random graph $G(n, 1 / 2)$. A feasible solution for (2.7) sets $z_{i}=3 / 4, i \in N$, which results in an objective value of $3 n / 4$. In other words, the objective scales linearly with $n$.

Unfortunately, unlike the deterministic case, passing to a bilinear relaxation is not much better. The relaxation analogous to the deterministic bilinear formulation is

$$
\begin{array}{cc}
\max & \sum_{i \in N} w_{i} z_{i} \\
\text { s.t. } z_{i} z_{j} \leq q_{i j} & \forall i, j \in N \\
0 \leq z_{i} \leq 1 & \forall i \in N . \tag{2.8c}
\end{array}
$$

The formulation 2.8 is not a valid relaxation for all instances, but it is valid for the $G(n, p)$ model and this restricted case suffices to demonstrate the point. Using the same instance as before, a feasible solution sets $z_{i}=1 / \sqrt{2}, i \in N$, resulting in an objective value of $n / \sqrt{2} \approx 0.71 n$, hardly improving on the linear relaxation; meanwhile, the largest node
packing in $G(n, 1 / 2)$ is $\Theta(\log n)$ almost surely [51], and this quantity upper bounds the DNP since it allows the decision maker to observe the entire graph before choosing a packing. We discuss the DNP's optimal value for this instance in more detail in the next section.

The problem with both of these relaxations is that they only capture the probability relationships between pairs of nodes. It is possible to create tighter relaxations by introducing valid inequalities derived from larger structures within the instance; that is our goal.

### 2.4 Polyhedral Study

In this section we perform a polyhedral study of the polytope of achievable probabilities for the DNP. These inequalities can be added to the linear relaxation (2.7) to create a stronger upper bound. Specifically, we focus on two types of inequalities, those arising from cliques with uniform probabilities, and those arising from paths and cycles.

### 2.4.1 Cliques with Uniform Probabilities

A clique is a subset of pairwise adjacent nodes within a graph; we are interested here in the probabilistic analogue, node subsets for which every pair $i, j$ has the same edge probability $p \in(0,1)$, and call them a probabilistic clique. To differentiate such substructures that may appear in a larger instance from entire instances with this structure, we use $K_{n}^{p}$ for the former, and keep the random graph notation $G(n, p)$ for the latter. We begin by showing that the DNP on $G(n, p)$ is efficiently solvable via a simple greedy policy.

Proposition 2.4.1. The policy of selecting a highest-weight remaining node is optimal for $D N P$ on $G(n, p)$.

Proof. Take some optimal policy $\pi$ and consider the first time it does not choose a highestweight remaining node. Let $S$ be the subset of remaining nodes, $i$ be the node the policy selects, and $j$ be a node with the highest remaining weight. We can write the expected
value of the current state $S$ as

$$
w_{i}+\sum_{k \in S \backslash\{i\}} \mathbb{P}_{\pi}(k) w_{k},
$$

where $\mathbb{P}_{\pi}(k)$ is the probability of getting to pick node $k$ under $\pi$. Now consider the policy $\pi^{\prime}$ that only differs from $\pi$ in that we swap nodes $j$ and $i$, selecting node $j$ now and node $i$ at any point where we would have selected $j$. The value of $\pi^{\prime}$ at subset $S$ then becomes

$$
w_{j}+\sum_{k \in S \backslash\{j\}} \mathbb{P}_{\pi^{\prime}}(k) w_{k}
$$

By construction $\mathbb{P}_{\pi}(j)=\mathbb{P}_{\pi^{\prime}}(i)$, the difference in value between the two policies at subset $S$ is

$$
w_{j}-w_{i}+\mathbb{P}_{\pi^{\prime}}(i)\left(w_{i}-w_{j}\right)>0
$$

So we can create a better policy by modifying $\pi$ as described, a contradiction.

Although straightforward, this result allows us to derive an efficient recursive formula for the expected value of the DNP on probability cliques. For the remainder of this section, we denote the expected value of the policy on $G(n, p)$ as $v_{n, p}$ in the cardinality case (where any available node is chosen, since $w_{i}=1$ for all $i \in N$ ), and $v_{n, p}^{w}$ in the weighted case. We also assume that nodes are labeled in non-increasing order of weight, so $w_{1} \geq w_{2} \geq$ $\cdots \geq w_{n}$.

Proposition 2.4.2. The expected value of the DNP on $G(n, p)$ in the cardinality case is defined recursively as

$$
v_{n, p}=1+\sum_{i=0}^{n-1}\binom{n-1}{i} p^{i} q^{n-1-i} v_{n-1-i, p}
$$

where $q=1-p, v_{0, p}=0$ and $v_{1, p}=1$.
Proof. In the cardinality case, all nodes are equivalent up to relabeling. As such, it suffices
to define the states of our recursion based on the number of nodes in the resulting subgraph, which at state $n$ is a binomial random variable with parameters $n-1$ and $p$.

We can equivalently write $v_{n, p}=1+\mathbb{P}(2)+\cdots+\mathbb{P}(n)$, where again $\mathbb{P}(i)$ is the probability of adding $i$ to the packing. Therefore, $v_{i, p}-v_{i-1, p}=\mathbb{P}(i)$; that is, the probability of adding $i$ can be expressed as a difference in two expected values. With this we can compute the expected value of the weighted DNP using the following result.

Theorem 2.4.3. For $G(n, p)$ and weight vector $w \in \mathbb{R}_{+}^{N}$ satisfying $w_{1} \geq w_{2} \geq \ldots \geq w_{n}$,

$$
v_{n, p}^{w}=w_{1}+w_{2}\left(v_{2, p}-v_{1, p}\right)+\cdots+w_{n}\left(v_{n, p}-v_{n-1, p}\right) .
$$

Proof. It follows from Proposition 2.4.1 that we only need to consider the policy of selecting nodes in non-increasing weight order. We may then write the expected value as

$$
v_{n, p}^{w}=w_{1}+w_{2} \mathbb{P}(2)+\cdots+w_{n} \mathbb{P}(n)
$$

Then by substituting $\mathbb{P}(i)$ with $v_{i, p}-v_{i-1, p}$ we arrive at our result.

Theorem 2.4.3 and Proposition 2.4.2 allow for the direct computation of the optimal objective value of the DNP on probabilistic cliques. Proposition 2.4.2 also implies a class of valid inequalities for $Q$. For $G(n, p)$ and $S \subseteq N$, we obtain the inequality

$$
\begin{equation*}
\sum_{i \in S} z_{i} \leq v_{|S|, p} \tag{2.9}
\end{equation*}
$$

In addition to being valid for the clique itself, (2.9) is valid in the general case, when $K_{n}^{p}$ is embedded in a larger instance, as the left side of the inequality is maximized when a policy attempts to add every node in the clique to the packing first. Having established their validity, a natural subsequent question concerns the facial dimension of the constraints.

Lemma 2.4.4. For an instance given by $G(n, p)$, (2.9) is facet-defining for $Q$, for any $\emptyset \neq S \subseteq N$.

Proof. Suppose first that $S=N$, and consider the matrix of points

$$
\left[\begin{array}{ccccc}
1 & \left(v_{2, p}-v_{1, p}\right) & \left(v_{3, p}-v_{2, p}\right) & \cdots & \left(v_{n, p}-v_{n-1, p}\right) \\
\left(v_{n, p}-v_{n-1, p}\right) & 1 & \left(v_{2, p}-v_{1, p}\right) & \cdots & \left(v_{n-1, p}-v_{n-2, p}\right) \\
\left(v_{n-1, p}-v_{n-2, p}\right) & \left(v_{n, p}-v_{n-1, p}\right) & 1 & \cdots & \left(v_{n-2, p}-v_{n-3, p}\right) \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\left(v_{2, p}-v_{1, p}\right) & \left(v_{3, p}-v_{2, p}\right) & \left(v_{4, p}-v_{3, p}\right) & \cdots & 1
\end{array}\right] .
$$

The rows correspond to the $n$ cyclic shifts of the selection ordering $(1,2, \ldots, n)$ and each satisfies (2.9) at equality. The above matrix is a circulant matrix, each entry is positive, and the sequence $\left(1,\left(v_{2, p}-v_{1, p}\right),\left(v_{3, p}-v_{2, p}\right), \ldots,\left(v_{n, p}-v_{n-1, p}\right)\right)$ is monotonically decreasing. It follows from [55, Proposition 24] that the matrix is non-singular, i.e., we have $n$ affinely independent points. As $Q$ is full-dimensional, the result follows.

For $S \subsetneq N$, relabel nodes so that members of $S$ appear before other nodes. We can construct an analogous $|S| \times|S|$ matrix by applying the policy only to nodes in $S$; we can then append zero entries for columns corresponding to $N \backslash S$ to get $|S|$ points satisfying (2.9) at equality. For the remaining $n-|S|$ rows, apply the policy corresponding to the ordering $(1,2, \ldots,|S|)$ and then choose $i \in N \backslash S$ if it's still available. This creates a block-lower-triangular matrix; we have already argued above that the upper-left block is non-singular, and subsequent diagonal blocks are all of size one with positive entries equal to $\left(v_{|S|+1, p}-v_{|S|, p}\right)$, thus the entire matrix is also non-singular, and the result follows.

In addition to being valid in the general case when $K_{n}^{p}$ appears as a substructure of a larger instance, the inequalities remain facet-defining under mild conditions.

Theorem 2.4.5. Suppose a DNP instance contains $K_{n}^{p}$, and let $S$ be its node set. Constraint (2.9) is facet-defining if and only if no node in $N \backslash S$ is adjacent to every node in $S$ with
probability 1.

Proof. The proof is analogous to that of Lemma 2.4.4. For nodes $i \in N \backslash S$, we proceed as in the second part of the proof: Without loss of generality, suppose $p_{1 i}<1$. (Otherwise, permute nodes in $S$ so the first one satisfies this property.) Then after applying the policy on $S, i$ is still available with some positive probability, and thus the matrix is again nonsingular. For the reverse direction, if some $i \in N \backslash S$ is connected to all nodes in $S$ with probability 1, any point in $Q$ that satisfies (2.9) at equality must have $z_{i}=0$.

Finally, we show that these inequalities are sufficient to describe the polytope of achievable probabilities.

Theorem 2.4.6. For $G(n, p), Q$ is given by constraints (2.9) for $\emptyset \neq S \subseteq N$ and nonnegativity constraints.

Proof. We proceed by arguing that for any weight vector $w \in \mathbb{R}^{N}$, the optimal value is the consequence of an upper bound resulting from a conic combination of the mentioned constraints. First, we argue that we only need to consider weight vectors with positive entries. If there is an $w_{i} \leq 0$, in any optimal solution the we can set $z_{i}=0$ and consider the problem in a lower dimension. So assume $w>0$ and $w_{1} \geq w_{2} \geq \ldots \geq w_{n}$. Let $z^{*}$ be optimal; the optimal expected value is

$$
\begin{aligned}
\sum_{i=1}^{n} w_{i} z_{i}^{*} & =w_{n} \sum_{i=1}^{n} z_{i}^{*}+\left(w_{n-1}-w_{n}\right) \sum_{i=1}^{n-1} z_{i}^{*}+\ldots+\left(w_{1}-w_{2}\right) z_{1}^{*} \\
& \leq w_{n} v_{n, p}+\left(w_{n-1}-w_{n}\right) v_{n-1, p}+\ldots+\left(w_{1}-w_{2}\right) v_{1, p} \\
& =w_{1}+\left(v_{2, p}-v_{1, p}\right) w_{2}+\ldots+\left(v_{n, p}-v_{n-1, p}\right) w_{n},
\end{aligned}
$$

where the inequality follows from applying constraints (2.9) to each summand. Theorem 2.4.1 then implies that this inequality holds at equality for an optimal solution.

Corollary 2.4.7. For $G(n, p), Q$ is a submodular polyhedron. Constraints (2.9) can be separated in polynomial time via a greedy separation routine.

Proof. The expected value $v_{n, p}$ is concave in $n$, and therefore $v_{|S|, p}$ is submodular in $S$. Given any $z \in[0,1]^{N}$, we can separate over constraints (2.9) by ordering $z$ 's coordinates in non-increasing order: Suppose we relabel nodes so that $z_{1} \geq z_{2} \geq \cdots \geq z_{n}$; then it suffices to check (2.9) for sets $\{1\},\{1,2\}, \ldots, N$.

In some instances, it may be unlikely to find a large clique with uniform probabilities, reducing the effectiveness of constraints (2.9). This can be partially remedied by relaxing the constraints: Given a clique with non-uniform probabilities, a valid constraint of form (2.9) can be generated using the minimum probability among any pair in the clique.

Naturally, there are other valid inequalities for the non-uniform case as well; the next section treats one such case.

## Triangles

We next derive valid inequalities for triangles with possibly non-uniform edge probabilities. We denote the three nodes comprising the triangle as $i, j, k$ and without loss of generality assume $p_{i j} \geq p_{j k} \geq p_{i k}>0$. For triangles, any policy reduces to a selection ordering; furthermore, the policy's expected cardinality is in fact entirely determined by the first node selection, as we show next.

Proposition 2.4.8. For triangles, a policy's expected cardinality is determined by the first node choice.

Proof. Consider policies in which $i$ is selected first. There are two orders in this case, $i, j, k$ and $i, k, j$. The expected cardinalities of these selection orders are respectively

$$
1+q_{i j}+q_{i k}\left(p_{i j}+q_{i j} q_{j k}\right)=1+q_{i j}+p_{i j}-p_{i j} p_{i k}+q_{i j} q_{j k} q_{i k}=2-p_{i j} p_{i k}+q_{i j} q_{j k} q_{i k},
$$

and

$$
1+q_{i k}+q_{i j}\left(p_{i k}+q_{i k} q_{j k}\right)=1+q_{i k}+p_{i k}-p_{i j} p_{i k}+q_{i j} q_{j k} q_{i k}=2-p_{i j} p_{i k}+q_{i j} q_{j k} q_{i k} .
$$

That is, the expected size of the packing is the same for both orderings.

This result implies that the following inequality is valid for any policy in which $z_{i}=1$ :

$$
z_{j}+z_{k} \leq 1-p_{i j} p_{i k}+q_{i j} q_{j k} q_{i k}
$$

We may combine this with $z_{i}=1$ to rewrite the inequality as

$$
\begin{equation*}
z_{i}+\left(z_{j}+z_{k}\right) / \alpha_{i} \leq 2 \tag{2.10}
\end{equation*}
$$

where $\alpha_{i}=1-p_{i j} p_{i k}+q_{i j} q_{i k} q_{j k}$. Inequality (2.10) is not necessarily valid for policies in which node $i$ is not selected first. To create an inequality that is valid for the entire polytope, we lift the $z_{i}$ variable to create a new inequality of the following form

$$
\begin{equation*}
\beta_{i} z_{i}+\left(z_{j}+z_{k}\right) / \alpha_{i} \leq 1+\beta_{i} . \tag{2.11}
\end{equation*}
$$

We need a $\beta_{i}$ in (2.11) satisfying

$$
\begin{equation*}
\beta_{i} \geq \frac{\left(z_{j}+z_{k}\right) / \alpha_{i}-1}{1-z_{i}} \tag{2.12}
\end{equation*}
$$

for all feasible values of $z_{i}, z_{j}, z_{k}$.
Proposition 2.4.9. Suppose $N=\{i, j, k\}$. Inequality (2.11) is valid for $Q$ when

$$
\begin{align*}
\beta_{i}=\max \{ & \frac{\left(1+q_{j k}\right) / \alpha_{i}-1}{1-q_{i j}\left(p_{j k}+q_{j k} q_{i k}\right)}, \frac{\left(1+q_{j k}\right) / \alpha_{i}-1}{1-q_{i k}\left(p_{j k}+q_{j k} q_{i j}\right)},  \tag{2.13}\\
& \left.\frac{\left(1+q_{j k}\left(p_{i k}+q_{i k} q_{i j}\right)\right) / \alpha_{i}-1}{\left(1-q_{i k}\right)}, \frac{\left(1+q_{j k}\left(p_{i j}+q_{i j} q_{i k}\right)\right) / \alpha_{i}-1}{\left(1-q_{i j}\right)}\right\} .
\end{align*}
$$

Proof. We argue the inequality is valid for all orders. For orders in which $i$ is selected first, the inequality is valid by construction. There are four possible orderings in which $i$ is not selected first. Consider the two orderings in which node $j$ is selected first; these
result in the two points $\left(q_{i j}\left(p_{j k}+q_{j k} q_{i k}\right), 1, q_{j k}\right)$ and $\left(q_{i j}, 1, q_{j k}\left(p_{i j}+q_{i j} q_{i k}\right)\right)$. Similarly, the orderings in which $k$ is selected first result in the points $\left(q_{i k}\left(p_{j k}+q_{i j} q_{j k}\right), q_{j k}, 1\right)$ and $\left(q_{i k}, q_{j k}\left(p_{i k}+q_{i j} q_{i k}\right), 1\right)$. Each of the four terms in (2.13) correspond to evaluating (2.12) at one of the four points. Therefore, taking the maximum over the four points results in a valid lifted inequality.

A constraint of the form (2.11) can be generated for each node in the triangle, corresponding to that node being selected first. Note that if $p_{i j}=p_{j k}=p_{i k}$, this inequality is equivalent the corresponding clique inequality (2.9).

Proposition 2.4.10. Constraints (2.11) are facet-defining for $Q$ on triangles.

Proof. It is easy to check that the inequality $z_{i}+\left(z_{j}+z_{k}\right) / \alpha_{i} \leq 2$ is facet-defining for the intersection of $Q$ and the hyperplane defined by $z_{i}=1$. The result then follows because we have applied maximal lifting to obtain $\beta_{i}$.

Finally, we show how these constraints define $Q$ on triangles, when added to the linear relaxation (2.7).

Theorem 2.4.11. The constraints (2.11) generated for each first node choice $i, j, k$, along with (2.7b) and (2.7c), fully describe $Q$ on triangles.

Proof. We show how to construct the extreme point corresponding to the selection order $i, j, k$ using the given constraints. The probability vector corresponding to this selection order is

$$
\left(1, q_{i j}, q_{k i}\left(p_{i j}+q_{i j} q_{j k}\right)\right)
$$

Consider the constraints

$$
z_{i} \leq 1, \quad z_{i}+z_{j} \leq 1+q_{i j}, \quad \beta_{i} z_{i}+\left(z_{j}+z_{k}\right) / \alpha_{i} \leq 1+\beta_{i}
$$

Taking all three at equality, the first two imply $z_{i}=1$ and $z_{j}=q_{i j}$. Substituting these into the third equation yields

$$
\begin{aligned}
z_{k} & =\alpha_{i}-q_{i j}=1-p_{i j} p_{i k}+q_{i j} q_{i k} q_{j k}-q_{i j} \\
& =p_{i j} p_{i k}-p_{i j}+q_{i j} q_{i k} q_{j k}=p_{i j} q_{i k}+q_{i j} q_{i k} q_{j k}=q_{i k}\left(p_{i j}+q_{i j} q_{j k}\right)
\end{aligned}
$$

The argument follows similarly for the other orderings.
For the extreme points in which zero, one, or two nodes are selected with non-zero probability, e.g., $(0,0,0),(1,0,0),\left(1, q_{i j}, 0\right)$, it is simple to verify that they are already extreme points of the polytope defined by only (2.7b) and (2.7c).

### 2.4.2 Paths

In our context, a (probabilistic) path is a non-repeating sequence of nodes where each node is adjacent to the node that precedes it with positive probability. In this section we analyze the DNP on paths and use it to derive a cut-generating LP based on paths for the general case. We also extend the approach to cycles below.

Given an $n$-node path with nodes labeled in the path's order, $1,2, \ldots, n$, we denote the optimal expected value of the DNP on the path as $u_{1, n}$. Similarly, for any $i-j$ sub-path, $i \leq j$, we use $u_{i, j}$. Because there are only quadratically many sub-paths, the recursion (2.1) simplifies to

$$
\left.\begin{array}{lr}
u_{i, j}=\max _{i \leq k \leq j}\left\{w_{k}+p_{k-1, k} u_{i, k-2}+q_{k-1, k} u_{i, k-1}\right. \\
& \left.1 \leq p_{k, k+1} u_{k+2, j}+q_{k, k+1} u_{k+1, j}\right\}
\end{array}\right) \quad 1 \leq j \leq n .
$$

In the recursion, we consider which node in a path to choose; this necessarily cuts the path in two, but it may do so in several ways, depending on whether the node's edges realize or
not.
Recursion (2.14) runs in $O\left(n^{3}\right)$ time, as there are $O\left(n^{2}\right)$ sub-paths and we consider $O(n)$ node choices for each. As a consequence, we can efficiently solve the LP formulation

$$
\begin{array}{lr}
\min u_{1, n} \\
\begin{array}{lr}
\text { s.t. } u_{i, j}-p_{k-1, k} u_{i, k-2}-q_{k-1, k} u_{i, k-1} \\
& -p_{k, k+1} u_{k+2, j}-q_{k, k+1} u_{k+1, j} \geq w_{k}
\end{array} & 1 \leq i \leq k \leq j \leq n \\
& \\
u_{i, j}=0 &
\end{array}
$$

and its dual,

$$
\begin{array}{ll}
\max & \sum_{1 \leq i \leq k \leq j \leq n} w_{k} x_{i, j}^{k} \\
\text { s.t. } & \sum_{k=1}^{n} x_{1, n}^{k}=1 \\
& \sum_{k=i}^{j} x_{i, j}^{k}=\sum_{\ell=1}^{i-1} q_{i-1, i} x_{\ell, j}^{i-1}+\sum_{\ell=1}^{i-2} p_{i-2, i-1} x_{\ell, j}^{i-2} \\
& +\sum_{\ell=j+1}^{n} q_{j, j+1} x_{i, \ell}^{j+1}+\sum_{\ell=j+2}^{n} p_{j+1, j+2} x_{i, \ell}^{j+2}
\end{array} \quad 1 \leq i \leq j \leq n
$$

In (2.15), $x_{i, j}^{k}$ represents the probability of encountering the $i-j$ path and choosing node $k$.
As with cliques, our main goal is not to solve the DNP on paths, but rather to derive valid inequalities we can apply to the general problem. We summarize this in the next result.

Theorem 2.4.12. Let $\hat{z} \in[0,1]^{N}$. Then $\hat{z} \in Q$ for the $1-n$ path if and only if the following

LP has optimal value equal to zero:

$$
\begin{array}{rr}
\min u_{1, n}-\sum_{i=1}^{n} \lambda_{i} \hat{z}_{i} & \\
\text { s.t. } u_{i, j}-p_{k-1, k} u_{i, k-2}-q_{k-1, k} u_{i, k-1} & \forall 1 \leq i \leq k \leq j \leq n \\
\quad-p_{k, k+1} u_{k+2, j}-q_{k, k+1} u_{k+1, j} \geq \lambda_{k} & \forall i>j .
\end{array}
$$

If the LP is unbounded, any ray $(\hat{\lambda}, \hat{u})$ with negative objective value generates the valid inequality

$$
\sum_{i=1}^{n} \hat{\lambda}_{i} z_{i} \leq \hat{u}_{1, n}
$$

which cuts off $\hat{z}$.

Proof. As in the general case (2.6), $\hat{z}$ is an achievable probability if some $\hat{x}$ feasible in (2.15) satisfies

$$
\hat{z}_{k}=\sum_{\substack{i \leq k \\ j \geq k}} \hat{x}_{i, j}^{k}, \quad k \in N .
$$

Applying Farkas' lemma to this equation and the feasible region of (2.15) yields (2.16).

In the general DNP, for any fixed path we may iteratively improve the linear relaxation using (2.16) to generate cutting planes. Next, we discuss extending this approach to cycles.

## Cycles

The probabilistic path concept naturally extends to cycles, and our approach can also capture $Q$ for cycles in a cut-generating LP. Extending our path notation, we now suppose we have a probabilistic cycle with nodes $1, \ldots, n$, where $i$ is connected to $i+1$ with positive probability and 1 is connected to $n$ with positive probability as well. To hopefully ease the notational burden in our exposition, we adopt in this section the convention that all indices use modular arithmetic; for example, 0 is identified with $n$ and $n+1$ is identified with 1 .

Note also that we address the special case of triangles above; we are able to describe $Q$ for triangles explicitly, while here we give an implicit description that applies to any cycle. Therefore, we assume without loss of generality that $n \geq 4$.

The recursion (2.14) can be extended to cycles. After the decision maker selects a first node, the resulting subgraph is in fact a path, and therefore after the first decision the recursion proceeds exactly as in that case. The only difference is that this path may have a starting node with a higher index than its end node, so we adopt modular arithmetic in our notation. Define the optimal expected value of the cycle as $u_{N}$, and extend our previous notation to $u_{i, j}$ for any $i, j \in N$. In particular, if $i \leq j$, this corresponds to the path $(i, i+$ $1, \ldots, j)$, whereas if $i>j$, the variable corresponds to the path $(i, i+1, \ldots, n, 1,2, \ldots, j)$. We then obtain the recursion

$$
\begin{aligned}
& u_{N}=\max _{i \in N}\left\{w_{i}+p_{i-1, i} p_{i, i+1} u_{i+2, i-2}+q_{i-1, i} p_{i, i+1} u_{i+2, i-1}\right. \\
& \left.+p_{i-1, i} q_{i, i+1} u_{i+1, i-2}+q_{i-1, i} q_{i, i+1} u_{i+1, i-1}\right\} \\
& u_{i, j}=\max _{i \leq k \leq j}\left\{w_{k}+\mathbb{1}_{k \geq i+2} p_{k-1, k} u_{i, k-2}+\mathbb{1}_{k \geq i+1} q_{k-1, k} u_{i, k-1}\right. \\
& \left.+\mathbb{1}_{k \leq j-2} p_{k, k+1} u_{k+2, j}+\mathbb{1}_{k \leq j-1} q_{k, k+1} u_{k+1, j}\right\} \\
& u_{i, i}=w_{i}, \quad i \in N . \\
& i \neq j
\end{aligned}
$$

We use indicator functions to avoid notational overlap, but otherwise the recursion is similar to (2.14), with the exception of $u_{N}$. The complexity remains $O\left(n^{3}\right)$, as we have only doubled the number of paths. From this recursion, we can proceed exactly as in the path case to derive a cut-generating LP to use in the general case, when cycles appear as substructures. Moreover, although this LP doubles the number of variables, we significantly increase the number of cutting planes we can generate, since a single cycle of length $n$ captures $n$ different paths with $n$ nodes.

### 2.5 Computational Study

The primary objective of our computational experiments is to evaluate the effectiveness of inequalities derived in our polyhedral study, in terms of their bound improvement over the basic linear relaxation (2.7). To benchmark these various bounds, we also study a probabilistic extension of the minimum degree ordering heuristic; see, e.g., [18]. At any state $S \subseteq N$, the heuristic chooses

$$
\underset{i \in S}{\operatorname{argmax}}\left\{w_{i}-\sum_{j \in S \backslash i} p_{i j} w_{j}\right\} .
$$

In other words, the heuristic adds a node to the packing that maximizes the immediate net expected value, where the positive element of the value is the chosen node's weight, while the negative element is the probabilistically discounted value of the node's possible neighbors. In the cardinality case, this reduces to choosing the node with the minimum expected degree in $S$, and further reduces precisely to the minimum degree ordering in the deterministic case. We refer to this heuristic as the max expected weight heuristic (MEWH) in our experiments.

For instances in which all non-zero probabilities are uniform, we also define a dualbased value function approximation heuristic. Specifically, the heuristic approximates the expectation in the value function (2.1) by the dual prices of probabilistic clique constraints at an optimal solution of (2.7) strengthened with constraints (2.9). Let $\mathcal{C}$ be the set of probability cliques and $y$ be the corresponding vector of dual prices; at any state $S \subseteq N$ we select a node according to

$$
\underset{i \in S}{\operatorname{argmax}}\left\{w_{i}+\sum_{C \in \mathcal{C}} y_{C} \mathbb{E}\left[v_{|C \cap(S \backslash(i \cup \Gamma(i)))|, p]}\right\},\right.
$$

where $p$ again denotes the uniform edge probability and $v_{n, p}$ is defined in Proposition 2.4.2.

Each expectation is calculated as
$\mathbb{E}\left[v_{|C \cap(S \backslash(i \cup \Gamma(i)))|, p}\right]= \begin{cases}v_{|C \cap S|, p}-1 & i \in C \\ \sum_{j=0}^{|\gamma(i) \cap C \cap S|}\binom{|\gamma(i) \cap C \cap S|}{j} p^{j}(1-p)^{|\gamma(i) \cap C \cap S|-j} v_{|C \cap S|-j, p} & i \notin C,\end{cases}$
where $\gamma(i) \subseteq N \backslash i$ denotes nodes adjacent to $i$ with probability $p$. Recall that although $\mathcal{C}$ may contain an exponential number of probabilistic cliques, an optimal extreme point solution of the LP has at most $n$ corresponding constraints with non-zero dual prices. This method can be viewed as maximizing the immediate reward of the chosen node's weight and the expectation of the sum of dual prices multiplied by the expected size of a packing in the appropriate probability clique. The multipliers $v_{|C \cap S|, p}$ scale dynamically as nodes are packed and covered. We refer to this heuristic as the dual clique heuristic (DCH). In addition to providing another benchmark, the DCH allows us to test our tightened relaxation's potential to guide heuristic policies.

As a final benchmark, we also consider the expected value of an instance's max-weight node packing, the generalization of the expected max-cardinality packing in random graphs. Unlike the DNP, this benchmark allows the decision maker to observe the entire graph's realization before selecting a packing. In stochastic programming terms, we allow the decision maker to violate non-anticipativity by giving them earlier access to information. Equivalently, it is the "hindsight-optimal" value, what the decision maker would have liked to do with the benefit of hindsight; therefore, we refer to it as HSO below. Whereas our polyhedral bounds are computed via LP, the MEWH, DCH, and HSO must be approximated via simulation.

### 2.5.1 Instances

We conduct experiments using two types of instances designed to evaluate the performance of our bounds and benchmarks on sparser and denser instances. For dense instances, we use
random graphs to generate a topology. Specifically, to generate each instance, we sample a random graph from $G\left(100, p_{1}\right)$, and assign each realized edge the uniform probability $p_{2}$, where $p_{1}, p_{2} \in\{0.5,0.75,0.9\}$. For each of the nine value pairs of $p_{1}$ and $p_{2}$, we generate ten instances in this manner, all with the cardinality objective, yielding 90 total instances, each with 100 nodes. Note that the effect of the two probability parameters is multiplicative: In an instance's realization, the probability that any node pair will have an edge is $p_{1} p_{2}$, which ranges between 0.25 and 0.81 .

For sparse instances, we use binary trees. Each instance's topology is given by a full binary tree of depth six, which has $2^{6}=64$ leaves and $2^{7}-1=127$ total nodes. We assign node weights uniformly at random from $[1,10]$, and each edge in the tree has uniform edge probability $p \in\{0.5,0.75,0.9\}$. For each value of $p$, we generate ten instances that only vary in their node weights, for a total of 30 instances.

### 2.5.2 Experiments

For dense instances, we test four bounds: Relaxation (2.7), (2.7) strengthened by path and cycle cuts, relaxation (2.7) strengthened by probabilistic clique cuts, and (2.7) strengthened by path, cycle, and clique cuts.

For each instance, we generate path and cycle cuts by greedily searching for 200 paths of maximum length ten and then, if possible, connecting the start and end of the path to form a cycle. At each iteration, given a current probability vector, we solve (2.16) for each path and the analogous LP for each cycle, and then re-optimize. We use three stopping criteria: Either we find no new cuts, the absolute change in objective is less than 0.5 , or we reach a maximum of 50 iterations. We elected to generate path and cycle cuts in this manner after exploratory tests suggested better bounds came from many shorter paths, rather than a smaller number of longer paths.

To compare probabilistic cliques, for each topology we compute the 5,000 largest maximal probabilistic cliques, resulting in 5,000 initial cuts. We then re-optimize, adding vi-
olated cuts (2.9) for node subsets until we find none, or reach the same alternative termination conditions as with paths and cycles. For the experiments that combined the two inequality classes, we perform both types of cut generation in each each iteration.

For the sparse instances, since their topology is based on binary trees, we can only compare the relaxation (2.7) and (2.7) with path inequalities. However, unlike in the dense instances, we can enumerate all maximal paths (corresponding to all pairs of leaves), and thus add any violated path inequality using (2.16); this is what we do in the experiments until we find no more violated inequalities or, again, the alternate termination criteria are met.

For the simulation-based benchmarks, we calculate each by simulating 100 realizations of the instance and taking sample averages. For MEWH, this simply amounts to running the heuristic on each realization. For DCH, we use the optimal solution to the relaxation (2.7) with probabilistic clique constraints added, and also run the heuristic on each realization. We only test the DCH on dense instances, as the sparse instances have no probabilistic cliques beyond node pairs. For HSO, we solve a deterministic node packing problem on each realization; for dense instances, this entails solving 100 node packing integer programs (IP), while for the sparse instances the realization is guaranteed to be a forest, and thus an LP suffices.

We conduct all experiments on a MacBook with a 2.7 GHz Dual-Core Intel i5 processor. Our base code and simulation use Python 3.7.3, and the LP and IP solves use Gurobi 9.0. For all instances, the solution of (2.7) takes less than one second. For dense instances, adding path and cycle inequalities to the bound increases the solve time to between 10 and 20 seconds, while adding probability clique inequalities raises solution times to between five seconds and five minutes, generally increasing with the size of the cliques. For the simulation-based benchmarks, the entire MEWH simulation runs in one or two seconds, the DCH takes approximately one minute per instance, while the HSO simulation takes an average of three minutes per instance. On the sparse instances, adding path inequalities
to (2.7) results in solve times of about three minutes, as the number of paths to check is $\binom{64}{2}=2,016$.

### 2.5.3 Summary of Results

Table 2.1 below presents average results for the dense instances. We report results as the geometric mean of the ratio between the corresponding value and the HSO bound over the 10 instances of each type. We choose this presentation because the HSO bound is independent of our proposed methods and such bounds are known to be strong for many dynamic problems.

Table 2.1: Geometric mean and standard deviation of dense instance results as ratios of the HSO bound.

| $p_{1}$ | $p_{2}$ | $(2.7)$ | $(2.7)+\mathrm{P} / \mathrm{C}$ | $(2.7)+$ Clq. | $(2.7)+\mathrm{P} / \mathrm{C}+\mathrm{Clq}$. | MEWH | DCH |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0.5 | 0.5 | $4.45 \pm 0.05$ | $3.93 \pm 0.04$ | $2.29 \pm 0.01$ | $2.29 \pm 0.01$ | $0.83 \pm 0.01$ | $0.74 \pm 0.01$ |
| 0.5 | 0.75 | $5.18 \pm 0.04$ | $4.63 \pm 0.04$ | $2.24 \pm 0.05$ | $2.24 \pm 0.05$ | $0.85 \pm 0.01$ | $0.74 \pm 0.01$ |
| 0.5 | 0.9 | $5.41 \pm 0.05$ | $5.06 \pm 0.04$ | $1.98 \pm 0.35$ | $1.98 \pm 0.33$ | $0.88 \pm 0.01$ | $0.73 \pm 0.03$ |
| 0.75 | 0.5 | $6.17 \pm 0.07$ | $5.41 \pm 0.06$ | $2.37 \pm 0.02$ | $2.37 \pm 0.02$ | $0.79 \pm 0.02$ | $0.72 \pm 0.02$ |
| 0.75 | 0.75 | $7.69 \pm 0.06$ | $6.84 \pm 0.06$ | $2.41 \pm 0.07$ | $2.41 \pm 0.07$ | $0.82 \pm 0.01$ | $0.71 \pm 0.02$ |
| 0.75 | 0.9 | $8.54 \pm 0.13$ | $7.96 \pm 0.11$ | $2.27 \pm 0.49$ | $2.27 \pm 0.47$ | $0.86 \pm 0.01$ | $0.71 \pm 0.04$ |
| 0.9 | 0.5 | $7.31 \pm 0.07$ | $6.40 \pm 0.07$ | $2.64 \pm 0.02$ | $2.63 \pm 0.02$ | $0.75 \pm 0.02$ | $0.71 \pm 0.01$ |
| 0.9 | 0.75 | $9.66 \pm 0.15$ | $8.57 \pm 0.14$ | $2.95 \pm 0.10$ | $2.94 \pm 0.10$ | $0.78 \pm 0.02$ | $0.72 \pm 0.01$ |
| 0.9 | 0.9 | $11.04 \pm 0.09$ | $10.28 \pm 0.08$ | $2.98 \pm 0.57$ | $2.97 \pm 0.56$ | $0.82 \pm 0.01$ | $0.70 \pm 0.02$ |

From these results, we see that the probabilistic clique cuts are able to greatly improve the bound provided by the relaxation (2.7), particularly so when the expected density is high, where they nearly cut the ratio by $75 \%$. However, their overall performance is better when the expected density is low, which is in line with the performance of linear relaxations of the deterministic node packing problem. Path and cycle cuts do not decrease the bound as much as clique cuts in all of the dense instances. Possible improvements could come from
increasing the number or length of the path and cycle cuts, but there is a corresponding computation time increase, and our preliminary experiments did not show better bounds with longer paths.

Surprisingly, the MEWH performs relatively well across the board, consistently achieving a ratio between 0.75 and 0.88 , with the best performance coming when $p_{1}=0.5$ and $p_{2}=0.9$, i.e., when the topology has relatively low density but edges are very likely to realize. The DCH performs worse than the MEWH across all instances, achieving ratios between 0.70 and 0.74 . Its performance is fairly consistent among all the instances, in absolute terms performing best when the expected density is low. Interestingly, the DCH maintains its performance better than the MEWH as the expected density increases. This is likely a result of the probabilistic clique constraints increasing in strength as the expected density rises.

Table 2.2 below summarizes results for the sparse instances, following a similar format to Table 2.1. We observe that all the tested bounds perform better than they did in dense instances. The base relaxation (2.7) has at most a $9 \%$ gap and improves with $p$; this is not surprising, because when $p=1$, (2.7) coincides with the linear relaxation of the deterministic model's edge formulation, which is tight for trees. The path cuts are able to reduce the gap to nearly zero in all cases, improving again as $p$ increases. Finally, the MEWH also performs extremely well here, with a gap under $1 \%$ in all cases.

Table 2.2: Geometric mean and standard deviation of sparse instance results as ratios of the HSO bound.

| $p$ | $(2.7)$ | $(2.7)+$ Path | MEWH |
| :--- | :--- | :--- | :--- |
| 0.5 | $1.091 \pm 0.008$ | $1.011 \pm 0.004$ | $0.992 \pm 0.002$ |
| 0.75 | $1.071 \pm 0.009$ | $1.005 \pm 0.003$ | $0.993 \pm 0.003$ |
| 0.9 | $1.033 \pm 0.004$ | $1.001 \pm 0.001$ | $0.992 \pm 0.004$ |

### 2.5.4 Impact of Non-Uniform Probabilities

In the previous experiments, all instances have a uniform non-zero probability. In particular, for the dense instances we obtained the best bound with the probabilistic clique inequalities (2.9); however, if the non-zero probabilities are not uniform, we must use a relaxed version of (2.9) with the minimum probability of all pairs in the clique. We now explore the impact of non-uniform probabilities on the quality of this upper bound.

As in the previous section, we consider graph topologies generated using $G\left(100, p_{1}\right)$ for $p_{1} \in\{0.5,0.75,0.9\}$. We now choose edge probabilities uniformly at random from the intervals $[0.75-\delta, 0.75+\delta]$ for $\delta \in\{0,0.05,0.15,0.25\}$; for $\delta=0$ this is equivalent to our prior experiment with $p_{2}=0.75$. For each instance we compare the upper bound (UB) provided by (2.7) strengthened with path, cycle, and clique constraints against the HSO bound. The chart in Figure 2.1 plots the ratio UB/HSO as a function of the half-width of the edge probability intervals.


Figure 2.1: Effect of edge probability variation on bound quality.

As expected, the bound's quality is negatively affected by increasing variation in the
edge probabilities; increasing the half-width from 0 to 0.25 increases the ratio by approximately $30 \%$ to $45 \%$ in relative terms for all three values of $p_{1}$.

### 2.6 Conclusion

We introduced a dynamic model of the weighted node packing problem. Our model generalizes the deterministic node packing problem by introducing both elements of uncertainty and dynamic decision making. Specifically, we provide a model in which edge information is revealed dynamically during the node packing process. We formulate the DNP as a Markov decision process and focus on studying the corresponding polytope of achievable probabilities. Our study yields the achievable probability polytope for two important structures; for cliques, we gave an explicit representation and showed that it is a submodular polyhedron, while for paths and cycles we implicitly characterized the polytope via a separation routine using a cut-generating LP. Our inequalities are instrumental in reducing the upper bound of the edge-based linear relaxation; for dense instances, clique cuts can reduce the gap by nearly $75 \%$, while in sparse instances based on trees, our path inequalities suffice for near-optimality.

Nevertheless, there is a significant gap left to close, especially in denser instances. For example, a natural question is how to extend our results on probabilistic cliques with nonuniform edge probabilities beyond the case of triangles, although our preliminary results in this direction show that even for probabilistic analogues of $K_{4}$ the number of facets is very large, and their different structures are quite varied. Another promising direction is to study probabilistic analogues of other simple graph structures, such as claws, which are known to be important in the deterministic case.

## CHAPTER 3

## INTERVAL SCHEDULING WITH ECONOMIES OF SCALE

### 3.1 Introduction

Interval scheduling, sometimes also called fixed interval scheduling, is a broad class of problems arising in operations research, computer science, production, scheduling, and logistics. Generally, interval scheduling problems task the decision maker with scheduling a set of jobs by assigning them to machines. Each job is defined by a fixed start and end time and each machine can only process one job at a time. A feasible solution is a partition of jobs into schedules such that jobs within the same schedule do not overlap in time. Various objectives are used in interval scheduling problems and are typically specific to the application.

Interval scheduling and its related problems have numerous applications. Some of these include channel assignment [56], fleet planning [57], bus scheduling [58], satellite scheduling [59, 60], and circuit design [61]. We are primarily interested in interval scheduling for its applications in the area of cloud scheduling. An important problem in cloud services is the allocation of virtual machine (VM) requests to machines. Each VM request has a start time, end time and a set of resource requirements, and the goal is to assign the VMs to machines such that each machine's capacity is never exceeded. Such allocation problems lead to a temporal bin packing problem, with typical objectives including either to minimize the total number of machines required to process all VMs $[62,63]$, or to minimize some operating cost, e.g., power consumption [64]. Interval scheduling is a special case in which each machine can only process one VM at a time, as when managing requests for large services, e.g., intensive machine learning systems.

In this work, we study the cost minimization form of interval scheduling. Given some
function that computes a cost for each schedule, the decision maker seeks a partition of the jobs that minimizes the sum of schedule costs. We study cost functions exhibiting economies of scale; specifically, we focus on the max-weight function and concave functions of total schedule weight. Interval scheduling with the max-weight function and many concave functions is known to be NP-Hard, and despite various theoretical results, work on exact solution approaches is limited. With this motivation, we propose an approach based on column generation for a set covering formulation. We summarize our primary contributions as follows:

1. To the best of our knowledge, we are the first to address the exact optimization of certain NP-Hard variants of interval scheduling.
2. We propose efficient pricing algorithms for the cases of a max-weight function and more general functions based on a schedule's cumulative weight.
3. For the specific case of the max-weight function on path instances, which is known to be polynomially solvable, existing formulations and our proposed set cover formulation are fractional; we provide a tight linear programming formulation. (In a path instance, each job overlaps only with its immediate predecessor and successor.)
4. We present a detailed computational study demonstrating the effectiveness of our approach; in particular, we are able to exactly optimize instances with up to several hundred jobs.

The outline of the chapter is as follows. In the next section we provide an overview of the relevant literature. In Section 3.3, we give a formal description of our model, provide the relevant preliminaries, and introduce our set covering formulation. In Section 3.4, we describe our column generation algorithm, present details of our pricing algorithms, and extend our approach to branch-and-price. In Section 3.5, we study the special case of the max-weight schedule cost on a path. Section 3.6 details the results of our computational study, and Section 3.7 concludes.

### 3.2 Literature Review

The literature on interval scheduling is extensive. In the most basic variant, the goal is to minimize the number of machines required to process all jobs. This can be solved in linear time using a first-fit rule [65]. Much of the interval scheduling literature focuses on a related problem that asks, for some integer $k$, what is the maximum cardinality or maximumweight set of jobs that can be processed on $k$ machines. [66] provide a $O(n+k)$ algorithm for the cardinality case and a $O(n S(n))$ algorithm for the weighted case, where $S(n)$ is the running time of a shortest-path algorithm on a graph with $O(n)$ edges. [67] propose a linear programming approach, using the fact that the conflict graph's clique incidence matrix is TU; this leads to an integral linear program capable of solving the weighted $k$ machine problem. The survey [68] provides a detailed overview of common variants of $k$-machine interval scheduling. Example variants include allowing for machine downtime [69], non-identical machines [67, 70], and jobs requiring multiple processing intervals [71].

Closely related to our work is the literature on submodular coloring, its complement, submodular clique partitioning, and submodular interval scheduling, which is submodular coloring restricted to interval graphs. In [72], the authors study value-monotone submodular functions and provide a 5-approximation algorithm for interval graphs and a 7approximation for perfect graphs when the cost function is a non-decreasing weight-defined concave function. [73] explore a broader class of submodular functions, referred to as value-polymatroidal; the authors provide a dynamic programming algorithm for co-interval graphs. [74] present a robust coloring algorithm and provide a 4-approximation algorithm for interval graphs for any concave function. Additionally, [74] prove NP-Hardness for coloring interval graphs with strictly concave functions. This result is based on a proof that minimum-entropy coloring is NP-Hard for interval graphs [75]. [76] study coloring in general graphs with the max-weight function, in which the cost of a color class is equal to weight of the highest-weight node contained in the class, and prove that it is NP-Hard for
interval graphs.
Methodologically, our work leverages column generation, which is used to solve linear programs with exponentially many variables. Such problems often arise when solving the linear relaxation of exponentially-sized reformulations of integer programs. These reformulations are desirable because they typically provide stronger dual bounds compared to compact formulations, and solutions to the relaxation can be used to generate heuristic primal solutions. For a general reference on column generation, we refer the reader to [77]. Finding integer solutions to column generation models is challenging, as standard IP techniques like branch-and-bound are ill-suited. This motivates the development of the branch-and-price algorithm [78], which combines column generation with branch-andbound. Branch-and-price algorithms have been used successfully in many applications; some examples related to our problem include graph coloring [79], max-weight coloring [80], sum coloring [81], robust coloring [82], partition coloring [83], clique partitioning with minimum size [84], and interval scheduling with a resource constraint [85].

### 3.3 Problem Statement and Preliminaries

We consider interval scheduling problems taking as input a set of $n$ interval jobs $J=$ $\{1,2,3, \ldots, n\}$, a vector of job weights $w \in \mathbb{Z}_{+}^{n}$, and a cost function $f: 2^{J} \rightarrow \mathbb{R}_{+}$. For each job $i$ we assume its start and end times satisfy $s_{i}, e_{i} \in \mathbb{Z}_{+}$. We assume without loss of generality that jobs are ordered by non-decreasing start times, then by end times if necessary. We refer to subsets $S \subseteq J$ as schedules, and $S$ is a feasible schedule if jobs in $S$ do not overlap in time. We use $G=(N, E)$ to denote the instance's conflict graph.

The decision maker is interested in partitioning $J$ into disjoint feasible schedules $S_{1}, S_{2}$, $\ldots, S_{k}$ such that the combined cost of the schedules is minimized. Letting $\mathbb{S}$ be the set of all
feasible schedules, the problem is

$$
\begin{equation*}
\min _{S_{1}, \ldots, S_{k} \in \mathbb{S}}\left\{\sum_{\ell=1}^{k} f\left(S_{\ell}\right): \quad \bigcup_{\ell=1}^{k} S_{\ell}=J ; \quad S_{\ell} \cap S_{m}=\emptyset, \ell \neq m\right\} . \tag{3.1}
\end{equation*}
$$

Problem (3.1) is equivalent to a minimum-cost coloring problem on the instance's conflict graph. We consider the following cost functions $f$ :

1. Max-Weight: $f(S)=\max _{i \in S} w_{i}$
2. Non-Negative, Non-Decreasing, Concave: $f(S)=h\left(\sum_{i \in S} w_{i}\right)$ for some non-negative, non-decreasing concave function $h$

Both of these functions belong to the class of value-polymatroidal functions [73] and value-monotone submodular functions [72]. Additionally, both are known to be theoretically difficult; the max-weight function and many weight-defined concave functions make (3.1) NP-Hard [76, 74].

Problem (3.1) with the max-weight function is a special case of the general max-weight coloring problem restricted to interval graphs. The max-weight coloring problem has a natural mixed-integer linear programming (MILP) formulation: Given a graph $G=(N, E)$, let $\Delta$ be the maximum degree in $G$, and $\mathbb{C}$ its set of maximal cliques. If $G$ is a conflict graph, we additionally use $\mathbb{C}$ to represent the corresponding sets of jobs in the underlying scheduling instance. The max-weight coloring problem is then formulated as

$$
\begin{array}{lr}
\min _{x, y} & \sum_{k=1}^{\Delta+1} y_{k} \\
\text { s.t. } & \sum_{i \in C} x_{i, k} \leq 1
\end{array} \quad \forall C \in \mathbb{C}, \forall k \in\{1,2, . ., \Delta+1\}
$$

$$
y_{k} \geq 0 \quad \forall k \in\{1,2, \ldots, \Delta+1\}
$$

This formulation makes use of the observation that an optimal solution would never require more than $\Delta+1$ colors.

For general graphs, (3.2) may be exponentially large depending on the graph's number of maximal cliques. When restricted to interval graphs, the model is polynomial as the number of maximal cliques is $O(n)$. Despite this advantage, in practice modern MILP solvers struggle to solve (3.2) for interval scheduling instances with even a moderate number of jobs, in part because of its symmetry.

### 3.3.1 Set Covering Formulation

We propose a formulation for (3.1) with exponentially many variables. Our model operates in the space of schedules, with each binary variable indicating whether to use a particular schedule. This yields

$$
\begin{array}{ll}
\min _{z} & \sum_{S \in \mathbb{S}} f(S) z_{S} \\
\text { s.t. } & \\
\sum_{S \in \mathbb{S}, S \ni i} z_{S} \geq 1 & \forall i \in J  \tag{3.3c}\\
z_{S} \in\{0,1\} & \forall S \in \mathbb{S}
\end{array}
$$

Although feasible solutions should technically be partitions of the job set $J$, we relax the equality constraint to greater-than-or-equal in (3.3b), transitioning from a partition model into an equivalent covering model; the equivalence follows from the monotonicity of the function $f$. This helps improve the convergence of the column generation algorithm.

### 3.4 Solution Methodology

We solve the linear relaxation of (3.3) with column generation. The algorithm maintains a restricted master problem (RMP) that only contains a subset of the variables. Letting $\mathbb{S}_{\mathrm{RMP}} \subseteq \mathbb{S}$ denote the set of schedules currently in the RMP, we obtain

$$
\begin{equation*}
\min _{z}\left\{\sum_{S \in \mathrm{~S}_{\mathrm{RMP}}} f(S) z_{S}: \quad \sum_{S \in \mathbb{S}_{\mathrm{RMP}}, S \ni i} z_{S} \geq 1, i \in J ; \quad z_{S} \geq 0, S \in \mathbb{S}_{\mathrm{RMP}}\right\} \tag{3.4}
\end{equation*}
$$

Given a particular set of schedules $\mathbb{S}_{\mathrm{RMP}}$, we solve (3.4) and use the optimal dual multipliers to check if any schedule $S \notin \mathbb{S}_{\mathrm{RMP}}$ has negative reduced cost; this is known as the pricing problem. If we find any such schedules, we add them to $\mathbb{S}_{\mathrm{RMP}}$ and re-solve. Otherwise, the current solution is optimal for the linear relaxation of (3.3).

After solving (3.4), the pricing problem is

$$
\begin{equation*}
\max _{S \in \mathbb{S}}\left\{\sum_{i \in S} \pi_{i}-f(S)\right\} \tag{3.5}
\end{equation*}
$$

where $\pi_{i}$ is the dual multiplier of the covering constraint in (3.4) for job $i$. If the optimal value of (3.5) is positive, this corresponds to a schedule with negative reduced cost that can be added to $\mathbb{S}_{\mathrm{RMP}}$. In the next two sub-sections, we respectively present methods for solving (3.5) when $f$ is the max-weight function or any function of the total schedule weight.

### 3.4.1 Pricing: Max-Weight Function

Substituting $f(S)=\max _{i \in S} w_{i}$ in (3.5) yields the pricing problem

$$
\begin{equation*}
\max _{S \in \mathbb{S}}\left\{\sum_{i \in S} \pi_{i}-\max _{i \in S} w_{i}\right\} . \tag{3.6}
\end{equation*}
$$

Proposition 3.4.1. Problem (3.6) can be solved in $O(n P(n))$ time, where $P(n)$ is the complexity of solving an interval packing problem with $n$ jobs.

Proof. Fixing $\max _{i \in S} w_{i}=\bar{w}$, (3.6) reduces to

$$
\max _{S \in \mathbb{S}}\left\{\sum_{i \in S} \pi_{i}: \quad w_{i} \leq \bar{w}, i \in S\right\}
$$

That is, the problem reduces to finding a schedule maximizing the sum of the $\pi_{i}$ values, using only jobs with $w_{i} \leq \bar{w}$. This is an interval packing problem, a special case of the node packing problem restricted to interval graphs. As there are at most $n$ distinct values for $\bar{w}$, problem (3.6) can be solved by solving at most $n$ interval packing problems.

Proposition 3.4.1 implies that the complexity of (3.6) is determined by the complexity of the resulting interval packing problem. Interval packing is well known to be polynomially solvable. We present two algorithms for its solution, both of which we implement as part of our branch-and-price methodology. The first of these methods is based on linear programming; given dual prices $\pi$, we formulate the interval packing problem as

$$
\max _{x}\left\{\sum_{i \in J} \pi_{i} x_{i}: \quad \sum_{i \in C} x_{i} \leq 1, \forall C \in \mathbb{C} ; \quad x_{i} \geq 0, \forall i \in J\right\}
$$

For general graphs, this LP is not necessarily integral; however, for interval graphs the constraint matrix satisfies the consecutive ones property, implying the formulation is integral, and thus an optimal extreme point solution yields the desired packing. Additionally, as the number of maximal cliques in an interval graph is $O(n)$, it can be solved efficiently using any standard linear programming algorithm.

A full round of pricing in our scheme requires solving multiple interval packing instances; each instance is specified by an upper bound $\bar{w}$ on the weight of jobs admissible to the packing. This upper bound can be incorporated into the LP by fixing $x_{i}=0$ when $w_{i}$ is greater than $\bar{w}$. A benefit of the linear programming approach is the ability to warm-start; the sub-problems are solved in increasing order with respect to the weight upper bound, and each LP can be warm-started from the previous optimal solution, as primal feasibility is maintained.

The second method to solve (3.6) is based on dynamic programming (DP). We define states $i \in\{0,1,2, \ldots, n, n+1\}$, where state $i=1,2, . ., n$ corresponds to job $i \in J$ being added to the schedule, and states $0, n+1$ serve as artificial start and stop points. At each state, the decision maker determines which job is next in the schedule, or ends the schedule. The action set at $i$ is $A_{i}=\left\{j \in J: s_{j} \geq e_{i}\right\} \cup\{n+1\}$, with rewards $r_{j}=\pi_{j}$ for $j \in J$ and $r_{n+1}=0$. The initial state is 0 and its action set is $A_{0}=J \cup\{n+1\}$. Using $v_{i}$ to denote the optimal value at state $i$, we obtain the recursion

$$
\begin{equation*}
v_{i}=\max _{j \in A_{i}}\left\{r_{j}+v_{j}\right\}, \quad \forall i \in J \cup\{0\}, \quad v_{n+1}=0 . \tag{3.7}
\end{equation*}
$$

The above DP has $\Theta(n)$ states and $O(n)$ actions per state, making the total complexity $O\left(n^{2}\right)$. While generally leading to a slower empirical running time than the LP method, the DP model more easily incorporates side constraints on the structure of feasible schedules; specifically, it allows merging and separation constraints that require or forbid certain jobs from running consecutively in a schedule. These constraints are important as they correspond to branching disjunctions in our branch-and-price algorithm described in Section 3.4.3.

It is possible to obtain a DP with linear complexity by instead making admit/reject decisions at each job state. The jobs are considered in arrival order and if a job is admitted the decision maker receives the reward $\pi_{i}$ and the state transitions to the next job that could be feasibly added to the schedule. It is easy to verify that an algorithm of this type has $O(n)$ running time, but it loses the ability to incorporate separation and merge constraints, the primary advantage of the DP approach over LP. We discuss further details on this type of DP below in Section 3.4.2.

Identifying the most improving column requires solving $O(n)$ interval packing problems; however, any sub-problem may produce an improving column. An option is to conduct partial pricing and terminate after finding any improving column. This typically trades
a higher total iteration count for a lower time per iteration. Likewise, it is also possible to conduct a full round of pricing and return all improving columns instead of just the most improving. These implementation details can have a major impact on the running time and convergence of the column generation algorithm. See Section 3.6.1 for details on this design decision.

### 3.4.2 Pricing: Function of Total Weight

Next we consider the pricing problem (3.5) when $f$ is a a function of the total schedule weight. That is, for some function $h$, the cost is $f(S)=h\left(\sum_{i \in S} w_{i}\right)$. This includes the special case in which $h$ is non-negative, non-decreasing and concave. This leads to the pricing problem

$$
\max _{S \in \mathbb{S}}\left\{\sum_{i \in S} \pi_{i}-h\left(\sum_{i \in S} w_{i}\right)\right\} .
$$

We use DP to solve this problem: Define states $(i, W)$ for $i \in\{0,1,2, \ldots, n+1\}$ and $W \in$ $\left\{0,1,2, \ldots, \sum_{i \in J} w_{i}\right\}$, where state $(i, W)$ indicates that $i$ was just added to the schedule and the sum of the scheduled jobs' weights is $W$. As with (3.7), we define the action set at state $(i, W)$ as $A_{i}=\left\{j \in J: s_{j} \geq e_{i}\right\} \cup\{n+1\}$ and $A_{0}=J \cup\{n+1\}$. The reward for taking action $j \in J$ is $r_{j}=\pi_{j}$ and $r_{n+1}=0$. The initial state is $(0,0)$. Using $u_{i, W}$ to denote the optimal value at state $(i, W)$, we get the recursion

$$
\begin{array}{rlrl}
u_{i, W} & =\max _{j \in A_{i}}\left\{r_{j}+u_{j, W+w_{i}}\right\} & \forall i \in J \cup\{0\}, \forall W & =0,1, \ldots, \sum_{i \in J} w_{i} \\
u_{n+1, W} & =-h(W) & \forall W=0,1, \ldots, \sum_{i \in J} w_{i} . \tag{3.8b}
\end{array}
$$

The DP has $\Theta\left(n \sum_{i \in J} w_{i}\right)$ states and each state has $O(n)$ actions; therefore, it is pseudopolynomial with complexity $O\left(n^{2} \sum_{i \in J} w_{i}\right)$. If $\sum_{i \in J} w_{i}$ is a polynomial function of $n$, the complexity is polynomial, e.g., when $h$ is a function of the schedule's cardinality. As before, an alternate DP formulation with lower complexity is possible, at the cost of less
modeling power; we discuss this approach next.
Again, we define states $(i, W)$ for $i \in J$ and $W \in\left\{0,1, \ldots, \sum_{i \in J} w_{i}\right\}$, where $i$ now indicates deciding whether to add $i$ to the schedule or not. Specifically, the actions at $(i, W)$ are to add $i$, receiving reward $\pi_{i}$ and transitioning to state $\left(\eta_{i}, W+w_{i}\right)$, where $\eta_{i}=\min \left\{j \in J: s_{j} \geq e_{i}\right\}$, or to reject $i$, receiving no reward and transitioning to $(i+1, W)$. The initial state is $(0,0)$. Letting $\sigma_{i, W}$ denote the optimal value at state $(i, W)$, we have

$$
\begin{align*}
& \sigma_{i, W}=\max \left\{\pi_{i}+\sigma_{\eta_{i}, W+w_{i}}, \sigma_{i+1, W}\right\} \\
& \forall i \in\{1,2, \ldots, n-1\}, \forall W=0,1, \ldots, \sum_{i \in J} w_{i}  \tag{3.9a}\\
& \sigma_{n, W}=\max \left(\pi_{n}-h\left(W+w_{n}\right),-h(W)\right) \quad \forall W=0,1, \ldots, \sum_{i \in J} w_{i} . \tag{3.9b}
\end{align*}
$$

This DP has $\Theta\left(n \sum_{i \in J} w_{i}\right)$ states and two actions per state, so the total complexity is $\Theta\left(n \sum_{i \in J} w_{i}\right)$. This complexity is better than (3.8) by a factor of $n$, and is likely the faster pricing method when there are no separation or merge constraints, i.e., at the root node of a branch-and-price tree. Lastly, as with the max-weight function, it is possible to identify multiple improving columns. Both DP recursions include information on the best schedule starting from job $j$ for all jobs $j \in J$; any such schedule may also provide an improving column.

### 3.4.3 Branch-and-Price Algorithm

We now extend the column generation approach to an exact algorithm for (3.3) by combining column generation and branch-and-bound. The LP at each node in the search tree is solved via column generation. Instead of branching directly on the variables in (3.3), we adopt a branching scheme common in the vehicle routing literature: We define arc variables $\theta_{i, j}$ for each pair $i, j \in J, i<j$, of non-overlapping jobs, representing the decision that $j$ immediately follows $i$ in some schedule. Given a fractional solution $z^{*}$, we define
$\sum_{S \in \mathbb{S}} \mathbb{1}_{\{(i, j) \in S\}} z_{S}^{*}=\theta_{i, j}$, where $\mathbb{1}_{\{(i, j) \in S\}}$ indicates that $j$ immediately follows $i$ in schedule $S$. Given a fractional $\theta_{i, j}$, we partition the solution space using the constraints $\theta_{i, j}=1$ and $\theta_{i, j}=0$. This is equivalent to partitioning the space based on merge and separation constraints: $j$ must immediately follow $i$, or $j$ cannot immediately follow $i$. Both recursions (3.7) and (3.8) can incorporate these branching constraints by updating their respective action sets. In the $\theta_{i, j}=0$ branch, we eliminate the action $j$ from states at $i$. For the $\theta_{i, j}=1$ branch, $j$ is the only action at $i$, and $j$ is removed from the action set of all other states. We outline additional details of our branch-and-price implementation in Section 3.6.1.

### 3.4.4 Primal Heuristics

To complement the lower-bounds obtained from solving the linear relaxation of (3.3), we propose a constructive heuristic and local-search algorithm for both the max-weight and concave functions. We use a greedy packing heuristic to obtain an initial feasible solution. Starting from the initial set of jobs $U=J$ and an empty set of schedules $V=\emptyset$, we solve an interval packing problem to obtain a feasible schedule $S$, update the sets to $U \leftarrow U \backslash S$ and $V \leftarrow V \cup\{S\}$, and repeat until $U=\emptyset$, which is achieved when $V$ corresponds to a feasible solution to (3.1). While not explicitly required, we find that the heuristic's performance improves using modified weights $\hat{w}_{i}=w_{i}^{2}$; this biases the heuristic to prefer scheduling high-weight jobs together over scheduling many low-weight jobs.

We use a local-search heuristic to improve the initial solution found by the greedy heuristic. Given a set of schedules $V$, the heuristic considers pairs of schedules $S_{\ell}, S_{m} \in V$ and searches for a pair of schedules $S_{\ell}^{\prime}, S_{m}^{\prime}$ such that $f\left(S_{\ell}^{\prime}\right)+f\left(S_{m}^{\prime}\right)<f\left(S_{\ell}\right)+f\left(S_{m}\right)$ and $S_{\ell}^{\prime} \cup S_{m}^{\prime}=S_{\ell} \cup S_{m}$. The local search repeatedly checks all pairs $S_{\ell}, S_{m} \in V$, updating as better schedules are found. The search continues until no pair results in an improved solution.

The local search algorithm requires solving an optimization problem for the pairwise schedule improvement. This is equivalent to the interval scheduling problem (3.1) re-
stricted to instances with conflict graphs having cliques of size at most two, i.e., the conflict graphs are bipartite. For the max-weight function, this can be done directly using the formulation (3.2), limiting the number of schedules to two. This problem can be solved in polynomial time, as we establish with the following proposition.

Proposition 3.4.2. Given schedules $S_{\ell}, S_{m} \subseteq J$, the problem

$$
\min \left\{\max _{i \in S_{\ell}^{\prime}} w_{i}+\max _{i \in S_{m}^{\prime}} w_{i}: S_{\ell}^{\prime} \cup S_{m}^{\prime}=S_{\ell} \cup S_{m}\right\}
$$

can be solved in polynomial time.

Proof. First assume that the instance's conflict graph is connected. Ignoring symmetry, there is a single solution to this problem using two schedules. Start at the earliest arriving job, then begin assigning jobs in arrival order. By assumption the conflict graph's coloring number is two and this placement will produce a solution using two schedules, see [65]. To see this is the only solution, note that each job $i$ 's color is determined entirely by the color of earliest arriving job $j$ that $i$ overlaps. As the graph is connected, after choosing the color of the first arriving job the remaining decisions are fixed. If the conflict graph has more than one connected component, an optimal solution is obtained by constructing one schedule $S_{\ell}^{\prime}$ containing the schedule with minimum max-weight in each component and placing the remainder in a second schedule $S_{m}^{\prime}$. By construction, this will create a solution in which $\max _{i \in S_{\ell}^{\prime}} w_{i}$ is minimized and $\max _{i \in S_{m}^{\prime}} w_{i}=\max _{i \in S_{\ell} \cup S_{m}} w_{i}$; note, there will always be at least one schedule with cost $\max _{i \in S_{\ell} \cup S_{m}} w_{i}$. Finally, the construction of the schedules can be done in $O(n)$ time and the result follows.

For non-negative, non-decreasing concave functions, we use a similar argument as in Proposition 3.4.2.

Proposition 3.4.3. Given schedules $S_{\ell}, S_{m} \subseteq J$, the problem

$$
\min \left\{h\left(\sum_{i \in S_{\ell}^{\prime}} w_{i}\right)+h\left(\sum_{i \in S_{m}^{\prime}} w_{i}\right): S_{\ell}^{\prime} \cup S_{m}^{\prime}=S_{\ell} \cup S_{m}\right\}
$$

where $h$ is a non-negative, non-decreasing concave function can be solved in polynomial time.

Proof. Consider the same algorithm as described in the proof of Proposition 3.4.2; instead of assigning to $S_{\ell}^{\prime}$ the sub-schedules with minimum max-weight, assign the sub-schedule in each component with the larger total weight. By the same argument as before, this will create the schedule $S_{\ell}^{\prime}$ with the maximum total weight. As each job must be scheduled, after placing the remaining jobs in $S_{m}^{\prime}$, it will be the schedule of minimum total weight. Finally, as this solution maximizes the difference $h\left(\sum_{i \in S_{\ell}^{\prime}} w_{i}\right)-h\left(\sum_{i \in S_{m}^{\prime}} w_{i}\right)$, the concavity of $h$ implies this solution minimizes $h\left(\sum_{i \in S_{\ell}^{\prime}} w_{i}\right)+h\left(\sum_{i \in S_{m}^{\prime}} w_{i}\right)$ and the result follows.

### 3.5 Max-Weight Function on Paths

In this section, we focus on the max-weight function restricted to instances where the conflict graph is a path. Equivalently, each job $1<i<n$ overlaps with its predecessor and successor, $i-1$ and $i+1$, and with no other jobs. Unlike the more general problem setting we consider, this special case is polynomially solvable [76]; however, there are instances in which the linear relaxations of both (3.2) and (3.3) are fractional. Motivated by this discrepancy, we present a tight LP formulation for this special case that leverages the algorithm in [76] and the fact that an optimal solution never uses more than three schedules.

The intuition behind the algorithm is the following. Each schedule is defined by its highest-weight job, and one of these is always the max-weight job, $f\left(S_{1}\right)=\max _{k \in J} w_{k}$. Some job $i \in J$ defines the second schedule by having its highest-weight job, $f\left(S_{2}\right)=w_{i}$, and the third schedule then satisfies $f\left(S_{3}\right) \leq f\left(S_{2}\right)$. This implies that $j \in S_{1}$ if $w_{j}>w_{i}$; furthermore, for any two jobs $j, k \in S_{1}, j<k$ with an even number of jobs in between, a
feasible solution must have $\ell \in S_{3}$ for some job $\ell \in(j, k)$. (Conversely, if there is an odd number of jobs between $j$ and $k$, they can be assigned in alternating fashion to $S_{1}$ and $S_{2}$.) Denote job $i$ 's minimal even pairs as

$$
\begin{aligned}
E(i)=\{(j, k): \quad j, k \in J ; \quad & w_{j}, w_{k}>w_{i} ; \quad j<k \\
& \left.k-j=1 \quad \bmod 2 ; \quad w_{\ell} \leq w_{i}, \ell \in(j, k)\right\} .
\end{aligned}
$$

We illustrate idea with the six-job example in Figure 3.1(a), with weight vector $w=$ $(6,1,2,5,3,4)$.
(a)


Figure 3.1: Example path instance with six jobs.

Suppose $f\left(S_{2}\right)=w_{5}=3$; then $S_{1}$ must contain the first, fourth and sixth jobs, as $w_{1}, w_{4}, w_{6}>3$. Clearly, we also assign the fifth job to $S_{2}$. However, we cannot assign both the second and third jobs to $S_{2}$, because they are adjacent; one of these must go in $S_{3}$, so we place the second job there, since it has the lower weight of the two. The resulting schedule is illustrated in Figure 3.1(b).

Suppose instead that $f\left(S_{2}\right)=w_{4}=5$. In this case, $S_{1}$ must contain the first job. However, this also means there are no even pairs, and we can simply assign jobs to $S_{1}$ and $S_{2}$ in alternating fashion. This schedule is illustrated in Figure 3.1(c). For this instance, these are essentially the only options: If we choose $f\left(S_{2}\right) \leq 2$, we force $S_{1}$ to contain adjacent jobs, which is infeasible. This can also be interpreted as having even pairs of the form $(j, j+1)$, which have no interior element and thus cannot include a job in $S_{3}$. Finally, if we choose $f\left(S_{2}\right) \in\{4,6\}$, we are forced into one of the previously illustrated schedules.

Formally, there is an optimal solution satisfying the following conditions [76, Theorem

7]:

1. The solution uses at most three schedules, $S_{1}, S_{2}, S_{3}$, where possibly $S_{3}=\emptyset$.
2. $\max _{k \in J} w_{k}=f\left(S_{1}\right) \geq f\left(S_{2}\right) \geq f\left(S_{3}\right)$.
3. Given $f\left(S_{2}\right)=w_{i}, S_{3}$ contains exactly one job $\ell \in(j, k)$ from each $(j, k) \in E(i)$.

Based on this, we formulate

$$
\begin{array}{lr}
\min & \sum_{i \in J}\left(w_{i} x_{i}+\lambda_{i}\right) \\
\text { s.t. } \sum_{i \in J} x_{i}=1 & \\
x_{i}=\sum_{j<\ell<k} y_{i, \ell} & \forall i \in J, \forall(j, k) \in E(i) \\
\lambda_{i} \geq \sum_{j<\ell<k} w_{\ell} y_{i, \ell} & \forall i \in J, \forall(j, k) \in E(i) \\
x_{i}, \lambda_{i} \geq 0 & \forall i \in J \\
y_{i, \ell} \geq 0 & \forall i, \ell \in J . \tag{3.10f}
\end{array}
$$

The LP (3.10) has $\Theta\left(n^{2}\right)$ variables and $O\left(n^{2}\right)$ constraints.

Lemma 3.5.1. A feasible solution of (3.10) with integer $x, y$ variables corresponds to $a$ feasible solution of the max-weight interval scheduling problem on a path instance that satisfies conditions 1-3, and vice versa.

Proof. Assume we have a feasible solution to (3.10) with integer $x, y$ variables; suppose $x_{i}=1$. The right-hand side of some constraint (3.10c) is zero if $E(i)$ contains any pair of consecutive jobs, so we may assume that all minimal even pairs $(j, k) \in E(i)$ have $k-j \geq 3$. Furthermore, these constraints require $y_{i, \ell}=1$ for some $\ell \in(j, k)$; we define $S_{3}=\left\{\ell \in J: y_{i, \ell}=1\right\}$. By construction, $S_{3}$ is a feasible schedule, as only one $y_{i, \ell}$ variable equals 1 in each minimal even pair. To define $S_{1}$ and $S_{2}$, we begin by adding to
$S_{1}$ all jobs $j \in J$ with $w_{j}>w_{i}$; the remaining jobs are placed into $S_{1}$ and $S_{2}$ in alternating fashion: For each minimal even pair $(j, k) \in E(i)$ with $\ell \in S_{3} \cap(j, k)$, jobs $m \in(j, \ell)$ go into $S_{1}$ if they have $j$ 's parity and into $S_{2}$ otherwise. Similarly, jobs $m \in(\ell, k)$ go into $S_{1}$ if they have $k$ 's parity and into $S_{2}$ otherwise. The operation is analogous but simpler for "odd pairs," where we simply place jobs into $S_{1}$ and $S_{2}$ in alternating fashion. This construction ensures both $S_{1}$ and $S_{2}$ are feasible, as we never add adjacent jobs to the same schedule. This solution satisfies 1, 2, and 3 .

Now assume we have schedules $S_{1}, S_{2}, S_{3}$ satisfying 1-3. To construct an integer solution to LP (3.10), take $i \in \operatorname{argmax}_{k \in S_{2}} w_{k}$ and set $x_{i}=1$, with $x_{j}=0$ otherwise. Condition 3 requires that $S_{3}$ contain one job $\ell \in(j, k)$ for each $(j, k) \in E(i)$. Set the corresponding $y_{i, \ell}=1$ and the remaining $y$ variables to zero. Lastly, set $\lambda_{i}=\max _{\ell \in S_{3}} w_{\ell}$ and other $\lambda$ variables to zero. Constraints (3.10c) are satisfied, as there is exactly one $y_{i, \ell}$ variable equal to one for each minimal pair in $E(i)$. Constraints (3.10d) are satisfied by construction. If $S_{3}=\emptyset, E(i)=\emptyset$ as well, so (3.10c), (3.10d) are satisfied trivially.

We can now establish that (3.10) solves the scheduling problem.

Proposition 3.5.2. An optimal extreme point solution of (3.10) has integer $x$, $y$ variables. Therefore, (3.10) solves the max-weight interval scheduling problem on path instances.

Proof. We begin by analyzing the $\lambda$ variables. At optimality, for each $i \in J$ some constraint (3.10d) must be tight to minimize each $\lambda_{i}$; thus

$$
\lambda_{i}=\max _{(j, k) \in E(i)} \sum_{\ell \in(j, k)} w_{\ell} y_{i, \ell} .
$$

For the maximizing interval $(j, k)$ in this expression, (3.10c) requires $x_{i}=\sum_{\ell \in(j, k)} y_{i, \ell}$, so we minimize $\lambda_{i}$ by setting $y_{i, m}=x_{i}$, where $m \in \operatorname{argmin}_{(j, k)} w_{\ell}$. Therefore, at optimality we have

$$
\lambda_{i}=x_{i} \max _{(j, k) \in E(i)} \min _{j<\ell<k} w_{\ell}, \quad i \in J,
$$

where $\lambda_{i}=0$ if $E(i)=\emptyset$. In particular, for optimal solutions $\lambda$ is a linear function of the $x$ variables.

By setting $c_{i}=\max _{(j, k) \in E(i)} \min _{j<\ell<k} w_{\ell}$, we project out $y$ and $\lambda$ so that (3.10) is equivalent to

$$
\min \left\{\sum_{i \in J}\left(w_{i}+c_{i}\right) x_{i}: \sum_{i \in J} x_{i}=1 ; x \geq 0\right\}
$$

the optimization of a linear function over a simplex, which has integral extreme points. At optimality, $x_{i}=1$ for some $i \in J$ and $x_{j}=0$ otherwise. It follows from our reasoning above that we can take the $y$ variables to be binary as well. The resulting optimal objective value corresponds to $f\left(S_{2}\right)+f\left(S_{3}\right)$ for an optimal set of schedules; recall that $f\left(S_{1}\right)=$ $\max _{k \in J} w_{k}$ is a constant.

### 3.6 Computational Study

In this section, we computationally evaluate our proposed methodology. Specifically, we examine the lower bound provided by the linear relaxation of (3.3), the upper bound given by our heuristics, and the performance of our branch-and-price algorithm, including its ability to improve both lower and upper bounds and to prove optimality.

In terms of objective functions, we use the max-weight cost as well as the square root, $f(S)=\sqrt{\sum_{i \in S} w_{i}}$, as a representative of non-decreasing, non-negative concave functions of total weight. We test our methods on both synthetic instances and instances derived from cloud computing usage data, and when possible also benchmark against the assignment formulation (3.2). We conduct all experiments on a MacBook with a 2.7 GHz Dual-Core Intel i5 processor. Our base code uses Python 3.7.3, and the LP and IP solves use Gurobi 9.1 with default parameters unless otherwise noted. In the following sub-sections we discuss details of our implementation and instance design before summarizing our study's results.

### 3.6.1 Implementation Details

While a basic column generation algorithm can solve the linear relaxation of (3.3), in practice it is frequently enhanced with acceleration techniques, since the basic algorithm can suffer from slow convergence and other issues related to degeneracy. In our implementation, we use in-out column generation [86], which attempts to accelerate convergence by better selecting dual variables to use in the pricing problem: We maintain a dual feasible solution $\pi_{\text {in }}$ in addition to the potentially infeasible dual solution $\pi_{\text {out }}$ obtained from the current solution to the restricted LP (3.4). We solve the pricing problem on the dual solution $\hat{\pi}=\gamma \pi_{\text {out }}+(1-\gamma) \pi_{\text {in }}$, a convex combination of the "in" and "out" solutions using convex multiplier $\gamma \in(0,1]$. If $\hat{\pi}$ is infeasible, we generate a new column; otherwise, we update $\pi_{\text {in }} \leftarrow \hat{\pi}$. In addition to improving convergence times, the in-out method provides a way of obtaining valid dual bounds if the column generation algorithm does not converge within a time limit. Based on initial tests, we set $\gamma=0.2$ at the root node and $\gamma=1$ afterwards, equivalent to running the standard column generation algorithm after the root node. We observed that the in-out acceleration method significantly reduced solve time at the root node, but was slightly slower than the basic algorithm for subsequent nodes; the latter could be solved in a small number of iterations and suffered from fewer computational difficulties compared to the root node, likely because of the additional constraints.

We use the faster pricing algorithms at the root node and then the slower, more general algorithms after adding branching constraints. Specifically, for the max-weight function we solve the root LP using the LP-based pricing method and solve the remaining LP's with DP (3.7). For concave functions, we use the faster DP (3.9) to solve the root LP. For both functions, we perform full pricing and incorporate all improving columns after each pricing iteration.

There are various strategies to explore the branch-and-bound tree. In our implementation, at each node we branch on the most fractional $\theta_{i, j}$ value, breaking ties at random; if there is no fractional $\theta_{i, j}$, the solution is feasible and we do not branch. We explore the
tree using an iterative depth-first search and process the 1-branch first, i.e., the branch with $\theta_{i, j}=1$. The iterative depth-first search rule takes integer parameters $\alpha, \beta$ and follows standard depth-first search for the first $\alpha$ nodes. After we open $\alpha$ nodes, we restart the search from a random unprocessed node, reset the node count to zero, and update the threshold to $\alpha+\beta$. This process repeats until the search terminates. We designed our branching scheme in this manner after initial tests suggested that the lower bound obtained at the root node is often tight, and that the optimality gap tends to stem from the primal side. By biasing the search towards the 1-branches and performing iterative depth-first "dives", we attempt to steer the search to quickly obtain good feasible solutions while avoiding unpromising areas of the search space. In our experiments, we set the iterative depth-first search parameters to $\alpha=20$ and $\beta=10$.

Finally, our branch-and-price algorithm obtains upper bounds in two ways. First, at the root node we obtain a feasible solution using the greedy and local-search heuristics described in Section 3.4.4; additionally, we use the schedules generated by these heuristics as the initial columns in the restricted LP (3.4) at the root node. At all other nodes, we implement a rounding heuristic; this heuristic obtains a feasible solution by greedily rounding the node's LP solution into a feasible solution for (3.3). We sort the schedules corresponding to non-zero variables in the LP solution by cumulative schedule weight. We add the schedule with highest cumulative weight to the solution, then re-sort the remaining schedules considering only the weights of jobs not covered by a previously included schedule. This process repeats until we obtain a feasible solution.

### 3.6.2 Instance Design

We use two types of instances to test our methods, randomly generated synthetic instances and instances constructed from a public cloud computing data set. We generate a random $n$-job instance by first specifying $t_{\max }$, the latest point at which jobs may arrive; each job $i$ is created by sampling a start time $s_{i}$ from the integer uniform distribution over interval
[ $\left.0, t_{\max }\right]$ and sampling its length from the integer uniform distribution over $[1,10]$.
For cloud instances, we use a publicly available Microsoft Azure data set [87]. The data set is comprised of two weeks of requests for virtual machine allocations; each request is associated with an arrival time and a departure time. The data set includes other application-specific data related to resource consumption; however, for our model we are only concerned with request start and end times. To generate an $n$-job instance, we select a random starting point in the data set, and take the next $n$ arriving requests, creating jobs using their start and end times. We also check if the instance is sufficiently sparse to avoid easy cases in which feasible schedules contain only a few jobs. Specifically, we compute $\max _{C_{i} \in \mathbb{C}}\left|C_{i}\right| / n$, where $\max _{C_{i} \in \mathbb{C}}\left|C_{i}\right|$ is the cardinality of the largest clique in the conflict graph, and reject the instance when this ratio exceeds 0.3 .

For both instance types we assign weights as uniform random integers in the interval $[1,100]$. We also considered generating weights correlated to job length, but found in initial tests that uncorrelated weights lead to more difficult instances. We generate small instances with $n=100$, moderate instances with $n=250$, and large instances with $n=400$. In addition, for max-weight synthetic experiments we also test very large instances with $n=550$.

### 3.6.3 Max-Weight Function: Small and Moderate Synthetic Instances

For small and moderate instances with $n \in\{100,250\}$, we test our branch-and-price algorithm and also benchmark it against the assignment-type formulation (3.2). We use $t_{\max } \in\{n, n / 2, n / 5\}$, and generate ten instances for each pair $\left(n, t_{\max }\right)$. We test both methods with a time limit of three hours; the results are summarized in Table 3.1. For each set of instances, we compare the geometric mean of the optimality gaps at termination, the average running time of instances where the method proves optimality (in seconds), and the percentage of the instances that are solved to optimality. We also compute the geometric means of the optimality gaps at the root node.

Table 3.1: Branch-and-price and assignment formulation experiments with the max-weight function on small, moderate synthetic instances.

| $n$ | $t_{\max }$ | Root Gap | B\&P Gap | Sol. Time | \% Sol. | Assign. Gap | Sol. Time | \% Sol. |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 100 | 100 | $0.94 \%$ | $0.00 \%$ | 41.56 | $100 \%$ | $0.00 \%$ | 436.45 | $100 \%$ |
| 100 | 50 | $3.25 \%$ | $0.00 \%$ | 43.04 | $100 \%$ | $0.75 \%$ | 1199.34 | $60 \%$ |
| 100 | 20 | $1.66 \%$ | $0.00 \%$ | 15.01 | $100 \%$ | $0.68 \%$ | 405.86 | $30 \%$ |
| 250 | 250 | $1.54 \%$ | $0.00 \%$ | 5892.44 | $100 \%$ | $2.01 \%$ | 2228.56 | $50 \%$ |
| 250 | 125 | $2.64 \%$ | $0.00 \%$ | 2779.20 | $100 \%$ | $3.02 \%$ | - | $0 \%$ |
| 250 | 50 | $3.11 \%$ | $0.00 \%$ | 1006.74 | $100 \%$ | $4.46 \%$ | - | $0 \%$ |

The results verify that the proposed branch-and-price algorithm outperforms the assignment formulation. For every test instance, the branch-and-price algorithm is able to prove optimality within three hours. The class $\left(n, t_{\max }\right)=(100,100)$ is the only one where the assignment benchmark solves all instances to optimality in the same time. Conversely, the assignment formulation did not prove optimality for any of the $(250,125)$ or $(250,50)$ instances. The average solution times are lower for the branch-and-price algorithm, and it scales better as the instances become denser, while the assignment formulation struggles with dense instances. As a final observation, the root LP's lower bound in the branch-andprice tree is often tight, with any gap stemming from the primal side. In contrast, with the assignment formulation the IP solver is often able to find a strong primal solution, but struggles to improve the lower bound.

### 3.6.4 Max-Weight Function: Large and Very Large Synthetic Instances

To assess the scalability of our branch-and-price algorithm for the max-weight function, we also considered larger synthetic instances. We use $n \in\{400,550\}$ and $t_{\max }=n / 5$. The choice of $t_{\text {max }}$ is motivated by the prior experiments, which indicate that denser instances have larger root gaps but also that the algorithm may scale well. For each pair $n$, we generate ten random instances and use a six-hour time limit; Table 3.2 summarizes the results. We report the running times and the optimality gaps at termination and at the root
node. We also report the geometric means of final optimality gaps and the average solution time of instances that are solved to optimality.

Table 3.2: Branch-and-price experiments with the max-weight function on large and very large synthetic instances.

| $n$ | $t_{\max }$ | Root Gap | B\&P Gap | Sol. Time | $n$ | $t_{\max }$ | Root Gap | B\&P Gap | Sol. Time |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 400 | 80 | $0.52 \%$ | $0.00 \%$ | 8697.42 | 550 | 110 | $3.68 \%$ | $3.68 \%$ | TL |
| 400 | 80 | $4.76 \%$ | $0.00 \%$ | 10468.31 | 550 | 110 | $3.12 \%$ | $3.12 \%$ | TL |
| 400 | 80 | $3.92 \%$ | $0.00 \%$ | 9235.76 | 550 | 110 | $5.39 \%$ | $5.39 \%$ | TL |
| 400 | 80 | $1.33 \%$ | $0.00 \%$ | 7371.16 | 550 | 110 | $2.94 \%$ | $2.94 \%$ | TL |
| 400 | 80 | $3.16 \%$ | $0.00 \%$ | 9328.55 | 550 | 110 | $2.31 \%$ | $2.31 \%$ | TL |
| 400 | 80 | $1.04 \%$ | $0.00 \%$ | 9642.15 | 550 | 110 | $0.95 \%$ | $0.95 \%$ | TL |
| 400 | 80 | $1.12 \%$ | $0.00 \%$ | 8437.06 | 550 | 110 | $3.16 \%$ | $3.16 \%$ | TL |
| 400 | 80 | $2.36 \%$ | $0.00 \%$ | 9890.78 | 550 | 110 | $2.76 \%$ | $2.76 \%$ | TL |
| 400 | 80 | $3.00 \%$ | $0.00 \%$ | 9531.93 | 550 | 110 | $2.86 \%$ | $2.86 \%$ | TL |
| 400 | 80 | $2.05 \%$ | $0.00 \%$ | 7893.05 | 550 | 110 | $4.54 \%$ | $4.54 \%$ | TL |
|  | Avg. | $\mathbf{1 . 9 2 \%}$ | $\mathbf{0 . 0 0 \%}$ | $\mathbf{9 0 4 9 . 6 2}$ |  | Avg. | $\mathbf{2 . 9 2 \%}$ | $\mathbf{2 . 9 2 \%}$ |  |

The results indicate that the branch-and-price algorithm scales well to large instances, and is able to reliably prove optimality in less than six hours. For the largest instances, the algorithm is unable to reduce the root optimality gap. This difficulty stems from at least two sources: First, the larger job number necessitates a much larger tree to improve the bound and prove optimality. Second, and equally important, the LP solves at each node take significantly longer, meaning we can process a smaller number of nodes within the time limit. Nonetheless, already at the root node we obtain solutions and bounds yielding an average optimality gap of less than $3 \%$. Based on previous experiments, we conjecture that this gap stems primarily from the primal side; improved heuristics could potentially help prove optimality.

### 3.6.5 Square Root Function: Synthetic Instances

For the square root function we limit ourselves to the root node; equivalently, we solve the linear relaxation of (3.3) and run primal heuristics. We conduct our experiment in this manner for two reasons: Our initial tests suggested that this approach often suffices to prove
optimality for small and moderate instances, while for large instances the LP relaxation itself takes a significant amount of time. For each combination of $n \in\{100,250,400\}$ and $t_{\max }=n / 5$, we generate ten instances, and run our test with a six-hour time limit; Table 3.3 summarizes the results. For each instance class, we report the geometric mean of the optimality gaps, the average running time for instances where the column generation algorithm converges, the percentage of instances where the column generation algorithm converges, and the percentage of instances where we prove optimality.

Table 3.3: Column generation experiments with the square root function on synthetic instances.

| $n$ | $t_{\max }$ | CG Gap | CG Time | \% Conv. | \% Sol. |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 100 | 20 | $0.00 \%$ | 252.55 | $100 \%$ | $100 \%$ |
| 250 | 50 | $0.30 \%$ | 4959.18 | $70 \%$ | $70 \%$ |
| 400 | 80 | $1.30 \%$ | - | $0 \%$ | $0 \%$ |

The results indicate that we can prove optimality for all instances where the column generation algorithm converges. The column generation does not converge within the time limit for $30 \%$ of the moderate instances and all of the large instances, and we use the dual bounds provided by the in-out acceleration scheme. However, even for the large instances the average optimality gap is only $1.3 \%$. Compared with the max-weight function, the pseudo-polynomial complexity of the pricing algorithm for the square root function makes solving the LP more computationally difficult, but the resulting lower bound is typically stronger.

### 3.6.6 Cloud Data Instances

As a final experiment, we test our methods on instances derived from cloud computing data, as described in Section 3.6.2. For the max-weight function, we test instances of all sizes, with $n \in\{100,250,400,550\}$, and for the square root function we exclude very large instances and use $n \in\{100,250,400\}$; for each function and each $n$ we generate ten
instances. For the max-weight function, we test the branch-and-price algorithm, and for the square root function we solve the root node's LP relaxation.

Table 3.4 summarizes the results for the max-weight function. We report the geometric means of the root and terminal optimality gaps, the average running times of solved instances, and the percentage of instances solved.

Table 3.4: Branch-and-price experiments with the max-weight function on cloud instances.

| $n$ | Root Gap | B\&P Gap | Sol. Time | \% Sol. |
| :--- | :--- | :--- | :--- | :--- |
| 100 | $0.32 \%$ | $0.00 \%$ | 16.15 | $100 \%$ |
| 250 | $0.53 \%$ | $0.00 \%$ | 864.48 | $100 \%$ |
| 400 | $0.94 \%$ | $0.15 \%$ | 8589.58 | $80 \%$ |
| 550 | $0.81 \%$ | $0.81 \%$ | 5584.67 | $40 \%$ |

In general, we see that the application instances are easier than the synthetic instances. For example, the branch-and-price algorithm is able to solve $40 \%$ of the very large instances with the max-weight function, versus none of the analogous synthetic instances. Furthermore, the root optimality gaps are much lower than for the synthetic instances, less than $1 \%$ in all cases. An explanation for this behavior may be the density, which tends to be higher in the cloud data; correspondingly, the average solution times are similar to those of the synthetic instances with $t_{\max }=n / 5$.

Table 3.5 summarizes the results for the square root function. We report average running times of instances where the column generation algorithm converges, the geometric mean of the optimality gaps at termination, the percentage of instances for which the algorithm converges, and the percentage of instances solved.

Overall, the column generation algorithm converges for more instances than the corresponding synthetic experiment, but this does not lead to a significant change in average optimality gaps. In contrast to the synthetic instances, the column generation algorithm may converge without proving optimality. For example, despite converging for all moderate instances but one, the resulting gaps are slightly lower than for the corresponding

Table 3.5: Column generation experiments with the square root function on cloud instances.

| $n$ | CG Gap | CG Time | \% Conv. | \% Sol. |
| :--- | :--- | :--- | :--- | :--- |
| 100 | $0.01 \%$ | 453.52 | $100 \%$ | $90 \%$ |
| 250 | $0.23 \%$ | 6990.59 | $90 \%$ | $60 \%$ |
| 400 | $1.75 \%$ | 17791.94 | $10 \%$ | $0 \%$ |

synthetic instances.

### 3.7 Conclusions

In this work, we propose an exact optimization approach for two classes of interval scheduling problems exhibiting economies of scale; to our knowledge, this is the first such approach proposed for these problems. Our approach is based on column generation and a set covering formulation, using feasible schedules as decision variables. For the max-weight function and functions of cumulative weight, we describe how to solve the linear relaxation of this formulation and provide efficient pricing algorithms. To obtain integer solutions, we extend this method to a full branch-and-price algorithm and provide a detailed account of the relevant design decisions. As a secondary result, we also provide a compact integral formulation for the max-weight function on path instances, a polynomially solvable case for which no such formulation was known. Our computational study provides evidence of our proposed method's effectiveness. We can provably optimize instances with as many as 400 jobs and can otherwise give solutions and bounds with very small gaps.

While we have demonstrated the effectiveness of the set covering formulation on our chosen objective functions, future work can extend the approach to other classes of functions. The major requirement is to determine when the pricing problem can be solved efficiently. Both of the problems studied belong to the more general class of submodular interval scheduling problems. In this case, the general form of the pricing problem is supermodular maximization subject to interval packing constraints. To our knowledge, this
specific problem has not been previously addressed in the literature.
Another area of future work concerns how to leverage polyhedral results for the column generation model. In our computational study, we observed that the root LP often provides a tight lower bound; however, it is easy to construct instances in which this is not the case, even when the conflict graph is a path. For these instances, the lower bound could possibly be strengthened by the addition of valid inequalities.

## CHAPTER 4

## TEMPORAL BIN PACKING WITH HALF-CAPACITY JOBS

### 4.1 Introduction

Temporal bin packing (TBP) is an problem of emerging importance in operations research and computer science. It generalizes the well-known bin packing problem, sometimes referred to as the static bin packing problem, by having jobs that arrive and depart over time. There are several variants, but generally the goal is an assignment of jobs to bins that minimizes some cost or performance measure while respecting bin capacities. We are interested in the objective of minimizing the time-averaged number of open or active bins required to process all jobs; in this objective, a bin is considered active only when some job is assigned to it, while other variants consider a bin active for the whole horizon if a job is ever assigned to it.

Our primary motivation stems from applications in cloud computing, where the model captures the assignment of virtual machines to servers while minimizing the average number of active servers, a proxy for energy usage, which is a significant operational cost in server banks. Even small relative improvements in server utilization can lead to large absolute gains; for example, [87] suggest a $1 \%$ packing efficiency improvement can lead to cost savings of roughly $\$ 100$ million per year for Microsoft Azure.

Additional applications come from optical network design, in which a fiber cable system needs to be designed in a manner that satisfies demands for communication signals. Two signals within the same cable cannot be carried within the same channel, and each cable has a fixed number of channels; the goal is to design a system that minimizes the total required length of fiber. The special case of a line system, in which all signals can be thought of as travelling along a one-dimensional line, is equivalent to the temporal bin
packing problem.
We study the special case of TBP in which a bin can accommodate two jobs at a time, and which we denote TBP2. In the cloud computing context, this occurs in specialized systems that focus on serving resource-intensive requests, such as large services and certain machine learning systems. TBP2 has been studied previously and is known to be NP-Hard. Our work focuses on two directions: first, we provide a novel integer programming (IP) formulation; second, we propose various lower bounds for the problem, studying them both theoretically and empirically. We summarize our main contributions below.

1. We propose a novel formulation for TBP2 that interprets the model as a series of related matching problems.
2. We theoretically study multiple lower bounds based on both combinatorial and polyhedral techniques, and derive a bound hierarchy.
3. We conduct a computational study to evaluate the performance of our proposed IP formulation and compare multiple lower bounds, assessing both strength and scalability, and using both synthetic and application-based instances.

Our primary theoretical contribution, Theorem 4.6.7, is summarized graphically in Figure 4.1. Each node in the graph represents a different lower bound, and a directed edge from $i$ to $j$ indicates that $j$ weakly dominates $i$, i.e. the lower bound produced by $j$ is at least as large as $i$ 's. The bounds $c_{A S G N}$ and $c_{S T A T}$ are adapted from static bin packing, while $c_{P A R T}$ is obtained from the linear relaxation of an exponentially large set partition formulation; $c_{C L Q}, c_{D E G}$, and $c_{M A T C H}$ are novel bounds based on modeling TBP2 as a series of connected matchings.

The outline of the chapter is as follows. Section 4.2 summarizes relevant results from the literature. Next, in Section 4.3 we formulate TBP2 and present some preliminary results. In Section 4.4, we study clique instances and use them to derive a new lower bound. After that, Section 4.5 presents our IP formulation along with an additional formulation


Figure 4.1: Graphical representation of Theorem 4.6.7. Arcs indicate that the bound at the tail is less than or equal to the bound at the head.
based on a set partitioning model. In Section 4.6, we provide our lower bound hierarchy, establishing the relative strengths of the discussed bounds. In Section 4.7, we present our computational study. We conclude in Section 4.8, while an appendix includes proofs omitted from the main body.

### 4.2 Literature Review

Static bin packing, or just bin packing, is among the most well-known NP-Complete problems [88]. Much of the bin packing literature focuses on approximation algorithms and their associated guarantees. The family of Fit algorithms is among the most studied, specifically First Fit and Best Fit [89]. If jobs are sorted in order of decreasing size, both the First Fit and Best Fit algorithms are tight 3/2-approximations and no algorithm can have a better guarantee unless $\mathrm{P}=\mathrm{NP}$ [90]; conversely, if jobs aren't sorted the algorithms are tight 17/10-approximations [91]. Despite the negative approximability results in [90], [92] provide an algorithm with a worst-case additive gap of $O\left(\log ^{2}(O P T)\right.$ ) where $O P T$ is the optimal number of bins. This method is based on solving the linear relaxation of the

Gilmore-Gomory formulation for the cutting stock problem [93]. More recently, [94] proposed an algorithm with a worst-case additive gap of $O(\log \log (O P T))$ using techniques from discrepancy theory.

In addition to its applications in approximation algorithms, the Gilmore-Gomory LP is also of note as it is conjectured that its optimal solution satisfies the modified integer round$u p$ property, which suggests the number of bins needed in an optimal solution is at most the objective of the Gilmore-Gomory LP rounded up plus one. While the Gilmore-Gomory LP is known to provide strong bounds in practice, it requires the solution of an exponentially sized LP via column generation methods; research has aimed to find lower bounds with provable guarantees that are efficiently computable. For example, [95] propose multiple polynomially computable bounds arising from continuous relaxations of the problem, and the strongest is guaranteed to be at least $3 / 4$ of the optimal solution; [96] provides an alternate method of efficiently obtaining lower bounds through the use of dual feasible functions, and gives a bound with a $1 / 2$ multiplicative guarantee. For further references on bin packing we refer the reader to the surveys [97, 98].

The literature contains multiple notions of temporal bin packing. In our model the objective is to minimize the time-average number of active bins; an alternate model instead focuses on minimizing the total number of bins needed to pack all jobs. We first discuss results for the latter model, itself a special case of the more general vector bin packing model. In [99], the authors present a branch-and-price algorithm along with various methods for efficiently obtaining upper and lower bounds; [100] provide a matheuristic based on column generation methods. Other algorithms come from the vector bin packing literature and include branch-and-price [101], arc-flow approaches [102], and heuristics [103, 104, 105]. This TBP model has also been applied to problems in cloud scheduling. For instance, [106] use a variant to model a problem in virtual machine consolidation; [107] consider a variant in which the objective is a combination of both the total number of servers and the number of server "fire-ups", which [108] builds on by providing model reduction techniques and
an improved formulation.
The TBP model we consider, sometimes referred to as offline dynamic bin packing, has received attention as well. Most related to our work is the literature on the uniform job case, in which each bin has can accommodate $g$ jobs simultaneously, where $g$ is some positive integer. In [109], the authors show that TBP with uniform jobs is NP-Hard, even when $g=2$, which corresponds to our model TBP2. The authors of [110] prove that a First Fit algorithm is a 4-approximation; [111] demonstrate how prior results on fiber minimization and line system design in $[112,113$ ] yield two 2-approximations. In [114], the authors study special cases, providing a $\frac{g H_{g}}{H_{g}+g-1}$-approximation, where $H_{g}$ is the $g$-th harmonic number, when all jobs intersect, and a $(2-1 / g)$-approximation for proper instances, in which no job is properly contained within another.

The more general case in which jobs have non-uniform sizes is also of interest. The authors in [115] provide a 5-approximation and extend the result to a setting with flexible start times, while [116] describe a 4-approximation based on dual coloring. Most recently, [117] provide two algorithms with asymptotic approximation guarantees of $2 \Pi_{\infty}$ and $\Pi_{\infty}$, respectively, where the second algorithm has a larger additive term; the constant $\Pi_{\infty} \approx$ 1.69 originates in the bin packing approximation results of [118]. In the context of cloud computing, [119] use an IP formulation to solve a variant in which all jobs have the same starting time.

### 4.3 Model Formulation and Preliminaries

Let $J=\{1, \ldots, n\}$ be a set of jobs. The temporal bin packing problem asks the decision maker to assign jobs to bins such that the time-average number of used bins is minimized, while respecting bin capacity. Each job $i \in J$ is specified by a start and end time $0 \leq$ $s_{i}<e_{i}$. Without loss of generality, we assume that $\min _{i \in J} s_{i}=0$ and $\max _{i \in J} e_{i}=1$. In this work, we consider the case in which a bin can hold at most two jobs simultaneously and use the acronym TBP2 throughout for this problem; this special case of temporal bin
packing is known to be NP-Hard [109]. In the remainder of the chapter, we say a bin is active at time $\tau$ if it contains one or more jobs in that moment. A bin is open at time $\tau$ if it is active but not at capacity; i.e. it only has one job assigned in that instant.

It is useful to introduce a representation of TBP2 based on discretizing the time horizon; see e.g. [111]. Consider the increasing sequence of distinct start and end times $0=\xi_{0}<$ $\xi_{1}<\cdots<\xi_{t_{\max }}$, for index set $T=\left\{1, \ldots, t_{\max }\right\}$. For $t \in T$, the interval $I_{t}:=\left[\xi_{t-1}, \xi_{t}\right)$ is the $t$-th period, with weight $w_{t}=\xi_{t}-\xi_{t-1}$. For some time point $\tau \in[0,1]$, we use the notation $\tau \leq I_{t}$ to denote $\tau \leq \xi_{t-1}$, and $\tau \geq I_{t}$ for $\tau \geq \xi_{t}$, with similar notation for strict inequalities. We use $J(t)$ to denote the subset of jobs that are present during period $t$, that is, $J(t)=\left\{i \in J \mid\left[s_{i}, e_{i}\right) \cap I_{t} \neq \emptyset\right\}$.

Using this discretization, the problem can naturally be modelled as an IP in the style of [120]. Letting $\mathbb{B}=\left\{1,2,3 \ldots, b_{\max }\right\}$ be a set of bin indices where $b_{\max }$ is some sufficiently large number (such as $n$ ), we have the formulation

$$
\begin{array}{rlr}
\min _{x, y} & \sum_{b \in \mathbb{B}} \sum_{t \in T} w_{t} y_{b, t} & \\
\text { s.t. } & \sum_{b \in \mathbb{B}} x_{i, b}=1 & \forall i \in J \\
& \sum_{i \in J(t)} x_{i, b} \leq 2 y_{b, t} & \forall b \in \mathbb{B}, \forall t \in T \\
& x_{i, b}, y_{b, t} \in\{0,1\} . & \tag{4.1d}
\end{array}
$$

The $x$ variables denote job-to-bin assignments, and the $y$ variables track when a bin is active. IP (4.1) also provides a means of obtaining a lower bound on the optimal timeaverage number of bins via its linear relaxation; we use $c_{A S G N}$ to denote the objective of this relaxation.

Instead of minimizing the time-average number of bins, temporal bin packing can be equivalently thought of as maximizing the time-averaged savings of the solution [114]. Intuitively, the savings are the bins we do not open by assigning two jobs together. Letting
$c^{*}$ be the original optimum, and $z^{*}$ be the optimal time-average savings, based on our normalization to the time interval $[0,1]$, these quantities are related by

$$
\begin{equation*}
c^{*}=\sum_{i \in J}\left(e_{i}-s_{i}\right)-z^{*} \tag{4.2}
\end{equation*}
$$

### 4.3.1 Static Bound

The bound $c_{A S G N}$ is typically poor, motivating the need for stronger bounds that can be computed efficiently. For example, consider the following reformulation of IP (4.1),

$$
\begin{array}{rlr}
\min _{x, y} & \sum_{b \in \mathbb{B}} \sum_{t \in T} w_{t} y_{b, t} & \\
\text { s.t. } & \sum_{b \in \mathbb{B}} x_{i, b, t}=1 & \forall i \in J, t \in T \\
& \sum_{i \in J(t)} x_{i, b, t} \leq 2 y_{b, t} & \forall b \in \mathbb{B}, \forall t \in T \\
& x_{i, b, t-1}=x_{i, b, t} & \\
& x_{i, b, t}, y_{b, t} \in\{0,1\} . & \forall i \in J, \forall b \in \mathbb{B}, \forall t \in T \backslash\{1\} \\
&
\end{array}
$$

IPs (4.1) and (4.3) are equivalent; the only difference is the expansion of the decision variables $x_{i, b}$ into $t_{\max }$ copies and the addition of temporal linking constraints (4.3d). A natural relaxation of (4.3) is to remove constraints (4.3d). If these constraints are removed, the problem decomposes into $t_{\text {max }}$ static bin packing problems. In the general case, these sub-problems are themselves NP-Hard, but in practice solving the decomposed problems is easier than solving IP (4.1). In our case, the sub-problems admit an analytic solution, and we obtain the bound

$$
\begin{equation*}
c_{S T A T}=\sum_{t \in T} w_{t}\lceil|J(t)| / 2\rceil . \tag{4.4}
\end{equation*}
$$

As (4.4) is obtained by a relaxation, $c_{S T A T} \leq c^{*}$; we refer to $c_{S T A T}$ as the static bound. For TBP with uniform job sizes, the solution to each sub-problem is obtained by rounding
the ratio of the period demand to bin capacity, and thus the static bound can viewed as a natural temporal extension of the $L_{1}$ bound for static bin packing [95]. It has also been previously called the demand profile bound in [111]. The static bound can be computed in $O(n \log (n))$ time.

### 4.3.2 Three-Period Instance

In this section we focus on the special case $t_{\max }=3$, the simplest case in which $c_{S T A T}<c^{*}$ is possible. Consider the following example, adapted from [113]: let $J=\{1,2,3\}, s_{1}=$ $s_{2}=0, s_{3}=(1-\epsilon) / 2$, and $e_{1}=(1+\epsilon) / 2, e_{2}=e_{3}=1$, so that $w=((1-\epsilon) / 2, \epsilon,(1-\epsilon) / 2)$. Then, $c_{S T A T}=1+\epsilon$ while $c^{*}=3 / 2+\epsilon / 2$, and therefore $c^{*} / c_{S T A T} \rightarrow 3 / 2$ as $\epsilon \rightarrow 0$.


Figure 4.2: Three-period example.

We establish that this is the worst the static bound can do for any three-period instance with the following proposition.

Proposition 4.3.1. In a three-period instance, $c^{*}-c_{S T A T} \leq 1 / 2$.

Proof. The proof is in Appendix A. 1

### 4.3.3 Worst-Case Additive Gap

Although $c^{*}-c_{S T A T} \leq 1 / 2$ for three-period instances, we now show that no such constant additive gap holds in general. We consider a subset of instances in which all jobs overlap; these kinds of instances are discussed in more detail below and in Section 4.6. Specifically, for a fixed $t_{\text {max }}$, specify some period $\hat{t} \in T$. Create a job for each possible start, end
period pair before and after period $\hat{t}$, respectively. Abusing notation to denote as $\left(t_{1}, t_{2}\right)$ the job that starts in period $t_{1}$ and ends after period $t_{2}$, we create a job $\left(t_{1}, t_{2}\right)$ for each $\left(t_{1}, t_{2}\right) \in\{1,2, . ., \hat{t}\} \times\left\{\hat{t}, \hat{t}+1, \ldots, t_{\max }\right\}$. An example with $t_{\max }=7, \hat{t}=4$ is shown in Figure 4.3. Given $t_{\max }$ and $\hat{t}$, the total number of jobs is $n=\hat{t}\left(1+t_{\max }-\hat{t}\right)$. We use this


Figure 4.3: Example of instance from family with unbounded additive gap, where $t_{\max }=$ $7, \hat{t}=4$.
family of instances to establish the following proposition.

Proposition 4.3.2. There is no constant $\beta \geq 0$ such that $c^{*}-c_{S T A T} \leq \beta$ for all instances.

The proof is in Appendix A.2.

### 4.4 Clique Instances

The examples in Sections 4.3.2 and 4.3.3 belong to a broader class of instances; in this section we focus on this special case and use it to derive a lower bound method. A clique instance is specified by some time point at which all jobs overlap, i.e. the instance's conflict graph representation forms a clique. The conflict graph has a node for each job $i \in J$ and edges for each pair $i, j \in J$ that overlaps. For a clique instance with jobs $C$, we denote the time point at which all jobs overlap as $\tau_{C}$; there can be infinitely many points defining the same clique, and we are indifferent to which of these points is chosen. Clique instances have been studied previously, see e.g. [114].

Because all jobs overlap, the problem reduces to a static packing; to guarantee feasibility the decision maker only needs to consider the packing at time $\tau_{C}$. As only two jobs can be placed on the same bin, the problem of minimizing the time-average number of active bins reduces to that of obtaining a minimum-cost perfect matching in the conflict graph with edge costs $c_{i, j}=\max \left(e_{i}, e_{j}\right)-\min \left(s_{i}, s_{j}\right)$, for $i, j \in J$. If $n$ is odd, we augment the graph with a dummy job with $s_{i}=e_{i}=\tau_{C}$.

The problem of finding a minimum-cost perfect matching is well-studied and is known to be efficiently solvable [121], but the standard matching approaches don't make use of the additional structure present in our problem. In [114], the authors show that if an instance has either $s_{i}=\tau_{C}$ or $e_{i}=\tau_{C}$ for all jobs $i \in J$, a First-Fit algorithm is optimal and $c_{S T A T}=$ $c^{*}$; we refer to these instances as one-sided instances. They also demonstrate that the wellknown greedy $H_{g}$-approximation algorithm for set cover gives a 6/5-approximation for clique instances.

We present an algorithm that generalizes the intuition used to solve one-sided instances.

Proposition 4.4.1. For a clique instance, $c^{*} / c_{S T A T} \leq 3 / 2$.

Proof. Partition $T$ into two groups $T_{-}$and $T_{+}$, where $T_{-}=\left\{t \in T \mid I_{t}<\tau_{C}\right\}$ and $T_{+}=$ $\left\{t \in T \mid I_{t} \geq \tau_{C}\right\}$. We can do this without loss of generality, as we can always split a period into two periods such that $T_{-}$and $T_{+}$exactly partition $T$. Now consider the static bound over the periods before and after $\tau_{C}$; let these be $c_{-}=\sum_{t \in T_{-}} w_{t}\lceil|J(t)| / 2\rceil$ and $c_{+}=\sum_{t \in T_{+}} w_{t}\lceil|J(t)| / 2\rceil$, respectively. Note that $c_{-}+c_{+}=c_{S T A T}$.

Without loss of generality, assume that $c_{-} \geq c_{+}$; otherwise, invert the horizon. Consider the First-Fit algorithm, which pairs jobs in order of increasing start time. Let $c^{F F}$ be the cost of the resulting solution, and let $c_{-}^{F F}$ and $c_{+}^{F F}$ be the solution's cost over $T_{-}$and $T_{+}$, respectively. When only considering jobs in $T_{-}$, the instance is one-sided; consequently,
the First-Fit solution is optimal within $T_{-}$and $c_{-}^{F F}=c_{-}$. Therefore,

$$
\begin{gathered}
c^{F F}=c_{-}^{F F}+c_{+}^{F F}=c_{-}+c_{+}^{F F} \leq c_{-}+\sum_{t \in T_{+}} w_{t}|J(t)| \\
\leq c_{-}+2 \sum_{t \in T_{+}} w_{t}\lceil|J(t)| / 2\rceil=c_{-}+2 c_{+}=c_{S T A T}+c_{+} \leq 1.5 c_{S T A T}
\end{gathered}
$$

The first inequality follows as $|J(t)|$ is an upper bound on any solution in any period; the final one because $c_{-} \geq c_{+}$.

This result implies that the First-Fit heuristic described in the proof is also a a $3 / 2$ approximation for clique instances.

### 4.4.1 Clique Bound

The static bound is obtained by allowing repacking between periods; cliques can be used in a similar manner, allowing repacking between cliques instead of periods. An instance's conflict graph can thus be decomposed into its maximal cliques, with each clique subinstance solved separately.

Consider the conflict graph corresponding to jobs $J$; let $m$ be the number of maximal cliques and $\mathbb{C}=\left\{C_{1}, C_{2}, \ldots, C_{m}\right\}$ denote the ordered set of maximal cliques arranged by increasing times $\tau_{C_{i}}$. The clique bound is obtained by solving a sub-problem induced by each clique $C \in \mathbb{C}$ and then summing the objectives. To define the clique sub-problems, we need to specify breakpoints that mark where one clique ends and the next begins; these points specify where the repacking is allowed.

For clique $C_{i}$, define

$$
s_{C_{i}}=\min _{j \in C_{i} \backslash C_{i-1}} s_{j}, \quad e_{C_{i}}=\max _{j \in C_{i} \backslash C_{i+1}} e_{j},
$$

where $C_{0}=C_{m+1}=\emptyset$. For consecutive cliques $C_{i-1}$ and $C_{i}$, the breakpoint must satisfy $\gamma_{i} \in\left[e_{C_{i-1}}, s_{C_{i}}\right)$; choosing breakpoints in this manner ensures that, for consecutive
breakpoints $\gamma_{i-1}, \gamma_{i}$, the instance created by truncating the horizon to the interval $\left[\gamma_{i-1}, \gamma_{i}\right]$ is a clique instance. For simplicity, we define $\gamma_{0}=0$ and $\gamma_{m}=1$. Now assume that we are given feasible breakpoints $\gamma_{i} \in\left[e_{C_{i-1}}, s_{C_{i}}\right)$, for each consecutive clique pair; let $c^{*}\left(C_{i}, \gamma_{i-1}, \gamma_{i}\right)$ be the optimal cost of the instance given by $C_{i}$ over the interval $\left[\gamma_{i-1}, \gamma_{i}\right]$, weighted by the length of interval $\left[\gamma_{i-1}, \gamma_{i}\right]$. The clique lower bound for this $\gamma$ is then

$$
\begin{equation*}
c_{C L Q}(\gamma)=\sum_{C_{i} \in \mathbb{C}} c^{*}\left(C_{i}, \gamma_{i-1}, \gamma_{i}\right) \tag{4.6}
\end{equation*}
$$

Assume first that the clique breakpoints are given. Let $c_{S T A T}\left(\gamma_{i-1}, \gamma_{i}\right)$ denote the static bound for periods contained in the interval $\left[\gamma_{i-1}, \gamma_{i}\right]$, splitting periods if necessary.

Proposition 4.4.2. $c_{S T A T} \leq c_{C L Q}(\gamma)$ for any feasible choice of $\gamma$.

Proof. We have $c_{C L Q}(\gamma)=\sum_{C_{i} \in \mathbb{C}} c^{*}\left(C_{i}, \gamma_{i-1}, \gamma_{i}\right) \geq \sum_{C_{i} \in \mathbb{C}} c_{S T A T}\left(\gamma_{i-1}, \gamma_{i}\right)=c_{S T A T}$. The final equality follows as the breakpoints $\gamma$ define a full partition of the horizon.

Proposition 4.4.2 confirms that the clique bound is at least as good as the static bound regardless of the choice of breakpoints.

Moreover, the choice of breakpoints can affect the strength of the clique bound. Before considering the optimization of the breakpoints, we analyze the cost of an individual clique as a function of the breakpoints. Assume that for some $C_{i} \in \mathbb{C}$ and $\gamma$ we have a feasible solution, represented as some matching $\mu \in M_{i}$, where $M_{i}$ is the set of perfect matchings in $C_{i}$ 's conflict graph with the addition of a single dummy job if $\left|C_{i}\right|$ is odd; we can express the cost of this solution as a function of the clique's breakpoints. Let $c_{\mu}$ be the weighted cost of the matching truncated to the interval $\left[s_{C_{i}}, e_{C_{i}}\right]$. The cost of the matching as a function of $\mu, \gamma$ is

$$
c\left(\mu, \gamma_{i-1}, \gamma_{i}\right)=c_{\mu}+\left(s_{C_{i}}-\gamma_{i-1}\right) \phi_{\mu}^{-}+\left(\gamma_{i}-e_{C_{i}}\right) \phi_{\mu}^{+},
$$

where $\phi_{\mu}^{-}$is the number of bins spanning $\left[\gamma_{i-1}, s_{C_{i}}\right]$ and $\phi_{\mu}^{+}$the number of bins spanning
$\left[e_{C_{i}}, \gamma_{i}\right]$ given the matching $\mu$. Therefore,

$$
c^{*}\left(C_{i}, \gamma_{i-1}, \gamma_{i}\right)=\min _{\mu \in M_{i}}\left\{c_{\mu}+\left(s_{C_{i}}-\gamma_{i-1}\right) \phi_{\mu}^{-}+\left(\gamma_{i}-e_{C_{i}}\right) \phi_{\mu}^{+}\right\} .
$$

As $M_{i}$ is finite, the right-hand side is the minimum over a finite number of affine functions; therefore, it is a piecewise linear concave function of $\gamma$. Consequently, the problem of optimizing the clique bound can be expressed as maximizing a sum of piecewise linear concave functions, and formulated as

$$
\begin{array}{rr}
\max _{\sigma, \gamma \geq 0} \sum_{i=1}^{m} \sigma_{i} & \\
\sigma_{1} \leq c_{\mu}+\left(\gamma_{1}-e_{C_{1}}\right) \phi_{\mu}^{+} & \forall \mu \in M_{1} \\
\sigma_{m} \leq c_{\mu}+\left(s_{C_{|C|}}-\gamma_{m-1}\right) \phi_{\mu}^{-} & \forall \mu \in M_{m} \\
\sigma_{i} \leq c_{\mu}+\left(\gamma_{i}-e_{C_{i}}\right) \phi_{\mu}^{+}+\left(s_{C_{i}}-\gamma_{i-1}\right) \phi_{\mu}^{-} & \forall i \in\{2, \ldots, m-1\} \forall \mu \in M_{i} \\
e_{C_{i}} \leq \gamma_{i} \leq s_{C_{i+1}} & \forall i \in\{1,2, \ldots, m-1\} . \tag{4.7e}
\end{array}
$$

For each clique $C_{i}, M_{i}$ may contain exponentially many perfect matchings; consequently, (4.7) may contain exponentially many constraints. Nevertheless, we can optimize (4.7) efficiently using constraint generation, as described in the following proposition.

Proposition 4.4.3. The separation problem for (4.7) can be solved by computing $m=$ $O(n)$ perfect matchings, and thus (4.7) can be solved in polynomial time.

Proof. Assume we are given a candidate solution $\left(\sigma^{*}, \gamma^{*}\right)$ to (4.7); for each clique $C_{i} \in \mathbb{C}$ we check if there is a matching $\mu \in M_{i}$ with $c\left(\mu, \gamma_{i-1}^{*}, \gamma_{i}^{*}\right)<\sigma_{i}^{*}$. This is done by fixing the value of $\gamma^{*}$ and then solving the corresponding clique problem over the interval $\left[\gamma_{i}^{*}, \gamma_{i+1}^{*}\right]$. As discussed in the previous section, this can be done by solving a minimum-cost perfect matching. For $C_{i}$, if we obtain a matching $\mu^{\prime}$ with $c\left(\mu^{\prime}, \gamma_{i-1}^{*}, \gamma_{i}^{*}\right)<\sigma_{i}^{*}$, we add constraint

$$
\sigma_{i} \leq c_{\mu^{\prime}}+\left(\gamma_{i}-e_{C_{i}}\right) \phi_{+}^{\mu^{\prime}}+\left(s_{C_{i}}-\gamma_{i-1}\right) \phi_{-}^{\mu^{\prime}}
$$

There are $O(n)$ maximal cliques and they can be determined in $O(n)$ time; therefore, for any algorithm that computes a minimum-cost perfect matching on a graph with $n$ nodes in $P(n)$ time, a full round of the separation routine runs in $O(n P(n))$ time. Since there are polynomial-time algorithms for minimum-cost perfect matching, the result follows from the equivalence of separation and optimization.

We use $c_{C L Q}$ to denote the optimal objective of (4.7), and refer to it as the clique bound. The practical performance of the constraint generation algorithm can be improved by noting that each solve of the (4.7) provides a feasible choice of breakpoints $\gamma^{*}$ and an upper bound on $c_{C L Q}$. During the separation routine, as each clique is checked for an improving matching, each iteration computes a lower bound given the current set of breakpoints. The algorithm can be terminated if the current upper bound and lower bounds are sufficiently close.

### 4.5 New Formulations

In this section we provide novel IP formulations for TBP2. Our main formulation uses the fact that at most two jobs can be packed simultaneously within a bin, implying the total savings in the bin are equal to the total overlap of jobs within the bin. Let $O=\{(i, j) \mid$ $\left.\forall i, j \in J,\left[s_{i}, e_{i}\right) \cap\left[s_{j}, e_{j}\right) \neq \emptyset\right\}$ be the set of overlapping job pairs, and consider the formulation

$$
\begin{align*}
\max _{\rho} & \sum_{i, j \in O} o_{i, j} \rho_{i, j}  \tag{4.8a}\\
\text { s.t. } & \sum_{j \in C \mid j \neq i} \rho_{i, j} \leq 1  \tag{4.8b}\\
& \rho_{i, j} \in\{0,1\}, \tag{4.8c}
\end{align*} \forall C \in \mathbb{C}, \forall i \in C
$$

where $o_{i, j}=\min \left(e_{i}, e_{j}\right)-\max \left(s_{i}, s_{j}\right)$ is the measure of overlap for an overlapping pair. The $\rho$ variables represent the decision to pair jobs $i, j$ in the same bin, which only considers
jobs that have non-zero overlap. Constraints (4.8b) ensure that a job can only be paired with a single other job at a time. We refer to the above formulation as the matching formulation, as it models TBP2 as a set of connected matching problems. We argue for the correctness of this formulation in the following proposition.

Proposition 4.5.1. IP (4.8) is a valid formulation for TBP2.

Proof. The objective maximizes the overlap of jobs paired together in the solution. This is equivalent to maximizing the savings, which by (4.2) is equivalent to minimizing the assignment's cost. It then suffices to argue that a solution of (4.8) is feasible if and only if it corresponds to a feasible solution for TBP2. First, assume that we are given a feasible solution to TBP2. That is, consider a partition of $J$; for each $B \subseteq J$ in this partition, set $\rho_{i, j}=1$ for each $i, j \in B \cap O$, and 0 otherwise. This creates a feasible solution to (4.8); constraint (4.8b) is not violated, as we assumed a feasible partition of $J$ and each set $B$ in this partition never packs more than two job simultaneously.

Now assume we are given a solution $\rho$ for (4.8). Consider the graph given by nodes representing jobs, and edges where the corresponding $\rho$ variables are equal to 1 . Define a solution of TBP2 by assigning nodes in a connected component of this graph to the same bin; clearly every job belongs to some component. Let $B$ be the node set of one of these components; $B$ is a feasible assignment, as constraints (4.8b) ensure that at most two jobs in the same clique are in the same component. Observe that we only need to consider overlap at times corresponding to maximal cliques because if jobs overlap at any point, they are members of at least one common maximal clique.

IP (4.8) is similar in size to IP (4.1), having $O\left(n^{2}\right)$ variables and $O(n m)$ constraints compared to $O\left(n b_{\max }\right)$ variables and $O\left(\max \left(n, t_{\max } b_{\max }\right)\right)$ constraints; however, (4.8) is typically somewhat larger given a reasonable choice of $b_{\max }$. One advantage of (4.8) over (4.1) is that it does not exhibit the same level of symmetry. Any feasible solution $x, y$ to (4.1) can be transformed into an equivalent solution by permuting $x, y$ along their bin
indices. We further compare the formulations' strength theoretically in Section 4.6 and empirically in Section 4.7.

As with (4.1), we obtain a bound from the linear relaxation of (4.8). We define $z_{D E G}$ as the optimal objective value for the linear relaxation of IP (4.8) and $c_{D E G}$ as the equivalent value converted to time-average bins via (4.2); we refer to the latter as the degree bound.

The formulation (4.8) can be interpreted as a sequence of linked matching problems. Within each clique $C \in \mathbb{C}$, the constraints (4.8b) are identical to degree constraints in a matching formulation. As such, for each clique $C \in \mathbb{C}$ we can include valid inequalities from the corresponding matching polytope; specifically, we can add the well-known blossom inequalities [121]:

$$
\begin{equation*}
\sum_{i, j \in S} \rho_{i, j} \leq \frac{|S|-1}{2} \quad \forall S \subseteq C, \quad|S| \text { odd } \tag{4.9}
\end{equation*}
$$

While there are exponentially many blossom inequalities, we can separate over the collection for a single clique in polynomial time [122], and there are $O(n)$ maximal cliques. We use $z_{M A T C H}$ to refer to the optimal fractional solution to (4.8) including blossom inequalities, and $c_{M A T C H}$ as the equivalent time-average number of bins via (4.2). We call the latter of these the matching bound.

### 4.5.1 Partition Formulation

Before continuing, we present one additional formulation based on the a transformation to a set partition model,

$$
\begin{array}{rlr}
\min _{\eta} & \sum_{S \in \mathbb{S}} \ell_{S} \eta_{S} & \\
\text { s.t. } & \sum_{S \in \mathbb{S}(i)} \eta_{S}=1 & i \in J \\
& \eta_{S} \in\{0,1\}, & S \in \mathbb{S}, \tag{4.10c}
\end{array}
$$

where $\mathbb{S}$ is the set of all subsets of $J$ that can be placed in a single bin, and $\ell_{S}$ is the timeaveraged active time of a bin with jobs $S$. The variables $\eta$ represent the yes-or-no decision to use a bin containing exactly $S$. IP (4.10) is potentially exponentially large, with $O\left(2^{n}\right)$ variables; solving it requires special tools such as branch-and-price; the linear relaxation of (4.10) can be solved using column generation. We use $c_{P A R T}$ to denote the objective of the linear relaxation of (4.10) and $z_{P A R T}$ to be the equivalent optimal time-averaged savings via (4.2).

### 4.6 Comparison of Bounds

In this section we compare the theoretical performance of our previously discussed bounds: $c_{A S G N}, c_{S T A T}, c_{P A R T}, c_{D E G}$, and $c_{M A T C H}$. First we argue the relative weakness of $c_{A S G N}$.

Proposition 4.6.1. $c_{A S G N} \leq c_{S T A T}$.

Proof. Consider a feasible, potentially fractional assignment of the $x$ variables in IP (4.1). In each period $t$, a feasible solution satisfies $\sum_{i \in J(t)} \sum_{b \in \mathbb{B}} x_{i, b}=|J(t)|$. A feasible, fractional value for the $y$ variables is $y_{t, b}=\sum_{i \in J(t)} \frac{x_{i, b}}{2}$. The total cost incurred in this period by this solution is $w_{t} \sum_{b \in \mathbb{B}} y_{t, b}=w_{t} \sum_{b \in \mathbb{B}} \sum_{i \in J(t)} x_{i, b} / 2=w_{t}|J(t)| / 2 \leq w_{t}\lceil|J(t)| / 2\rceil$.

Proposition 4.6.2. $c_{A S G N} \leq c_{P A R T}$.

Proof. We show this by arguing that any solution to the linear relaxation of IP (4.10) implies an equivalent fractional solution to IP (4.1). Let $\eta$ be a feasible fractional solution. Associate with each $\eta_{S}>0$ some bin index $b \in \mathbb{B}$ such that each $\eta_{S}$ is assigned a unique bin; this can always be done as we can add an arbitrary number of bins to IP (4.1) without altering the objective. We construct a solution $x, y$ by taking $x_{i, b}=\eta_{S}$ for $i \in S$ and $y_{t, b}=\eta_{S}$ for $t$ with $S \cap J(t) \neq \emptyset$; therefore, the bin index $b$ corresponding to $S$ accrues a cost of $\sum_{t \in T} y_{t, b}=\ell_{S} \eta_{S}$. The job assignment constraints are satisfied, as $\sum_{b \in \mathbb{B}} x_{i, b}=\sum_{S \in \mathbb{S}(i)} \eta_{S}=1$. Capacity constraints are respected as, for each $b, S$ pair, at
most two jobs, each with weight $\eta_{S}$, are present in each period and the right hand side of the capacity constraint is $2 y_{b, t}=2 \eta_{S}$ whenever the bin is active during period $t$.

These results are not surprising; even in static bin packing, the equivalent of $c_{A S G N}$ is known to give poor bounds. Next, we show that $c_{D E G}, c_{S T A T}$ and $c_{C L Q}$ are incomparable.

Proposition 4.6.3. The bounds $c_{D E G}$ and $c_{S T A T}$ are incomparable; that is, there exist instances in which one bound is larger than the other.

Proof. We show this by providing two examples, one in which $c_{D E G}>c_{S T A T}$ and one where $c_{D E G}<c_{S T A T}$. For the former, consider a variation of the three-period example given in Figure 4.2 with $w_{1}=1 / 2, w_{2}=w_{3}=1 / 4$. In this case $c_{D E G}=c^{*}=3 / 2$ and $c_{S T A T}=5 / 4$.

For the latter, consider an instance with $n=3$ and all jobs having $s_{i}=0$ and $e_{i}=1$. This case reduces to a static bin packing problem with bins that fit two jobs, and we have $c_{S T A T}=c^{*}=2$ and $c_{D E G}=3 / 2$.

We have a similar result for $c_{D E G}$ and $c_{C L Q}$.

Proposition 4.6.4. The bounds $c_{D E G}$ and $c_{C L Q}$ are incomparable.

Proof. As $c_{C L Q} \geq c_{S T A T}$, we only need show an example with $c_{D E G}>c_{C L Q}$. Consider an instance with $n=4,\left(s_{1}, e_{1}\right)=(0,3 / 7),\left(s_{2}, e_{2}\right)=(0,1),\left(s_{3}, e_{3}\right)=(2 / 7,1)$, and $\left(s_{4}, e_{4}\right)=(4 / 7,5 / 7)$; see Figure 4.4. In this example, $c_{D E G}=c^{*}=11 / 7$ and $c_{C L Q}=$ 9/7.


Figure 4.4: Example with $c_{D E G}>c_{C L Q}$.

Next, we demonstrate that the clique bound is weaker than the linear relaxation of (4.8) strengthened with blossom inequalities.

Proposition 4.6.5. $c_{C L Q} \leq c_{M A T C H}$.

Proof. Assume we are given the clique bound $c_{C L Q}$ and the optimal choice of breakpoints $\gamma$. Consider the LP

$$
\begin{align*}
& \max _{\rho \geq 0} \sum_{C \in \mathbb{C}} \sum_{i, j \in C} o_{i, j}^{C} \rho_{i, j}^{C}  \tag{4.11a}\\
& \text { s.t. } \sum_{j \in C \mid j \neq i} \rho_{i, j}^{C} \leq 1 \quad \forall C \in \mathbb{C}, \forall i \in C  \tag{4.11b}\\
& \sum_{i, j \in S} \rho_{i, j}^{C} \leq \frac{|S|-1}{2} \quad \forall C \in \mathbb{C}, \forall S \subseteq C,|S| \text { odd }  \tag{4.11c}\\
& \rho_{i, j}^{C}=\rho_{i, j}^{D} \quad \forall C, D \in \mathbb{C}, \tag{4.11d}
\end{align*}
$$

where $o_{i, j}^{C_{i}}=\min \left(\gamma_{C_{i}}, e_{i}, e_{j}\right)-\max \left(\gamma_{C_{i-1}}, s_{i}, s_{j}\right)$ is the overlap of jobs $i, j$ truncated to the interval $\left[\gamma_{i-1}, \gamma_{i}\right]$. LP (4.11) has optimal objective $z_{M A T C H}$. Now consider the relaxation in which constraints (4.11d) are removed. The LP now decomposes into $m$ sub-problems; however, for each clique the resulting sub-problem is the maximization over a matching polytope, i.e., it yields integral solutions. Consequently, each of these sub-problems yields the same solution as the sub-problems used to compute the clique bound. The result then follows by converting the objective of the relaxed LP (4.11) to time-average number of bins.

Next, we show that the degree bound is equivalent to the linear relaxation of the partition formulation; this proof is slightly longer and relegated to Appendix A.3.

Proposition 4.6.6. $c_{P A R T}=c_{D E G}$.

Proof. The proof is in Appendix A. 3

This result is somewhat surprising; typically, this type of set partition formulation yields strong lower bounds compared to polynomially-sized formulations; however, here it is equivalent to the linear relaxation of (4.8) without any additional constraints. Furthermore, $c_{D E G}$ itself sometimes provides worse bounds than the simple $c_{S T A T}$ bound.

We now state the main result of this section, which summarizes our lower bound hierarchy. The result is also depicted visually in Figure 4.1.

Theorem 4.6.7. The following statements hold:

1. $c_{A S G N} \leq c_{S T A T}$.
2. $c_{A S G N} \leq c_{P A R T}$.
3. $c_{S T A T} \leq c_{C L Q}$.
4. $c_{C L Q} \leq c_{M A T C H}$.
5. $c_{D E G}=c_{P A R T}$.
6. $c_{D E G} \leq c_{M A T C H}$.
7. $c_{D E G}$ and $c_{S T A T}$ are incomparable.
8. $c_{D E G}$ and $c_{C L Q}$ are incomparable.

Proof. The result follows from Propositions 4.4.2, 4.6.1, 4.6.2, 4.6.3, 4.6.4, 4.6.5, and 4.6.6, along with the fact that $c_{D E G}$ is obtained by relaxing the LP that produces $c_{M A T C H}$.

While this result establishes theoretical guarantees on how the various bounds perform relative to one another, it does not explain how large the gaps between bounds are in practice, or how the incomparable bounds perform empirically. Similarly, while all of the bounds can be computed in polynomial time, the stronger bounds tend to require more computational effort. We explore the computational performance of these bounds next.

### 4.7 Computational Study

In this section we report results from a computational study of our bounds and formulations. Our objective is twofold. First, we compare the matching-based formulation (4.8) against the more standard (4.1). Second, we assess the empirical performance of the various bounds
we compared theoretically in Section 4.6, with a focus on bound quality and scalability. We do not include $c_{P A R T}$ and $c_{A S G N}$ in this comparison; by Theorem 4.6.7, $c_{P A R T}=c_{D E G}$ and $c_{A S G N} \leq c_{S T A T}$, and preliminary experiments suggest that these methods scale worse than $c_{D E G}$ and $c_{S T A T}$, respectively.

Except where noted, we conducted all experiments on a computer running Windows with a 3.20 GHz Intel 6 Core i7 processor and 16 GB of RAM. We used Python 3.9.7 to build our experimental code, and Gurobi 9.5.1 for LP and IP solves, with default parameters unless otherwise stated. We used the NetworkX package for matching sub-problems and to separate blossom inequalities [123, 124]. In the following subsections, we describe and summarize the results of individual experiments, but first we describe various heuristic methods used for upper bounds.

### 4.7.1 Heuristics

Next, we briefly discuss the heuristics we used to obtain upper bounds in our experiments. The first of these methods comes from IP (4.8). We solve the LP relaxation with blossom inequalities, equivalent to computing $c_{M A T C H}$, and then solve the resulting model as an IP with some fixed time limit. Our preliminary experiments suggest that if the LP can be solved quickly, the solver can also find good solutions in a reasonable time even if it cannot prove optimality.

For instances in which the above approach is impractical, e.g. when computing $c_{M A T C H}$ is intractable, we use a combination of a constructive heuristic and a local search heuristic. The constructive heuristic iteratively solves a packing problem that aims to place as much volume into a single bin as possible. Formally, starting with an empty set of bins $\mathcal{B}$ and a
set of jobs $J$, we solve the problem

$$
\begin{array}{ll}
\max _{x} & \sum_{i \in J} \tilde{w}_{i} x_{i} \\
\text { s.t. } & \sum_{i \in C} x_{i} \leq 2 \\
& x_{i} \in\{0,1\}, \tag{4.12c}
\end{array} \quad \forall C \in \mathbb{C}
$$

where $\tilde{w}_{i}$ is some appropriately chosen weight for job $i$, such as its length. This IP can be solved as a linear program, because its constraint matrix satisfies the consecutive ones property. Letting $x$ be the optimal solution and $S=\left\{i \in J: x_{i}=1\right\}$, we then set $\mathcal{B}=\mathcal{B} \cup\{S\}$ and $J=J \backslash S$. The process repeats until $J=\emptyset$, which occurs when every job belongs to some bin. In our implementation, instead of a job's length, we use $\tilde{w}_{i}=\left(e_{i}-s_{i}\right)^{2}$, where $s_{i}$ and $e_{i}$ are integer start and end times before we normalize the instance; this appears to improve performance based on preliminary testing.

We then improve the resulting solution through local search, which checks for all pairs of bins in $\mathcal{B}$ if there exists a better solution also using two bins. Given two bins $B_{1}, B_{2} \in \mathcal{B}$, our implementation does this by solving (4.1) with $b_{\max }=2$ and jobs in $B_{1} \cup B_{2}$. This process repeats until either we find no pair of improving bins or reach a specified time limit.

### 4.7.2 Instance Design

We design synthetic instances using three integer parameters: the number of jobs $n>0$, a maximum start time $s_{\max }>0$, and the expected lifetime $\lambda>0$. We construct an instance with $n$ jobs by sampling for each job $i$ a start time $s_{i}$, using a uniform integer distribution over $\left[0, s_{\text {max }}\right]$, and a lifetime $\alpha_{i}$, using a geometric distribution with success probability $1 / \lambda$; that is, $e_{i}=\alpha_{i}+s_{i}$. We normalize the horizon to $[0,1]$ by dividing start and end times by $\max _{i \in J} e_{i}$. For our experiments, we take $s_{\max }=n$; thus the density of each instance is controlled solely by the parameter $\lambda$.

We also obtain instances from a Microsoft Azure system that focuses on supporting machine learning applications. In this system, jobs either occupy $100 \%, 50 \%$, or $25 \%$ of a server; for our experiments, we modify the instance to assume each job occupies $50 \%$. We generate an instance by sampling roughly three months of arrival and departure data in a cluster; we perform this sampling over multiple server clusters to generate different instances. When sampling, some virtual machines are already present at the start of the sampled period, in which case we include their full lifetime in the instance.

### 4.7.3 IP Formulation Comparison

In the first experiment, we compare the performance of (4.1) and (4.8). We generate random synthetic instances as described, using $n=s_{\max } \in\{200,400,600\}$ and $\lambda \in$ $\{5,10,20,40,80\}$, leading to a total of 15 instances classes. For each of the classes, we generate five instances, and for each instance we attempt to solve both formulations with a 600 -second time limit. After each solve, we collect the best upper and lower bounds (converting bounds from (4.8) to time-averaged bins) and the resulting relative optimality gaps. We report the averages of the upper and lower bounds and the geometric means of the relative gaps at termination for each instance class in Table 4.1.

In each row of the table, we highlight the best average upper and lower bounds. On average, (4.8) obtains both better upper and lower bounds compared to (4.1), for all instance classes. Consequently, (4.8) also leads to significantly improved gaps compared to (4.1). For all 200- and 400-job instances, (4.8) has average gaps under $1 \%$ while (4.1) has gaps in the range of $5 \%$ to $8 \%$. Even for the worst parameter combination for (4.8), 600 jobs with expected lifetime of 80 , the average gap is only $1.53 \%$. Additionally, for (4.8) gaps tend to increase with density, while for (4.1) the gaps are fairly consistent across both size and density.

|  |  | IP (4.8) |  |  | IP (4.1) |  |  |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $n=s_{\max }$ | $\lambda$ | UB | LB | Gap | UB | LB | Gap |
| 200 | 5 | $\mathbf{3 . 1 3}$ | $\mathbf{3 . 1 3}$ | $0.00 \%$ | 3.14 | 2.93 | $6.65 \%$ |
|  | 10 | $\mathbf{5 . 0 8}$ | $\mathbf{5 . 0 8}$ | $0.00 \%$ | 5.15 | 4.81 | $6.57 \%$ |
|  | 20 | $\mathbf{8 . 4 1}$ | $\mathbf{8 . 3 9}$ | $0.25 \%$ | 8.53 | 8.08 | $5.18 \%$ |
|  | 40 | $\mathbf{9 . 5 1}$ | $\mathbf{9 . 4 6}$ | $0.54 \%$ | 9.75 | 9.23 | $5.39 \%$ |
|  | 80 | $\mathbf{1 3 . 4 2}$ | $\mathbf{1 3 . 3 8}$ | $0.30 \%$ | 13.81 | 13.09 | $5.17 \%$ |
| 400 | 5 | $\mathbf{3 . 2 8}$ | $\mathbf{3 . 2 8}$ | $0.00 \%$ | 3.30 | 3.07 | $6.78 \%$ |
|  | 10 | $\mathbf{5 . 6 6}$ | $\mathbf{5 . 6 6}$ | $0.00 \%$ | 5.80 | 5.35 | $7.75 \%$ |
|  | 20 | $\mathbf{9 . 7 5}$ | $\mathbf{9 . 6 8}$ | $0.72 \%$ | 9.97 | 9.38 | $5.92 \%$ |
|  | 40 | $\mathbf{1 5 . 5 4}$ | $\mathbf{1 5 . 4 0}$ | $0.87 \%$ | 15.99 | 15.11 | $5.53 \%$ |
|  | 80 | $\mathbf{2 1 . 9 4}$ | $\mathbf{2 1 . 7 6}$ | $0.81 \%$ | 22.78 | 21.44 | $5.94 \%$ |
| 600 | 5 | $\mathbf{3 . 2 5}$ | $\mathbf{3 . 2 5}$ | $0.00 \%$ | 3.27 | 3.06 | $6.32 \%$ |
|  | 10 | $\mathbf{5 . 4 3}$ | $\mathbf{5 . 4 3}$ | $0.03 \%$ | 5.55 | 5.11 | $7.93 \%$ |
|  | 20 | $\mathbf{9 . 7 2}$ | $\mathbf{9 . 6 4}$ | $0.85 \%$ | 9.95 | 9.34 | $6.10 \%$ |
|  | 40 | $\mathbf{1 7 . 1 3}$ | $\mathbf{1 6 . 9 1}$ | $1.27 \%$ | 17.66 | 16.62 | $5.92 \%$ |
|  | 80 | $\mathbf{2 5 . 8 5}$ | $\mathbf{2 5 . 4 5}$ | $1.53 \%$ | 27.03 | 25.14 | $6.99 \%$ |

Table 4.1: IP (4.1), IP (4.8) averaged results on random instances with a 600 s time limit.

### 4.7.4 Lower Bound Comparison

We now report on two experiments comparing the performance of the bounds discussed in Section 4.6. First, we compare the bounds on instances with average job lengths $\lambda \in$ $\{5,10,20\}$, which are relatively sparse. We use $n=s_{\max } \in\{800,1,600,2,400\}$, and for each of the nine classes we generate five instances. For each realization, we compute $c_{S T A T}, c_{C L Q}, c_{D E G}$, and $c_{M A T C H}$, and record the bound value and the computation time. We use dual simplex in the LP solves when computing both $c_{D E G}$ and $c_{M A T C H}$. To obtain upper bounds, we use (4.8) with blossom inequalities as described in Section 4.7.1, with an 1,800 -second time limit for instances with $\lambda=5,10$ and a 3,600-second time limit for $\lambda=20$; we increase the time to compensate for the added difficulty at the higher density. We report the averages of the running times and the geometric means of the resulting gaps relative to the upper bound in Table 4.2.

In terms of empirical performance, the results suggest that $c_{D E G} \leq c_{S T A T} \leq c_{C L Q} \leq$ $c_{\text {MATCH }}$ in sparse instances. For all instances, $c_{\text {MATCH }}$ has an average gap of at most
$0.12 \%$. The next best bound, $c_{C L Q}$, results in gaps within the range of $0.85 \%$ to $1.05 \%$. The clique bound $c_{C L Q}$ improves on $c_{S T A T}$ by roughly $0.6 \%$ in absolute terms for the sparsest instances, the difference decreasing with density. The static bound improves on the degree bound by about $2 \%$ in absolute terms for the sparsest instances, and the difference again decreases with density. In general, the bounds grow closer and that the resulting gaps decrease when the density increases. This is not entirely surprising, as at maximum density the instance returns to a static bin packing problem where, for a sufficiently large number of jobs, all of the methods give optimal or near-optimal lower bounds.

The presented gaps are also a function of upper bound quality. For this experiment, the upper bound quality decreases as the density and number of jobs increase. We are able to find optimal solutions for instances with $\lambda=5$, upper bounds on average roughly $0.01 \%$ from optimal for $\lambda=10$, and at most $0.12 \%$ from optimal for $\lambda=20$.

With respect to time, the computational effort increases with both size and density. As expected, $c_{S T A T}$ is the fastest to compute, followed by $c_{C L Q}, c_{D E G}$, and $c_{M A T C H}$. The clique bound can be computed on average in less than five seconds for sparse instances; $c_{D E G}$ solves within a few seconds for instances with $\lambda=5,10$, but takes over two minutes for instances with $\lambda=20$. Conversely, $c_{M A T C H}$ takes significantly more time, between approximately three and ten minutes on average for the instances with $n=2,400$. We observe that $c_{D E G}, c_{M A T C H}$ exhibit the worst scaling both in terms of number of jobs and density.

We now report on experiments using denser instances. Given the poor scaling of $c_{M A T C H}$, we introduce an approximate version, $\hat{c}_{M A T C H}$, in which we set a time limit of 3,600 seconds, meaning we may terminate before separating all necessary blossom inequalities. As before, we use dual simplex in our LP solves. We define instance classes with $n=s_{\max } \in\{800,900,1,000\}$ and $\lambda \in\{40,80\}$, again generating five instances in each class. We compute upper bounds using the constructive heuristic and local search algorithm discussed in Section 4.7.1, with the local search running until convergence; this
takes less than 1,600 seconds per realization. We summarize results in Table 4.3.
For these dense instances, $c_{S T A T} \leq c_{C L Q} \leq c_{D E G} \leq \hat{c}_{M A T C H}$; interestingly, the degree bound is stronger than the clique and static bounds in this case. The strongest bound still comes from $\hat{c}_{M A T C H}$, even in the cases in which the blossom separation is only partial. As before, the gap differences decrease and the gaps improve as density increases; however, some of this may be a result of the heuristic's performance in addition to the bounds.

In terms of scaling, we see notable increases in running times compared to the sparser instances for all but the static bound. The clique bound requires approximately five times the computational effort for $n=800$ when $\lambda=80$, compared to $\lambda=20$. The increases in running time are more severe for both $c_{D E G}$ and $\hat{c}_{M A T C H}$, with the latter's running time increasing by nearly a factor of 33 for the same instance classes.

| $n=s_{\text {max }}$ | $\lambda$ | $c_{S T A T}$ Gap | Time | $\begin{array}{r} c_{C L Q} \\ \text { Gap } \end{array}$ | Time | $c_{D E G}$ Gap | Time | $c_{\text {MATCH }}$ Gap | Time |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 800 | 5 | 1.59\% | 0.00 | 0.96\% | 1.29 | 3.65\% | 0.53 | 0.00\% | 27.22 |
|  | 10 | 1.42\% | 0.00 | 1.05\% | 1.48 | 2.17\% | 0.99 | 0.03\% | 34.75 |
|  | 20 | 1.01\% | 0.00 | 0.85\% | 2.25 | 1.05\% | 13.02 | 0.03\% | 80.01 |
| 1,600 | 5 | 1.53\% | 0.00 | 0.96\% | 1.74 | 3.47\% | 1.95 | 0.01\% | 100.98 |
|  | 10 | 1.27\% | 0.01 | 0.96\% | 2.08 | 1.93\% | 3.67 | 0.03\% | 109.86 |
|  | 20 | 0.99\% | 0.01 | 0.84\% | 3.16 | 1.10\% | 64.99 | 0.06\% | 282.53 |
| 2,400 | 5 | 1.56\% | 0.01 | 1.00\% | 2.08 | 3.52\% | 4.45 | 0.01\% | 212.63 |
|  | 10 | 1.33\% | 0.01 | 0.97\% | 2.72 | 2.11\% | 6.37 | 0.04\% | 222.43 |
|  | 20 | 1.05\% | 0.01 | 0.89\% | 4.79 | 1.20\% | 146.43 | 0.12\% | 637.81 |

Table 4.2: Comparison of $c_{S T A T}, c_{C L Q}, c_{D E G}$, and $c_{M A T C H}$ on sparse instances.

|  |  | $c_{S T A T}$ <br> Gap | Time | $c_{C L Q}$ <br> Gap | Time | $c_{D E G}$ <br> Gap | Time | $\hat{c}_{M A T C H}$ <br> Gap | Time |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 800 | 40 | $2.33 \%$ | 0.01 | $2.23 \%$ | 3.92 | $2.18 \%$ | 126.64 | $1.61 \%$ | 390.98 |
|  | 80 | $1.95 \%$ | 0.02 | $1.90 \%$ | 12.44 | $1.74 \%$ | 756.00 | $1.43 \%$ | $2,593.07$ |
| 900 | 40 | $2.52 \%$ | 0.01 | $2.44 \%$ | 3.94 | $2.36 \%$ | 155.92 | $1.84 \%$ | 464.87 |
|  | 80 | $1.96 \%$ | 0.02 | $1.91 \%$ | 11.06 | $1.84 \%$ | $1,083.42$ | $1.49 \%$ | $3,330.88$ |
| 1,000 | 40 | $2.38 \%$ | 0.01 | $2.29 \%$ | 4.31 | $2.26 \%$ | 223.44 | $1.71 \%$ | 602.49 |
|  | 80 | $1.93 \%$ | 0.02 | $1.89 \%$ | 11.13 | $1.75 \%$ | $1,505.21$ | $1.47 \%$ | $3,496.53$ |

Table 4.3: Comparison of $c_{S T A T}, c_{C L Q}, c_{D E G}$, and $\hat{c}_{M A T C H}$ on dense instances.

### 4.7.5 Application-Based Instances

Next, we evaluate our methods' performance on seven instances drawn from a real-world cloud system, Microsoft Azure, as described in Section 4.7.2. For each of these instances, we solve (4.8) with a 600 -second time limit. We also test one additional instance constructed by combining all jobs from the original seven; for this instance, we solve the IP with a time limit of 7,200 seconds. In addition to the IP solves, we compute $c_{S T A T}$ and $c_{C L Q}$.

For each instance, Table 4.4 displays the number of jobs, plus average job length and standard deviation as a percentage of the horizon. The table also includes the best upper and lower bounds from the (4.8), $c_{S T A T}, c_{C L Q}$, and corresponding running times. We highlight upper and lower bounds when they are provably optimal.

|  |  |  | IP (4.8) |  |  | $c_{S T A T}$ |  | $c_{C L Q}$ |  |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $n$ | Avg. Length | $+/-$ | UB | LB | Time | LB | Time | LB | Time |
| 299 | $0.32 \%$ | $1.16 \%$ | $\mathbf{0 . 5 4 1}$ | $\mathbf{0 . 5 4 1}$ | 0.08 | 0.538 | 0.00 | $\mathbf{0 . 5 4 1}$ | 0.93 |
| 140 | $3.99 \%$ | $13.87 \%$ | $\mathbf{3 . 1 0 5}$ | $\mathbf{3 . 1 0 5}$ | 0.15 | 3.085 | 0.00 | 3.090 | 0.91 |
| 567 | $0.18 \%$ | $0.87 \%$ | $\mathbf{0 . 5 2 5}$ | $\mathbf{0 . 5 2 5}$ | 0.65 | $\mathbf{0 . 5 2 5}$ | 0.00 | $\mathbf{0 . 5 2 5}$ | 1.54 |
| 484 | $13.69 \%$ | $6.89 \%$ | $\mathbf{3 3 . 3 4 3}$ | 33.241 | 600 | 33.338 | 0.00 | $\mathbf{3 3 . 3 4 3}$ | 11.60 |
| 798 | $0.62 \%$ | $3.85 \%$ | $\mathbf{2 . 7 4 7}$ | $\mathbf{2 . 7 4 7}$ | 3.75 | 2.721 | 0.00 | 2.728 | 1.62 |
| 1,872 | $0.03 \%$ | $0.33 \%$ | $\mathbf{0 . 3 8 4}$ | $\mathbf{0 . 3 8 4}$ | 0.09 | 0.382 | 0.00 | $\mathbf{0 . 3 8 4}$ | 3.96 |
| 3,774 | $0.19 \%$ | $0.94 \%$ | 3.764 | 3.762 | 600 | 3.749 | 0.00 | 3.753 | 8.55 |
| 7,934 | $0.91 \%$ | $3.79 \%$ | 38.435 | 36.495 | 7,200 | 36.512 | 0.01 | 36.525 | 846.00 |

Table 4.4: Evaluation of IP (4.8), $c_{S T A T}$, and $c_{C L Q}$ using real data.

Overall, these instances appear easier than the synthetic instances. For five of the original instances, we could solve (4.8) within the 600-second time limit. Furthermore, even for the instances in which the IP could not be solved within the time limit, both $c_{S T A T}$ and $c_{C L Q}$ provide lower bounds with an absolute gap of 0.03 or smaller. For these instances, $c_{C L Q}$ does not appear to improve much on $c_{S T A T}$, even when the instance is sparse. Notably, for the 484-job instance, both $c_{S T A T}$ and $c_{C L Q}$ improve on the best bound the solver obtains within the time limit, and $c_{C L Q}$ provides a tight lower bound for this instance. Interestingly, the 484-job instance also has the longest jobs as a percentage of the horizon.

For the large, aggregate instance, (4.8) has a larger gap, approximately $5 \%$. Both $c_{S T A T}$ and $c_{C L Q}$ improve on the best bound found by the solver, but only marginally. This instance requires a significant increase in computing time; the LP relaxation of (4.8) takes over an hour to solve, and $c_{C L Q}$ also takes significantly longer.

### 4.7.6 Large-Scale Instances

In our final set of experiments, we test the scalability of our methods using very large synthetic instances. To accommodate these larger instances, we use a different computational setup. We now use a Linux machine with a 64-core AMD Epyc CPU and 1 TB RAM, and implement our methods using C++. We still use Gurobi 9.5.1, but run LP solves using the barrier method with crossover disabled. We solve matching problems with the LEMON graph library [125]. We compute upper bounds using the previously described methods; see Section 4.7.1.

We compare the performance of $c_{S T A T}$, a clique bound, and $c_{D E G}$. To reduce computing times, we do not optimize breakpoints to compute $c_{C L Q}$; instead, we heuristically choose breakpoints and only solve one matching per maximal clique. Specifically, for each $C_{i} \in \mathbb{C}$ we set $\hat{\gamma}_{i}=e_{C_{i}}$. This choice of breakpoints corresponds to taking the earliest feasible breakpoint between consecutive cliques.

We use instances with $n=100,000$ and $\lambda \in\{5,10,20,40,80\}$, generating five random realizations for each choice of $\lambda$. For upper bounds, we use the constructive and local search heuristics with a 3,600 -second time limit. For each choice of $\lambda$ we compute average running times for $c_{S T A T}, c_{C L Q}(\hat{\gamma})$, and $c_{D E G}$, and the geometric means of the corresponding gaps relative to the upper bound; we summarize results in Table 4.5.

The results show that $c_{C L Q}(\hat{\gamma})$ can improve on $c_{S T A T}$ 's gap by as much as $0.5 \%$ in absolute terms; as before, this occurs for the sparsest instances with $\lambda=5$. As density increases, this difference decreases to $0.03 \%$ on average for $\lambda=80$. Similar to previous experiments, $c_{D E G}$ does noticeably worse than the static and clique bounds for $\lambda=5,10,20$, and then

| $n=s_{\text {max }}$ | $\lambda$ | $\begin{array}{r} c_{S T A T} \\ \text { Gap } \end{array}$ | Time | $\begin{array}{r} c_{C L Q}(\hat{\gamma}) \\ \text { Gap } \end{array}$ | Time | $\begin{array}{r} c_{D E G} \\ \text { Gap } \\ \hline \end{array}$ | Time |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 100,000 | 5 | 1.99\% | 0.11 | 1.54\% | 0.13 | 3.91\% | 17.46 |
|  | 10 | 2.50\% | 0.11 | 2.26\% | 0.13 | 3.22\% | 36.52 |
|  | 20 | 3.33\% | 0.11 | 3.21\% | 0.13 | 3.47\% | 116.53 |
|  | 40 | 4.22\% | 0.11 | 4.16\% | 0.13 | 4.15\% | 991.85 |
|  | 80 | 4.62\% | 0.11 | 4.59\% | 0.13 | 4.51\% | 11,199.77 |

Table 4.5: Comparison of $c_{S T A T}, c_{C L Q}(\hat{\gamma})$, and $c_{D E G}$ on very large instances.
improves on them for the denser instances. In terms of scaling, using the alternate computational setup we are able to compute $c_{S T A T}$ and $c_{C L Q}(\hat{\gamma})$ in less than a second on average. For $c_{D E G}$, we observe generally poor scaling with respect to density. For the sparsest instances, the LP solves in approximately 17 seconds on average, but this increases to over three hours for the densest instances. Lastly, contrary to the previous experiments, the gaps are larger for higher densities. We suspect that this is a consequence of the significant difficulty of finding high-quality feasible solutions for higher-density instances at this scale.

### 4.8 Conclusion

In this work, we studied temporal bin packing with half-capacity jobs. Using the equivalence between minimizing time-average bins and maximizing time-average savings, we provided a novel IP formulation based on matchings. Additionally, we studied various lower bounds for the problem. We demonstrated that the easily computed static bound can have an arbitrarily large additive gap. With this motivation, we studied clique instances, and derived a new lower bound approach that improves the static bound. We then compared these bounds, along with various linear programming bounds obtained from our new formulation and a set partition formulation. We derived a hierarchy of these bounds, specifically demonstrating how many of the bounds can be obtained as relaxations of our new formulation. Finally, we conducted a computational study using a variety of synthetic and application-based instances. We compared our novel formulation against a more standard
assignment IP, and demonstrated its improved performance. Additionally, we extended our theoretical comparison of bounds with an empirical study, showing that for smallto medium-sized instances, the LP relaxation of our new formulation supplemented with blossom inequalities provides a near-optimal lower bound. For larger instances, the clique bound scales well while improving on the static bound, particularly for sparse instances; for dense instances, new formulation's LP relaxation is stronger than both the static and clique bounds.

While we have shown the strength the new formulation and its linear relaxation, particularly when including blossom inequalities, we still find instances in which we cannot prove optimality within a reasonable time. One future avenue of research is to conduct a further polyhedral study of this formulation with the goal of determining valid inequalities that can help close this gap. Based on preliminary empirical observations, even relatively simple instances can have a complex facial structure, with many facets beyond blossom inequalities.

An additional area of future work is to determine how these results relate to temporal bin packing variants with more general job sizes; however, even the uniform case is quite challenging. Many of our results are based on matchings, and have hyper-graph matching analogues when job demands are uniformly $1 / k$ of capacity for some integer $k$. But even for $k=3$, these ideas become much less practical if directly extended, and may require much additional effort.

## CHAPTER 5

## CONCLUSION

In this thesis we explored three problems in packing and scheduling. We now summarize the major contributions of each chapter. In Chapter 2, we introduced a dynamic version of the node packing problem. We formulated the problem as an MDP and demonstrated that even in the restricted case of star graphs that the problem was NP-Hard. Motivated by the weakness of an edge-based relaxation of the problem's achievable probabilities polytope, we conducted a polyhedral study. From this study we dervied an explicit convex hull description when the underlying graph is a clique with uniform edge probabilities. For paths and cycles, we derived an implcit description via a cutting plane algorithm based on a compact dynamic programming formulation. Lastly, we conducted a computational study demonstrating that our inequalities are able to greatly improve the quality of the bound obtained by our relaxation.

We studied interval scheduling with economies of scale in Chapter 3. Specifically, we focused on special cases using the max-weight function and non-negative, non-decreasing concave functions of total schedule weight. Our solution method was based on a set cover formulation that was solved using a branch-and-price algorithm. To solve the linear relaxation, we derived a polynomial time and a pseduo-polynomial pricing algorithm for the max-weight and general functions of total schedule weight, respectively. As a secondary result, for the special case in which the conflict graph is a path, we provided an integral linear programming formulation. We concluded with a computational study demonstrating the effectiveness of our method. We showed the ability to provably optimize instances with hundreds of jobs and, for instances in which we could not prove optimality, provide solutions with provably small gaps.

Finally, in Chapter 4, we studied temporal bin packing with half-capacity jobs. For two
special cases, we studied the worst case performance of a static lower bound. Motivated by these examples, we introduced a new lower bound and a novel IP formulation based on matchings. We proved theoretical guarantees on how the static bound, the matching-based bound, and some linear programming bounds compare. We then extended this comparison empirically using both synthetic instances and instances from a cloud computing application. We also demonstrated that our new IP formulation outperforms a standard formulation on a similarly diverse set of instances.

### 5.1 Future Work

In Chapters 2,3, and 4 we included individual conclusions with statements of future work. We briefly summarize these potential research directions below.

Dynamic Node Packing

1. For general graph structures, the largest reduction in gap came from probabilistic clique inequalities. These inequalities assume uniform probabilities; for the nonuniform case we suspect that probabilistic clique inequalities will be similarly useful. We provided a convex hull description for a clique with three nodes and non-uniform probabilities, but empirical investigation suggests that even for a graph with four nodes the number of facets is very large.
2. There are additional graph structures that provide important inequalities for the nondynamic case, e.g., claws. Studying these structures may lead to useful inequalities in the dynamic case, both for uniform and non-uniform probabilities.

## Interval Scheduling with Economies of Scale

1. An immediate next step is to determine for what other cost functions our approach can be used. The primary determinant of whether or not this approach is feasible is the complexity of the underlying pricing problem. We are interested in extending the approach to a more general class of submodular functions, to which both of our
tested functions belong. In this case, the pricing problem is a supermodular maximization with interval packing constraints; to our knowledge this problem has not been previously studied.
2. In our preliminary investigation we determined that adding cutting planes to our algorithm did not improve performance. In practice the root relaxation was already tight or nearly tight for our test cases. Nevertheless, it is easy to construct simple instances in which the root relaxation is not tight. For these instances, the addition of cutting planes may be useful.

## Temporal Bin Packing with Half-Capacity Jobs

1. The performance of the matching-based IP can be further improved by adding valid inequalities. We observe improvements from adding blossom inequalities, but additional inequalities could help solve more challenging instances. An initial examination of an instance with only two maximal cliques suggests the facial structure is complex.
2. An important next step is to determine how the results for temporal bin packing with half-capacity jobs can be extended to more general uniform job sizes. It is not obvious if the matching IP has a direct extension, even for one-third-capacity jobs. The clique bound almost extends directly, but the sub-problems now become a special type of hyper-edge matching, a problem known to be NP-Hard in general.

## Appendices

## APPENDIX A

## REMAINING PROOFS

## A. 1 Proof of Proposition 4.3.1

In the three-period problem there are six possible start/end period configurations: three single-period jobs, two two-period jobs, and one three-period job. We use $n_{t_{1}, t_{2}}$ to denote the number of jobs that start at the beginning of period $t_{1}$ and end at the end of period $t_{2}$, for $t_{1}, t_{2} \in\{1,2,3\}$ with $t_{1} \leq t_{2}$. Before arguing the main result, we require the following lemma.

Lemma A.1.1. In a three-period problem, any two jobs $i, j$ spanning two or three periods that share the same start and end periods $\left(s_{i}=s_{j}, e_{i}=e_{j}\right)$ can be paired and removed from the instance without loss of optimality.

Proof. Assume otherwise that we have two jobs $i, j$ with $s_{i}=s_{j}=0$ and $e_{i}=e_{j}$ that cannot be placed on the same bin in an optimal solution. First, consider the case in which jobs $i, j$ have $e_{i}=e_{j}=1$, i.e., they span all three periods. Let the two bins these jobs are placed in be $B$ and $D$, respectively. Let $c_{B}$ and $c_{D}$ be the costs of the two bins; note $c_{B}=c_{D}=w_{1}+w_{2}+w_{3}$. Consider the alternate solution in which $B^{\prime}=\{i, j\}$ and $D^{\prime}=\{k \mid \forall k \in(B \cup D) /\{i, j\}\}$. The cost satisfies $c_{B^{\prime}}+c_{D^{\prime}} \leq 2\left(w_{1}+w_{2}+w_{3}\right)=c_{B}+c_{D}$ and $B^{\prime}$ and $D^{\prime}$ are feasible as $B, D$ are feasible.

Now, consider the case in which $s_{i}=s_{j}=0$ and $i, j \notin J(3)$; this case covers both two-period cases via symmetry. As before, assume that jobs $i$ and $j$ are put in bins $B$ and $D$. If $n_{3,3}=2$ we construct $B^{\prime}$ to contain $i, j$ and the two single-period jobs in period 3 and place the remainder in $D^{\prime}$. The bin costs satisfy $c_{B^{\prime}}+c_{D^{\prime}} \leq c_{B}+c_{D}$ by the same argument as with the three-period jobs by pairing jobs $i, j$ each with one of the single-period jobs. Note bin $B^{\prime}$ could equivalently be split into two bins without changing the total cost, one
containing $i, j$ and the other containing the single-period jobs. Now assume that $n_{3,3}<2$; in this case set $B^{\prime}=\{i, j\}$ and $D^{\prime}$ to be the remainder. If $J(3)=\emptyset, B^{\prime}, D^{\prime}$ are optimal again by the same argument as with the three-period jobs. Assume that $J(3) \neq \emptyset$; then,

$$
c_{B^{\prime}}+c_{D^{\prime}} \leq 2\left(w_{1}+w_{2}\right)+w_{3} \leq c_{B}+c_{D} .
$$

Lemma A.1.1 implies we can reduce a three-period instance by pre-processing pairs of two- and three-period jobs with matching start and end times. After applying this reduction, the resulting instance has $n_{1,2}, n_{2,3}, n_{1,3} \in\{0,1\}$.

Lemma A.1.2. In a three-period instance with $n_{1,2}, n_{2,3}, n_{1,3} \leq 1, c^{*}-c_{S T A T} \leq 1 / 2$.
Proof. Consider the cases with one or more of $n_{1,2}, n_{2,3}, n_{1,3}=0$. Pack all non-singleperiod jobs on a single bin, and then pack all single-period jobs greedily, filling in open bins first before opening new bins. This placement results in a solution with cost equal to the static bound. Now assume there is one of each of the non-single-period jobs; these jobs require at least two bins. Assume that $w_{1} \geq w_{3}$. If $n_{1,1}>0$ or $n_{3,3}>0$, a single-period job can be paired with the complementary two-period job and packed with the three-period job optimally by the same argument as in Lemma A.1.1. After removing these jobs, the instance returns to the first case and has no gap. Now assume that $n_{1,1}, n_{3,3}=0$; the optimal packing must then incur an absolute gap of at least $w_{3}$. The single-period jobs in period 2 can be placed greedily, and the optimal solution matches the static bound in this period.

Finally, we conclude that the worst-case gap occurs when $w_{1}=w_{3}=(1-\epsilon) / 2, w_{2}=\epsilon$, $n_{1,1}, n_{3,3}=0$, and $n_{1,2}, n_{2,3}, n_{1,3}=1$. The result follows by taking the limit $\epsilon \rightarrow 0$.

The proposition follows by combining Lemmas A.1.2 and A.1.1.

## A. 2 Proof of Proposition 4.3.2

We prove this result by by showing that a sequence of the instances described in Section 4.3.3 has an increasing additive gap $c^{*}-c_{S T A T}$. Consider instances with $t_{\max }=4 k-1$ for
some positive integer $k, \hat{t}=\left(t_{\max }+1\right) / 2$, and uniform period weights. These parameters imply $n=\left(t_{\max }+1\right)^{2} / 4$, which is even given our choice of $t_{\max }$. Furthermore, $|J(t)|$ is even for each $t \in T$, and for each $t \in\{1,2, \ldots, \hat{t}\}$ the number of jobs starting in period $t$ is $\left(t_{\max }+\right.$ $1) / 2$. As we have an even number of jobs in each period, $c_{S T A T}=\sum_{t \in T}|J(t)| / 2 t_{\max }$.

As this instance has a single maximal clique, we can use a matching formulation [114]. Consider the following formulation,

$$
\begin{array}{ll}
\min _{x} & \sum_{i, j \in J} c_{i, j} x_{i, j} \\
\text { s.t. } & \sum_{j \in J \mid j \neq i} x_{i, j} \geq 1
\end{array} \quad \forall i \in J
$$

where $c_{i, j}=\max \left(e_{i}, e_{j}\right)-\min \left(s_{i}, s_{j}\right)=\sum_{t \in T} \mathbb{1}_{\{\{i, j\} \cap J(t) \neq \emptyset\}} / t_{\text {max }}$.
Let $\hat{c}_{i, j}=\sum_{i, j \in J} \mathbb{1}_{\{|\{i, j\} \cap J(t)|=1\}} / 2 t_{\max }$. Intuitively, if we pair jobs $i$ and $j$, this coefficient measures the number of periods in which exactly one of the jobs is active but not the other. Since the relaxed solution of the $c_{S T A T}$ bound does not include any machines with only one active job at any time, we can rewrite the objective of (A.1) as $\sum_{i, j} c_{i, j} x_{i, j}=c_{S T A T}+\sum_{i, j} \hat{c}_{i, j} x_{i, j}$. The quantity $c_{S T A T}=\sum_{t \in T}|J(t)| / 2 t_{\max }$ does not depend on matching decisions, so we can equivalently optimize (A.1) with this new objective.

Next, we construct a solution for (A.1). Order the jobs by increasing start periods and decreasing end periods, and pair them in that order, setting the corresponding edge variables to one. Because we have an even number of jobs starting in each of the periods $1,2, . ., \hat{t}$, each of these jobs is paired with another job starting in the same period and ending one period apart; therefore, if jobs $i, j$ are paired, then $2 t_{\max } \hat{c}_{i, j}=1$. As $n$ is even, the cost of this solution under the objective $\hat{c}$ is $(n / 2) \times\left(1 / 2 t_{\max }\right)=n / 4 t_{\max }$.

We show this solution is optimal by producing a corresponding dual bound. Consider
the dual of the linear relaxation of (A.1), with edge $\operatorname{costs} 2 t_{\max } \hat{c}_{i, j}$,

$$
\begin{array}{ll}
\max _{y \geq 0} & \sum_{i \in J} y_{i} \\
\text { s.t. } & y_{i}+y_{j} \leq \sum_{t \in T} \mathbb{1}_{\{|\{i, j\} \cap J(t)|=1\}} \tag{A.2b}
\end{array} \quad \forall i, j \in J .
$$

Construct a solution in which $y_{\left(t_{1}, t_{2}\right)}=1$ if $t_{1}+t_{2}$ is even, and $y_{\left(t_{1}, t_{2}\right)}=0$ otherwise. The value of this solution is $n / 2$, as half of the $y$ variables are set to one.

We now argue the solution's dual feasibility. Given two jobs $\left(t_{1}, t_{2}\right),\left(t_{1}^{\prime}, t_{2}^{\prime}\right)$, the lefthand side of constraint (A.2b) has $0 \leq y_{\left(t_{1}, t_{2}\right)}+y_{\left(t_{1}^{\prime}, t_{2}^{\prime}\right)} \leq 2$, as the $y$ variables are binary. Furthermore, we have $\mathbb{1}_{\{|\{i, j\} \cap J(t)|=1\}}=\left|t_{1}-t_{1}^{\prime}\right|+\left|t_{2}-t_{2}^{\prime}\right| \geq 1$. Therefore, the constraints hold when $y_{\left(t_{1}, t_{2}\right)}+y_{\left(t_{1}^{\prime}, t_{2}^{\prime}\right)} \leq 1$, occurring when at most one of $t_{1}+t_{2}, t_{1}^{\prime}+t_{2}^{\prime}$ is even. It remains to consider the case in which both are even; assume for contradiction that $\mid t_{1}-$ $t_{1}^{\prime}\left|+\left|t_{2}-t_{2}^{\prime}\right|=1\right.$; this means that either $t_{1}=t_{1}^{\prime}$ or $t_{2}=t_{2}^{\prime}$. Without loss of generality, assume that $t_{1}=t_{1}^{\prime}$ and $t_{2}<t_{2}^{\prime}$. Then $t_{2}+1=t_{2}^{\prime}$, but this implies that exactly one of $t_{1}+t_{2}, t_{1}^{\prime}+t_{2}^{\prime}$ is even. We thus conclude that $\left|t_{1}-t_{1}^{\prime}\right|+\left|t_{2}-t_{2}^{\prime}\right| \geq 2$, and the constraints are satisfied.

By scaling this dual solution down by a factor of $2 t_{\max }$, we obtain a feasible dual solution for the LP relaxation of (A.1) with objective value $n / 4 t_{\text {max }}$, implying our primal solution is optimal. Therefore,

$$
c^{*}-c_{S T A T}=\frac{n}{4 t_{\max }}=\frac{\left(t_{\max }+1\right)^{2}}{16 t_{\max }} \geq \frac{t_{\max }}{16},
$$

and the result follows as $t_{\text {max }}$ can be made arbitrarily large.

## A. 3 Proof of Proposition 4.6.6

We prove the equivalent statement $z_{P A R T}=z_{D E G}$, splitting the result into two parts.

Lemma A.3.1. $z_{P A R T} \leq z_{D E G}$.

Proof. We argue than any fractional solution to the maximization version of (4.10) implies a corresponding fractional solution to (4.8) with the same objective value. Given a fractional solution $\eta$ to the partition formulation, we construct a solution $\rho$ by setting $\rho_{i, j}=\sum_{S \in \mathbb{S}, S \ni i, j} \eta_{S}$, for job pairs $i, j \in O$.

To see that $\rho$ is feasible, suppose it violates constraint (4.8b) for some clique $C$ and job $i$; this implies $1<\sum_{j \in C \mid j \neq i} \rho_{i, j} \leq \sum_{S \in \mathbb{S}(i)} \eta_{S}$, but this contradicts the feasibility of $\eta$ for the LP relaxation of (4.10). Furthermore, the objective coefficient of a set $S$ in maximization terms is $\omega_{S}=\sum_{i, j \in O} \mathbb{1}_{\{i, j \in S\}} O_{i, j}$; this implies

$$
\sum_{i, j \in O} o_{i, j} \rho_{i, j}=\sum_{i, j \in O} o_{i, j}\left[\sum_{S \in \mathbb{S}} \mathbb{1}_{\{i, j \in S\}} \eta_{S}\right]=\sum_{S \in \mathbb{S}}\left[\sum_{i, j \in O} \mathbb{1}_{\{i, j \in S\}} o_{i, j}\right] \eta_{S}=\sum_{S \in \mathbb{S}} \omega_{S} \eta_{S} .
$$

Lemma A.3.2. $z_{D E G} \leq z_{P A R T}$.

Proof. Take a solution $\rho$ to the linear relaxation of (4.8). We make use of the following LP to obtain a minimally infeasible projection of the solution $\rho$ into the space of $\eta$ variables:

$$
\begin{array}{rlr}
\min _{\eta, \nu \geq 0} & \sum_{i \in J} \nu_{i} & \\
\text { s.t. } & \sum_{S \in \mathbb{S}(i)} \eta_{S} \leq 1+\nu_{i} & \forall i \in J \\
& \sum_{S \in \mathbb{S}, S \ni i, j} \eta_{S}=\rho_{i, j} & \forall i, j \in J . \tag{A.3c}
\end{array}
$$

This LP attempts to find a fractional solution $\eta$ that corresponds to the solution $\rho$, while minimizing the violation of the partition constraints. We only need to consider overcoverage of a job, as under-coverage can be resolved by appropriately assigning weight to $\eta$ variables corresponding to single jobs. If the optimal objective to LP (A.3) is zero, there is a feasible projection and the result follows; assume otherwise that $\sum_{i \in J} \nu_{i}>0$, and let $i$ be some job with $\nu_{i}>0$.

Let $\mathbb{S}^{\prime}(i)$ be the set of feasible sets containing $i$ with $\eta_{S}>0$. We assume the sub-graph
induced by each set is connected and that, for each $S \in \mathbb{S}^{\prime}(i)$, every job in $S$ overlaps job $i$. We may assume this without loss of generality, as we can group all jobs up to and including the first job overlapping $i$ into a single job, and similarly for jobs after $i$. If the sets induce disconnected graphs, they can be instead split into connected components with different $\eta$ variables.

Construct a graph as follows. For each $j \in S \backslash\{i\}, S \in \mathbb{S}^{\prime}(i)$, create a node $(j, S)$; let the set of these nodes be $N$. Two nodes $\left(j_{1}, S_{1}\right),\left(j_{2}, S_{2}\right) \in N$ are adjacent if $j_{1}=j_{2}$ or jobs $j_{1}, j_{2}$ overlap. This graph is a conflict graph of the jobs that overlap $i$ in the current solution, potentially copied if a job $j$ is in multiple sets in $\mathbb{S}^{\prime}(i)$. We associate each node $(j, S) \in N$ with a weight $\zeta_{(j, S)}=\eta_{S}$, representing the amount of coverage that $S$ provides in the constraints of (A.3).

Consider two cases. First, assume $\left|\mathbb{S}^{\prime}(i)\right|$ equals the coloring number of this graph. If this is the case, since the graph is the conflict graph of interval jobs, there must be some clique of size $\left|\mathbb{S}^{\prime}(i)\right|$. This means there is some set of nodes $N^{\prime} \subseteq N$ with $\left|N^{\prime}\right|=\left|\mathbb{S}^{\prime}(i)\right|$, with all nodes adjacent; let $N^{\prime}(j)$ be the set of these nodes containing $j$. As the nodes $N^{\prime}$ are all adjacent, either the corresponding jobs overlap or are duplicates of the same job. This means that there is some maximal clique $C \in \mathbb{C}$ in the original instance containing all of the jobs covered by nodes in $N^{\prime}$; however, $\rho_{i, j} \geq \sum_{(j, S) \in N^{\prime}(j)} \zeta_{(j, S)}$ implies

$$
\sum_{j \in C /\{i\}} \rho_{i, j} \geq \sum_{j \in C /\{i\}} \sum_{(j, S) \in N^{\prime}(j)} \zeta_{(j, S)}=\sum_{S \in \mathbb{S}^{\prime}(i)} \eta_{S}>1,
$$

contradicting the assumption that $\eta$ is feasible. The equality follows as $\left|N^{\prime}\right|=\left|\mathbb{S}^{\prime}(i)\right|$ and no two nodes $\left(j_{1}, S_{1}\right),\left(j_{2}, S_{2}\right) \in N^{\prime}$ have $S_{1}=S_{2}$. The last inequality follows from the assumption that $i$ is over-covered by $\eta$, i.e. that $\nu_{i}>0$.

Now assume instead that $\left|\mathbb{S}^{\prime}(i)\right|$ is greater than the graph's coloring number; we do not need to consider the case in which it is less, as the packings $S \in \mathbb{S}^{\prime}(i)$ imply a coloring on this graph. Because the constraint matrix of (4.8) is rational, a solution to its LP relaxation
is rational; this implies that a solution to (A.3) is also rational. For each $S \in \mathbb{S}^{\prime}(i)$ we can write $\eta_{S}=p_{S} / q_{S}$ for some $p_{S}, q_{S} \in \mathbb{Z}_{\geq 1}$. Let $L$ be the least common multiple of $q_{S}$ for $S \in \mathbb{S}^{\prime}(i)$. Modify the previous graph by creating $p_{S} L / q_{S}$ copies of each node $(j, S) \in N$, yielding nodes $(j, S)_{\iota}$ for $\iota \in\left\{1,2, \ldots, \frac{p_{S} L}{q_{S}}\right\}$; the modified graph has the same edges as before. Each node $(j, S)_{\iota}$ gets weight $\zeta_{(j, S)_{\iota}}=1 / L$.

In this new graph, compute a minimum coloring. Let the set of color classes be $\mathbb{K}$. We use $\mathbb{K}(j)$ to denote the subset of those colors that contain nodes covering job $j$. We now modify the $\eta$ variables. First, set $\eta_{S}=0$ for $S \in \mathbb{S}^{\prime}(i)$ and leave the remainder unchanged. For each color class $K \in \mathbb{K}$, create a packing $S_{K}=\left\{j: \forall(j, S)_{\iota} \in K\right\} \cup\{i\}$ and set $\eta_{S_{K}}=1 / L$. If there are $K_{1}, K_{2} \in K$ with $S_{K_{1}}=S_{K_{2}}$, the weights can instead be aggregated, but for simplicity we assume that duplicate packings are allowed as they can be added to (4.10) without altering the objective. Let $\mathbb{S}^{\prime \prime}(i)=\left\{S_{K}: K \in \mathbb{K}\right\}$. This new solution does not change either the coverage of jobs $j \in J /\{i\}$ or $\rho_{i, j}$, as

$$
\sum_{K \in \mathbb{K}(j)} \eta_{S_{K}}=\sum_{S \in \mathbb{S}^{\prime}(i), S \ni j} \sum_{i=1}^{p_{S} L / q_{S}} \zeta_{(j, S)_{\iota}}=\sum_{S \in \mathbb{S}^{\prime}(i), S \ni j} \zeta_{(j, S)}=\rho_{i, j} ;
$$

this follows as each node covering $j$ must belong to a different class $K$ and the $\eta_{S}$ with $i \notin S$ are unchanged. Lastly, as we have computed a minimum coloring we know that the clique number equals $|K|=\left|\mathbb{S}^{\prime \prime}(i)\right|$, and this new solution returns to the first case.

Finally, we conclude that an optimal solution to LP (A.3) has $\sum_{i \in J} \nu_{i}=0$, implying that we can always find a fractional solution to (4.10) matching the given fractional solution to (4.8).
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