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Abstract

An important mechanism in redistribution of heat and salt in the ocean is

known as the global meridional overturning circulation. Oceanic overflows

contribute to the deep branches of the conveyor belt. Determining overflow

dynamics and kinematics is critical to estimating the changes in overflow

production and composition as it ultimately impacts global ocean circulation.

In this work, we first present the kinematics of a specific sea-strait, and then

study some aspects of overflow dynamics. We study the overflow of dense

water from Denmark Strait (known as Denmark Strait Overflow, DSO) which

feeds the lower limb of the conveyor belt in the northern extremity of the

Atlantic Ocean. We investigate the upstream pathways of the DSO through

the application of backward Lagrangian particle tracking in a realistic ocean

model. The Lagrangian analysis confirms the existence of previously known

branches from the North and it also reveals an additional pathway emerging

from south of Iceland. The southern pathways supply over 25% of the DSO

during winter of 2008 when the North Atlantic Oscillation (NAO) index was

positive and can potentially change depending on the phase of the NAO. The

southern pathways mark a more direct route from the near-surface subpolar
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North Atlantic to the NADW. The second part of this study involves the dy-

namics of overflow pathway partitioning and the effect of upstream reservoir

on overflow production for an idealized sea-strait geometry with a continu-

ously varying (parabolic) cross-section. We use rotating hydraulic theory and

idealized modeling to reveal the relation between reservoir conditions, strait

geometry, and overflow transport. The results reveal that the basin circulation

intrudes more into the channel for a wide parabola with low curvature than

a narrow parabola causing large variations in the interface height near the

channel. Far enough from the channel entrance, the hydraulically controlled

flow in the strait is nearly independent of the basin circulation regardless of

the parabolic curvature. Comparing the model to theory, we find that the

measurement of the wetted edges of the flow at the critical section can be used

for prediction of the volume flux. Based on this finding, we suggest three

monitoring strategies for transport estimation and compare the estimates with

the observed values at the Faroe Bank Channel. The results show that the

estimated transports are within the range of observed values. The third part of

this work is about the effect of hydraulic control on the variability in transport

observed in some sea-straits on timescales such as the seasonal cycle. We force

our numerical model with periodic inflow in the upstream basin for subcritical

and hydraulically controlled flow to see the effect of hydraulic control on the

suppression of time variability. Results reveal that although the narrowing

and shallowing of topography lead to a local suppression of time dependence,

the hydraulic control at the sill causes a further suppression of time variability.
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Chapter 1

Introduction

Never my heart deprived of
knowledge, few secrets were not
divulged
for seventy-two years I pondered
day and night, only to know that
I know nothing.

Omar Khayyam, Rubaiyat.

1.1 The role of deep ocean passages in the climate
system

Sills, straits, and passages connect separate ocean basins. A sill is a ridge that

separates one basin from another. An oceanic sill is a topographic saddle with

the sill depth analogous to the saddle point. In the deep ocean, sills connect

deep basins. The sill depth controls the density of waters that can flow over

the ridge. Similarly, straits and passages are submarine topographies, that

connect deep basins such as in fracture zones. These complex topographies

steer the flow and constrain it horizontally. They play an important role in the
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distribution of water masses and the location of currents.

Much of the mixing in the ocean occurs near these complex topographic

features and the boundaries. Observations in different parts of the global

ocean suggest that the flow over steep bottom slopes in the deep ocean is a

major mechanism for dissipating the ocean’s energy (Talley et al., 2013). The

flows of water through the straits, canyons, and over topographic features

are similar in many ways; these dense overflows undergo significant mixing,

entrain ambient fluid, which dilutes the temperature and salinity signal of the

water, and increases the volume flow (Price and Baringer, 1994; Chassignet,

Cenedese, and Verron, 2012). Although the mixing in overflows is highly

localized (North, Jochumsen, and Moritz, 2018), it plays a significant role

in influencing the large-scale ocean circulation (Koszalka, Haine, and Mag-

aldi, 2017). Overflows are stratified. As the water moves down topography

it accelerates due to gravity and the strong shear between different layers

with different densities lead to a turbulence-generating instability. They are

affected by rotation which constrains the flow to approximately follow topo-

graphic contours. Additionally, many of the passages, shallow or deep, are

strategically advantageous locations for the measurement of property fluxes

relevant to the ocean circulation and to the global climate due to their chocking

effect (Pratt and Whitehead, 2008).

1.2 Greenland-Scotland Ridge

The large-scale circulation of the ocean also known as the Meridional Over-

turning Circulation (MOC) consists of shallow and deep-water currents that
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transport mass, heat, carbon, and nutrients around the globe. One of the

components of the global ocean circulation is in the Atlantic Ocean basin and

is called the Atlantic Meridional Overturning Circulation (AMOC). The North

Atlantic Deep Water (NADW) is the major input of dense water sustaining the

AMOC. The densest component of NADW is provided by overflows through

Greenland-Scotland Ridge. The Greenland-Scotland Ridge is the gateway for

flow exchange between the Arctic Ocean, the Nordic Seas and the North At-

lantic Ocean. The dense and deep waters in the North Atlantic originate in the

Nordic Seas. It is also one of the few regions where considerable amounts of

atmospheric carbon dioxide (CO2) uptake by the ocean happens throughout

the year (Drange et al., 2005). The strong air-sea exchange of momentum, heat,

and freshwater in the Nordic Seas leads to a significant water mass transforma-

tion, especially during winter. Additionally, the carbon, nutrients, and oxygen

in these waters play an important role in determining the chemical properties

of the deep ocean and the carbon concentration of the atmosphere (Marinov

et al., 2008). It is also a key region where the dense waters that fill the deep

North Atlantic are formed. The flow through Denmark Strait and Faroe Bank

Channel accounts for about 90% of the total overflow entering the North

Atlantic Deep Water (Østerhus et al., 2019).

These two straits are the main gateways between the Nordic Seas and the

North Atlantic Ocean. The Nordic Seas are comprised of the Norwegian Sea,

Greenland Sea and the Iceland Sea shown in Figure 1.1. The warm Atlantic-

origin waters marked in red move northward via Norwegian Atlantic Water

(NAW) and the North Icelandic Irminger current (NIIC). These waters become
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densified in the Nordic Seas and return south via the East Greenland Current

(EGC), North Icelandic Jet (NIJ), and Iceland Faroe slope jet (ISFJ).

Figure 1.1: The Nordic Seas (the Greenland Sea, Norwegian Sea and Iceland Sea)
and the Irminger Sea are labeled. The pathways of warm Atlantic inflow and dense
outflow are shown in red and green arrows, respectively. Norwegian Atlantic Current
(NAC), North Icelandic Irminger Current (NIIC), East Greenland Current (EGC),
North Icelandic Jet (NIJ), and Faroe Bank Channel overflow are shown. The figure is
retrieved from Huang et al., 2020.

The Denmark Strait and Faroe bank Channel are the focus of this thesis.

Despite prior attempts to understand the overflow through Denmark Strait
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(known as DSO), its properties, sources and pathways are still mysterious.

That is because the characteristics of the DSO are variable at the Denmark

Strait. This makes it challenging to study the DSO from observations. Given

the complexity of observing the real-world ocean, exploring the DSO path-

ways in a realistic ocean model is needed.

The overflows of dense water at the Denmark Strait and Faroe Bank Chan-

nel are hydraulically controlled, meaning that the sills are able to regulate the

volume flow rate and the reservoir level (Käse, Girton, and Sanford, 2003;

Pratt and Whitehead, 2008). Therefore, hydraulic theory can explain the dy-

namics of overflow pathway partitioning and the effect of upstream reservoir

on overflow production for a given sea-strait geometry. The Denmark Strait

and Faroe Bank Channel are two examples of deep ocean passages in the

ocean that are advantageous sites for long term monitoring of deep transport.

In addition to illuminating the dynamics of the overflow, rotating hy-

draulics theory provides potential for simplifying monitoring strategy by re-

ducing the number of quantities that need to be measured. This has been done

before through previous analytical models (Whitehead, Leetmaa, and Knox,

1974; Gill, 1977; Whitehead, 1989; Whitehead, 1998; Borenäs and Nikolopou-

los, 2000; Killworth and McDonald, 1993) . However, the applicability of these

theories has been limited by idealizations such as restriction to zero or uni-

form potential vorticity (pv) and to channels with rectangular cross sections.

None of these studies considered various types of inflow and their effect on

the controlled flow in the channel, however, nor did they consider effects

of dissipation or friction. Helfrich and Pratt, 2003 developed an idealized
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model of a basin-strait system with bottom friction and three different basin

inflows. Their study was restricted to a channel with rectangular channel

cross section, bounded by vertical walls, as in most of the previous studies.

Despite mathematical convenience in considering a rectangular cross-section

it is not realistic in the real world. It is important to study the dynamics

of channels with continuously varying (parabolic) cross-sections to account

for the rounded nature of sea-strait topographies and potentially improve

monitoring strategies for realistic channel geometries.

At FBC, there is an observed seasonal variability in volume transport with

maximum in August and minimum in February (Østerhus et al., 2008). At

Denmark Strait, however, despite changes in overflow sources, the seasonality

in transport is weak (Huang et al., 2020). While the formation of overflow

water is a seasonal process, the seasonality at the sill section is weak. The time

variability in overflow transport can be studied through rotating hydraulic

theory.

1.3 Outline

In chapter 2 we focus on the kinematics of Denmark Strait Overflow and

address the following questions: What are the origins and pathways of the

DSO? How do the model pathways compare with observed pathways? How

do the temperature, salinity, depth and density of the overflow water evolve

along the DSO pathways?
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Chapter 3 focuses on exploring the dynamics of overflow pathway par-

titioning and the effect of upstream reservoir on overflow production for a

canonical sea-strait geometry. We study the dynamics of channels with con-

tinuously varying (parabolic) cross-sections to account for rounded nature

of sea-strait topographies. We also develop overflow monitoring strategies.

The theoretical result is applied to the Faroe Bank Channel case study and

is compared against observations. The following questions are addressed:

How does the change in channel geometry from rectangle to parabola change

the flow physics? What are the transport pathways from the mass source

through the basin, into the narrow strait and over the shallow sill? How do

these pathways change as the location of the mass source changes? How is the

interface in the channel affected by the parabolic bottom topography? What

are some possible monitoring strategies that take advantage of the fact that

hydraulic control and hydraulic criticality exist at or near the sill? What is the

best location to conduct monitoring with fixed instruments? Are there any

trade-offs in terms of convenience and accuracy between possible strategies?

The sources of the overflows can vary in time which can result in variability

in the overflow transport. In Chapter 4 we elaborate on the potential role of the

hydraulic control on the observed variability in transport at some sea-straits

such as FBC, by targetting the following questions: Does hydraulic control

suppress time dependence in the overflow transport? Does narrowing and

shallowing of topography lead to a local suppression of time dependence and,

if so, to what extent hydraulic control is implicated? Is the suppression of
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variability a function of frequency and amplitude of forcing?

Chapter 5 summarizes the key findings of each chapter and discusses

potential avenues for future work.

In the appendix, the findings from teaching experience and how that

informed my perspective on research is shared.
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Chapter 2

Lagrangian Perspective on the
Origins of Denmark Strait
Overflow

Time travels in diverse paces with
diverse persons. I will tell you
who time ambles withal, who
time trots withal, who time
gallops withal, and who he
stands still withal.

W. Shakespeare, As you like it.

2.1 Introduction

The dense waters entering the Atlantic Ocean from the northern latitudes spill

across the Greenland-Iceland-Scotland ridges through two main passages:

the Denmark Strait and Faroe Bank Channel. The two overflows merge after

entrainment to form the densest constituent of North Atlantic Deep Water

(NADW), which is the main contribution to the deep branch of the north

Atlantic Meridional Overturning Circulation (AMOC) (Swift, Aagaard, and
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Malmberg, 1980; Pratt and Whitehead, 2008; Østerhus et al., 2019). The focus

of this study is the origins of the dense water that cascades over Denmark

Strait, known as Denmark Strait Overflow (DSO). The DSO is a major export

route for dense waters in the Nordic Seas, feeding the deep western boundary

current (Dickson and Brown, 1994). The mean volume transport of the DSO

is approximately 3.2 ± 0.5 Sv (Macrander et al., 2007; Jochumsen et al., 2017).

Determining the overflow origins and pathways is important for estimating

the state and variability of the AMOC and hence the climate system.

Furthermore, water flowing across a topographic barrier is a ubiquitous

process in the ocean and the DSO is a prime example (Pratt and Whitehead,

2008). The flows of water through narrow straits, canyons and over topo-

graphic features are similar in many ways; these dense overflows undergo

significant mixing, entrain ambient fluid, which dilutes the temperature and

salinity signal of the water, and increases the volume flow (Price and Baringer,

1994; Chassignet, Cenedese, and Verron, 2012). Although the mixing in over-

flows is highly localized (North, Jochumsen, and Moritz, 2018), it plays a

significant role in influencing the large scale ocean circulation (Koszalka,

Haine, and Magaldi, 2017). Studying the DSO helps us understand common

features of climatologically important overflow processes in other parts of the

global ocean.

The fate and downstream evolution of the overflow and its variability

have been well studied through observations (Macrander et al., 2005; Tanhua,

Olsson, and Jeansson, 2008) and realistic modeling both in Eulerian (Köhl et al.,

2007; Haine et al., 2008; Almansi et al., 2017) and Lagrangian representations
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of the flow field (Koszalka, Haine, and Magaldi, 2013; Appen et al., 2014).

The formation, sources, and pathways of the DSO have also been studied

(Rudels et al., 2002; Köhl et al., 2007). However, despite various proposed

circulation schemes based on hydrographic transects (Harden et al., 2016;

Våge et al., 2013), the sources and details of the DSO upstream pathways

are still uncertain due to mesoscale eddy features, short timescale (3 - 5 day)

variability, mixing, and watermass transformation (Almansi et al., 2017; Spall

et al., 2019; Moritz et al., 2019).

There are two main hypothesized sources of the DSO. The first source is

the Atlantic-origin water (warmer than 0◦C) resulting from transformation in

the eastern part of the Nordic Seas (Mauritzen, 1996) and the second source

is the Arctic-origin water (colder than 0◦C) resulting from transformation in

the Greenland and Iceland Seas (Swift and Aagaard, 1981). The first source is

transported primarily by the East Greenland Current (EGC) that flows along

the east Greenland shelfbreak. The EGC bifurcates upstream of the Denmark

Strait, with one branch continuing along the east Greenland shelfbreak and a

separated branch called the separated EGC (sEGC) (Våge et al., 2013) located

farther offshore, near the base of the Iceland slope. The contribution of the

EGC to the DSO was recognized through hydrography, age analysis, and

isotope ratio measurements (Swift, Aagaard, and Malmberg, 1980; Smethie Jr.

and Swift, 1989; Rudels et al., 2002; Tanhua, Olsson, and Jeansson, 2005).

The second DSO source is carried by the North Icelandic Jet (NIJ) which is

centered near the 650 m isobath approaching Denmark Strait from the Iceland

slope (Jónsson and Valdimarsson, 2004; Våge et al., 2011; Semper et al., 2019).
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Chemical oceanography studies suggest that there are other water masses

contributing to the DSO (Jeansson et al., 2008; Tanhua, Bulsiewicz, and Rhein,

2005), but their percentage of contribution appears to be small (Mastropole

et al., 2017). The NIJ and EGC currents are observed to be less distinguishable

from each other closer to the Denmark Strait (Jónsson and Valdimarsson, 2004).

To distinguish the currents upstream of Denmark Strait, Harden et al. (2016)

analyzed data from a densely instrumented mooring array deployed from

September 2011 to July 2012 at the Kögur section, which is roughly 200 km

north of Denmark Strait (see Figure 2.1).
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Figure 2.1: The bottom topography of the model, and model boundaries. The iso-
bath shading is shown in logarithmic intervals. The abbreviation for topographic
features are: Denmark Strait (DS), Blosseville Basin (BB), Kolbeinsey Ridge (KR), and
Kangerdlugssuaq Trough (KT). The Kögur and Látrabjarg sections are shown with
black and green lines, respectively. A section at 70◦N, used for comparison with
observation is shown with blue line (see Figure 2.3). The Nordic Seas (the Greenland
Sea, Norwegian Sea and Iceland Sea) and the Irminger Sea are labeled in blue.

The sEGC is typically found near the base of the Iceland slope and is

often difficult to distinguish from the NIJ. In the yearly-mean hydrographic

and orthogonal velocity at the Kögur section, the NIJ and sEGC appear as a

single feature (Harden et al., 2016). The NIJ also interacts with the (inshore)

northward- flowing relatively warm and saline North Icelandic Irminger
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Current (NIIC) when the bottom topography steers the two currents close

together (Pickart et al., 2017).

These studies of the DSO sources and pathways have been mostly based

on Eulerian measurements and moorings at historical hydrographic sections.

Although they estimate transport and hydrographic properties, they do not

conclusively show the connectivity between sections and the evolution of

individual currents from one section to another (Jong et al., 2018). The vertical

sections are distant from each other, which makes it challenging to trace

the origins of the DSO water through the currents that carry them from one

vertical section to the other (Tanhua, Olsson, and Jeansson, 2008). There is only

one Lagrangian study from observations that investigates pathways of dense

water using acoustically tracked, high-resolution RAFOS float trajectories

(Jong et al., 2018). These float trajectories revealed new information on the

connection between the EGC and the NIJ, and on the subsurface circulation in

the Iceland Sea. But they are relatively few in number, and could not be tracked

through the Strait itself, leaving some gaps in our knowledge of pathways

leading up to the sill (Jong et al., 2018). Given the complexity of observing

pathways leading to the DSO, it is sensible to explore them in a realistic

circulation model, in particular to perform backward Lagrangian particle

tracking to investigate the origins of the dense waters flowing over the sill at

Denmark Strait. Here we apply this technique using a well-studied regional

model (Almansi et al., 2017) to trace the near-field origins of the overflow. The

available model run, described in detail in the following section, is 15 months

long, limiting our ability to study long term trends and seasonality with this
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particular simulation. Nevertheless, short term evolution of the Lagrangian

particle pathways and hydrographic properties leading up to the sill can be

revealed in detail.

The words origin and the DSO need to be carefully defined. The question

of the origin of a watermass is time and space dependent. The farther back

in time, the more distributed the origin of a watermass in space becomes. It

is important to determine how far back in time we are interested in the DSO

sources. In this paper, we define the word origin as the farthest upstream

location from the Denmark Strait in our computational domain within a three

month time window, which is the shortest length within the time boundaries

of our model run that reveals geographically distinct DSO sources. The DSO

needs to be defined as well. In the literature various criteria based on temper-

ature or density have been used (Cooper, 1955; Tanhua, Olsson, and Jeansson,

2008; Behrens et al., 2017). In this study, we use the most common definition by

Dickson and Brown, 1994: The DSO is the water with σθ ≥ 27.8 kg m−3 at the

Látrabjarg sill section (see Figure 2.1) that flows southwards after cascading

over the Denmark Strait (by sill section we mean the saddle point in the bottom

topography that the Látrabjarg section transects). In this paper, we address

the following questions: What are the origins and pathways of the DSO?

How do the model pathways compare with observed pathways? How do

the temperature, salinity, depth and density properties evolve along the DSO

pathways? How do the Lagrangian pathways improve our understanding of

circulation in the area? How do the main currents interact? What is the best

schematic representation of the DSO pathways?
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In section 2 of this chapter, the details of the numerical model, the particle

tracking code, and the observational data used for this study are discussed.

In section 3 model results are compared with observations, the Lagrangian

particle tracking results are presented, and the DSO particle properties, trajec-

tories, and preferred pathways are investigated. A summary and discussion

are provided in section 4.

2.2 Methodology

2.2.1 Numerical model configuration

The flow field is calculated using the hydrostatic version of the Massachusetts

Institute of Technology General Circulation Model (MITgcm) developed by

Marshall et al., 1997. It solves the Navier-Stokes equations under the Boussi-

nesq approximation for an incompressible fluid in a rotating frame of reference.

The model domain is configured for the Denmark Strait and it includes the

sub-Arctic region from the Greenland Sea to Cape Farewell (Figure 2.1). The

model simulation period is from 01-Sep-2007 to 30-Nov-2008. The temporal

resolution of the model is 30 seconds but the output is stored every 6 hours.

The horizontal grid resolution is 2 km in the center of the domain from 60◦N

to 71◦N (Figure 2.1), and it decreases to 4 km moving toward the boundaries.

The vertical grid resolution decreases from 2 to 15 m in the upper 120 m and

is 15 m thereafter.

The model configuration is identical to that of Almansi et al., 2017, except
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that the atmospheric forcing at the surface (air temperature, specific humid-

ity, wind, evaporation, precipitation, and radiation) is based on three hourly

15 km resolution fields from the regional Arctic System Reanalysis product

(ASRv2;UCAR-NCAR and OHSTATE-POLARMET, 2017). The model is ini-

tialized using the global 1/12◦ reanalysis of the HYbrid Coordinate Ocean

Model (HYCOM) + Navy Coupled Ocean Data Assimilation (NCODA) (Cum-

mings and Smedstad, 2014), and a coupled ocean-sea ice data assimilation

product for the North Atlantic Ocean and Arctic called the TOPAZv4 monthly

reanalysis (Sakov et al., 2012). At the open boundaries, time series of velocity,

temperature, and salinity from HYCOM + NCODA are used. The sea surface

temperature is relaxed to the satellite data from the Operational Sea Surface

Temperature and Sea Ice Analysis (OSTIA) global product with a time scale

of 5 days (Donlon et al., 2012). The oceanic component is coupled with the

MITgcm sea ice model (Losch et al., 2010). Freshwater forcing from runoff,

and solid and liquid discharge is used along the Greenland coast from a com-

bination of climate models, remote sensing, and terrestrial data (Noël et al.,

2016; Bamber et al., 2012).

2.2.2 Passive Lagrangian Particle Tracking

Lagrangian trajectories of virtual particles are calculated using a three dimen-

sional particle tracking package developed by Koszalka, Haine, and Magaldi,

2013 and Gelderloos et al., 2016 in MATLAB (Reichelt and Shampine, 2010).

For this study, the code is extended to compute the trajectories at a single
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depth level in isobaric mode as well. The algorithm employs a MATLAB built-

in Ordinary Differential Equation (ODE) solver to solve for particle position at

each time step. The particles at each time step are advanced with the two- or

three-dimensional velocity field linearly interpolated to the instantaneous po-

sition of the particle. The code does not have explicit diffusion, as we assume

all the information about the flow is contained in the velocity field output of

the MITgcm model. The velocity component normal to boundaries is zero and

the particles slide along the solid boundaries of the domain. The evolution of

tracer fields such as salinity and temperature along the Lagrangian paths are

obtained by nearest-neighbor interpolation of the model output to the particle

positions. The model equation of state (Jackett and Mcdougall, 1995) is then

used to compute the density of the particles.

2.2.3 Observations

Several observational data sets are compared to the model output to build

confidence in the realism of the model. Shipboard data, moorings, and hy-

drographic sections are used to perform the comparison in an Eulerian frame,

while RAFOS float trajectories and properties (Jong et al., 2018) are used to

perform the comparison in a Lagrangian frame.

2.2.3.1 Kögur mooring array

In order to perform model-data comparison upstream of Denmark Strait,

data from the Kögur mooring array is used. Harden et al., 2016 analyzed
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results from a year-long densely instrumented mooring array upstream of

the Denmark Strait, across the Blosseville Basin and along the Kögur section

(shown in Figure 2.1). Each of the 12 moorings was equipped with instruments

measuring temperature, salinity, pressure, and current velocity. The data

coverage is from 29-Aug-2011 to 30-Jul-2012. The hydrographic and the

velocity data are interpolated into a structured grid with a spatial resolution

of 8 km in the horizontal and 50 m in the vertical direction. The temporal

resolution of the gridded product is 8 hours. Harden et al. (2016) explain the

details of the data and interpolation scheme used for gridding the data in their

Appendix A and B.

2.2.3.2 RAFOS float and shipboard data

In order to make a direct comparison between the model Lagrangian trajec-

tories and the floats, we use isobaric RAFOS floats deployed near 70◦N on

a zonal section in July 2014 (Jong et al., 2018). The complete RAFOS dataset

contained 52 floats, but only the 11 floats that drifted near the Denmark Strait

are considered here. The information about these floats studied here is listed

in Table 2.1. They are isobaric subsurface drifters ballasted for the depth of

interest and the hydrographic properties of the study region (Rossby, Dorson,

and Fontaine, 1986). The floats were tracked by acoustic signals on a daily

schedule from six sound sources moored in the Iceland Sea (Jong et al., 2018).

They provide pressure, temperature, and arrival times of acoustic signals

along their trajectories. They were deployed in water with σθ >28.0 kg m−3 in

order to be embedded in the overflow water. At the RAFOS float deployment

locations, shipboard conductivity-temperature-depth (CTD) measurements
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were taken. The CTD data are used to make a direct comparison of tempera-

ture and salinity at the initial positions of the RAFOS floats and the modeled

Lagrangian particles.

2.2.3.3 Hydrographic data

Data provided by the Marine and Freshwater Research Institute (Malmberg

and Valdimarsson, 2003) are used to verify the realism of the model at the

Látrabjarg section. The data are from a monitoring project in Icelandic waters

that has been ongoing since 1990 (Malmberg and Valdimarsson, 2003), and the

research on the Icelandic waters hydrographic variability and environmental

effects on Icelandic fisheries (Palsson, Astthorsson, and Valdimarsson, 2012).

In addition, hydrographic profiles from year 1980-2017 on the Iceland shelf

are collected from various databases such as Unified Database for Arctic and

Subarctic Hydrography (Behrendt et al., 2017), World Ocean Database (WOD,

2013), and International Council for the Exploration of the Seas (ICES, 2006).

These data are used to better understand the characteristics of water on the

Iceland shelf.

2.3 Results

2.3.1 Comparison with observations

2.3.1.1 Moorings at Kögur

The model results are compared with the year-long mean hydrographic prop-

erties and orthogonal velocity from the Harden et al., 2016 Kögur mooring

deployment (Figure 2.2).
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Figure 2.2: Comparison of year-long mean hydrographic properties and orthogonal
velocity from model (a), (c) and (e) with mooring observations (b), (d), and (f) at the
Kögur section. Distance is measured along the section from the Iceland shelf break.
The mooring locations are marked by cyan diamonds. Isopycnals are contoured in
black. The 27.8 kg m−3 isopycnal is highlighted by the bold black contour. The vertical
dashed line indicates the location where the orientation of the section changes (see
Figure 2.1). The equatorward orthogonal velocities in panels (e) and (f) are positive.

Although the year of observation (2011-2012) does not coincide with the

modeled year (2007-2008), the hydrographic structures from the model (panels

(a) and (c)) match the observations (panels (b) and (d)) well. The transition
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from warm and salty North Atlantic water with sub-tropical origin (referred

to as Irminger Water) to the cold and fresh Polar Surface Water in the upper

layer is evident in both the model and observations along the section from

east to west. The cold and fresh Polar Surface Water extends across the section

from the west in both cases. The Irminger Water region extends somewhat

further in the observations than in the model.

Harden et al., 2016 observed two water masses below the 27.8 kg m−3

isopycnal: the Recirculated Atlantic Water and Arctic-origin Water. The Re-

circulated Atlantic Water, defined by potential temperature, θ > 0◦ C, and

salinity, S > 34.9, is observed between depths of 300 and 800 m. The Arctic-

origin Water with θ < 0◦C and σθ > 28 kg m−3 is found below 800 m closer to

Greenland, but it can also be seen at shallower depths on the Iceland slope.

These two water masses can be seen in the model, too; however, the model

mean potential temperature is higher by about 0.2◦C in the deeper part of the

section (below 1200 m), and also the Arctic-origin Water is less extended to

the Iceland side of the Strait (see supplementary material for comparison of

model with observations in θ − S diagram).

The isopycnal structure in the model is similar to that of the observations in

the middle and western parts of the section. However, the slope of isopycnals

is steeper towards the Iceland shelf in the observations which has dynamical

implications for the strength of the NIJ. The model has a lower shear and

slightly smaller orthogonal velocity in the year-long mean field as shown

in Figure 2.2 (e) and (f). The individual snapshots (not shown) have better

consistency with observations in isopycnal structure. Moreover, the isopycnals
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are slightly deeper in the model, consistent with the deep warm bias found at

Denmark Strait by Almansi et al., 2017.

The orthogonal velocity in both panels (e) and (f) consists of two main

equatorward currents, one on the Greenland side and the other on the Iceland

side. The model agrees well with the observations in capturing the surface-

intensified East Greenland Current on the Greenland shelf break. The EGC

maximum velocity at its core is 0.3 m s−1 in both model and observations.

As Harden et al., 2016 describe, on the Iceland side there are two distinct

currents that appear as a single feature in the mean field: the NIJ, a mid-depth

intensified flow positioned near the 650 m isobath, and the sEGC, a surface-

intensified current located seaward of the NIJ. In the annual mean field, the

NIJ and the sEGC have one core in both observations and model. However,

the two currents appear as distinct features with separated cores in some

individual snapshots (not shown). Using orthogonal velocity to distinguish

the two currents can be difficult due to the transient nature of the NIJ and

sEGC. Below, the Lagrangian particles help us understand the pathways and

variability of the two currents.

Besides the equatorward currents, there are two regions with mean pole-

ward velocity. One is the NIIC on the Iceland shelf that carries warm subtropical-

origin water into the Nordic Seas. The other is a weak flow on the Iceland

slope that Harden et al., 2016 attributed to a signature of recirculation of water

that previously passed through the section. The model orthogonal velocities

are consistent with these observations (Figure 2.2 panels (e) and (f)), and the

model Lagrangian particle trajectories confirm the recirculation (see section b
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below).

2.3.1.2 Comparison with float and ship data

Figure 2.3 shows a comparison between data from the shipboard CTD survey

on the release date of the RAFOS floats with the model results. The CTD

survey took place on 12-Jul-2014 and 13-Jul-2014. As the observations com-

prise a single snapshot in time, in order for the comparison to be relevant, the

mean potential temperature and salinity in the month of July from the model

is used. The CTD data is also compared with daily snapshots in the month

of July from the model (not shown), and no significant difference with the

mean section was observed. The depth and overall structure of the isopycnals

in the model are similar to the observations. The deepening and shoaling of

28.05 kg m−3 isopycnal varies in daily snapshots, but the average depth of the

isopycnal is consistent with the observations. The surface temperature along

the section is also consistent. East of 17◦W the water column temperature and

salinity structure are in good agreement with the data, but the model is slightly

fresher. However, the subsurface temperature and salinity near the Greenland

shelf from 50 to 380 m depth is higher by 1.15 ± 0.77 ◦C and 0.4 ± 0.27 in the

observations. Between 380-750 m, which includes the depth range where the

floats are released, the model agrees well with the observations.
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Figure 2.3: Comparison of hydrographic properties at 70◦N from model (a) and (c)
with CTD section (b), and (d) surveyed in July 2014 at the RAFOS float release date.
The model vertical section is the mean of July 2008. The station positions along the
section are marked by cyan diamonds. Isopycnals are shown with black contours.
The release position along the section and depth of the RAFOS floats considered in
this study are marked by white circles. Note that all of the floats are located deeper
than 500 m.

In order to determine how the hydrographic properties evolve in time, we

also compare the model with observations in a Lagrangian framework. A

set of 400 particles seeded at 70◦ N are tracked forward in time in isobaric

mode at 600 m depth. This mimics the constraint placed on the RAFOS

float trajectories listed in Table 2.1. The depth of 600 m is used because it is

close to the average depth of the floats (560 m). Figure 2.4 shows the float

trajectories and simulated Lagrangian particle trajectories and the evolution

of temperature and pressure along these paths. The RAFOS trajectories are

compared with the modeled particle trajectories for 139 days during the same

time of the year from mid-July to the end of November, which was the last
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day at which the model outputs are available.
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The observed float trajectories are within the range of the modeled particle

trajectories. The EGC is visible in both the observed and modelled particle

trajectories. The model particles also reveal a northward flow offshore of the

EGC. This pathway is due to intermittent eddies visible in the Eulerian velocity

field at 600 m depth, which was not likely to be captured by only the two floats

released close to it. In Figure 2.4 (a) and (b), the evolution of temperature and

pressure for the 11 selected floats are shown. The O(100m) spikes in one float’s

(RFS1209) pressure record occurred when that float was traveling along the

east slope of Greenland, embedded in the EGC (Figure 2.4 (b)). These pressure

excursions are coincident with the float measuring warmer temperatures (∼

0.5◦C warmer, Figure 2.4 (a)), and were likely due to the float being pushed

up-slope by strong upwelling. Evidence of up-slope excursions, measured by

other floats included in the complete RAFOS data set, were found in other

locations in the Iceland Sea, and most prevalent along the northwest slope of

Iceland (Jong et al., 2018). Some of the float temperature measurements fall

within the envelope of model particle temperatures. However, some others are

colder than model particles by 0.1± 0.045◦C, which is well within the range of

observed interannual variability (Lauvset et al., 2018). The RAFOS floats were

not equipped with conductivity sensors; therefore, salinity evolution along

the float trajectories is not possible.

2.3.1.3 Comparison at the Látrabjarg section and Evidence of Dense water
on the Iceland shelf

The fidelity of the model has already been studied at the Látrabjarg section

by Almansi et al., 2017, who showed that the model hydrography resembles

28



Figure 2.4: Evolution of (a) in-situ temperature and (b) pressure of model Lagrangian
particles and RAFOS floats. The blue shade shows the 5th and 95th percentile ranges
of the particle temperatures. The solid black line shows the mean particle temperature.
The red lines show the RAFOS float time series. All the modeled particles are confined
to 600 m depth (the blue line in panel (b)). (c) Lagrangian trajectories of the model
particles (blue) and the RAFOS floats (red). Only 50 model trajectories are shown.
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shipboard CTD observations between 1990 and 2012 at Látrabjarg (Figure

4 in Almansi et al., 2017). That study concluded that the model captures

all of the major currents (the NIIC, the NIJ, and the EGC) along the section.

The hydrographic structures are shown to be consistent with the detailed

observational studies performed by Mastropole et al., 2017 at Denmark Strait.

The comparison by Almansi et al., 2017 was focused on the western side of

the Denmark Strait where the bottom intensified DSO is located. The DSO is

the dense (σθ ≥ 27.8 kg m−3) southward flow banked against the Greenland

side of the trough in Denmark Strait. However, observations show evidence

for the existence of dense water (satisfying the DSO density criterion) on the

Iceland shelf occasionally in winter (Våge et al., 2015).

In Figure 2.5 the model-mean section in February is compared with obser-

vations from February 1997. They both show steep isopycnals from 27.6 to 27.8

kg m−3 on the Iceland shelf. The 27.8 kg m−3 isopycnal on the Iceland shelf

lies further westward in the model than the observations by approximately 70

km, and it continues through the trough and changes slope on the Greenland

side. The same isopycnal structure is evident from the observations but for

the 27.6 and 27.7 kg m−3 isopycnals. The continuity of isopycnals from the

Iceland shelf to the trough is seen from January to March in the model with the

isopycnals being steep and outcropping to the surface by the end of February

and early March. The model shows biases in the surface salinity (about + 0.1

or less) which could be the potential reason why the dense water at the shelf

appears to occupy a larger area than the observations. The dense water on the

Iceland shelf has been observed in other years as well, however it is sparse in
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winter.

Figure 2.5: Comparison of hydrographic properties from model (a) and (c) with CTD
sections (b) and (d) surveyed in February 1997 at the Látrabjarg section (see Figure
2.1). The model vertical section is the mean of February 2008. The February 1997
is selected as the observational evidence for the dense water on the Iceland shelf.
Isopycnals are contoured in black. The 27.8 kg m−3 isopycnal is highlighted by the
bold black contour. The Iceland shelf dense water in the observations is annotated by
the arrows.

Our exploration of the Unified Database for Arctic and Subarctic Hy-

drography (Behrendt et al., 2017), World Ocean Database (WOD, 2013), and

International Council for the Exploration of the Seas (ICES, 2006) database
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revealed that out of 3700 individual profiles near the Iceland shelf (within

about 100 km periphery of Iceland’s west coast) spanning from 1980-2018,

about 800 of them were collected in the winter (JFM). Despite the limited

winter observations, 20 out of 200 profiles show the dense water (σθ ≥ 27.8 kg

m−3) on the shelf along Látrabjarg section (in depths shallower than 230 m).

These 20 profiles are spread over the years 1981-1984, 1990, 1993, and 1995

which have relatively high North Atlantic Oscillation (NAO) index.

2.3.2 Backward tracking of particles released at Látrabjarg

To determine the near-field origins and pathways of the DSO, passive par-

ticles are released at the Látrabjarg section at the end of each month from

30-Nov-2007 to 31-Oct-2008. There is an ensemble of twelve particle release

experiments (see Table 2.2). Each ensemble member is tracked backwards

in time for three months in three-dimensional space. This length of time

was chosen because it is the shortest time period at which the geographical

distribution of pathways, the watermasses and properties of the DSO sources

can be identified. We explored backtracking of longer time-period (4,5, and

6 months) to be sure 3 months was an appropriate time-scale. The particle

seeding resolution is 0.5 km in the horizontal and 25 m in the vertical direction.

All particles are seeded below the 27.8 isopycnal satisfying the conventional

overflow threshold in the literature, which we refer to as dense particles (see

Table 2.2). The total number of backward tracked dense particles over all

ensemble members is 18399.
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The backward tracking alone does not reveal what fraction of the dense

water eventually cascades over Denmark Strait. Therefore, each ensemble

member is also advanced forwards for 30 days. Particles that appear south

of Denmark Strait after 30 days are considered to have participated in the

DSO, regardless of their final density. The total number of these so-called DSO

particles is 13708, which is 74.5% of all the dense particles. It is found that

the ratio of the DSO to the dense particles varies between ensemble members.

The information about each ensemble member is listed in Table 2.2. Notice

that although the number of dense particles is highest in February and March,

the number of DSO particles does not increase proportionally. In fact, the

ratio of the DSO to the dense particles decreases in March. This is because

the Irminger Current is colder in winter and spring (by 1.8 ◦C, Mastropole

et al. 2017), and becomes denser as it moves northwards until some of it

satisfies the σθ ≥ 27.8 kg m−3 criterion. This dense water continues northward

and mixes with surrounding water, namely the southward flowing EGC and

NIJ, and some fraction of it cascades over Denmark Strait within 30 days.

This splitting and retroflection of the Irminger Current in the vicinity of the

Denmark Strait was demonstrated by Valdimarsson and Malmberg, 1999 and

discussed in Rudels et al., 2002 as well. However, in that study, the location

of the splitting was not fully identified. The Lagrangian trajectories in the

following section reveal the time-varying location of this bifurcation. For the

rest of the paper, the DSO particle trajectories and hydrographic properties

are discussed; studying the properties and pathways of dense water that does

not cascade over the Denmark Strait (the difference between columns 5 and 6

in Table 2.2) is beyond the scope of this research.
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The backward trajectories of the DSO particles reveal different sources for

the DSO. Figure 2.6 (a) shows the geographical distribution of the particles

three months before reaching the Látrabjarg section, at their origin, color

coded by ensemble member (see also Table 2.2). The DSO particles come

from both north and south of the Denmark Strait, with 83.6% originating from

the north. The geographical distribution of the DSO particles at their origins

are nearly identical throughout the year between all ensemble members, but

the fractions from north and south of the sill vary. To study this variability

for each ensemble member, the DSO particles are categorized into different

subsets, based on geographical origin. They are naturally broken down into

the northern- and southern-origin subsets. The southern origin subset is

further separated into two groups, depending on whether they arrive at the

Icelandic side of the Látrabjarg section east or west of 26.5◦W (star marker on

Figure 2.6 (a)). Figure 2.6 (b) shows the variation in the fraction of the DSO

particles flowing from the north (abbreviated as N), the south and west of

26.5◦W (abbreviated as S), and the south and east of 26.5◦W, on the Iceland

shelf (abbreviated as ISh) for each ensemble member. In summary, the DSO

particles are categorized into N, S, and ISh subsets based on where they

originate. The trajectories and properties of the particles in each individual

subset are now discussed in detail.
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Figure 2.6: (a) The geographical distribution of the DSO particles at their origins color
coded by ensemble member ID. (b) The fractions of the DSO particles in each subset.
The fractions are variable for each ensemble member. N, S and ISh in the legend
mark the north (blue), the south and west of 26.5◦ W (red) and the south and east
of 26.5◦ W on the Iceland shelf (yellow) subsets, respectively (see Figure2.15 for the
subsets). The 26.5◦ W is marked with the star. The dates at the origin and the release
dates at Látrabjarg are shown below the abscissa. The total contribution from the
south is highest for release V.
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The fraction of the DSO particles from the south (S + ISh) which is persis-

tent throughout the year, is highest at the end of March (ensemble member V),

with a mean contribution of 16.3 %. The contribution from the ISh subset is

present only between December 31st to April 30th (ensemble members III, IV,

V, and VI) with a peak of 12.8% of DSO particles at the end of February. The

depth-longitude positions of the DSO particles at the Látrabjarg section can

be seen in Figure 2.7, color coded by the origin subsets. Note that the S and N

subsets both occupy the western side of the section and the ISh subset, sepa-

rated from the others, occupies the eastern side of the section. The presence of

DSO particles in depth-longitude space is consistent with the observations of

dense water at the Látrabjarg section, discussed earlier (Figure 2.5).
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Figure 2.7: Depth-longitude distribution of the DSO particles at the Látrabjarg section.
The particles are color coded by the origin subsets for each ensemble member as in
Figure 2.6 (b) (particle trajectories in N, S, and ISh subsets are colored in blue, red
and yellow). For clarity, the release dates of particles at the Látrabjarg section are
shown (also see Table 2.2). The 27.8 kg m−3 isopycnal is highlighted by the bold black
contour. The vertical dashed lines at 26.5◦ W separate the ISh subsets from the the
rest of the south particles (the S subsets) for each ensemble member.
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The DSO particles are tracked backwards from their release point at the

Látrabjarg section. However, for the sake of visualization, analysis, and dis-

cussion their trajectories are plotted forward in time to the Látrabjarg section.

Figure 2.8 shows the trajectories of the DSO particles approaching Denmark

Strait. To avoid clutter, instead of plotting the full trajectories of individual

particles, 10 day long pathlines of every 5th DSO particle in each subset are

plotted. The visualized trajectories are representative of trajectories of all

the DSO particles. Note that, not all the DSO particle trajectories at all times

look like the trajectories in Figure 2.8 (see the supplementary animations).

The northern pathway (in blue) is present in all months. The DSO particle

trajectories in subset N depict the conventional route of the DSO along the

east Greenland shelf break; that is, the EGC. The bifurcation of the EGC is

also evident from the trajectories (and better visualized in the animations):

sometimes the separation takes place north of the Kögur section (≈ 68◦N in

ensemble members I, IV, VI, and IX), and other times the separation takes

place south of it within the southern part of the Blosseville Basin (≈ 67◦N in

ensemble members V and VIII).
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Figure 2.8: The upstream trajectories of every 5th DSO particle in each subset moving
toward the Látrabjarg section. Trajectories are plotted as pathline segments trailing
behind particle markers for 10 days. The top date on each subplot shows the date
at the origin (see also Table 2.2, column 3). The bottom date shows the date when
particles are at their marker location. The faster the particles move, the longer are
their tails. The particles are color coded by the origin subsets for each ensemble
member as in Figures 2.6 (b) and 2.7 (see also the supplementary animation).
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The particle trajectories show that the separation from the EGC takes place

in multiple locations along the east Greenland shelf (mostly south of ≈ 70◦N).

The trajectories of DSO particles in the N subset show that sometimes the

bifurcated branches reunite with the EGC (e.g. in ensemble members III and

IX), and other times they shift to the middle of the basin and continue south.

Concurrently, the NIJ is evident from the Lagrangian particle trajectories on

the northwest Iceland slope: sometimes very close to the Kolbeinsey Ridge

(e.g. in ensemble members I, IV, X, XI, and XI) and sometimes about 130 km

southwest of the ridge, closer to the Kögur section (e.g. in ensemble members

V-VII). The DSO particle trajectories also reveal that sometimes the sEGC

swings toward the Iceland shelf, interacts with the NIJ and the two currents

merge and continue south along the Iceland shelf. This interaction is clearly

visible from the animations of particle trajectories, provided as supplementary

material. Notice that, although the particles follow the currents, they do not

necessarily stay in one current at all times. In other words, the Lagrangian

trajectories are in principle distinct from the currents (velocity maxima). The

separation from the EGC and its interaction with the NIJ is also observed

by Våge et al., 2013. The interaction happens at different times and places

along the path for each ensemble member. As the simulated trajectories

cover only one year, detecting the sEGC and the separation frequency is hard;

nevertheless, there is no strong evidence of seasonality. Besides, as discussed

above, the sEGC appears to be intermittent.

The DSO particles in the S and ISh subsets have a similar spatial distribu-

tion at their origins for ensemble members III - VI (Figure 2.8). The majority of
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particles in the ISh subsets, however, move along shallower isobaths (depth ≤

300 m, Figure 2.12 (c)) than the particles in the S subsets (depth ≈ 400-800 m,

Figure 2.11 (c)). Particles in both subsets flow northward toward the Denmark

Strait. The particles in the S subset then encounter the southward flowing

particles in the N subset, retroflect, and flow south again, to reach the western

side of the Látrabjarg section. In contrast, the northward flowing ISh particles

arrive at the eastern side of the Látrabjarg section and predominantly continue

northwards with the NIIC. Most of these particles return south within 20 days

of crossing the Látrabjarg section in the forward run. Figure 2.9 shows the

particle trajectories at the end of the forward run for each ensemble member.

The particles in the S and N subsets cascade over Denmark Strait and trace

multiple recirculations in the Kangerdlugssuaq Trough. These cyclonic recir-

culations are also detected by Koszalka, Haine, and Magaldi, 2013. Finally, the

recirculated particles continue to flow south along the east Greenland shelf

following the traditional DSO path (Dickson and Brown, 1994). Similarly, the

particles in the ISh subsets cascade over Denmark Strait but with a time lag of

about 20 days compared to the other subsets. They then follow a similar path

to the particles from the N and S subsets. Notice that very close to the Látrab-

jarg section immediately before and after cascading the Denmark Strait, the

particles from all subsets follow nearly identical pathways. If the particles of

each subset were not color coded differently, they would be indistinguishable.

Here, the backward Lagrangian particle tracking elucidates the origins and

trajectories of the DSO even in the regions of high mixing.
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Figure 2.9: As Figure 2.8 except after passing the Látrabjarg section.
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The evolution of hydrographic properties of DSO particles in the N, S, and

ISh subsets are shown in Figures 2.10, 2.11, and 2.12, respectively. The mean

temperature and salinity of the DSO particles in the N subset over all ensemble

members (dash-dotted black lines) are nearly constant, with a slight increase

(∆T = 0.4◦C, ∆S = 0.05) approaching the Denmark Strait sill (from -90 to 0

days). After cascading there is an increase in their temperature (∆T = 1.2◦C)

and salinity (∆S = 0.1) due to entrainment of the surrounding warmer and

saltier watermass. The range of temperature before cascading is narrower

(-0.11 ◦C to 2 ◦C) and it gets wider after cascading the Denmark Strait (1 ◦C

to 4.5 ◦C). The range of salinity however, is wider at the origin (34.3 to 34.9)

and narrows approaching the Denmark Strait and after the cascade (34.7 to

35). The abrupt change is also evident in their potential density and depth.

The DSO particles’ mean potential density is nearly constant (less than 0.06

kg m−3 increase along the path) with the value of σθ ≈ 27.9 kg m−3 from

the origin until they reach the Denmark Strait. After cascading, their mean

potential density decreases by about 0.15 kg m−3. The depth of the DSO

particles is also nearly constant approaching the Denmark Strait and they sink

(900 m on average) as they cascade over the cataract. Notice that the DSO

particles in ensemble members VI - IX are shallower than particles in ensemble

members I - V at their origin and along their path to the Denmark Strait, but

after cascading the DSO particles in all ensemble members experience similar

initial deepening at least for the first fifteen days (from approximately 360 m

to 1000 m).

44



Figure 2.10: The temporal evolution of (a) potential density, (b) potential temperature,
(c) depth, and (d) salinity of the DSO particles in the N subset color coded by ensemble
member (see Figure 2.6 (a)). The shading in each subplot marks the 5th and 95th
percentiles of the DSO particle properties over all ensemble members. The individual
colored solid lines show the mean properties for each ensemble member (consistent
with the color codes in Figure 2.6 (a)). The black dash-dotted lines show the mean
properties over all ensemble members. The abscissa shows the time line for the
particles from the origin moving toward the Látrabjarg sill section (days 0) and after
crossing it.

The properties of the DSO particles in the S subset evolve differently

(Figure 2.11). Initially, the particle properties are warmer and saltier than the

DSO particles in the N subset at their origin location, but the S subset particles

cool and freshen as they move toward the Denmark Strait. The rate of change
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of temperature is steeper for the I - V (∆T = −3.51◦C) than for the VI - XII

ensemble members (∆T = −2.35◦C) . The rate of change of salinity over all

ensemble members is similar with an average of 0.15 decrease approaching

the Denmark Strait from the origin. The DSO particles in the S subset are

shallower and lighter at their origin in comparison to the DSO particles in

the N subset but they rapidly densify while meeting the southward flowing

DSO particles in the N subset (compare Figure2.10 (a) and (c) with Figure 2.11

(a) and (c)). After cascading, the DSO particles in the S subset have slightly

higher average potential density (0.08 kg m−3) than those in the N subset

within the first 15 days after cascading. Ultimately, their properties become

indistinguishable from the N subset. This is expected considering the intense

mixing downstream of Denmark Strait shown earlier in Figure 2.9.

The DSO particles in the ISh subset exist only in winter, for ensemble

members III - VI (Figure 2.12). They exhibit a similar cooling and freshening of

their properties as the S subset, but the changes in their temperature happen at

much faster rates. The cooling rate is more rapid for ensemble members III, IV,

and V (∆T = −3.57◦C), and slower for ensemble member VI (∆T = −0.67◦C).

The changes in the salinity are relatively small; the DSO particles in ensemble

members III and IV slightly freshen (∆S = −0.03) but those in ensemble

members V and VI slightly salinify (∆S = 0.03). The DSO particles in the ISh

subset are generally shallower than the particles in the S subset (mean depth

of 250 m) and they rapidly densify approaching the Denmark Strait. After

crossing the sill (0 day) the DSO particles in the ISh subset still experience

cooling, freshening and densification for approximately 15-20 days as opposed
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Figure 2.11: As Figure 2.10 but for the DSO particles in the S subset.
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Figure 2.12: As Figure 2.10 but for the DSO particles in the ISh subset. Note that the
particles in this subset are only present in ensemble members III - VI.

to the particles in the S subset. That is because the ISh subset particles still

move northward along the shelf after crossing the Látrabjarg section and meet

the southward flowing particles from the N subset, mix, and return south by

cascading over the Denmark Strait within about 20 days of their forward run

trajectories. Therefore, there is a lag in their property evolution with respect

to the S and N subsets downstream of Denmark Strait.

In order to identify the watermasses that the DSO particles carry, their

distribution in potential temperature-salinity (θ-S) space are plotted in Figure
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2.13 for all ensemble members, color coded based on their origins. The θ-S

diagrams represent the watermasses of the DSO particles at three different

times: (a) at the origin, (b) at the release time at Látrabjarg, and (c) at the

end point, 30 days after crossing the Denmark Strait. The DSO particles in

the N subset at the origin (Figure 2.13 (a)) mark two hydrographic branches

that indicate the conventional watermass end members observed north of

Denmark Strait: the recirculated Atlantic Water, Polar Water, and Arctic Water

(Harden et al., 2016). The particles in the ISh and S subsets contain the Irminger

Water end member. These water masses are not distinguishable anymore at

the Denmark Strait and further downstream (Figure 2.13 (b) and (c)).

49



Figure 2.13: Potential temperature-salinity (θ-S) diagrams for all of the DSO particles
in all ensemble members at (a) the origin, (b) the Látrabjarg section, and (c) the end
point, color coded by their origin. The water masses marked in panel (a) are Irminger
Water (IW), Recirculated Atlantic Water (RAW), Arctic Water (ArW), and Polar Water
(PW). The 27.8 kg m−3 isopycnal is highlighted by the bold black line.

In order to identify when and where along the trajectories the watermass

transformation takes place, the mean geographic location of the DSO particles

in the latitude-longitude space as well as their mean trajectories in θ-S space
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are plotted (Figure 2.14). The DSO particles in the N subset trace a short

trajectory in θ-S space nearly along the 27.9 kg m−3 isopycnal from their origin

to the Denmark Strait (Figures 2.14 (b), blue). This indicates that the changes

in their properties are small (Figure 2.10 (a)). However, their trajectory (in θ-S

space) after cascading the Denmark Strait is longer which means they have a

larger and faster change of properties due to the mixing downstream of the

Denmark Strait. The DSO particles’ mean trajectory in the θ-S space crosses

the 27.8 kg m−3 isopycnal and the DSO particles become lighter within 17

days after their cascade and continue to become more buoyant until the end

of the simulation. As the N subset DSO particle trajectories are present both

along the east Greenland shelf and west Iceland shelf, their mean geographic

trajectories pass the middle of the Blosseville Basin, and after they cascade

they continue along the east Greenland shelf.
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Figure 2.14: The mean DSO particle trajectories in (a) geographical space and (b) θ-S
space. The trajectories are color coded by their origins. The marker size is smaller for
each trajectory from the origin to the Denmark Strait and it is bigger after crossing
the Látrabjarg section. The trajectories are annotated with time and every 20 days a
triangle marker is added. The green circle marks the same timing both in geographical
space and the θ-S space.

The DSO particles in the S and ISh subsets behave differently (Figures 2.14

red and yellow trajectories, respectively). The particles in the S subset cool and

freshen along their trajectories from the origin to the Denmark Strait. They

also densify until their potential density exceeds 27.8 kg m−3 approximately 9

days prior to reaching the sill. Their trajectories in θ-S space from the origin

to the Denmark Strait are quite long, which implies that they experience a

faster rate of change in their properties than the N subset particles. After the

cascade, they experience a shorter mean trajectory in θ-S space and become

slightly lighter until their properties as well as their spatial location converges

to that of the N subset DSO particles.

While moving along the Iceland shelf, the DSO particles in the ISh subset

keep their salinity constant and cool until they are densified enough to cross
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the 27.8 kg m−3 isopycnal. This transformation takes place within 66 days of

traveling from their origin to within about 50 km from the Denmark Strait.

They still densify until they reach the Strait (green circle in Figure 2.14). Then

they continue along the 27.85 kg m−3 isopycnal for 24 days until they cross the

Látrabjarg section while flowing northward along the Iceland shelf. They still

continue moving north (in geographical space) and along the 27.85 kg m−3

isopycnal (in θ-S space). The mean trajectory continues along that isopycnal

even after cascading for about 10 days. Finally, the mean trajectories of the

ISh subset of DSO particles converge to that of the N and S subsets both in

geographical and in θ-S space. This reflects the mixing downstream (compare

Figures 2.9 and 2.13 (b) with Figure 2.14). Note that the particles in the ISh

subset, although starting as the shallowest, warmest and saltiest, become,

after cascading, nearly as cold and fresh as the DSO particles in the N and S

subsets.

2.4 Summary and Conclusions

In this paper we presented a detailed analysis of upstream sources and path-

ways of the DSO. To do so, we performed a Lagrangian analysis on the output

of a high resolution ocean model to investigate the origins and pathways of

the DSO. The model time period is from 01-Sep-2007 to 30-Nov-2008 and its

outputs are evaluated by comparison with observations. This kinematic study

gives a comprehensive understanding of the time-varying contribution to the

overflow and evolution of previously identified northern pathways, i.e., the

NIJ, the EGC, and the sEGC (blue curve in Figure 2.6 (b)). It also reveals an
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additional pathway from south of the Denmark Strait which contributed to the

DSO. This southern pathway itself is divided into two subsets, depending on

whether the Lagrangian particles arrive at the sill east or west of 26.5◦W. Those

that arrive to the east of 26.5◦W are shallower than 300 m and are present

only during the winter. The average contribution from the south is 25.8%

during the winter (JFM) of 2008, which has a relatively high NAO index. The

entrainment south of Denmark Strait suggested by the literature, (e.g. cold

entrainment of the northward Labrador Sea Water (McCartney, 1992), and

warm entrainment of Irminger Current (Appen et al., 2014) into the overflow

at mid-depth and further south of the sill) are different from the southern

pathways we discovered. This sub-surface southern pathway could poten-

tially mark a shortcut for northward-flowing waters that densify and turn

around to cascade over the Denmark Strait and eventually feeding the NADW.

Although observations show evidence for the existence of the dense water on

the Iceland shelf (Figure 2.5, Våge et al. 2015) as well as presence of Irminger

Water in the deep overflow (Mastropole et al., 2017), these southern pathways

need more confirmation from observations. Future studies will benefit from

models that incorporate coastal runoff on the Iceland shelf, and are several

years long to account for interannual variability and to elucidate the relevance

of these southern pathways in a changing climate.

The evolution of hydrographic properties of particles from each subset

were also presented. The northern origin DSO particles (N subset) transform

to become warmer, saltier and slightly less dense, but the southern origin DSO

particles (S and ISh subsets) transform to become colder, fresher and denser
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along their path to the Denmark Strait. The DSO particle properties in all

subsets converge after cascading over the Denmark Strait (Figure 2.13 (b) and

(c)), and they have overlapping pathways (Figure 2.9). Therefore, watermass

analysis would not be able to discern the DSO sources at the Látrabjarg sill

section or south of it. This study shows that the combination of backtracking

and along-track watermass analysis can locate the watermass transformation

sites continuously along the pathways (Figure 2.14). In this way both time

evolution and spatial distribution of pathways are required to determine the

origins of the DSO water masses (see the introduction).

Finally, the schematic of the overflow water is updated by incorporating

direct pathways of the DSO (Figure 2.15). The circulation schematic shows

that the separation from the EGC happens at multiple locations and it is inter-

mittent. The DSO particles represent a clear distribution of pathways but they

do not necessarily stay in one current (i.e. EGC, sEGC, and NIJ) at all times.

Therefore, they do not indicate the currents, but rather trajectories of the parti-

cles. The particle pathways did not reveal an enduring source for the NIJ to

the east of Kolbeinsey Ridge, but some particles show an intermittent eastern

pathway (marked by dashed blue line in Figure 2.15). The particle trajectories

clearly marked the NIJ pathway from the north and west of Kolbeinsey Ridge

toward Denmark Strait (e.g. Figure 2.8, ensemble members II, IV, XI and XII).

This is similar to what was observed with the RAFOS floats (Jong et al., 2018).

We also see the core of the NIJ to the east of Kolbeinsey Ridge in the model

mean Eulerian velocity field, consistent with Semper et al., 2019. Therefore, it

is possible that an eastern source would be found if the Lagrangian simulation

55



was multi-years long.

Figure 2.15: The upstream and downstream schematic pathways of the DSO in the
model. The annual average contribution (avg. %) from each subset and maximum
contribution from the south (S+ ISh) to the DSO origin are annotated.

The southern pathways (revealed by the S and ISh subset particles) are

the main addition to the previous schematics by Våge et al., 2013, Harden

et al., 2016, and Jong et al., 2018 although this contribution is likely to vary

inter-annually depending on the local surface forcing. These newly identified

pathways (S+ ISh) are shown to supply up to 34.3 % of the DSO water, and is
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an important contribution to understanding the overflow water sources and

composition. The highest contribution from the south is seen when there is

more dense water on the Iceland shelf. The sparse in-situ observational evi-

dence suggests that there is a correlation between the existence of dense water

(σθ ≥ 27.8 kg m−3) on the shelf and a high winter NAO index, consistent with

strong atmospheric cooling. However, the dynamical relationship between

the atmospheric state and variability of dense water on the shelf needs more

investigation and is left for future work. These dense water observations are

mostly from 1980s and 1990s when a warming trend of 0.2-0.4 ◦C/decade

close to the bottom in the depth range of 100-250 m on the Iceland shelf is

observed (Jochumsen, Schnurr, and Quadfasel, 2016). The warming can be an-

other explanation for the missing dense profiles in recent years, in addition to

the phase of the NAO. Determining the formation mechanism of the southern

DSO sources is beyond the scope of this study, and could be a fruitful topic of

future research.
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Chapter 3

Using hydraulic theory to monitor
dense overflows in a parabolic
channel

This broken bowl that is thrown
away on the road, was once
beautifully fashioned
Be aware you tread not on it
wantonly, for this bowl has been
made from the bowl of human’s
mind.

Omar Khayyam, Rubaiyat.

3.1 Introduction

The deep oceans are partitioned by submarine ridges into basins that are often

connected by deep passages. The watermass exchange between these basins is

an important process in the global overturning ocean circulation. For example,

overflows of dense water across the Greenland-Scotland Ridge feed the lower

limb of the Atlantic meridional overturning circulation (AMOC). The overflow
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transport is controlled by the topography and by the width of the passages. It

has been shown that the flow is hydraulically controlled at the topographic

sills that lie within the passages, meaning that the sills exercise some degree of

influence over the volume flux and upstream stratification (Pratt and White-

head, 2008). These choke points are strategic places to monitor the volume

flow rates and ultimately estimate the state and variability of the thermohaline

circulation (Helfrich and Pratt, 2003).

The pathway and the volume flux of the water approaching a sill are af-

fected strongly by the geometry of the sill and the Earth’s rotation. Rotating

hydraulic theory provides insight into the pathway of the flow as it approaches

the sill as well as establishing formulae for calculation of volume flux. Stern,

1972 pioneered the use of rotating hydraulics in oceanography. Whitehead,

Leetmaa, and Knox, 1974 developed the first analytical model of hydraulic

behavior in a steady rotating channel flow with rectangular cross-section and

performed a set of laboratory experiments to test the transport relations. The

assumption in their work was that the flow is fed from a deep quiescent

reservoir (with infinite layer thickness) and therefore, zero potential vorticity

(pv). Gill, 1977 introduced a unifying framework for rotating hydraulics for a

finite basin with constant (nonzero) pv. The Gill model provided insight about

how the water approaches the sill from the upstream basin. For a sufficiently

wide reservoir (relative to the Rossby deformation radius), the upstream flow

is divided into two independent boundary layers. For a given sill geometry

and rate of supply of fluid to the reservoir, the Gill model provides ranges of

steady controlled solutions (Gill, 1977; Pratt and Whitehead, 2008). Whitehead,
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1989; Whitehead, 1998; Borenäs and Nikolopoulos, 2000 modified hydraulic

models in order to make the transport relation easier to apply. Killworth

and McDonald, 1993 developed bounds on transport in terms of upstream

flow measurements. None of these studies considered various types of inflow

and their effect on the controlled flow in the channel, however, nor did they

consider effects of dissipation or friction. Helfrich and Pratt, 2003 developed

an idealized model of a basin-strait system with three different inflows in-

troduced into a bowl-shaped basin in order to investigate how the pathways

of overflow is affected by the basin circulation. They considered boundary

inflows as well as localized, and uniform downwelling. Their simulations

also accounted for bottom friction. The different inflows resulted in different

circulation patterns and interface heights within the basin, but their study

revealed that the flow in the channel is remarkably independent of the type of

inflow in the basin and thus the potential vorticity in the channel (a key quan-

tity in rotating hydraulics) is also independent of the location of the upstream

mass source. This simplification allowed them to relate the transport to an

upstream measurement of interface height. As opposed to the Gill model, the

upstream measurement is made at the entrance of the channel rather than

in the basin interior which is advantegous considering the dependence of

interface height to the type of the circulation within the basin. Their study

was restricted to a channel with rectangular channel cross section, bounded

by vertical walls, as in most of the previous studies. Despite mathematical

convenience in considering a rectangular cross-section, it becomes difficult

to apply the results in real oceanic channels, where the topography varies

smoothly and where the layer thickness vanishes at the edges. Moreover,
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the physics of the hydraulic processes potentially changes when the layer

depth goes to zero at the edges: for one thing, the character of the edge waves

that transmit hydraulic control to the upstream basin changes from that of

a Kelvin-wave to that of a slower frontal-wave (Pratt and Whitehead, 2008).

The parabolic channel cross-section greatly increases the chance of flow in-

stability (Pratt, Helfrich, and Leen, 2008) and flow reversal which is more

realistic in nature (Borenäs and Lundberg, 1986).

In this study, we follow-up on Helfrich and Pratt, 2003 by using a more

realistic strait geometry and considering comparisons with non-zero uniform

pv theory. We address the following questions: What are the transport path-

ways from the mass source through the basin, into the narrow strait and over

the shallow sill? How do these pathways change as the location of the mass

source changes? Does it remain true that the flow in the strait depends pri-

marily on the volume flow rate, and is independent of the circulation in the

upstream basin as in the case of rectangular channel geometry? How far into

the strait does the fingerprint of the upstream circulation penetrate? What

features characterize velocity distribution and interface shape in the region

where the flow encounters the obstacle, spills over the crest of the obstacle,

and descends downstream? What are some possible monitoring strategies that

take advantage of the fact that hydraulic control and hydraulic criticality exist

at or near the sill? What is the best location to conduct monitoring with fixed

instruments? Are there any trade-offs in terms of convenience and accuracy

between possible strategies? We start by expanding on the theory formulated
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by Borenäs and Lundberg, 1986 for the parabolic channel with uniform pv

and then compare the theory with our numerical simulations.

3.2 Theory

The hydraulics theory for steady flow of a 1.5 layer (reduced-gravity) model

with uniform non-zero pv in a rotating channel with rectangular cross section

was described by Gill, 1977. In the Gill model, the flow was assumed to come

from a wide upstream basin and funnel through a narrow channel into a

downstream basin. Borenäs and Lundberg, 1986 extended the Gill theory into

a more geophysically realistic case by considering a parabolic cross-section

resembling the rounded nature of real-world sea-straits. In this case, there is

no distinction between the sidewalls and the bottom boundary of the channel.

In the following subsection, we expand on the theory by solving the critical

condition and providing graphical tools to interpret the solution. Then we

compare the predictions from the theory with the results from numerical

simulations for a range of parameter values.

3.2.1 parabolic channel cross-section

The basin-channel geometry considered in this study is sketched in Figure 3.1.
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Figure 3.1: Sketch of the domain geometry (a) plane and (b) side view of basin-
channel geometry considered for the numerical model. In (a), the schematic wetted
edges of the flow are marked as blue dotted dashed lines along the channel (c) channel
cross section upstream of the sill looking downstream. The water interface intersects
the bottom at x = b and x = −a marking the wetted edges of the flow. Note that the
origin of the Cartesian coordinate is located at the entrance of the channel. The h(0, y)
function is the bottom elevation at the center of the channel.

The channel bottom elevation in dimensional form is:

h∗(x, y) = h∗(0, y) + α(y)x∗2, (3.1)

where h∗(0, y) = h∗0(y) is the bottom elevation at the center of the channel

and α(y) is the dimensional parabolic curvature, a parameter that can vary

along the channel. If we scale the h∗ with layer depth scale H (this can be

considered to be the sill depth), and x∗ with the Rossby radius of deformation
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(Ld =
√︁

g′H/ f ), then the nondimensional equation for the bottom elevation

becomes:

h(x, y) = h(0, y) + x2/r(y), (3.2)

where r(y) = f 2/g′α(y) is the non-dimensional radius of curvature. Pratt

and Whitehead, 2008 interpret r(y) in the following way: suppose that the

fluid is at rest, so that the interface is horizontal, and that the channel is filled

to a depth D, measured at the center x = 0. Then the half width of the interface

is ( D
α(y))

1/2 and the ratio of the square of this length to Ld is then r which is

small for narrow channels and large for wide channels.

For the rest of the paper, all equations are non-dimensional (unless stated

otherwise). Considering geostrophic balance in the cross channel direction,

the non-dimensional shallow water equations in the x-direction reduce to the

velocity in the y direction

v(x, y) = ∂d/∂x + ∂h/∂x, (3.3)

and the potential vorticity becomes,

q(x, y) =
1 + ∂v/∂x

d
. (3.4)

If we combine equations 3.3 and 3.4, an equation for variation of depth in

the x-direction can be derived:

∂2d
∂x2 − qd = −1 − ∂2h

∂x2 (3.5)
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Substituting equation 3.2 for the parabolic bottom profile into equation 3.5

results in a second order ordinary differential equation:

∂2d
∂x2 − qd = −1 − 2/r(y) (3.6)

Assuming q is constant (uniform pv with no forcing or dissipation), the

solution has the form:

d(x, y) = C1e
√

qx + C2e−
√

qx +
1 + 2r−1

q
(3.7)

The y-dependent coefficients C1 and C2 can be determined by the bound-

ary conditions at x = −a, b where the interface intersects the bottom of the

parabola (see Figure 3.1 (c)). Therefore, d(−a) = d(b) = 0, leading to:

d(x, y) =
1 + 2r−1

q

(︃
sinh

√
q(x − b)− sinh

√
q(x + a) + sinh

√
q(a + b)

sinh
√

q(a + b)

)︃
.

(3.8)

Substituting d(x, y) in equation 3.3, leads to the corresponding geostrophic

velocity:

v(x, y) =
1 + 2r−1

√
q

(︃
cosh

√
q(x − b)− cosh

√
q(x + a)

sinh
√

q(a + b)
+ 2r−1x

)︃
. (3.9)
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The volume transport is:

Q =
∫︂ b

−a
d(x, y)v(x, y)dx

=
(r + 2)(a − b)

qr2

(︃
2(cosh

√
q(a + b)− 1)

√
q sinh

√
q(a + b)

− (b + a)
)︃

=
(r + 2)(a − b)(2 cosh

√
q(a + b)− 2 − (b + a)

√
q sinh

√
q(a + b))

q3/2r2 sinh
√

q(a + b)
.

(3.10)

The Bernoulli function is:

B = v(x, y)2/2 + d(x, y) + x2/r + h0(y), (3.11)

where h0(y) = h(0, y) is the topographic height at the center of channel

and only depends on y. The Bernoulli function is conserved along streamlines,

including the streamlines corresponding to the edges of the flow. Evaluating

the Bernoulli function at the intersections of interface height with the parabolic

bottom leads to

B(−a) = v(x, y)2/2 + d(x, y) + a2/r + h0(y)

=
1
2

(︂
σ − 2r−1a

)︂2
+ 0 + a2/r + h0(y)

(3.12)

and

B(b) = v2/2 + d + b2/r + h0(y)

=
1
2

(︂
σ − 2r−1b

)︂2
+ 0 + b2/r + h0(y),

(3.13)

66



where:

σ = (1 + 2/r)
cosh

(︁√
q(a + b)− 1

)︁
√

q sinh
(︁√

q(a + b)
)︁ . (3.14)

Notice that d(−a, y) = d(b, y) = 0. Then the average of the Bernoulli

function on the two edges becomes:

B̄ =
B(−a) + B(b)

2

=
2
r2 (a2 + b2) + σ2 − 2(a + b)σ

r
+

a2 + b2

2r
+ h0(y)

(3.15)

A complete description of the flow at any section (y-value) of the channel

is provided by the variables a(y) and b(y), along with the potential vorticity

and the local geometric parameters h0(y) and r(y). The evolution of the flow

in the y-direction is governed by the statements of conservation of the volume

flux Q and the Bernoulli function B-bar. The condition for hydraulic criticality

of the flow can be obtained from these conservation statements using the

multivariate approach described in Pratt and Whitehead, 2008. We consider

the two Gill functions G1 and G2 to be the volume transport relation, and

the average Bernoulli function. The two dependent variables describing the

state of flow are considered to be γw = a + b which is the wetted width and

γc = a − b which is twice the centerline position of the flow at any cross-

section. Therefore, the transport, G1, and the Bernoulli function, G2, can be
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rewritten in terms of variables γw and γc, and parameters, q and r as:

Q = G1(γw, γc; q, r) =
(r + 2)γc

qr2 (
2(cosh

√
qγw − 1)

√
q sinh

√
qγw

− γw) , (3.16)

from equation 3.10 and

B̄ = G2(γw, γc; q, r) = σ2 +
γ2

w + γ2
c

r2 − 2σγw

r
+

γ2
w + γ2

c
4r

+ h0(y) , (3.17)

from equation 3.15, where σ = (1 + 2/r) cosh
√

qγw−1√
q sinh

√
qγw

.

The critical condition corresponds to the requirement that the flow sup-

ports a stationary wave and occurs when:

Jγw,γc(G1, G2) =
∂G1

∂γw

∂G2

∂γc
− ∂G1

∂γc

∂G2

∂γw
= 0. (3.18)

Taking derivatives of G1 and G2 with respect to γw and γc, and substituting

them in equation 3.18 results in:

(︁
γw

√
q µ1 − 2 µ2 + 2

)︁ (︁
2 r − 2 µ2 + γw

√
q µ1 + 2

)︁
qµ1

(︁
2 µ1 + sinh

(︁
2 γw

√
q
)︁)︁ − γc

2

2(µ2 + 1)
= 0, (3.19)

where, µ1 = sinh
(︁
γw

√
q
)︁

and µ2 = cosh
(︁
γw

√
q
)︁
. Borenäs and Lundberg,

1986 arrived at the same condition using perturbation analysis. Equation 3.19
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implies a relationship between γw and γc at the critical section for given values

of q and r. Therefore, a reduction in the number of independent measurements

is established. From the multi-variable approach, the critical section is shown

to be located at the sill section (Pratt and Whitehead, 2008). In the next section,

we solve for the critical solution for any given sets of q and r matching our

theoretical simulations.

3.3 Numerical Solver

The model solves the non-dimensional 1.5 layer shallow-water momentum

and continuity equations on the f-plane just as in Helfrich and Pratt, 2003 but

the coordinate system is rotated (270◦ counterclockwise) to be consistent with

the theory. The momentum and continuity equations are:

∂u
∂t

+ u.∇hu + k̂ × u = −∇h(d + h) + D + M, (3.20)

and

∂d
∂t

+∇h.(ud) = −w, (3.21)

where ∇h is the horizontal gradient operator, k̂ is the unit vector in the

vertical direction, the symbols for variables such as the bottom topography

h(x, y) and interface height d(x, y) are consistent with Figure 3.1. The hori-

zontal velocity vector u(x, y) is scaled with
√︁

g′H, the vertical downwelling

velocity w(x, y) < 0 is scaled by H f , the lengths in the horizontal x-y plane
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and in z direction are scaled with deformation radius (
√︁

g′H/ f ), and H, re-

spectively. The time t is scaled with f−1. D is the friction operator which is

a linear bottom drag D = −ϵu with constant coefficient ϵ (scaled with f ). M

is momentum flux due to downwelling in the basin with M = wuΘ(−w)/d.

The Θ(w) is a step function which is equal to 1 for w < 0 and 0 for w > 0. The

scaling is consistent with the theory, however the numerical model includes

extra terms such as friction. The dissipation is necessary to reach a steady state

solution and make comparisons with the theoretical derivations discussed

earlier.

The basin is bowl-shaped with topographic height h(x, y) as in Figure 3.1.

It has a flat bottom and is smoothly connected to the channel through a Gaus-

sian slope region between −5 < y < 0. The basin’s back wall is located at

y = −15. The basin width is 8 along the x direction and it narrows with a

Gaussian shape centered at y = 0 to a channel with parabolic cross section.

The sill is located at y = 6. The numerical domain is necessarily finite. The

parabolic cross section is tall enough that the active layer never reaches the

edges of the domain, however, vertical walls are placed as numerical bound-

ary conditions. Thus the parabolic channel is contained by vertical walls that

are spaced sufficiently widely that contact is never made with the active layer.

The vertical walls of the numerical grid are symmetric about y = 0 marked by

black boundaries along the channel in Figure 3.1 (a)). As the layer thickness

changes along and across the channel, the dynamic width of the flow changes

as well. The edges of the dynamic width along the channel are shown as blue
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dotted dashed lines in Figure 3.1 (a). The interface height at an arbitrary up-

stream section is shown in Figure 3.1 (c). To avoid abrupt geometric changes

at the channel entrance, the parabolic channel has a slowly varying radius of

curvature r(y) ramping up from zero to a constant value r(y) = r0 with an

inverse Gaussian function at the mouth of the channel entrance (0 < y < 1)

and then the curvature remains constant throughout the channel afterwards

(r(y ≥ 1) = r0).

The flow can enter the basin in three different ways similar to Helfrich

and Pratt, 2003 to mimic conditions in nature: uniform downwelling or local-

ized downwelling to represent convection, or inflow through a segment of

the basin boundary, representing drainage from another basin. The uniform

downwelling w < 0 is imposed throughout the basin (y < 0), the localized

downwelling is placed at the upstream wall of the basin with uniform w in the

x direction and a Gaussian function of width
√︁
(2)/2 centered at y = −15. The

boundary inflow enters through the upstream wall between −0.5 < x < 0.5

with uniform volume flux in x.

The numerical model solves equation 3.20 in flux form and equation 3.21

using a second-order finite volume method that handles complexities such

as grounding (fluid depth going to zero), shocks and hydraulic jumps. The

details about the numerical algorithm and its implementation are explained

in Helfrich and Pratt, 2003 and Helfrich, Kuo, and Pratt, 1999. The model

solves for the velocities on an orthogonal generalized quadrilateral grid. The
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solution is mapped back to a Cartesian grid using conformal mapping.

The transformation is described by Knupp and Steinberg, 1993 and the

details of its algorithmic implementation which solves the velocity field in

the mapped domain is explained by Bell, Solomon, and Szymczak, 1989. The

numerical width of the channel varies in different simulations depending on r,

but because the variations are small, the number of grid cells does not need to

be changed to sustain the numerical stability and the Courant-Friedrichs-Lewy

(CFL) condition. The number of the grid cells for all simulations is the same

with 220 cells in the y direction and 80 cells in the x direction. The average

grid cell sizes are ∆y ≈ 0.11 and ∆x ≈ 0.1. The flow exits the domain at y = 9

through an open boundary set by the Orlanski radiation condition (Helfrich,

Kuo, and Pratt, 1999). All other boundaries are set to no-flux condition.

The numerical solutions are initialized with the basin filled with motionless

fluid up to the sill crest as shown in Figure 3.1 (b). The specified imposed

volume flux enters the basin at t = 0 and the model is integrated until a steady

solution is obtained. For certain parabolic curvatures, Q, and ϵ, a steady state

may not be achieved.

3.4 Results

3.4.1 Simulations

We ran several experiments with ranges of parameter values. The range of

imposed non-dimensional mass flux is 0.01 ≤ Q ≤ 0.1. The range of drag

coefficient is 0.001 ≤ ϵ ≤ 0.05, but most cases shown here are run with
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ϵ = 0.01. All experiments have the same basin geometry and sill height but

different parabolic channel curvatures. For a parabolic channel the width of

the flow is not specified by the width of the channel (as opposed to rectangular

channel) and it is a dynamically determined variable depending on the value

of the imposed Q and the curvature of the parabola. However, one must

choose an appropriate width for the numerical grid in the first place to make

sure the water does not reach the vertical walls that bound the parabola. This

is one of the complexities of introducing a realistic bottom channel topography.

We discuss two specific geometries: a relatively wide and a relatively

narrow channel which represent the parameter space we explored. The first

(relatively wide) case study has r0 = 2/3 which resembles the bottom topog-

raphy at Faroe Bank Channel (Borenäs and Lundberg, 1988).

The relatively narrow case has r0 = 1/6 resembling bottom topography of

narrow gaps such as fracture zone canyons along mid-Atlantic ridges (Clement,

Thurnherr, and Laurent, 2017), and the western pathway of the Samoan pas-

sage (Alford et al., 2013).

Figure 3.2 shows the numerical solutions of interface height, and transport

(depth-integrated) velocity (or equivalently gradient of streamfunction) for

r0 = 2/3 with Q = 0.05 introduced in the form of boundary inflow, uniform

and localized downwelling at the steady state (t = 6000).

The Gill theory predicts that the inflow splits into two boundary currents

that flow around the basin boundary to rejoin at the strait. Unlike the Gill
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Figure 3.2: (a), (b), and (c) show the contours of interface height h + d for the basin
and channel with r = 2/3, Q = 0.05, ϵ = 0.01 at the steady state t = 6000 for
the three types of inflows: boundary inflow, uniform downwelling, and localized
downwelling. (d), (e), and (f) show the transport velocity, ud. The dotted lines are
contours of topography. The dashed line in panel (a) marks the sill section at y = 6,
which is the same for all panels. The colorbar shows the transport velocity magnitude
and the vectors have non-dimensional scale of 1.
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model, the potential vorticity in the numerical simulations is non-uniform, in

part due to the bowl shaped topography of the basin. Although, boundary

currents are present in the basin we see additional features. For the case

of boundary inflow shown in Figure 3.2 (a) and (e), the flow in the basin

approaches the strait as boundary currents, but additionally we see that the

flow recirculates around the closed contours of interface height. The branch

approaching the strait along the right wall (x > 0), crosses to the left wall as it

approaches the channel entrance. The reason for this diversion is that the flow

acquires cyclonic circulation due to the decrease in layer thickness as the flow

gets closer to the mouth of the channel. Although the planetary vorticity is

constant, the vortex squashing set by the decrease in layer thickness causes an

increase in the relative vorticity of the flow close to the left wall. This veering

to the opposite wall is also observed in laboratory experiments and is believed

to account for the observation that the overflow carried by the North Icelandic

Jet (NIJ) upstream of the Denmark Strait sill hugs the Iceland coastline, its

dynamical western boundary (Pratt and Whitehead, 2008). The separated East

Greenland Current steering toward the Iceland coastline can potentially be

explained by this veering as well.

For the case of uniform downwelling (Figure 3.2 (b) and (e)), the flow in

the basin is mostly anticyclonic. The flow approaches the channel mostly from

the left wall. At the channel entrance, some of the flow returns back to the

basin forming an asymmetric anticyclonic circulation. When the downwelling

is localized at the back wall (Figure 3.2 (c) and (f)), the flow is again fed to

the channel from the left wall with very little reverse flow into the basin. The
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basin circulation is still predominantly anticyclonic, but is localized near the

back wall. In general, the basin circulation has some qualitative similarities

to what Helfrich and Pratt, 2003 showed in their simulations for the rectan-

gular channels, however, the flow in the channel especially at the entrance is

different.

In all three cases, the flow enters the parabolic channel from the left wall,

but is diverted toward the channel center forming a recirculation upstream of

the sill and localized near the entrance (1 < y < 2.5) as is evident from Fig-

ure 3.2 (d), (e), and (f). This feature is persistent regardless of the inflow type

in the basin. The case of uniform downwelling (Figure 3.2(b) and (d)) creates

a larger flow reversal resulting in a strong jet flow toward the middle of the

channel and a large reverse flow toward the right wall at the entrance. Even-

tually, the transport velocity profile in the channel becomes nearly the same

for all three cases downstream of the localized recirculation (y > 2.5). Several

experiments with wider channels showed similar behavior but with a stronger

recirculation and flow reversal near the entrance. Previous theoretical studies

showed that the flow reversal happens for channels with r0 ≥ 2/3 (Borenäs

and Lundberg, 1986; Pratt and Whitehead, 2008) consistent with our simula-

tions, though the location of the reversal is not always specified.

The interface height profile along the centerline of the channel and at two

upstream cross-sections are shown in Figure 3.3. The depression in the inter-

face height due to recirculation at 0.8 < y < 3.6 is visible for all three inflow

types, but it is larger for uniform downwelling. The height profiles for all
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three cases coincide with each other after about y > 3.6. Notice that at the

y = 2 cross-section (Figure 3.3 (b)), although the height profiles differ in the

middle of the channel, the heights are nearly identical at the right and left

edges for all three types of inflow. This is also true all along the channel after

y > 3.6. Although the basin circulation intrudes into the entrance, it does not

affect the channel flow down the channel.

Plots of potential vorticity (pv) for these cases (Figure 3.4) show that at

the flow edges, where the layer depth approaches zero (e.g., d < 0.08), the

pv becomes unrealistically large, therefore we removed the contours near the

boundary from the plot (in this paper, the pv values where the layer thickness

is d < 0.08 are omitted). As expected, the pv distribution is nonuniform along

and across the channel. The pv contours get closer together as the edges of

the flow narrows along the channel. The influence of mass source type can be

seen again near the channel entrance. For the case of boundary inflow and lo-

calized downwelling (Figure 3.4 (a) and (c)), the pv contours near the left wall

are continuous along the channel. But for the case of uniform downwelling,

(Figure 3.4 (b)) because of the return flow discussed earlier (Figure 3.2 (e)),

some of the contours are diverted from the left wall back into the basin. Note

that the pv contours down the channel (e.g. at y > 3.6) are nearly identical for

all three mass source types.
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Figure 3.3: The interface height (a) along the channel centerline (b) at channel cross
section at y = 2, (c) at y = 3.6 for the three types of inflow at the steady state
(r0 = 2/3, Q = 0.05, ϵ = 0.01).
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Figure 3.4: The pv contours near the entrance and in the parabolic channel with
r0 = 2/3, Q = 0.05, ϵ = 0.01 at the steady state with different types of inflow.

Parabolic cross-sections with higher curvatures (narrower channels) show

a different regime of behaviors. We ran several experiments with radius of

curvatures such as r0 = 1/3, 1/6, and 1/15. But we only show figures from
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our second case study with r0 = 1/6 as it is representative of all narrow

channels. Figure 3.5 (a) shows the interface height for the case of boundary

inflow. We omit showing the plan view of the height contours for the case

of uniform downwelling and localized downwelling as they are similar to

that of boundary inflow with the difference that the flow approaches the

channel mainly from the left boundaries. Figure 3.5 (b) shows the interface

height profile at y = 2 for three mass source types. The three interfaces are

indistinguishable and independent of mass source type. They also have a

higher cross-channel slope in comparison to the first case study (r0 = 2/3,

Figure 3.3 (b)) which has the same Q but a wider stream. Also the interface

height slopes more linearly than the first case study which had a depression

in the middle of the cross-section.
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Figure 3.5: (a) Contours of interface height for boundary inflow (b) interface height
profile in the channel cross section at y = 2 for the three types of inflow. The
bottom topography at the sill and at the entrance are also shown by the black dashed
and solid lines. (c), (d), and (e) transport velocity for the case of boundary inflow,
uniform downwelling, and localized downwelling, respectively. All panels are for
r0 = 1/6, Q = 0.05, ϵ = 0.01 at the steady state.

Comparing the transport velocities in Figure 3.5 (c), (d), and (e) for three

mass source types with those of Figure 3.3 (d), (e), and (f), we see that the flow

in the narrow channel is diverted toward the middle of the channel soon after
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it passes the entrance. Therefore, the basin circulation does not intrude into

the channel further than y = 0.5, and the mass source type does not affect

the flow further in the channel. Besides, the flow reversals in the mouth of

the channel on the right wall (−1 ≤ y ≤ 0.5) are localized and quite smaller

in comparison to the first case study. For the experiments we ran with even

narrower parabolas (e.g. r = 1/15), the channel flow is independent of basin

circulation even at the entrance (e.g. y ≤ 0.5).

The friction coefficient ϵ in the cases discussed above was 0.01. We per-

formed a sensitivity study to the friction coefficient by running experiments

with 0.0001 ≤ ϵ ≤ 0.05. The flow becomes unsteady for small values of friction

coefficient. The critical ϵ which makes the flow to transition to an unsteady

state depends on mass source type similar to what Helfrich and Pratt, 2003

found. For example, for the case of r0 = 2/3, Q = 0.05, and (uniform or

localized) downwelling mass source with ϵ < 0.005, the flow does not reach

steady state, whereas for boundary inflow the cutoff for transition to unsteady

regime is ϵ < 0.0025. The steady state flow at the entrance has some sensitivity

to the friction coefficient. As we saw earlier in Figure 3.3, the steady state flow

at the entrance is sensitive to the mass source type. As ϵ increases (e.g. from

0.01 to 0.04), the sensitivity to the inflow at the channel entrance decreases,

and the interface height slopes more linearly. Similar to the interface height,

the pv contours become more uniform along the channel for larger ϵ. Also,

sensitivity to ϵ is less in narrow parabolas. Further study of the properties of

the unsteady flow is beyond the scope of this thesis.
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3.4.2 Comparison of Simulations with Theory

Although the theory for constant pv flow in a parabolic channel is known,

graphical tools that help with interpreting the solutions have been lacking.

In order to better understand hydraulic behavior of the theoretical flow, we

turn to a diagram that shares some features to the Froude number plane

developed by Armi, 1986 for two-layer flows. Instead of the Froude number

plane, we use the γw − γc plane as in Figure 3.6 (a). Recall that γw can be

interpreted as the width of the flow and γc as twice the centerline position

of the flow, respectively, at any given cross-section. There are three sets of

theoretical curves in Figure 3.6 (a). The thick black dashed-line is the solution

of the critical condition (equation 3.19) for a specified parabolic geometry

with radius of curvature, r, and a fixed pv value, q. The blue and red curves

correspond to the contours of constant Q and B̄ − h0(y) for the same fixed

r and q, as evaluated using equations 3.16 and 3.17. Note that the critical

solution and the B̄ − h0(y) contours are symmetric with respect to the γw axis,

and the Q contours are anti-symmetric (the mirror image for γc < 0 is not

shown).

83



Figure 3.6: (a) Simulation- theory comparison in γw − γc space. Theoretical curve of
the critical solution is shown with the thick black dashed line. The contours of constant
Q and B̄ − h0(y) are shown in blue and red, respectively. The numerical solutions
upstream near the entrance (y = 2), at the sill section (y = 6), and downstream (y = 7)
are shown with green, yellow, and cyan circles, respectively. The interface height
profiles and bottom topography at the corresponding (b) upstream, (c) sill, and (d)
downstream sections are shown. Note that the numerical solution corresponds to the
imposed Q = 0.05.

The graph can be used to develop intuition about the behavior of the flow

as the fluid passes through the channel and encounters a varying bottom

elevation by tracing along the constant Q curves. The position on any constant

Q curve is determined by the local topographic elevation at the channel center,

as given by the B̄ − h0(y) curves. Since the flow is steady, B̄ is constant every-

where. Therefore the contours of B̄ − h0(y) represent changes in topographic

height h0(y) as γw and γc vary along the channel. Notice that the contours of

constant Q and B̄ − h0(y) are tangent to each other along the critical solution

(the black dashed-line) implying that the critical flow can only occur where
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h0 is not changing in y: i.e. at the sill. Additionally, the two sets of curves

suggest that the critical flow occurs where h0(y) reaches a maximum (i.e. at

the sill). Below the dashed-line the flow is subcritical and above it the flow is

supercritical.

Tracing a constant Q curve, the dynamic width of the flow tends to be

wide at the channel entrance (large γw), and it narrows as the flow moves

along the channel, passes over the sill, and then becomes supercritical. Also,

the centerline position of the flow (γc/2) tends to increase as the fluid moves

downstream. Thus the flow veers to the right and rides higher up on the

right-hand bank of the channel. Figure 3.6 also shows comparisons to the

numerical simulations for the specific case study with r = r0 = 2/3 and

constant q = 1.15. As shown earlier (Figure 3.4), the pv varies within the

basin and along the channel. We replace the constant q in the theory by a

representative average value q̄ from the simulation. The average pv near the

entrance is different from the average pv near the sill section. We choose to

use the average pv both near the channel entrance region 2.5 < y < 3.5 away

from the recirculation region, and around the sill section at 5.5 < y < 6.5 to

compare the differences. Since the flow width dynamically changes along

the channel, the integration width in the cross-channel direction changes as

well. As discussed before, the pv value becomes unrealistically large near the

wetted edges. To avoid this, the integration is calculated only in the portion of

the channel width where the layer thickness, d, is larger than 0.08:

qE =
1

(xR − xL)× 1

∫︂ y=3.5

y=2.5

∫︂ xR(d>0.08)

xL(d>0.08)
q(x, y)dxdy (3.22)
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For the boundary inflow of Q = 0.05 the average values of pv become qE =

2.08 near the entrance and qS = 1.15 around the sill from the simulation.

We use the average value of pv near the sill to construct Figure 3.6 (a). The

simulation with imposed Q = 0.05 results in the interface height profiles

shown in Figure 3.6 (b), (c), and (d) near the entrance at y = 2, the sill section

at y = 6, and a downstream section at y = 7. Pairs of γw and γc are calculated

by finding the intersection of the interface height with the bottom topography

at these three sections and are mapped on to the theoretical graph as green,

yellow and cyan circles in Figure 3.6 (a). Note that as the flow moves along the

channel from the upstream section to the downstream section (from panel (b)

to (d) in Figure 3.6), the flow regime changes from subcritical to supercritical.

Also, the three circles in Figure 3.6 (a) show that the stream narrows (γw

decreases) and the centerline of the flow shifts to the right (γc increases)

consistent with theoretical predictions. The circles fall along (or close to) the

theoretical curve of constant Q = 0.05 demonstrating the ability of the theory

to predict the transports, given pairs of gammas measured at any section

along the channel. From the simulation, we know the topographic height

difference between the three sections. For example, the topographic height of

the entrance section (Figure 3.6 (b)) is 0.8 and that of the sill section (Figure 3.6

(c)) is 1. By looking at the location of the green and yellow circles on the curves

of constant B̄ − h0(y), we see that the theory also captures the difference in

the topographic height (0.2) as the flow moves along the channel from the

upstream section (panel (b)) to the sill section (panel (c)).

We ran several simulations with various imposed Q and mass source types.
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The results reveal that the theoretical curves in Figure 3.6 are helpful in esti-

mating the transport given pairs of γw, γc measured at any section along the

channel. However, the experiments with different Q values tend to produce

different q distributions, and the figure itself is constructed using one constant

q value. Changing the constant pv used to construct the graph to some other

value (e.g., from qS = 1.15 to qE = 2.08) results in a similar graph, however the

offset of simulation data points (the circles in Figure 3.6(a)) from the theoretical

curves changes. Therefore, despite the graph being helpful in interpreting

the theory, it is less convenient to be used for model-theory comparison and

making transport estimates.

3.4.3 Monitoring sill transport

In order to monitor climate change, it is important to obtain accurate estimates

of volume flux at locations upstream of regions of entrainment. Such locations

often include the sill itself, where the flow is relatively stable. The number of

moorings deployed at sill sections are usually limited and do not provide a

complete spatial coverage of the section. The sparse coverage, can sometimes

cause an inaccuracy in transport estimates. For example, Jochumsen et al.,

2017 provided a revised estimate of transport at Denmark Strait based on

corrections they made to their earlier regression methods after a few more

moorings were installed. An aspirational goal is to exploit the hydraulic the-

ory to infer transport with minimal number of measurements. Therefore, it is

desired to relate the transport at the sills to one (or a few) parameters that can
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be measured close to the sill or perhaps at an upstream location. Our simula-

tions showed that the flow in the channel sufficiently far from the entrance

is independent of the basin circulation. As a result, upstream measurements

of the wetted edges within the channel away from the channel entrance are

a good candidate to consider for transport estimation. If measurements are

available only at the sill, we can recast the γw − γc space into a q-Q space for

the critical values of gammas. To do so, equations 3.16 and 3.19 are solved

simultaneously to obtain pairs of critical gammas (γc
w, γc

c) for a range of q and

Q values. The two equations are of the general form

Q = G1(γ
c
w, γc

c; q, r) (3.23a)

Jγw,γc(G1, G2) = J(γc
w, γc

c; q, r) = 0, (3.23b)

and an example showing curves of constant γc
w and γc

c in (q, Q) space is

depicted in Figure 3.7 (a) for r = 2/3. The theory is derived for uniform pv,

therefore, from the theoretical point of view, the pv at the sill is the same as

anywhere else in the channel. However, this is not true in our simulations

where variation in pv is allowed. To compare the uniform pv theory with our

simulations, we compute the average pv both near the sill (from 5.5 < y < 6.5

in equation 3.22) and also upstream (from 2.5 < y < 3.5 in equation 3.22) to

study the sensitivity of the theoretical estimation to the choice of pv in the q-Q

space. The yellow symbols in Figure 3.7 (a) refer to the simulation data points

when the averaged pv is calculated at the sill. The green symbols refer to the
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simulation data points when the averaged pv is considered near the entrance.

Notice that there is a predictable drop in pv from the entrance section to the

sill section. The shapes of the symbols refer to the mass source type. The

values of γc
w and γc

c for each Q are nearly identical regardless of the inflow

type, implying the insensitivity of the flow at the sill to the basin circulation.

The theoretical values of γc
w and γc

c are then compared with the mapped

simulation points in the (q, Q) space. The results reveal that the simulated

γc
w and γc

c are well predicted by the theory as shown in Figure 3.7 (b) and

(c). The simulated γc
c values are less than those of the theory for all the data

points. This could be due to the effect of friction in the model resisting the flow

tendency to pile up more on the right wall. The simulation-theory difference

in estimating γc
w and γc

c is within 1-11% and 10-20%, respectively, regardless

of whether the average pv is considered at the upstream or at the sill section.

Running simulations with different friction coefficients (ϵ) revealed that the pv

increases slightly as ϵ increases. However, the values of the gammas at the sill

remain nearly unaffected. This minimal sensitivity to the choice of averaged

pv in (q, Q) space makes Figure 3.7 (a) more promising than Figure 3.6 (a) for

the purpose of transport estimation at the critical section as it is less sensitive

to the average pv.
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Figure 3.7: Simulation- theory comparison in (q, Q) space. (a) The blue and red
contours are the theoretical curves of γc

w and γc
c, respectively. The circles, squares,

and diamonds are the simulation data points at the sill for boundary inflow, uniform
downwelling, and localized downwelling, respectively. The thick black curve traces
the extrema of γc

c curves. (b) and (c) show the theory versus model γc
w and γc

c,
respectively. The colors refer to whether the average pv is calculated near the entrance
(green) or the sill section (yellow). (d) The estimated transport from model vs theory
obtained by substituting the modeled values of γc

w, γc
c, and q into equation 3.23 (a).

(e) The estimated transport when the critical solution is considered and the pv is
eliminated from equation 3.23.
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Figure 3.7 (a) suggests various possible monitoring strategies. For example,

the first strategy is to measure γc
w, γc

c, as well as the averaged pv to substitute

in the transport relation (equation 3.23 (a)) without using the critical condition

(equation 3.23 (b)). To show the sensitivity of the transport estimate to the

differences in γc
w and γc

c from the model and theory, the values of transport

from theory are compared with those of the simulations by substituting the

modeled value of pairs of γc
w and γc

c in the theoretical formula for the transport

along with a choice of averaged pv. Figure 3.7 (d) shows that the model-theory

difference in estimating the transport is within 8-18 %.

The second monitoring strategy exploits the critical condition (equation 3.23

(b)) to eliminate pv, and only measure the γc
w and γc

c (or equivalently ac and bc).

Therefore, one can estimate the theoretical pairs of γc
w and γc

c by finding their

intersection from the contours in Figure 3.7 (a), and compare them with the

model data points. Since the critical gammas are nearly identical regardless

of mass source type, the closest intersections of gammas to the model data

points are shown with green stars (the closest intersection to each of them

results in the same point). Doing so, results in Figure 3.7 (e) which shows 7%

difference between theoretical prediction of Q and the modeled values. The

second strategy is more advantageous as it only requires two measurements

and provides more accurate estimates by eliminating the need to measure pv.

The green symbols in Figure 3.7 (a) fall close to the extrema of the γc
c contours

(shown by the black thick curve), suggesting that for a given Q, the value of

pv is selected so as to maximize γc
c. This is true for other parabolic curvatures

(both narrow and wide parabolas) we tried and it suggests that (for reasons
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unknown) the flow tends to maximize its potential energy. Similarly, Helfrich

and Pratt, 2003 found that the flow chooses a pv that maximizes an upstream

parameter (upstream height on the right wall in their case). This is advanta-

geous as it suggests a third monitoring strategy allowing for prediction of the

overflow transport solely based on measuring one of the wetted edges, ac or

bc. We replot Figure 3.7 (a) using contours of ac or bc as in Figure 3.8 (a). The

black curve which marks the extrema of γc
c intersects with contours of ac and

bc which allows for estimating the transport based on only one of the wetted

edges as in Figure 3.7 (b) and (c). The spread of simulation data points suggest

that measuring ac is more accurate but less precise, and measuring bc is more

precise but less accurate in comparison to the theoretical result. The difference

between model and theory in estimating transport is between 1-15% when the

right wetted edge (Figure 3.8 (b)) is used and 5-25% when the left wetted edge

(Figure 3.8 (b)) is used to estimate the transport. Note that the third strategy

stems from the assumption that the flow chooses a pv along the extrema

of γc
c, as some of our simulations suggest. This emphasizes the dynamical

importance of γc
c as the centerline position of the flow for transport estimation.

3.4.4 Application of monitoring strategies to observations at
FBC

The theoretical graphs in Figures 3.7 and 3.8 can be used to estimate transport

for a given sill section with r0 = 2/3 such as Faroe Bank Channel. Let us begin

with the second monitoring method.

The second monitoring strategy, estimates the transport based on the γc
w
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Figure 3.8: (a) Simulation- theory comparison in (q, Q) space. The blue and red
contours are the theoretical curves of the wetted edges at the sill ac and bc, respectively.
The symbols and color codes for the model data points are the same as in Figure 3.7.
(b) The transport Q versus bc for r0 = 2/3. (c) The transport Q versus ac for r0 = 2/3.
The thick black curves in all panels trace the extrema of γc

c curves. The red symbols
show the model data points that are close to the γc

c extrema for different types of
inflow.
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and γc
c. To apply the theory, we first need to fit a parabola to the FBC sill

section and find the wetted edges of the flow. Lake, Borenäs, and Lundberg,

2005 made an estimate of interface height at the FBC sill section by fitting

an idealized parabolic topography. The wetted edges from their estimate is

a∗ = 5 km and b∗ = 8 km. They also estimated pv from daily averaged ADCP

records (see their figures 11 and 13). The corresponding scaling parameters

for FBC are f = 1.3 × 10−4 s−1 , g′ = 0.004 ms−2. We use the depth scale H =

1000 m. This results in a deformation radius of Ld = 16.6 km that can be used

to nondimensionalize the wetted edges of the parabolic fit to the Faroe Bank

Channel sill section. Therefore, γc
w and γc

c are 0.78 and 0.18, respectively. If the

value of γc
c is adjusted by 0.05, this pair of gammas intersect at q = 2.64 and

Q = 0.045. We can recover the dimensional pv and dimensional transport as

pv∗ = q × f /H ≈ 3 × 10−7m−1s−1 and Q∗ = Qg′H2/ f ≈ 1.7Sv , respectively.

These values are within the range of observed values at the FBC.

The first monitoring strategy requires the measurement of pv in addition to

the wetted edges. The measured pv within the course of 70 days varies which

makes it inherently ambiguous to apply the uniform pv theory. However,

considering an average pv of 3 × 10−7m−1s−1 yields the same results as the

first monitoring strategy. Choosing a higher or lower averaged pv, between

2 − 4 × 10−7m−1s−1 changes the estimated transport of 1.7Sv only by about

5%.

The third monitoring strategy eliminates the need to measure both wetted

edges. Let us assume that only the left wetted edge ,a∗ = 5 km, is provided

from observations. Considering the same Ld = 16.6 km from the scaling
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parameters discussed earlier, the nondimensional wetted edge is a = 0.3.

Figure 3.8 (c) gives Q = 0.069, therefore, Q∗ = 2.5sv. Similarly, if only the

measurement of the right wetted edge is available, then b = 0.48 yields

Q = 0.045 from Figure 3.8 (b) and the dimensional transport is Q∗ = 1.7sv.

3.5 Summary and Discussion

The dense flows in many deep passages in the ocean are the result of the

funneling of much broader watermasses through narrow gaps and are often

hydraulically controlled. Both these factors render the sites advantageous for

long-term monitoring of transport. One goal of hydraulic theory is to estimate

transport using the minimal number of measurements. Previous theoretical

studies have been restricted to zero or uniform pv and to channels with

rectangular cross sections. In this paper we explored the effect of continuously

varying (parabolic) channel geometry on the rotating hydraulic behavior of

a channel and basin system. To do so, we extended the existing theory for

the parabolic channel (Borenäs and Lundberg, 1986) by creating a graphical

representation that shows the solution behaviour more easily and by exploring

different strategies for overflow monitoring. We also used a 1.5-layer, reduced-

gravity numerical model of coupled basin-strait flow, thus freeing ourselves

from the restriction of uniform pv and semi-geostrophic dynamics.

The results revealed some similiarities and some differences to rectangular

channels in the flow structure and properties. Helfrich and Pratt, 2003 found

that the flow in the rectangular channel with a specified width and imposed Q

is independent of the mass source distributions in the basin. In the parabolic
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channel the sensitivity of the flow to the mass source depends on the curvature

of the parabola. The basin circulation intrudes more into the channel for

parabolas with r0 ≥ 2/3. The intrusion extends from the entrance to up to

one third the distance to the sill, but the flow further downstream and at

the sill remains unaffected by the basin circulation, similar to the case of the

rectangular channel. The flow characteristics in narrow parabolas are very

much similar to the rectangular channel with little sensitivity to the basin

circulation even near the channel entrance. The flow generally enters the

channel from the left wall for both the rectangular and parabolic bottom

topography. However, the parabolic geometry directs the flow to the center of

the channel faster than the rectangular channel does (e.g., compare Helfrich

and Pratt, 2003 Fig 3. (b) with the Figures 3.2 (d) and 3.5 (c)) so that a cell of

recirculating fluid can arise in the left portion of the channel, just downstream

of the entrance. Unlike the rectangular geometry, the parabolic cross section

results in larger pv variations in the channel because of interface grounding.

This makes direct comparison of simulation with uniform pv theory more

difficult.

We recast the volume flux formula and Bernoulli potential in terms of

variables such as the flow width and the position of the flow centroid for a

given geometry. This illuminates the flow evolution and hydraulic control

theory in the channel. We establish a dynamical connection between the sill

section and the overflow transport by proposing three monitoring strategies.

The strategies require measuring the intersection of the overflow interface

height with the bottom at the sill section. The first method does not involve
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solving the critical condition but it requires computing γc
w and γc

c from the

measurement of the two wetted edges and also an estimate of averaged pv. The

second method eliminates the need to provide pv measurements by solving

the critical condition and only requires finding both wetted edges of the flow

at the sill section. The third monitoring strategy requires only measuring one

of the wetted edges. The comparison between simulation data points and the

model suggests that the second monitoring strategy is more accurate. It is also

more advantageous than the first monitoring strategy as it eliminates the error

associated with inserting an average pv value in the uniform pv theory. The

third monitoring strategy requires only one measurement, either the left or the

right wetted edge. The third method is more accurate than the first method,

and has the same range of accuracy as the second method. Measuring the right

wetted edge yields a better agreement between simulations and theory than

the left wetted egde. Although the third monitoring strategy is advantageous

as it requires making only one measurement, it relies on the assumption that

the pv of the flow is chosen (such that γc
c is maximized). Therefore, the second

monitoring strategy makes fewer assumptions.

The pioneers of rotating hydraulics theory focused on relating the volume

flux to hydrographic measurements made upstream of the sill. The motivation

was mostly to avoid the difficulty of making direct observations at the sill

section itself. Given that for major sills and passages in the global ocean, the

modern monitoring and measurements are made at the sill section, it can be

more advantageous to focus on relating the transport to the measurements

made at the sill itself. All transport relations suggested in the literature assume
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steady state condition. However, the conditions downstream of a sill are often

turbulent and time-varying. Therefore, one advantage of monitoring the

overflow at the sill is that flow there is being squeezed through a very small

cross section and therefore less coverage is required to resolve the stream. The

second advantage of estimating transport based on sill measurements is that

the flow at the sill is hydraulically controlled.

As a result, theoretical predictions can provide a more accurate estimate of

the transport. Our results revealed that for a continuously varying topogra-

phy, the flow near the channel entrance is influenced by various mass source

types and basin circulation. Therefore, relating the transport to upstream

measurements may be less accurate compare to measurements made at the

sill. We applied the three monitoring strategies to the case of Faroe Bank

Channel and the results showed that the estimated transports are within the

range of observed values. One issue with all three monitoring strategies is the

practicality of finding the interface height from observations, and deploying

instruments close to the bottom especially for passages with complex geome-

tries. Nevertheless the theoretical progress still provides a transport estimate

consistent with simulations and observed values with only 1-3 measurements

and worth exploring in more complex models as a potential approach to

enhance observing systems.
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Chapter 4

Effect of Hydraulic Control on the
Volume Flux Variability

Oh the lover’s home, spring
zephyr comes thence
be prompt and seize it,
rhapsody’s thine hence.

Hafez, the Divān.

4.1 Introduction

Overflow transport at different passages in the global ocean can vary on differ-

ent time scales such as seasonal and interannual. The exchange flow at the Bab

al Mandab sill in the Red Sea is variable. The transport of the dense overflow

at Bab al Mandab is strongly influenced by seasonal and intraseasonal varia-

tions in wind forcing with much weaker summer outflow (Peters et al., 2005).

Pratt et al., 2000 studied changes in the hydraulic character of the flow at Bab

al Mandab sill due to the strong time-dependent flow. The exchange flow

through the Strait of Gibraltar is also variable (Bray, Ochoa, and Kinder, 1995).
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Sannino et al., 2014 developed hydrostatic σ-coordinate and non-hydrostatic

z-coordinate models of the exchange flow through the Strait of Gibraltar to

study the role of nonlinearity and accuracy of hydrostatic assumption on the

high amplitude internal solitary waves progressing toward the Mediterranean.

They also studied the hydraulic behavior of the exchange flow to map the

locations where the flow is subcritical, critical, and supercritical to evaluate the

impact of the nonhydrostaticity on the simulated hydraulic regime (Sannino

et al., 2014). Another example is the transport variability at the Faroe Bank

Channel (FBC). Observations suggest that there is a seasonal variability in

volume transport at FBC with maximum in August and minimum in February.

The average transport of dense water (σθ > 27.8 kgm−3) for the 1995-2005

period is 1.9 sv. The seasonal amplitude is about 10% of the average transport

(Østerhus et al., 2008). In Chapter 3, we studied the hydraulically controlled

flow at the sill section for a parabolic channel geometry and suggested moni-

toring strategies that relate transport to measurements made at the sill. The

inflow transport was assumed to be constant. The sources of the overflows can

vary in time which can result in variability in the total overflow transport. The

variability in the overflow transport can happen at different time-scales for

various sea straits. For example, in Chapter 2 we discussed multiple sources

of Denmark Strait Overflow (DSO) and the volume transport of 3.2 Sv that

varies by ± 0.5 Sv. The seasonal variability at Denmark Strait is weak and

explains only about 5% of the variance in transport (Jochumsen et al., 2017).

However, the transport of the DSO sources vary on intraseasonal time scales,

and they tend to compensate each other such that the total transport remains

fairly steady (Harden et al., 2016). At Faroe Bank Channel observations exhibit
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a clear seasonality of about 0.25 Sv with average transport of 2.2 (Hansen

et al., 2016).

This chapter aims to address the following questions: How does hydraulic

control affect the variability in transport observed in the real world? Does

hydraulic control suppress the seasonal signal in the overflow transport? Does

narrowing and shallowing of topography lead to a local suppression of time

dependence and, if so, to what extent does hydraulic control play a role?

To the best of our knowledge, there is no literature available on this topic.

However, Pratt and Whitehead, 2008 discusses the time dependent flow and

how disturbances generated upstream propagate for a hydraulically controlled

versus subcritical flow. Pratt and Chechelnitsky, 1997 studied the upstream

effects of the sill such as wave reflection with the purpose of providing insight

for parameterization of unresolved constrictions in General Circulation Mod-

els. Helfrich, 1995 developed a theory for a hydraulically-controlled two-layer

flow without rotation with gradual time dependence. They applied the theory

to the Strait of Gibraltar and discussed the importance of time dependence in

sea straits.

4.2 Methodology

To answer the question about the relationship between the hydraulically

controlled flow and seasonal variability, we need to impose a time varying

transport with seasonal periodicity in the upstream basin and study how the

amplitude and frequency of the transport changes in the basin, along the

channel, and at the sill section after time-dependent adjustment takes place.
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To examine the effect of hydraulic control on the suppression of time

dependence in the imposed transport, we run two series of experiments: (i)

The flow is hydraulically controlled at the sill section (similar to what we

had in chapter 3). (ii) The flow is subcritical at the sill after time dependent

adjustment takes place. For both series we first impose constant boundary

inflow. Then we impose simple time varying inflows such as sinusoidal

functions. Lastly, we move on to the experiments with forcing amplitude and

frequency that more realistically mimic the seasonal cycle. The numerical

model we used for this study is explained in Chapter 3. The geometry

carried out in this chapter is for a parabolic topography with r0 = 2/3 (as

in chapter 3) resembling FBC. We set up the model with a time-dependent

imposed transport of the form Q = Q0(1 + A0sin(2π t/T)). The Q0 = 0.05

for all simulations. We explore ranges of values for A0 and T in simulations

listed in Table 4.1. The value of Q0 and A0 are chosen such that the value of

transport remains roughly within the range of observed transport variability

at FBC.

To create a subcritical flow, we made the channel 3 times longer and added

a second sill at y = 24. The first sill has the same height as the simulations in

Chapter 3 (sill height is h0 = 1). The height of the second sill crest is higher

than the first sill by 0.1 (about 100 m in dimensional scale) to ensure that the

flow at the first sill remains subcritical.

To determine a proper forcing period, T, that has relevance to the seasonal-

ity of the Nordic Seas, we first find the intrinsic time scales for the upstream

basin in our model in comparison to the size of the Nordic Seas basin. This is
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done by matching the time-scale ratios between the Nordic Seas and the model

basin. The residence time for the overflow water in the Nordic Seas is on the

order of a couple of years. Considering one of the basins and strait systems, e.g.

Iceland Sea and Denmark Strait, or Greenland Sea and the FBC, the residence

time is roughly about 1-2 years. Therefore, the ratio of the seasonal time-

scale to the residence time for the Iceland Sea (or Greenland Sea) is roughly

Ts/Tr = 365 day/365 day = 1 or Ts/Tr = 365 day/(2 × 365 day) = 1/2. For

the model basin-channel system, the residence time of the basin is about 90

days, that is about 1000 in nondimensional time-scale. The ratio of the forcing

period, T, for the model to the residence time, Tr, for the model basin should

roughly match that of the Nordic Seas. Therefore, the appropriate period

of the seasonal forcing in our model is between 500 and 1000. The Kelvin

wave circumnavigation time in the basin is also computed and considered as

another fundamental time to be used as the forcing period. Since the basin has

sloping bottom, it is not straightforward to compute the exact Kelvin wave

circumnavigation time scale, but its value is approximated by dividing the

perimeter of the basin to the phase speed (
√︁

g′H). The value is about T = 45

(3.5 days in dimensional time scale) which is close to the basin’s natural mode

of oscillation that freely arises in the basin (this is discussed more in the Re-

sults). The period T = 4000 is also considered only to see the response of the

basin-channel system to a low frequency forcing mimicking the interannual

time scale. Since the observed seasonal amplitude of variation in transport at

FBC sill section is about 10%, the variability in the upstream basin is presum-

ably larger. A ranges of amplitudes between 10-75% are used for the forcing,

but only simulations with amplitudes A0 = 0.25 and A0 = 0.75 are discussed
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here (changes in the forcing amplitude does not make a significant difference

in the results).

Observations suggest that the dense water formation in the Nordic seas

does not occur year-around. The annual average outflow of dense water is

about 6 Sv (Drange et al., 2005). The dense water is formed mostly in the

winter over an intense period and is zero for the rest of the year (Aagaard,

Swift, and Carmack, 1985; Ronski and Budéus, 2005). To mimic this behavior,

we also run simulations in accordance with the time variability associated

with the formation of overflow water in the upstream basin. This is done by

setting a periodic forcing in Gaussian form. The mean and variance of the

Gaussian function (listed in Table 4.1) is computed such that the same inflow

to the basin is distributed over 4 months and is zero for 8 months. This cycle

is repeated 3 times to account for 3 seasonal cycles. The amplitude of forcing

is set such that the area under the Gaussian, that is the total (time-integrated)

transport for 12-months period to be nearly the same as the value for other

experiments in the same time range.
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Table 4.1: The experiments are listed in the first column. The subscript c refers to
hydraulically controlled flow regime and the subscript s refers to subcritical flow
regime. The forcing type, amplitude, and forcing period are listed in the second
column and third columns. The fourth column shows the ratio of the volume transport
measured at the sill to that of the inflow at the boundary in the upstream basin. The
fifth column shows the corresponding phase lag. The last two columns are discussed
in the results.
∗ For the Gaussian forcing µ1 = 1167, µ2 = 5167, and σ = 333 take place of A0.
+ The period for the Gaussian is 4000.

ID forcing type A0 T
amplitude

ratio
phase lag (◦)

Ac constant 0.25 0 - -
As constant 0.25 0 - -
Bc periodic, sinusoidal 0.25 1000 0.58 40.3
Bs periodic, sinusoidal 0.25 1000 0.73 35.6
Cc periodic, sinusoidal 0.75 1000 0.54 42
Cs periodic, sinusoidal 0.75 1000 0.57 34.14
Dc periodic, sinusoidal 0.25 500 0.45 58.75
Ds periodic, sinusoidal 0.25 500 0.65 34.8
Ec periodic, sinusoidal 0.25 4000 0.8 9.63
Es periodic, sinusoidal 0.25 4000 0.96 10.69
Fc periodic, sinusoidal 0.25 45 0.49 252
Fs periodic, sinusoidal 0.25 45 0.96 219
Gc periodic, Gaussian ∗ + 0.79 57.2
Gs periodic, Gaussian ∗ + 0.78 64.9

4.3 Simulation results

We first compare simulations Ac and As with constant imposed transport.

Panels (a) and (c) in Figure 4.1 show the interface height contours in the basin-

channel system and panels (b) and (d) show the height along the centerline of

the channel. When the flow is hydraulically controlled the boundary current
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that moves along the right wall of the basin (x < 0) goes around the basin

toward the left side (x > 0) before approaching the mouth of the channel

(Figure 4.1 (a)). When the flow enters the channel, it continues along the

left wall (x > 0), goes over the sill (at y = 6), and then diverts to the right

side (x < 0). When the flow is subcritical, the boundary current approaches

the entrance of the channel faster. The flow does not divert to the right side

of the channel until it reaches the second sill (Figure 4.1 (c)). The interface

height in the middle of the channel (Figure 4.1 (b) and (d)) has a dip near the

entrance between 1 < y < 2.5 in both cases. There is a permanent decrease in

the layer thickness over the sill in the controlled case (Figure 4.1 (b)), whereas

in the subcritical case the temporary change in the layer thickness (the ripples)

change position along the channel even after the time dependent adjustment

takes place (Figure 4.1 (d)). Note that the interface height is higher by about

0.15 when the flow is subcritical.

Figure 4.1: Panels (a) and (c) show the contours of interface height for simulations Ac
and As. Panels (b) and (d) show the interface height along the channel centerline for
simulations Ac and As.

The changes in transport Q as a function of time is shown in Figure 4.2 at
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the far-left boundary where the flow enters the basin at y = −15 (black curve),

in the middle of the channel at y = −8 (red curve), and at the sill sections

y = 6 and y = 24 (the blue and green curves). For both cases of subcritical

and the hydraulically controlled simulations the flow in the basin reaches

the constant imposed value of Q = 0.05 by about t = 3000. The zoomed

window shows that the amplitude of oscillation in the basin is larger for the

subcritical flow (Figure 4.2(d)) than the controlled flow (Figure 4.2(c)). The

basin’s high frequency oscillation is damped when it reaches the sill but the

suppression is stronger when the flow is hydraulically controlled. This can

be seen by comparing the blue curves in Figures 4.2(c) and (d). We can also

see the suppression in amplitude due to hydraulic control by comparing the

blue and green curves in Figure 4.2(d) since the flow is subcritical over the

first sill and critical over the second sill. In general, we can see that making

the channel longer and the flow subcritical, makes the flow more variable. We

omit showing the transport signal at the open boundary where the flow exits

the domain (because it nearly coincides with the transport signal at the sill).

107



Figure 4.2: (a) and (c) Q vs time for similations Ac and As. (b) and (d) are the zoomed
view of the time series.

With the insight we obtained from the effect of the flow regime on the layer

thickness, we now can compare simulations Bc and Bs with periodic imposed

transport. The black curves in Figure 4.3 show the imposed periodic forcing

where the flow enters the basin. The time dependent adjustment begins at

t = 0 and takes place between then and t = 2000 (which is earlier than what

we observed for simulations Ac and As with constant forcing). The flow

in the basin oscillates mainly with the forcing frequency but also has a high

frequency oscillation that arises freely within the basin. It is not trivial to know

what mechanism is responsible for the rapid oscillations. The analysis in the

frequency domain (discussed in the following section) suggest that the rapid

oscillation is potentially associated with the Kelvin wave propagation and is
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present in the case of constant forcing as well (see simulations Ac and As in

Figure 4.2). The Kelvin waves are generated by the boundaries of the basin’s

topography. The rapid oscillation could also be excited by an instability in the

flow. The amplitude of the rapid oscillation decreases when the forcing is in its

decreasing phase. Both the high and the low frequency motions are damped

by the time the flow reaches the sill. However, the high frequency signal is

more strongly damped for the hydraulically controlled case (Figure 4.3 (a)

and (b)). The damping of the signal at the sill is partly due to the narrowing

and shallowing of the strait as the sill is approached, but the hydraulic control

causes some additional suppression of the signal.

To be able to compare and quantify the damping in the signal between

different flow regimes with different forcing parameters, an amplitude ratio

is defined. The ratio of the amplitude of the transport signal at the sill to the

amplitude of forcing for the low frequency motion is computed as:

max(Asill)− min(Asill)

max(Ain f low)− min(Ain f low)
(4.1)

where Asill and Ain f low are the amplitudes of the transport signal at the sill and

at the left wall where the flow enters the basin. The magnitude of amplitude

ratio is listed in Table 4.1 for each experiment. The amplitude of high frequency

oscillation in the basin decreases when the magnitude of the periodic forcing

approaches its minimum. This is only true when the flow is hydraulically

controlled.

The forced oscillation at the sill has a time lag regardless of flow regime.

The time lag between the forcing and the sill signal is quantified in degrees
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and noted in the Table 4.1.

At the second sill in simulation Bs, we see further reduction in the high

frequency amplitude. The low frequency amplitude is not changed very much

at the second sill, but its phase is delayed in comparison to the first sill.

Figure 4.3: (a) and (c) Q vs time for similations Bc and Bs. (b) and (d) are the zoomed
view of the time series.

To see the effect of forcing and flow regime on the interface height profile

in the channel, the interface height near the entrance and at the sill section

are plotted in Figures 4.4 and 4.5, respectively. The interface heights are

plotted for the subcritical and hydraulically controlled flow with constant

and periodic forcing. The interface height both at the entrance and at the

sill are higher in the subcritical simulations than the hydraulically controlled

simulations regardless of the type of forcing. When the forcing is periodic and

the magnitude of the periodic forcing is at its minimum, the interface height
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is slightly lower across the section at the entrance than when the forcing

is constant, regardless of the flow regime (the solid curves are below the

dashed curves in Figure 4.4 (a)). Similarly, when the periodic forcing is at its

maximum the interface height stands slightly higher across the section at the

entrance (solid curves are above the dashed curves in Figure 4.4). Although

the interface is plotted for two specific peak and trough of the periodic forcing,

the result is representative of other peaks and troughs after time adjustment

takes place. This is not entirely true at the sill section in Figure 4.5. When the

flow is subcritical, the interface height in relation to the forcing is different

across the section (compare the blue curves in Figure 4.5 (a) and (b) for x > 0

versus x < 0). But in general, the changes in the interface due to the phase of

the forcing is minimal in comparison to the changes due to the flow regime.

Figure 4.4: The interface height at y = 2 near the channel entrance for simulations
Ac, As, Bc, and Bs. Panels (a) and (b) correspond to the height at the minimum and
maximum of the periodic forcing, respectively.
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Figure 4.5: The interface height at the sill section at y = 6 for simulations Ac, As
(dashed curves), Bc, and Bs (solid curves) (a) at t = 5700 when the forcing is at its
minimum and (b) at t = 6200 when the forcing is at its peak.

The interface height along the centerline of the basin and the channel is

plotted for all simulations in Figure 4.6. The interface is lower for the con-

trolled cases than the subcritical simulations. The shape of the interface in

the basin and near the mouth of the channel is similar regardless of forcing

and flow regime. However, for the controlled simulations the profile of the

water height permanently has changed. For the subcritical flow the ripples

are formed after passing the first sill. These ripples are reminiscent of the sta-

tionary waves generated due to the flow going over two consecutive obstacles

of nearly the same height (Pratt, 1984). The location of the ripples does not

follow any specific pattern in relation to the phase of the periodic forcing.
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Figure 4.6: The interface height along the centerline for simulations Ac, As (dashed
curves), Bc, and Bs at t = 6200 (dotted curves) when the forcing is at its peak and
t = 5700 (solid curve) when the forcing is at its minimum.

To see the evolution of the transport signal from the basin to the sill,

the basin and the sill response functions for the subcritical flow are plotted

together in the frequency domain as in Figure 4.7. The basin and the sill both

experience the same spectral range but the amplitude of oscillation at each

frequency is different. The amplitude of oscillation at the forcing frequency

(ω = 0.001) is slightly higher in the basin than at the sill. The basin has its

second large peak at around ω = 0.023 which is about 3.8 days in dimensional

magnitude. This value is nearly equal to the time it takes for Kelvin waves to

go around the periphery of the basin. The range of spectrum is similar for the

hydraulically controlled case, but the amplitudes both in the basin and at the

sill are smaller (not shown here).
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Figure 4.7: Transport signal in the frequency domain for simulation Bs in the basin
(red) and at the sill section (blue). The oval highlights the Kelvin wave frequency in
the basin.

To better understand the effect of flow regime on the variability in transport

at the sill, we look at the transport signal in the frequency domain as in

Figure 4.8 (a). The highest peak in the spectrum is at the forcing frequency

ω = 10−3 and its magnitude is nearly the same for both the subcritical and

the hydraulically controlled flow. Both flows experience the same spectral

range, but consistent with the previous plots, the amplitude of variability at

the sill for the subcritical flow is higher than that of hydraulically controlled

flow. The peaks in the frequency range of 0.01 < ω < 0.1 are associated with

Kelvin waves as it was seen earlier in Figure 4.7.
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Figure 4.8: (a) The sill signal in the frequency domain (b) in the time domain for the
case of controlled and subcritical flow, simulations Bc and Bs.

All the simulations shown until now have the period of T = 1000. The

second time scale we consider is T = 500. As discussed earlier, this is chosen

based on the assumption that the ratio of Ts/Tr is 1/2. The overall behavior of

the signal does not change by reducing the period from 1000 to 500 (therefore,

I skip showing any image here). To see the effect of large forcing period,

T = 4000 that is four times bigger than the residence time of the basin is also

considered. Again, the overall behavior of the response signal at the sill and

the basin is the same as previous forcing periods.

The Kelvin wave circumnavigation time scale around the basin, T = 45,

is used as the period of forcing in simulations Fc and Fs listed in Table 4.1.

Results show that the oscillation both in the basin and at the sill have a higher

amplitude when the flow is subcritical than when it is critical. Also, notice that

when the forcing is near its minimum, the sill response is close to its maximum

for both simulations. The phase lag between the forcing and the response

at the sill is larger in simulations Fc and Fs than in the previous simulations
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with lower forcing frequencies. But consistent with the previous simulations,

the phase lag is larger for the hydraulically controlled experiment than the

subcritical flow.

Figure 4.9: Q vs time for the (a) controlled and (b) subcritical flow with the period of
T = 45 (simulations Fc and Fs).

To mimic the seasonal cycle of the Nordic Seas, the boundary inflow in the

basin is imposed as a Gaussian function. The inflow is supplied over 4 months

period with a peak at the second month and is zero over 8 months. As shown

in Figure 4.10, this is done for three seasonal cycles to see the behavior of the

response and to ensure that a time dependent adjustment takes place. The

response functions in the basin and in the channel (at the sills and at the right

wall where the flow exits the domain) closely follow the imposed Gaussian

function of the inflow. For both flow regimes (hydraulically controlled and
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subcritical) when the inflow decreases to zero (at approximate intervals of

2000 < t < 4000, 6000 < t < 8000, 10000 < t < 12000), the transport at the sill

gradually decreases but does not vanish. Similar to previous experiments, the

high frequency oscillation in the basin is stronger in the subcritical flow than

the hydraulically controlled flow. The maximum amplitude of the response

function at the sill is nearly the same for the hydraulically controlled flow and

the subcritical flow (see Table 4.1). The phase lag between the forcing and the

sill response is larger for the controlled flow than the subcritical flow.

Figure 4.10: Q vs time for the (a) controlled and (b) subcritical flow with a Gaussian
seasonal cycle (experiments Gc and Gs).
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The transport signal at the sill in frequency domain (Figure 4.11) shows a

higher amplitude for the subcritical flow than the controlled flow in frequency

range of ω > 0.002.

Figure 4.11: The sill response in frequency domain for simulations Gc and Gs.

To see the effect of forcing on the flow in the basin and the channel, the

flow along the centerline of the channel is plotted in Figure 4.12. When the

forcing is at its maximum (t = 9120, dotted curves), there is a depression

in the interface height in the basin but the interface is maximized at the sill.

When the forcing is at its minimum (t = 11040, solid curves), the interface

height in the basin bulges upward, but the interface height is minimized at the

sill. This is true regardless of the flow regime. This seesaw behavior between

the upstream basin and the channel upstream of the (first) sill resembles

Helmholtz oscillation. The oscillation is set by the water level going up in the

basin while it goes down in the channel (or vice versa). The interface height
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at the entrance of the basin experiences a sudden increase (at y = 0) for both

experiments at all time steps. This is due to the shallowing of the topography

at the entrance of the channel in addition to the increase in the parabolic

curvature at the channel entrance. The interface height for the subcritical flow

is higher than the hydraulically controlled flow at all times, consistent with

the previous simulations.

Figure 4.12: The interface height along the centerline of the channels for simulations
Gc and Gs at two different times: t = 9120 (dotted curves) when the forcing is at its
maximum and t = 11040 when the forcing is nearly zero (solid curves).

Figure 4.13 shows the interface height across the channel at the maximum

and minimum of the inflow in the third seasonal cycle. When the inflow

drops to zero (at the right tail of the Gaussian at t = 11040) from its maximum

(at the peak of the Gaussian t = 9120), the interface height at the entrance

(Figure 4.13 (a)) decreases by 20-30 %. The drop in the interface height is

larger at the sill section (23-35 %) than the entrance (Figure 4.13 (b)). As
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previously mentioned, it is evident that the interface height stands higher

in the subcritical simulations than the hydraulically controlled simulations

at all times. The slope of interface height at the entrance for the subcritical

and the hydraulically controlled simulation is nearly the same. However, at

the sill section, the hydraulically controlled flow has a steeper slope than the

subcritical flow regardless of the phase of the forcing.

Figure 4.13: The interface height (a) at the entrance and (b) at the sill section for
simulations Gc (blue curves) and Gs (red curves) at two different times t = 9120
(dotted curves) when the forcing is at its maximum and t = 11040 when the forcing is
nearly zero (solid curves).

The contours of interface height in the basin and the channel are plotted

in Figure 4.14 for the subcritical simulation Gs at the two time snaps. The

circulation in the basin and the flow in the channel are similar to what we saw

earlier in Figure 4.1 (c) for simulation As with constant inflow (the magnitude

of the contours is different, but the nature of how and where they converge is

the same). This is true if we compare any given time snapshots of flow for any

of the experiments. The rotation and the geometry of the basin-channel system

seems to influence the circulation more than the forcing properties. Therefore,
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it is not trivial to deduce the time variability in forcing from snapshots of

interface height.

Figure 4.14: The interface height contours in the channel and the basin for simulation
Gs at (a) t = 9120 when the forcing is at its maximum and (b) t = 11040 when the
forcing is nearly zero.

4.4 Summary and Discussion

In this chapter, we illustrated the role of hydraulic control on the variability

in transport observed in some sea-straits on a range of timescales from daily

to interannual. To specifically diagnose the role of hydraulic control on the

suppression of time dependence, we ran two series of experiments with

periodic inflow in the upstream basin: (i) subcritical and (ii) hydraulically

controlled flow. We explored the nature of the response of the basin and the

sill to various periodic forcing.

Results reveal that the transport signal in the basin and the channel closely

follow the forcing function with a phase lag and reduction in the amplitude

121



regardless of the flow regime. There is a high frequency variability in the

basin that persists even when the forcing is constant. The frequency of this

variability is on the order of Kelvin wave circumnavigation in the basin. This

upstream basin variability is larger when the flow is subcritical and the waves

generated downstream can travel back to the basin.

The subcritical flow causes intermittent variations in the water height

while the controlled case gives a permanent change over the sill, regardless

of whether the forcing is periodic or constant. This characteristic of the sub-

critical flow was known before and is consistent with Pratt and Whitehead,

2008 where they considered constant imposed transport (in their section 1.8).

However, the sensitivity to the different forcing was not studied before.

There are two main mechanisms that suppress variability in the channel:

(1) rising of the topography and narrowing of the geometry from the deep

basin to the shallow channel, and (2) hydraulic control. The results reveal

that the narrowing and shallowing of topography leads to 5-30% reduction of

transport variability for the experiments listed in Table 4.1. This suppression

in the amplitude of variability is not necessarily monotonic in relation to

the magnitude of forcing frequency. For the controlled experiments, the

reduction in amplitude is within 0-20%. The reduction of the amplitude at

the sill is stronger for the hydraulically controlled flow, only for the high-

frequency motions. The added reduction in amplitude due to hydraulic

control is relatively minor at the forcing frequency (e.g., the reductions for the

case shown in Figure 4.8 at the forcing frequency are about the same). The

phase lags between the inflow and the response at the sill are generally longer
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in the controlled cases relative the subcritical counterparts. This is because the

overall layer thickness in the subcritical regime is larger, therefore the signals

travel more rapidly.

The experiments additionally showed that the variability in the forcing

magnitude and frequency does not affect the general pattern of circulation in

the basin or the channel.

The results from the idealized experiments suggest that hydraulic control

cannot be the main cause of variability at FBC. The role of topographic varia-

tion at FBC as well as atmospheric conditions need to be explored as a future

work.
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Chapter 5

Discussion and Conclusion

I could be bounded in a nutshell
and count myself king of infinite
space.

W. Shakespeare, Hamlet.

5.1 Summary and Conclusions

Many of the deep watermasses in the ocean originate in the deep overflows

and their properties are set by the mixing that takes place in narrow straits or

down the continental slopes. One example of these places is the Nordic Seas

overflows that occur in the Greenland Scotland Ridge, mainly at the Denmark

Strait and Faroe Bank Channel. The overflow through these two deep passages

are the main sources of the North Atlantic Deep Water (NADW) and together

they contribute to the deep branch of the AMOC. In this thesis, we first

studied the sources of the Denmark Strait Overflow to better understand the

composition and details of its pathways. Then we studied rotating hydraulics

of an idealized basin-channel system with application to the Faroe Bank
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Channel to suggest overflow monitoring strategies and also to understand the

effect of hydraulic control on suppressing the time variability in transport at

the sill.

We studied the kinematics of Denmark Strait Overflow in Chapter 2. We

presented a detailed analysis of the upstream sources and pathways of the

DSO by performing a Lagrangian analysis on the output of a high resolution

ocean model of the Nordic Seas. The kinematic study gave a comprehensive

understanding of the time-varying contribution to the overflow and evolution

of previously identified northern pathways (the NIJ, the EGC, and the sEGC).

Additionally, we found new pathways that feed the NADW from south of the

Denmark Strait sill. These southern pathways supply 26% of the DSO during

winter (JFM) of 2008 and are speculated to be the result of rapid transformation

of the NIIC to the dense overflow. The schematic of the overflow water is

updated by incorporating the direct pathways of the DSO. The evolution of

hydrographic properties of the DSO is also presented. This study showed that

the properties of all DSO sources converge after cascading over the Denmark

Strait. Therefore, it is not trivial to discern the DSO sources at the sill section or

south of it by watermass analysis. In addition to revealing a new pathway, the

results suggest a generic method to study the evolution of watermasses. The

combination of Lagrangian and watermass analysis can locate the watermass

transformation sites continuously along the pathways (see Figure 2.14).

In Chapter 3, we explored the dynamics of overflow pathway partition-

ing and the effect of upstream reservoir on the overflow production for an

idealized sea-strait geometry with parabolic cross-section. We studied the
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sensitivity of the hydraulic solution (transport, and circulation) to the strait ge-

ometry and developed three overflow monitoring strategies. The results show

that the flow in the channel is relatively insensitive to the basin circulation and

the mass source type. Far enough from the channel entrance, the hydraulically

controlled flow in the strait is independent of the basin circulation regardless

of parabolic curvature. The controlled transport relation is derived for the

case of uniform pv theory. Comparing the model to theory, we found that the

measurement of the wetted edges of the interface height at the critical section

can be used to estimate the volume flux. We also find that the simulated

transport is well approximated by uniform pv theory, despite pv variation in

the simulations. The three monitoring strategies we suggested only require

making 1-3 measurements. We applied these strategies to the Faroe Bank

Channel to estimate the transport and made a comparison with observations

(see Figures 3.7 and 3.8). The results showed that the estimated transports

are within the range of observed values. These monitoring strategies can be

applied to similar deep passages and fracture zones around the world and are

potentially useful in informing the deep ocean monitoring missions.

In Chapter 4, we studied the effect of hydraulic control on the variability

in transport at the sill on different time scales such as seasonal. We forced our

numerical model with periodic inflow in the upstream basin for subcritical

and hydraulically controlled flow to see the effect of hydraulic control on

the suppression of time dependence. Results show that the subcritical flow

causes intermittent variations in the water height while the hydraulically

controlled flow gives a permanent change over the sill, regardless of whether
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the forcing is periodic or constant. The results reveal that the narrowing and

shallowing of topography leads to reduction of transport variability. This

suppression in the amplitude of variability is not necessarily monotonic in

relation to the magnitude of forcing frequency. Hydraulic control causes a

further suppression of time variability. However, the added reduction in

amplitude afforded by hydraulic control is relatively minor, suggesting other

potential mechanisms playing a role in variability of overflows at some sea

straits such as FBC.

5.2 Future Work

In Chapter 2 we learned that the southern pathways of the DSO exist in

the winter months of cold years when the NAO index is relatively high.

Therefore, it is hypothesized that the phase of the NAO affects the partitioning

of the DSO pathways (Harden et al., 2016). In Chapter 4, we learned that

the shallowing and narrowing of topography from the upstream basin to the

channel leads to the suppression of variability. We also learned that the role

of hydraulic control in suppressing overflow variability is minimal and there

must be other mechanisms in play. The surface wind can affect the potential

vorticity distribution and the interface height in the upstream basin, both

of which should have an impact on the overflow partitioning and transport

variability. Additionally, the strength of the windstress affects the convection

in the upstream basin, and therefore, the amount and timing of dense water

production. To study these potential sources of overflow variability, the

reduced gravity model used in Chapters 3 and 4 needs to be extended to two
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layers. The windstress curl resembling that of the Nordic Seas can be imposed

as an additional forcing on the top layer. A sensitivity study can be performed

on the effect of wind direction and magnitude on the basin circulation, the

fluid exchange between the two layers, and the variability in the overflow that

reaches the sill.
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Appendix A

The Hazards of Teaching for the
First Time

I would like to share my learning experience as a PhD student teaching my

first undergraduate course during fall 2020: Natural Hazards. Teaching this

course, I wrestled with several questions: How can I engage students in a

virtual setting? How can I make them think? What is the purpose of education

after all and what do I want them to take away from the course?

A.1 About the course setting

Fall semester 2020 was a unique time to teach a course on natural hazards

in the sense that all students were directly impacted by at least one type

of disaster - the global pandemic. In addition, the semester coincided with

a record-breaking Atlantic hurricane season on the East Coast and fires on

the West Coast. I used these events as an opportunity to spark students’

curiosity and motivate them to learn about the science of natural hazards.

As a student, my best learning experiences happened through dialogues
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and exchange of ideas between classmates and instructors that continued

back and forth during class time. This experience inspired me to hold more

than half of the class sessions synchronously. To focus students’ attention,

I motivated every class session by posing questions. For example, which

hazards are the most destructive, frequent, or deadly? What is the effect of

climate change on these hazards? What can we do about them? Some of these

questions are open ended and may sound overwhelming at first, but to me,

the essential step in learning is to become curious enough to engage with

questions and take steps to answer them. Isn’t the purpose of education to

train future thinkers? The course included clear learning objectives following

Bloom’s Taxonomy to target both lower- and higher-level thinking skills. I

designed multiple forms of assignments such as conducting readings, listening

to podcasts, watching documentaries, completing analytical exercises, and

participating in group discussions. To motivate the sense of exploration in

students, instead of exams, I assigned a final term paper in which students

investigated a natural disaster case study of their own interest. The assessment

was structured using specifications grading. The method directly links course

grades to achievements of learning objectives and motivates students to focus

on learning instead of earning points (Kelly, 2018). Grading rubrics were

provided for each individual assignment.

A.2 lab demonstrations

Just as a picture is worth a thousand words, lab demonstrations go a long

way to supplement lectures and to improve conceptual understanding of
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Figure A.1: Comparison of seismic waves to the sound waves generated by a string
instrument. (a) length of two Earthquake faults (USGS, 2020). (b) music instrument
producing analogous sound waves. The red and green arrows show the note, D,
played on the same string in different octaves.

learning materials. But is it possible to perform them in a remote setting?

Simple demonstrations were still possible. I just needed to get creative in

implementing them! For example, I used a rubber band and a biscuit to

demonstrate the strength of brittle versus elastic materials under various

modes of deformation to explain how the choice of materials can make a

drastic difference in what modes of deformation a building tolerates during

an earthquake, which impacts the survival rate during an earthquake. I also

used a musical instrument, my Setar, as an analogy for seismic waves. Just

seeing the instrument immediately captured the students’ attention. I played

the same note at different octaves and reminded them how that results in a

different pitch due to the string being confined to two different lengths. This

is analogous to having a short versus long earthquake fault and therefore

higher or lower frequency in seismic waves as in Figure A.1. Students were

also given an exercise to listen to the sound of earthquakes from an archive to

infer the fault length.
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A.3 Freedom to learn

Noam Chomsky often says in his interviews about education that students

are taught to be passive and obedient rather than independent and creative

(Robichaud, 2014). He believes education is a matter of laying out a string

along which students will develop, but in their own way (Chomsky and

Barsamian, 1996). Chomsky quotes his colleague’s response to students asking

about course content, saying ”it is not important what we cover in the class but

rather what we discover" (Chomsky and Barsamian, 1996). I was inspired by

this perspective and decided to encourage the enlightenment style of learning

in my students by giving them freedom in their final term paper writing style.

I encouraged the students to pick a case study based on what they loved

to learn about natural hazards and gave them freedom in how to structure

their writing or what to expand on (the science of the disaster, the losses, the

social impacts, the aftermath, etc.). I was surprised to see so many of the

students asked for strict guidelines, templates and sample term papers from

previous semesters, as if the meaning of freedom and creativity in learning

was unfamiliar to them!

A.4 Student perceptions of the class

I administered two anonymous feedback surveys, one in the middle of the

semester and the other at the end. The mid-semester survey was focused

on understanding what is working (not working) for students that I should

keep (stop) doing, and what additional activities we could start doing to
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better adapt to the unexpected transition to online learning. I learned that

students had a lot to say, some of which I incorporated in the second half of

the semester, such as taking a class session to practice writing the term paper

and hold a Q and A session. The end-of-semester survey was more focused

on their takeaways from the class, and what assignments/activities were most

helpful in their learning experience. I specifically asked them questions such

as, “What do you think you will remember from this course? What did you

discover?"

The final survey revealed that by the end of the semester students, re-

gardless of their background, comprehended the major earth processes and

reflected on the relation between humans and natural disasters. They grasped

the interdisciplinary nature of the course and how one can learn about inter-

section of physics, humanities, and international relations through studying

natural hazards and disasters. They also developed a sense of appreciation

for the role of science in predicting and dealing with natural hazards.

A.5 What I learned

Even though universities like Hopkins often train Ph.D. students to focus on

producing publications rather than doing curiosity-driven research, I found

that teaching a course like this led me to ask the kind of fundamental questions

that could stimulate future research. This experience helped me develop as

a teacher, as well as a true scientist, while raising awareness and sharing

important knowledge about natural hazards in a changing climate in which

the frequency of hazardous events will likely increase. I captured students’
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attention by making the learning relevant to their lives, which inspired their

curiosity. Feedback surveys revealed and reinforced my idea that synchronous

class discussions, constant questioning, and interesting lab demos would hook

the students and motivate them to engage in dialogue.
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