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Unified method for measuring entropy differences between coexisting surface phases
using low energy electron microscopy
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We demonstrate the ability of low energy electron microscopy (LEEM) to extract fundamental information in
surface phase transitions during in situ observations of complex semiconductor surfaces. We utilize established
LEEM techniques and develop a methodology that enables us to calculate the surface entropy difference using
only LEEM measurements without the need for external characterization. We demonstrate the effectiveness of
the unified method by monitoring the phase coexistence during the first-order transition between the c (8 × 2)
and (6 × 6) phases on the surface of GaAs(001) at a range of temperatures relevant for epitaxy. The coexistence
behavior with temperature and the fluctuations of phase boundaries are measured and analyzed to obtain the
entropy difference and stress difference between the phases. The calculated values show that the entropy
difference is not large enough to stabilize the (6 × 6) phase with respect to the c (8 × 2) by itself, suggesting that
the elastic relaxation during the coexistence between the two phases is necessary to stabilize the (6 × 6) phase.
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I. INTRODUCTION

Entropy is a key thermodynamic property of the semi-
conductor surface that governs much of the surface phase
behavior. Its contribution to surface energetics can be a
valuable consideration in theoretical surface models, but mea-
suring entropy differences between phases experimentally is
elusive and the parameter is usually neglected. In this work,
we show that in the context of a first-order phase transition,
this can be achieved through three sets of measurements
within a single experiment using low energy electron mi-
croscopy (LEEM). LEEM microscopy has been established as
one of the most effective methods for the detection of phase
coexistence [1,2] and its ability to observe surface dynamics
in real time with great precision allows the measurements
of the phase coverage and boundary fluctuations, which can
then be analyzed with the methods reviewed by Hannon and
Tromp [3].

The understanding and control of the GaAs(001) semicon-
ductor surface structure is a crucial factor in maintaining the
high quality of epitaxial growth for the high-precision fabrica-
tion of heterostructures for optoelectronic devices [4–10]. As
a result, the structure, defined by its surface phases, has been
extensively studied and considerable understanding of the be-
havior and underlying processes has been reached [11–13]. A
significant part of that behavior, especially during some phase
transitions, is the possibility of having multiple surface phases
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simultaneously. This phase coexistence phenomenon can be
successfully accounted for by the energetics of long-range
elastic and electrostatic interactions [14–18] and its stabil-
ity is largely governed by two fundamental parameters: the
stress difference and the entropy difference between the two
phases [19]. The elastic and electrostatic interactions, which
are dependent on the surface phase coverage, give access to
the entropy difference. The stress difference manifests itself
through the stiffness of the boundaries between the two co-
existing phases and so it is found by closely monitoring the
boundary fluctuations [20,21].

We bring together methods in LEEM imaging and analysis
and demonstrate their ability to obtain fundamental surface
parameters of a compound semiconductor independently and
without the need for external characterization. We develop
a modular computational algorithm to automate the analysis
process, making the method easily applicable to most semi-
conductor and metallic surfaces [22].

Our experimental observations focus on the stable phase
coexistence between the (6 × 6) and the c (8 × 2) as we aim
to settle the ongoing debate about the stability of the (6 × 6)
phase. Multiple (6 × 6) geometries have been determined
through theoretical calculations, but were shown to not be
stable [11,23,24]. Details on these calculations are given in the
Appendix 1. Despite the predicted instability, multiple surface
structures and compositions of the phase were experimentally
observed using scanning tunneling microscopy measurements
[24]. LEEM microscopy was recently used to observe that
the (6 × 6) phase manifests itself on the GaAs(001) surface
through three separate regimes, depending on the experimen-
tal conditions. In its low-temperature regime, it can indeed be
stable within a very narrow window and cover most of the
surface area, as observed through control over the chemical
potential under As flux [25]. In its high-temperature regime,
where the surface is mostly covered by the c (8 × 2) phase, the
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(6 × 6) enters a state of metastability, with patches appear-
ing and disappearing dynamically [26]. In between the two
regimes lies a broad (6 × 6) ↔c (8 × 2) transition, where a
stable coexistence between the two phases is observed under
a large spectrum of temperatures during the transition [27,28].
These observations contradict surface energy calculations,
which exclude the (6 × 6) from the sequence of phase tran-
sitions altogether. It was suggested that since calculations are
done at T = 0 K, the entropy difference at nonzero tempera-
tures could be responsible for the stabilization of the otherwise
unfavorable (6 × 6) phase [25].

We show that with the unified method, we are able to fill
this gap between theory and experiment, as we explore the
(6 × 6) phase and gain valuable insights from its coexistence
with the c (8 × 2).

II. EXPERIMENTAL PROCEDURE

Details on the experimental setup and initial surface prepa-
ration are given in the Appendix 2.

First, experiments are done to determine the behavior of
the coverage against varying temperature. The measurements
are done by changing the temperature in small steps between
500 ◦C and 620 ◦C and monitoring the phase transition be-
tween the c (8 × 2) and the (6 × 6) phases. Figure 1 shows the
variation in coverage for the full range of temperatures and the
corresponding images at chosen temperatures during the ex-
periment. At higher temperatures, up to 620 ◦C, the c (8 × 2)
dominates the surface, with the (6 × 6) becoming unstable
above 580 ◦C, entering a state of metastability [26]. At 550 ◦C,
the coverage of c (8 × 2) and (6 × 6) equalizes, and at lower
temperatures, between 550 ◦C and 500 ◦C, the (6 × 6) covers
the majority of the surface. The patterns are proven to be ther-
modynamically stable, retaining a constant coverage during
observations for a period of 3–4 h. The reversibility of the
process is verified by repeating the same procedure for both
heating and cooling down the surface, where some hysteresis
was observed. The observations indicate that the transition
between the (6 × 6) and the c (8 × 2) phases is first order, as
the contrasting areas in the images show that the boundaries
between the (6 × 6) and c (8 × 2) patches are sharp.

Then, fluctuation monitoring experiments are done with
the temperature set to 550 ◦C, where the coexistence between
the (6 × 6) and c (8 × 2) phases is at about equal coverage.
The surface is allowed to stabilize and selected suitable re-
gions are imaged for 3–6 min each. With these conditions,
imaging was done with frame rates of between and 20 fps
with sufficient signal-to-noise ratio and a lateral resolution
of about 10 nm. Fluctuations detection and processing was
designed in such a way as to accommodate different boundary
sizes and shapes, and to work well in a variety of imaging
conditions. This extends the application of the method to
materials that do not necessarily exhibit a particular structural
order in their steps and boundaries, just like the GaAs(001)
surface examined in this work. The algorithm’s process of
detecting boundaries is shown in Fig. 2 and the process of
converting the boundaries to fluctuations data is visualized in
Fig. 3. The algorithm’s final output is the distance offset of
each detection with respect to the average position over the

FIG. 1. A diagram of the full coverage variation between the
c (8 × 2) (white dots) and (6 × 6) (black dots) phases with temper-
ature. LEEM images of the dark (6 × 6) domains and the bright
c (8 × 2) domains are shown at the corresponding temperatures.
The images show how the coverage of the (6 × 6) decreases as
the temperature is increased. Low-energy electron diffraction images
show the diffraction patterns at the temperature regions with different
coverage proportions of the two phases. The diffraction pattern in the
middle of the range, at around equal coverage, is a mixture of the
(6 × 6) and the c (8 × 2) patterns in the low- and high-temperature
range, respectively.

whole experiment, as detected in every image of the video by
the initially constructed frame of reference.

III. RESULTS

In order to explore the coexistence during the transition, we
perform analysis over two complementary steps: analysis of
the phase coverage and analysis of the phase boundaries [3].

A. Phase coverage

Phase coexistence occurs when the energy gain from cre-
ating and subsequently maintaining an unfavorable phase and
its boundaries is compensated by the elastic and electrostatic
interactions at those phase boundaries, which allow local re-
laxation. The total surface energy per unit area is [19]
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FIG. 2. The process of extracting boundary coordinates from
raw images through edge detection. Boundaries are marked by the
user and isolated (step 0). After that, the following methods, corre-
sponding to the illustrated steps, are applied to each video frame:
1. Normalization: The selections are normalized linearly or through
contrast-limited adaptive histogram equalization [29], depending on
intensity gradients and noise levels in the image section. 2. Bilateral
Denoising: A nonlinear edge-preserving denoising method is applied
to filter noise without destroying small features [30,31]. 3. Canny-
Devernay Detection: A subpixel variant of the powerful and stable
Canny edge detection is applied, giving the boundary positions for
each video frame with subpixel accuracy [32,33]. The size of each
pixel is equivalent to 6 nm. In total, about 15 500 video frames were
analyzed, producing sets of coordinates for ten boundaries.

Here, p = (2 A(6×6)

Atotal
− 1) is the surface coverage parameter. It

is defined with the areas of (6 × 6) and c (8 × 2) coverage,
such that it expresses the asymmetry between the two phases.
It varies from p = −1 for full c (8 × 2) coverage to p = 1 for
full (6 × 6) coverage. T0 ≈ 550 ◦C is the temperature where
the two phases have equal coverage, �S is the difference in
entropy between the phases, and Lt is the distance between
steps, or terrace width. This expression can then be minimized
with respect to the coverage, ∂E/∂ p = 0, to give a depen-
dence between coverage and temperature.
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A fitting of the experimental data is shown in Fig. 4 and
yields the constants in Eq. (1). The C0 term accounting for
the boundary creation energy costs vanishes with the differen-
tiation. From the fit, the value of the constant representing the
elastic and electrostatic interactions at the phase boundaries
is Cm = 6.4 meV Å−1, the interaction between boundaries
and steps, Cd = 8.65 eV, the short-range boundary-boundary
interactions, Cr = 57.8 eVÅ, and the difference in entropy is
�S = 7.2 × 10−4 meV K−1 Å−2. To estimate the values of the
Cd and Cr parameters more accurately, the fitted values of Cm

and �S are bound to within an order of magnitude of the
values derived in the fluctuations analysis.

The higher-order interaction terms Cd and Cr have a negli-
gible contribution at the regions of equal coverage p ≈ 0 [19],

FIG. 3. The logical steps of the algorithm for converting the
detected boundary coordinates to fluctuations (offsets). (a.1) shows
the area of the selected boundary for which the boundary coordinates
were gathered and (a.2) gives an example of the edge detection for
the whole area. The precise detection for each frame is shown in
Fig. 2. The detected boundary from the first frame of the LEEM video
is used to construct perpendiculars which adapt to the boundary’s
general shape, allowing for boundaries of arbitrary shapes to be ana-
lyzed without additional bias (b.1). The constructed perpendiculars,
shown in full in (b.2), are the reference frame to which all detected
points are aligned. The detection points from the Canny-Devernay
algorithm are projected onto the reference frame by finding the
crossing points with the perpendiculars using WENO interpolation
[34]. (c.1) shows how the detected boundary around an example
perpendicular from the reference frame is interpolated and crossed
with the perpendicular to produce a data point. The image intensity
profile along that perpendicular is shown in (c.2) at the example
detected point position, demonstrating the positional accuracy of the
detection. In total, over 3.1 million data points were analyzed with
this method.

giving a linear dependence:

tan
( pπ

2

)
≈ − Lt�S

2πCm
(T − T0). (3)

As can be seen in the linear fit shown in Fig. 4, experimental
data agrees with the linear behavior indicated by Eq. (3)
around equal coverage. This is a strong indication that the
elastic relaxation at the boundaries is the most important
interaction that contributes towards the observed coexistence
[3]. The linear fit yields a relation between the entropy differ-
ence �S and Cm, which can be used to calculate the entropy
difference [19]. Given the terrace sizes on the GaAs(001)
surface where the measurements made during the experiment
are Lt = (185 ± 13) nm, the slope corresponds to

�S

Cm
= (1.06 ± 0.20) × 10−4 K−1 Å−1. (4)

B. Boundary fluctuations

The value of Cm can be obtained by analyzing the boundary
fluctuations between the two phases in the coexistence. In
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FIG. 4. Experimental results (red dots) of dependence of tan( pπ
2 )

on the temperature T . The gray curve is a fit from the minimization
of Eq. (1) and the dashed linear fit represents the linear dependence
expected at around equal coverage [Eq. (4)]. The slope of the fit is
(−0.031 ± 0.002) K−1 and gives us the result in Eq. (4).

Eq. (4), Cm is the sum of the contributions from electrostatic
interactions,

Cφ = (�φ)2

8π2
(5)

coming from the work function difference �φ between the
two phases, and elastic interactions,

Cλ = (�λ)2 (1 − ν2)

πϒ
, (6)

arising from the stress difference �λ between the two phases,
where ν = 0.31 is Poisson’s ratio and ϒ = 0.53 eV/Å3 is
Young’s modulus [16,19]. The difference in work functions
between the two phases can be found experimentally by using
the transition between mirror mode and LEEM mode in the
microscope imaging of each phase [35], giving �φ = 0.1 eV.
This results in an electrostatic interaction constant of Cφ =
0.01 meV Å−1.

The stress difference �λ is found through measurements of
the phase boundary fluctuations [36,37] at the temperature of
equal coverage T0 = 550 ◦C. The phase boundary fluctuations
are closely imaged at 15 fps for about 4 min and processed
as shown in Figs. 2 and 3. These imaging conditions push
the LEEM to the limits of its temporal and spatial resolution
capabilities.

The boundary fluctuations are defined as the offsets y(x, t )
of each point x along the boundary for a unit time t . In prac-

FIG. 5. Example of the fluctuations analysis. These results were
generated for the marked edge in Fig. 3. (a) A linear fit of the Fourier
components of the boundary fluctuations [Eq. (8)]. The slope of the
fit is Lbβ

kBT . (b) Probability distribution of the boundary fluctuations
[Eq. (9)]. The measured standard deviation over all the data is σ =
(5.88 ± 1.08) nm.

tice, that is the measured point offset for each image frame,
with respect to its average position over all frames. These
measurements are first used to find the boundary stiffness β.
Through the Fourier transformation in the form

yq(t ) = 1

N

∑
q

y(x, t ) exp(−iqx), (7)

the Fourier components can be analyzed. The mean squared
Fourier components of the deflections 〈|y2

q|〉 can be expressed
as [37]

〈|y2
q|

〉 = kBT

Lbβq2
, (8)

where kB is the Boltzmann constant, Lb is the length of the
explored boundary, and q = 2πn/Lb, where n = 1, 2, . . . , N .
This gives a linear relationship between 〈|y2

q|〉−1 and q2. The
linear fit to the data, using Eq. (8) as shown in Fig. 5(a), gives
a boundary stiffness of β = (28.3 ± 11.0) meV nm−1. The
linearity of the experimental data, when adapted for Eq. (8),
is an indication of how independent the fluctuations of each
analyzed boundary are.

The boundary stiffness is used to find Cλ using the prob-
ability distribution of the phase boundary deflections, shown
in Fig. 5(b). The standard deviation of the Gaussian fit to the
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data corresponds to the expected distribution, given by [37]:

σ 2 = kBT Lt

2π (2βCλ)1/2
. (9)

From Eq. (9), the value of the elastic contributions constant is
Cλ = (9.75 ± 6.06) meV Å−1. Using Eq. (6), we are then able
to find the stress difference �λ = (0.15 ± 0.05) eV Å−2.

The much larger value of Cλ compared to Cφ suggests
the elastic contributions are prevalent during the coexistence.
We can now find Cm = (9.76 ± 6.06) meV Å−1, and so, from
Eq. (4), we can obtain the value for the entropy difference
�S = (10.32 ± 6.82) × 10−4 meV K−1 Å−2.

IV. CONCLUSION

The uncertainties in the results are in part due to the dis-
ordered nature of the surface steps configurations, affecting
interactions at each individual boundary and giving a spread
in the measured values for every analyzed boundary. Nonethe-
less, the behavior of the coverage, as seen in Fig. 4, fits
the predicted behavior, providing a relationship between the
entropy and elastic interactions at the boundaries that enables
us to reach fundamental conclusions on the thermodynamics
of the system. Despite the chaotic nature of the step arrange-
ments and the complexity of the compound material, the
coexistence in GaAs(001) obeys the same rules as the coex-
istence in a more predictable and thoroughly detailed system,
such as the one in Si(111) between the (1 × 1) and (7 × 7)
phases [19], giving confidence in the broad applicability of
the method. The density-functional theory (DFT) calculations
in previous works show that none of the available (6 × 6)
models are stable at T = 0 K [11]. By contrast, experiments
are conducted at a range of temperatures around T0 ≈ 550 ◦C,
which has led to the suggestion that the entropy difference due
to configurational entropy can help stabilize the (6 × 6) with
its contribution to the formation energy [23,25]. In the context
of the (6 × 6), the entropy difference found above contributes
to the formation energy with

T0�S = (13.6 ± 9.0) meV [(1 × 1) cell]−1. (10)

The contribution to the formation energy needed to stabilize
the most energetically favorable (6 × 6) structure models is
approximately 50 meV [(1 × 1) cell]−1 [25]. The contribution
from the entropy difference in Eq. (10) is not negligible, but
not large enough to stabilize the (6 × 6) with respect to the
c (8 × 2) by itself. These results strongly suggest that the
(6 × 6) phase is not stable and the elastic relaxation associated
to the phase boundaries is necessary to stabilize it.

In conclusion, we propose a methodology that brings to-
gether separate experimental methods that are well established
within the LEEM community to provide an estimate of the
entropy change between surface phases. The unified technique
demonstrates the ability of LEEM microscopy to provide
insight on elusive, but key thermodynamical parameters in
semiconductors through a unitary, self-contained method. We
show the applicability of the method on complex semicon-
ductor materials and develop computational methods that
generalize the approach to surfaces with irregular step geom-
etry. With that, the developed method is capable of giving
straightforward access to the entropy difference and stress

difference between two coexisting phases on many semicon-
ductor surfaces, adding valuable insights on phase transitions
that can have a significant impact on surface science. Us-
ing the unified method, we resolve an important uncertainty
around the surface energetics of GaAs(001), namely, we show
that for the temperature spectrum where the (6 × 6) is ob-
served in its coexistence regime, it is still the unfavorable
phase, but the elastic relaxation at the boundaries during its
coexistence with the c (8 × 2) phase is a key contribution to
reach the lowest energy state of the surface and enable its
stability.

Information on the data underpinning the results presented
here, including how to access them, can be found in the
Cardiff University data catalogue at [38].
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APPENDIX

1. Background on density functional theory calculations

DFT is the main tool for theoretically describing the ener-
getics of a surface reconstruction. In GaAs(001), it is used to
derive the zero-temperature formation free energies of differ-
ent structures and to plot them against the gallium chemical
potential μGa to get a phase diagram for its surface. With this
approach, many models for the (6 × 6) have been proposed,
such as Kuball [39], McLean [40], Xu [41], and Kocan [42],
but all of them suggest a high formation energy, making
them inaccessible on a real GaAs(001) surface. The likeliest
candidate out of all them is the Kocan model, as it possesses
the lowest free energy. To make that model more accessible,
modifications were also proposed, adjusting the proportions
of As-As dimers, resulting in the most likely candidate for
the (6 × 6) structure so far—a (12 × 6)-sized unit cell [23].
However, this optimal structure is still not stable at any
chemical potential value, suggesting a β2(2 × 4) → c(8 × 2)
phase transition sequence. By contrast, experiments show a
β2(2 × 4) → (3 × 6) → (6 × 6) → c(8 × 2) transition.

2. Experimental setup

Experiments were performed using the Elmitec LEEM-
III microscope. Using very low energy electrons (0–15 eV)
makes the LEEM highly sensitive to the structure of the crys-
tal surface, allowing real-time nonscanning in situ observation
of the processes occurring on a crystal surface under a variety
of conditions, with high lateral resolution [43]. A GaAs(001)
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sample is placed under ultrahigh vacuum of around
2 × 10−10 Torr; its surface is initially prepared by annealing
for 2 h at 580 ◦C. Gallium droplets of up to 5 μm in diameter
are then produced at 620 ◦C and allowed to run on the surface,
creating flat regions of at least 15 μm length [44,45]. After
the atomically flat surface is created, the droplets are slowly
evaporated at temperatures of around 530 ◦C. The sample is
then brought up to 550 ◦C, which is in the middle of the
temperature region where both the c (8 × 2) and the (6 × 6)
phases can be found [27]. The forming domains are always
monitored and maintained for enough time to ensure equi-
librium before an experiment is conducted. The phases are
confirmed by observing the low-energy electron diffraction
patterns at select small surface patches (μLEED) and the dis-
crimination of phases can be further enhanced by utilizing the
high contrast between phases using dark field with a selected
electron energy, optimized for each phase (SEDFLEEM), as
described in [28], with the consequence of a lower overall
image intensity.

The coverage experiments were done in dark field, by
switching between the (1/4, 0) spot with an electron beam
energy of 6.2 eV to observe the c (8 × 2), and the (3/6, 0)
spot of the (6 × 6) at an energy of 7.8 eV. The fluctuation
experiments were all done in bright field at 8.5 eV electron
beam energy.

3. Work function difference measurement

The work function difference between the (6 × 6) and
c (8 × 2) phases was measured by varying the start voltage
from −1.5 to 2.5 eV. The energies, corresponding to the
largest intensity variation, are found for both phases, the dif-
ference of which gives the work function difference in eV. It is
found that the work function difference has an insignificantly
small contribution to the results, compared to contributions
from elastic interactions.

4. Computational algorithms

Here, we give a short summary of the procedures in each
of the developed algorithms. Algorithm 1 takes raw images
that go through a preprocessing procedure and detects the
selected boundary in each image sequentially, outputting a
list of boundary coordinates. Algorithm 2 takes the output
of Algorithm 1 and transforms it into boundary offsets, out-
putting data that represents the boundary fluctuations in a
robust and unbiased manner. Algorithm 3 takes the boundary
offsets data and analyzes it, as described in Sec. III, outputting
and recording the sought parameters and generating relevant
graphical representations of the analysis. The importing of
raw images in Python is done through the convenience of Lin
Zhu’s package [46] and the images are processed using the
SCIKIT-IMAGE Python package [47].

Algorithm 1. Detecting a phase boundary.

Input: Ordered list of Raw Images
Output: Coordinates of each point on selected edge at
each frame

1: for first image do Save template in-memory for
Alignment � If images drifting with time

2: Get user-generated mask of selected edge
3: for each image ∈ all frames do Alignment to saved

template
4: Cut image to fit mask
5: Normalization through Histogram Equalization

6: Bilateral Denoising

7: Canny-Devernay Edge Detection with applied mask
8: Collect detected edge coordinates
9: Save coordinates to disk; shape: [frame, [x-coords, y-coords]]

Algorithm 2. Extracting boundary fluctuations.

Input: Detected Edge Coordinates
Output: Edge fluctuation w.r.t. mean position

1: Load coordinates of detected edge for each frame from
Algorithm 1

2: for edge coordinates of first frame do
3: for each point on edge do
4: Get neighboring N points
5: Smooth by approximating with Ramer Douglas

Peucker algorithm

6: Fit straight line segment through approximated polygon
7: Build line segment bisector
8: Save all bisectors
9: for each edge coordinates ∈ rest of frames do
10: for all bisectors do
11: Find closest N points out of all points on edge
12: Do WENO interpolation between points
13: Cross interpolation with bisector and save position
14: for each bisector do
15: Find mean position of all points on bisector
16: Subtract mean from all points’ positions
17: Save all positions: shape: [position on each bisector, frame]

Algorithm 3. Analyzing boundary fluctuations.

Input: Boundary fluctuations for one edge
Output: Distribution analysis and FFT analysis

1: procedure FOURIER TRANSFORM

2: Load data of boundary fluctuations from Algorithm 2
3: for all frames do
4: Fast Fourier Transform of boundary offsets at

each frame to find y2
q in Eq. (7) in the Main Text

5: Perform linear fit of 1
y2

q
against q2 and get slope

6: return resulting β from slope of fit
7: procedure FLUCTUATIONS DISTRIBUTION

8: Load data of boundary fluctuations from Algorithm 2
9: Compute histogram of data � Only spatial distribution

matters here
10: Fit Gaussian to histogram, as predicted by Eq. (9)
11: return mean, standard deviation of Gaussian
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