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Abstract

The aim of this thesis is to scrutinize and develop four state-of-the-art power 

electronics converter control techniques utilized in various photovoltaic (PV) power 

conversion schemes accounting for maximum power extraction and efficiency. 

First, Cascade Proportional and Integral (PI) Controller-Based Robust Model 

Reference Adaptive Control (MRAC) of a DC-DC boost converter has been designed 

and investigated. Non-minimum phase behaviour of the boost converter due to right 

half plane zero constitutes a challenge and its non-linear dynamics complicate the 

control process while operating in continuous conduction mode (CCM). The proposed 

control scheme efficiently resolved complications and challenges by using features of 

cascade PI control loop in combination with properties of MRAC. The accuracy of the 

proposed control system’s ability to track the desired signals and regulate the plant 

process variables in the most beneficial and optimised way without delay and 

overshoot is verified. The experimental results and analysis reveal that the proposed 

control strategy enhanced the tracking speed two times with considerably improved 

disturbance rejection. 

Second, (P)roportional Gain (R)esonant and Gain Scheduled (P)roportional (PR-P) 

Controller has been designed and investigated. The aim of this controller is to create a 

variable perturbation size real-time adaptive perturb and observe (P&O) maximum 

power point tracking (MPPT) algorithm. The proposed control scheme resolved the 

drawbacks of conventional P&O MPPT method associated with the use of constant 

perturbation size that leads to a poor transient response and high continuous steady-

state oscillations. The prime objective of using the PR-P controller is to utilize 

inherited properties of the signal produced by the controller’s resonant path and 

integrate it to update best estimated perturbation that represents the working principle 

of extremum seeking control (ESC) to use in a P&O algorithm that characterizes the 

overall system learning-based real time adaptive (RTA). Additionally, utilization of 

internal dynamics of the PR-P controller overcome the challenges namely, complexity, 

computational burden, implantation cost and slow tracking performance in association 

with commonly used soft computing intelligent systems and adaptive control 

strategies. The experimental results and analysis reveal that the proposed control 
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strategy enhanced the tracking speed five times with reduced steady-state oscillations 

around maximum power point (MPP) and more than 99% energy extracting efficiency. 

Third, the interleaved buck converter based photovoltaic (PV) emulator current control 

has been investigated. A proportional-resonant-proportional (PR-P) controller is 

designed to resolve the drawbacks of conventional PI controllers in terms of phase 

management which means balancing currents evenly between active phases to avoid 

thermally stressing and provide optimal ripple cancellation in the presence of 

parameter uncertainties. The proposed controller shows superior performance in terms 

of 10 times faster-converging transient response, zero steady-state error with 

significant reduction in current ripple. Equal load sharing that constitutes the primary 

concern in multi-phase converters has been achieved with the proposed controller. 

Implementing of robust control theory involving comprehensive time and frequency 

domain analysis reveals 13% improvement in the robust stability margin and 12-

degree bigger phase toleration with the PR-P controller.  

Fourth, a symmetrical pole placement Method-based Unity Proportional Gain 

Resonant and Gain Scheduled Proportional (PR-P) Controller has been designed and 

investigated. The proposed PR-P controller resolved the issues associated with the use 

of the PI controller which are tracking repeating control input signal with zero steady-

state and mitigating the 3rd order harmonic component injected into the grid for single-

phase PV systems.  Additionally, the PR-P controller has overcome the drawbacks of 

frequency detuning in the grid and increase in the magnitude of odd number harmonics 

in the system that constitute the common concerns in the implementation of 

conventional PR controller. Moreover, the unprecedented design process based on 

changing notch filter dynamics with symmetrical pole placement around resonant 

frequency overcomes the limitations that are essentially complexity and dependency 

on the precisely modelled system.  

The verification and validation process of the proposed control schemes has been 

conducted using MATLAB/Simulink and implementing MATLAB/Simulink/State 

flow on dSPACE Real-time-interface (RTI) 1007 processor, DS2004 High-Speed A/D 

and CP4002 Timing and Digital I/O boards. 
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Chapter 1  

 

Introduction  
 

1.1  Background 

 

Over the last two decades, energy generation has shown a great tendency to utilize the 

renewable sources due to the facts that depletion of the fossil fuels, increasing concern 

of the environmental issues, energy security, productivity growth and reduction of the 

overall cost of power generation-distribution systems as a result of technological 

developments [1], [2]. Photovoltaic (PV) energy is a clean, renewable source of direct 

current (DC) energy generated from the sunlight, which attracts considerable attention 

due to remarkable advantages such as reliability and long-life, advanced 

manufacturing process, static and noise-free operations, increasing efficiency, 

decreasing prices, flexibility of construction and availability of government support 

and incentives [3], [4].  The increasing  demand of  PV energy systems has leaded to 

comprehensive studies in this field, common ground of these studies aims at achieving 

the increase in the efficiency, reliability and useful life-span of the PV systems and on 

the contrary the reduction in cost and space from generation to delivering of the energy 

[5], [6]. 

Due to inconsistent power generation from sustainable energy sources, which is 

dependent on the environment, they are difficult to be utilised without switching power 

supply, including the power conditioner. According to the statistics in [7],[8],[9] most 

of the electricity generated in developed countries, i.e., over 90% of generated power, 

is handled by power electronic circuits before being transmitted to the utility 

[10],[11],[12]. As a result, switching power supply energy efficiency (environmental 

protection), footprints (smart packaging technologies), power density (to reduce 

weight/volume) and reliability to achieve zero defect design for components and 

systems is critical in the renewable energy system applications [13],[14],[15]. 
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Switched-mode power supplies (also known as a switched-mode power supply, 

switched power supply, SMPS, or switcher) are electronic power supplies that include 

switching regulators to efficiently convert electrical power. While converting voltage 

and current characteristics, an SMPS, like other power supplies, transforms power 

from a DC or AC source to DC loads. Because the switching transistor dissipates less 

power when serving as a switch, SMPS has a high efficiency up to 96 percent [16],[17]. 

Other benefits include reduced size, noise, and weight due to the absence of heavy 

line-frequency transformers, as well as reduced heat generation [18],[19]. The circuit 

topology of the SMPS can be used to classify them. The most significant distinctions 

to consider are isolated and non-isolated converters [20],[21],[22]. 

Single-phase PV inverter systems have been widely applied in photovoltaic power 

generation. Inverter current control with the object of injecting smooth current with 

less harmonics to the grid is the key aspect of the PV power sourced grid connected 

inverter (GCI) systems [7]. The main reasons of harmonic generation in single phase 

PV inverter systems are basically due to distortion in the grid voltage, switching 

harmonics (high frequency) and DC-link voltage variations arising from the MPPT 

[8], [9]. 

Employing MPPT algorithms is essential in terms of improving energy harvesting 

efficiency in PV systems since electrical characteristics of PV modules are weather 

dependent and manifested in the output current and voltage waveforms under 

variations of irradiance and ambient temperature [10]. A series of recent studies 

indicated that soft computing intelligent systems such as particle swarm optimization 

(PSO) [11], fuzzy logic (FL) [12], [13], genetic algorithms (GA) [14], artificial neural 

networks (ANN) [15], machine learning (ML) [16], differential evolution (DE) [17], 

ant colony optimization (ACO) [18], artificial bee colony (ABC) [19], grey wolf 

(GW), firefly (FF) [20] and cuckoo search (CS) [21] have come into widespread use 

in the development of MPPT techniques for the PV systems as a result of  increasing 

use of hardware-in-the-loop (HIL) and RTI applications. Soft computing intelligent 

systems, although having higher efficiency in the presence of abrupt and dynamic 

irradiance and temperature changes, have several evident disadvantages; for instance, 

complexity, computational burden, implementation cost, slow tracking speed, lacking 

flexibility, sensitivity of initialization for multi-level optimization [22],[10]. 

Consequently, many existing studies in the literature have re-visited the conventional 
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MPPT methods such as P&O, hill climbing (HC) and incremental conductance (IC) 

for further examination to improve [23].   

P&O MPPT technique is one of the most common and the simplest algorithms that 

stands out amongst others with its fast convergence to maximum power point (MPP) 

[24], [25]. However, continuous oscillations around the MPP with respect to the 

imposed perturbation and production of average MPP value lower than it could be due 

to large step size are considered as shortcomings of this method [26]. Depending on 

the perturbation size, the oscillation results in certain amount of power loss and 

improper choice of the step size leads to poor tracking performance [27]. 

Testing the performance of the MPPT algorithms and the power electronic converters 

with real installed solar panels is a considerable challenge because of the constraints 

such as need for wide surrounding space, high installation cost and the lack of control 

over the environmental conditions [28],[29]. Under such constraints, the use of PVEs 

is the most cost-effective solution to test MPPT algorithms and power electronics 

converters [30],[31]. The use of cost-effective emulators provides a clear incentive for 

global enterprise and scientific development [32]. For the ideal PVE, there are specific 

requirements which include a proper emulation of non-linear I-V and P-V 

characteristics of a PV panel, which function under varying atmospheric conditions 

(temperature and irradiance) [33]. The emulator must be able to integrate Power 

Electronics Converter interfaces for testing [29]. It must also be able to function 

appropriately under frequent load changes [34]. Contemporary scientific enquiry has 

found that emulated I-V and P-V curves produce similar results to real PV panel 

outcomes (in terms of the datasheet) [35]. However, advantages and disadvantages 

have been identified in terms of performance criteria, such as implementation costs; 

efficiency; accuracy; the level of complexity; sensitivity to variable environmental 

conditions and frequent load changes [28],[36],[37]. 

In this thesis, Cascade PI Controller-Based Robust Model Reference Adaptive Control 

(MRAC) of a DC-DC boost converter, Proportional Gain Resonant and Gain 

Scheduled Proportional (PR-P) Controller based variable perturbation size real-time 

adaptive perturb and observe (P&O) maximum power point tracking (MPPT) 

algorithm, the interleaved buck converter based photovoltaic (PV) emulator current 

control and a symmetrical pole placement Method-based Unity Proportional Gain 
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Resonant and Gain Scheduled Proportional (PR-P) Controller for single phase PV 

inverter systems have been reviewed and discussed.  

Cascade PI Controller-Based Robust Model Reference Adaptive Control (MRAC) 

scheme efficiently resolved complications and challenges by using features of cascade 

PI control loop in combination with properties of MRAC. The accuracy of the 

proposed control system’s ability to track the desired signals and regulate the plant 

process variables in the most beneficial and optimised way without delay and 

overshoot is verified using MATLAB/Simulink by applying comparative analysis with 

single PI and cascade PI controllers. 

Proportional Gain Resonant and Gain Scheduled Proportional (PR-P) Controller based 

variable perturbation size real-time adaptive perturb and observe (P&O) maximum 

power point tracking (MPPT) algorithm resolved the drawbacks of conventional P&O 

MPPT method associated with the use of constant perturbation size that leads to poor 

transient response and high continuous steady-state oscillations. The prime objective 

of using the PR-P controller is to utilize inherited properties of the signal produced by 

the controller’s resonant path and integrate It to update best estimated perturbation that 

represents the working principle of extremum seeking control (ESC) to use in P&O 

algorithm that characterizes the overall system learning-based real time adaptive 

(RTA). Additionally, utilization of internal dynamics of the PR-P controller overcome 

the challenges namely, complexity, computational burden, implantation cost and slow 

tracking performance in association with commonly used soft computing intelligent 

systems and adaptive control strategies. 

A proportional-resonant-proportional (PR-P) controller is designed to resolve the 

drawbacks of conventional PI controllers in terms of phase management which means 

balancing currents evenly between active phases to avoid thermally stressing and 

provide optimal ripple cancellation in the presence of parameter uncertainties for the 

interleaved buck converter based photovoltaic (PV) emulator current control. 

The symmetrical pole placement Method-based Unity Proportional Gain Resonant and 

Gain Scheduled Proportional (PR-P) Controller resolved the issues that are tracking 

repeating control input signal with zero steady-state and mitigating of 3rd order 

harmonic component injected into the grid associated with the use of PI controller for 

single-phase PV systems. Additionally, the PR-P controller has overcome the 
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drawbacks of frequency detuning in the grid and increase in the magnitude of odd 

number harmonics in the system that constitute the common concerns in the 

implementation of conventional PR controller developed as an alternative to PI 

controller. 

1.2 Aims and Objectives  

 

This thesis builds upon design and implementation of sophisticated control techniques 

of power electronic interfaces which are the most essential components of photovoltaic 

power systems. The proposed contribution has been aimed to investigate and resolve 

the problems associated with DC boost converter, interleaved buck converter, 

maximum power point tracking, single phase inverter current control and harmonic 

compensation for photovoltaic power generation systems. The scope of this research 

entails the following: 

• Investigate and analyse non-minimum phase behaviour of the DC-to-DC boost 

converter due to right half plane zero which constitutes a challenge and its non-

linear dynamics which complicate the control process while operating in 

continuous conduction mode (CCM). In this regard, designing a controller to 

resolve the complications and challenges.  

 

• To investigate and study the Perturb and Observe (P&O) maximum power 

point tracking (MPPT) technique along with its merits and limitations, 

employed in operating a PV panel at maximum power point and to design a 

control algorithm to resolve the drawbacks of conventional P&O MPPT 

method associated with the use of constant perturbation size that leads to poor 

transient response and high continuous steady-state oscillations.  

 

• To investigate and study the tracking problem of repeating control input signal 

with zero steady-state and mitigating of 3rd order harmonic component (the 

cause of the greatest level of distortion amongst harmonic components) 

injected into the grid associated with the use of PI controller for single-phase 

PV systems. Accordingly, to design a controller to overcome these issues. 
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• To  investigate and study the interleaved buck converter based photovoltaic 

(PV) emulator (the most common switch-mode power supply-based emulator) 

current control drawbacks (e.g., phase management which means balancing 

currents evenly between active phases to avoid thermally stressing and provide 

optimal ripple cancellation in the presence of parameter uncertainties) 

associated with the use of conventional PI controllers. To design a novel 

controller by taking these issues into consideration. 

 

• To derive the transfer functions of all switch mode power supplies by using 

state-space average method for time and frequency domain analysis. 

 

• To validate the performance of the proposed control schemes experimentally 

with the implementation of MATLAB/Simulink/Stateflow on dSPACE Real-

time-interface (RTI) 1007 processor board, DS2004 A/D and CP4002 Digital 

I/O boards. 

1.3 Contributions  

 

• Non-minimum phase behaviour of the boost converter due to right half plane 

zero constitutes a challenge and its non-linear dynamics complicate the control 

process while operating in continuous conduction mode (CCM). Cascade PI 

Controller-Based Robust Model Reference Adaptive Control (MRAC) scheme 

efficiently resolved complications and challenges by using features of cascade 

PI control loop in combination with properties of MRAC. The accuracy of the 

proposed control system’s ability to track the desired signals and regulate the 

plant process variables in the most beneficial and optimised way without delay 

and overshoot is verified. The experimental results and analysis reveal that the 

proposed control strategy enhanced the tracking speed two times with 

considerably improved disturbance rejection. 

 

• Proportional Gain Resonant and Gain Scheduled Proportional (PR-P) 

Controller based variable perturbation size real-time adaptive perturb and 

observe (P&O) maximum power point tracking (MPPT) algorithm resolved the 
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drawbacks of conventional P&O MPPT method associated with the use of 

constant perturbation size that leads to poor transient response and high 

continuous steady-state oscillations. The prime objective of using the PR-P 

controller is to utilize inherited properties of the signal produced by the 

controller’s resonant path and integrate it to update best estimated perturbation 

that represents the working principle of extremum seeking control (ESC) to use 

in P&O algorithm that characterizes the overall system learning-based real time 

adaptive (RTA). Additionally, utilization of internal dynamics of the PR-P 

controller overcome the challenges namely, complexity, computational burden, 

implantation cost and slow tracking performance in association with 

commonly used soft computing intelligent systems and adaptive control 

strategies. The experimental results and analysis reveal that the proposed 

control strategy enhanced the tracking speed five times with reduced steady-

state oscillations around maximum power point (MPP) and more than 99% 

energy extracting efficiency.  

 

• The proportional-resonant-proportional (PR-P) controller resolved the 

drawbacks of conventional PI controllers in terms of phase management which 

means balancing currents evenly between active phases to avoid thermally 

stressing and provide optimal ripple cancellation in the presence of parameter 

uncertainties. The proposed controller shows superior performance in terms of 

10 times faster-converging transient response, zero steady-state error with 

significant reduction in current ripple. Equal load sharing that constitutes the 

primary concern in multi-phase converters has been achieved with the 

proposed controller. Implementing of robust control theory involving 

comprehensive time and frequency domain analysis reveals 13% improvement 

in the robust stability margin and 12-degree bigger phase toleration with the 

PR-P controller.  

 

• The symmetrical pole placement Method-based Unity Proportional Gain 

Resonant and Gain Scheduled Proportional (PR-P) Controller resolved the 

issues that are tracking repeating control input signal with zero steady-state and 

mitigating of 3rd order harmonic component injected into the grid associated 
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with the use of PI controller for single-phase PV systems. Additionally, the PR-

P controller has overcome the drawbacks of frequency detuning in the grid and 

increase in the magnitude of odd number harmonics in the system that 

constitute the common concerns in the implementation of conventional PR 

controller developed as an alternative to PI controller. Moreover, the 

application of an unprecedented design process based on changing notch filter 

dynamics with symmetrical pole placement around resonant frequency 

overcomes the limitations that are essentially complexity and dependency on 

the precisely modelled system associated with the use of various controllers 

such as Adaptive, Predictive and Hysteresis in grid connected PV power 

generation systems.  

 

 

• Sensitivity analysis has been implemented to the system to observe the impact 

of variations in inverter input voltage and filtering inductance. Thus, controller 

parameters are selected in a way that the closed-loop system ensures that design 

requirements are met, even fluctuations in process dynamics occur when the 

system is in operation. It has been observed that the overall system is more 

sensitive to the variations in the inverter filtering inductance compared to the 

inverter input voltage. However, both cases have met the requirement which is 

having small nominal sensitivity peak for low frequencies. This provides better 

reference tracking and disturbance rejection. 

1.4 Research Outline  

 

This thesis is organised as follows.: 

Chapter 1: introduces renewable energy, with a focus on the generation of solar 

power. The chapter also introduces the many tasks that will be examined and 

implemented as part of this study. 

Chapter 2: introduces the notch filter dynamics-based PR-P controller designed by 

complementary symmetrical pole placement method. The chapter also introduces the 

state-space average technique as well as small signal analysis which is used to derive 

transfer functions of switch mode power supplies. 
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Chapter 3: presents design and implementation of cascade PI controller-based model 

reference adaptive control of the DC-to-DC boost converter. This chapter introduces 

the problems associated with the control of the boost converter and commonly used 

control method with their advantages, disadvantages, and limitations. 

Chapter 4: presents design and implementation of unity proportional gain resonant 

and gain scheduled proportional (PR-P) controller-based variable perturbation size 

real-time adaptive perturb and observe (P&O) MPPT algorithm for PV systems.  

Chapter 5: presents fast converging robust PR-P controller designed by using 

complementary symmetrical pole placement method for current control of interleaved 

buck converter-based PV emulator. 

Chapter 6: presents symmetrical pole placement method-based unity proportional 

gain resonant and gain scheduled proportional (PR-P) controller with harmonic 

compensator for single phase grid-connected PV inverters. 

Chapter 7: the conclusion of the thesis is summarised in this chapter, and future work 

is proposed based on current work and research demand. 
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Chapter   2     

    

The Proposed PR-P Controller Design 

Process and Mathematical Modelling of 

Switch Mode Power Converters 

2.1 The Notch Filter Dynamics-based PR-P Controller Designed by 

Symmetrical Pole Placement Method 

 

The PR controller has become widely used current regulator for grid-connected single-

phase inverter systems [1], [2], [3]. The most important feature of the PR controller is 

its capability of tracking repeating signals with zero steady-state error by producing 

high gain at specified frequency. The PR controller offers several advantages, such as 

resolving the computational burden and complexity due to removal of Park 

transformations, providing great convenience and simplicity to implement [4].  

The PR controller itself is not a method used in DC-to-DC converters but its property 

that enables control of gain at a specified frequency range is instrumental in developing 

of the proposed control methods in this thesis. Transfer function of the ideal PR 

controller in continuous time (the s domain) is represented by: 

 𝐺𝑃𝑅(𝑠) = 𝐾𝑃 + 𝐾𝐼
𝑠

𝑠2 +𝜔𝑟
2
 (2.1) 

where 𝐾𝑃, 𝐾𝐼 and 𝜔𝑟 are defined as proportional gain, integral gain, and resonant 

frequency, respectively. The problem associated with the use of the ideal PR controller 

transfer function is that it attains infinite gain at 𝜔𝑟. The introduced infinite gain leads 

to an infinity quality factor which cannot be achieved in either analog or digital 

applications [5]. Stability problems associated with the infinite gain at the resonant 

frequency are prevented with a non-ideal PR controller which is generated by 

introducing damping to the ideal transfer function  [6], [7]. The non-ideal PR controller 
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transfer function with addition of the bandwidth (𝜔𝑐) around the ac resonant frequency 

(𝜔𝑟) is represented by: 

 𝐺𝑃𝑅(𝑠) = 𝐾𝑃 + 𝐾𝐼
2𝜔𝑐𝑠

𝑠2 + 2𝜔𝑐𝑠 + 𝜔𝑟
2
 (2.2) 

The generic frequency response of a notch filter and a PR controller is given in Figure 

2.1. Attaining phase shift at the resonant frequency is one of the key points of the PR-

P controller-based variable perturbation size real-time adaptive P&O MPPT algorithm. 

In extremum seeking control (ESC), this phase shift is a tuning parameter to line up 

better with the perturbation signal. In the proposed method, the inherited dynamics of 

the resonant path is used for this purpose that simplifies control strategy. 

0dB
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+ dB
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frequency
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Figure 2.1: Generic frequency response of a notch filter and PR path of the PR-P     

controller. 

The design process of the PR controller in the study is based on notch filter dynamics 

and subsequently taking reciprocal of the generated notch filter transfer function at 

intended frequency [8]. Designing method of the notch filter involving parameters with 

their functions is given in Figure 2.2. 
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Figure 2.2: Complementary (symmetrical) pole placement method-based notch 

filter design process. 

The effects of variations in the damping ratio (𝜉) and the parameter k on frequency 

response of the notch characterized by magnitude and phase responses is given in 

Figure 2.3. The parameter k is set to adjust the width of the notch, the damping ratio 

(𝜉) is set to adjust the depth of the notch and the natural frequency (𝜔𝑛) is set to adjust 

the location of the notch that refers to resonant frequency for the PR path of the 

proposed PR-P controller. 

 

(a) Frequency response with varying 𝜉 

 

(b) Frequency response with varying k 

Figure 2.3: Phase and magnitude responses of the notch filter. 
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The variable k will be defined as the ratio of each pole located on both sides of the 

natural frequency that determines cut-off frequencies of the complementary poles. The 

parameter k can be adjusted according to the requirement. The larger value of k 

corresponds with a wider notch, and vice versa. An unrealizable transfer function 𝐺(𝑠) 

generated by locating a pair of zeros with lightly damping ratios (0.5 for the boost 

converter and 0.001 for the buck converter in this study) at the PWM switching 

frequencies of switch mode power supply (20 𝑘𝐻𝑧 for boost converter and 10 𝑘𝐻𝑧 for 

buck converter in this study) corresponding to the resonant frequency of the PR path 

and setting the parameter k value to 2 for the application is given by: 

   𝐺(𝑠) =
𝑠2 + 2𝜉𝜔𝑛𝑠 + 𝜔𝑛

2

𝜔𝑛
2

 (2.3) 

First pole 𝑠1 with a cut-off frequency k time larger than the natural frequency is given 

by: 

 𝑠1 =
𝑘𝜔𝑛

𝑠 + 𝑘𝜔𝑛
 (2.4) 

Second pole 𝑠2 with a cut-off frequency k time smaller than the natural frequency is 

given by: 

 𝑠2 =

𝜔𝑛

𝑘

𝑠 +
𝜔𝑛

𝑘

 (2.5) 

Addition of both poles 𝑠1 and 𝑠2 to the transfer function 𝐺(𝑠) results in a formation of 

a second-order band-stop filter whose transfer function 𝐺𝑛𝑜𝑡𝑐ℎ(𝑠) is given by: 

 

𝐺𝑛𝑜𝑡𝑐ℎ(𝑠) = 𝐺(𝑠). 𝑠1. 𝑠2   

    =
𝑠2 + 2𝜉𝜔𝑛𝑠 + 𝜔𝑛

2

𝜔𝑛
2

.
𝑘𝜔𝑛

𝑠 + 𝑘𝜔𝑛
.

𝜔𝑛

𝑘

𝑠 +
𝜔𝑛

𝑘

   
(2.6) 

2.2 State-Space Average and Small Signal Modelling of the Switch 

Mode Power Supplies 

 

Analysis of a plant requires developing a mathematical input-output model that best 

approximates a system's physical reality. A method of constructing a mathematical 

description of a system is referred to as system modelling. A properly modelled system 

enables to predict plant response and to observe its behaviours in both time and 
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frequency domains. Transfer function of a plant defines the relation between the output 

and the input of the system and provides a lot of information about the dynamics of 

the plant. Furthermore, precisely derived transfer function of a system has great 

importance for an effective controller design. Control systems are designed and 

implemented to improve important dynamic properties of the plant such as stability, 

speed of response, steady-state error, oscillations which constitute the transient and the 

steady-state responses of the system [9]. 

Transfer function model of the intended buck converter is derived by using dynamic 

(AC small signal) state-space technique [10],[11]. This process includes taking the 

Laplace Transform (with zero initial condition) of both the state and output equations 

in the state-space model of the buck converter [12]. The most general state-space 

representation of a system with 𝑝 inputs, 𝑞 outputs and 𝑛 state variables is given in 

Figure 2.4.  

Input Output 

( )tu ( )ty

DuCxy

BuAxx

+=

+=

System described by 

state variables {x1,x2   

State 

Variables
( )tx

 

𝑥 = 𝐴𝑥 + 𝐵𝑢  
𝑦 = 𝐶𝑥 + 𝑄𝑢 

 

Figure 2.4: The generic representation of the state-space equations. 

where 𝑥(. ), 𝑦(. ), 𝑢(. ), 𝐴(. ), 𝐵(. ), 𝐶(. ) and 𝑄(. ) are state vector with 𝑥(𝑡) ∈ ℝ𝑛, 

output vector with 𝑦(𝑡) ∈ ℝ𝑞, input (control) vector with 𝑢(𝑡) ∈ ℝ𝑝, state (system) 

matrix with 𝑑𝑖𝑚[𝐴(. )] = 𝑛 × 𝑛, input matrix with 𝑑𝑖𝑚[𝐵(. )] = 𝑛 × 𝑝, output matrix 

with 𝑑𝑖𝑚[𝐶(. )] = 𝑞 × 𝑛 and feedthrough (feedforward) matrix with 𝑑𝑖𝑚[𝑄(. )] =

𝑞 × 𝑝, respectively. The flowchart of the state-space averaging technique is given in 

Figure 2.5. 
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Figure 2.5: Flowchart of the state-space averaging of switch mode power supplies. 

State-Space Average Method is one of the developed techniques to obtain the transfer 

function of the plant, analyse properties and behaviours of the switch mode power 

supplies (SMPS) [12],[13]. Providing a substantial insight and its simplicity for both 

derivation and implementation has made the method a very useful and convenient tool 

in the applications of power electronics devices [12],[14]. The outline of the modelling 

is summarized in Figure 2.5. There are two states determined according to ON-and-

OFF the transistor in the circuit, so SMPS circuit analysis consists of two topologies. 

Description of operating range (intervals) for each state has been made by commonly 

used conversions and notations are given by: 

 

      𝑑 ≡ 𝑑𝑢𝑡𝑦 𝑟𝑎𝑡𝑖𝑜  

𝑑′  ≡ 1 − 𝑑        

                                𝑇𝑠  ≡ 𝑠𝑤𝑖𝑡𝑐ℎ𝑖𝑛𝑔 𝑝𝑒𝑟𝑖𝑜𝑑                  

(2.7) 

A linear-time-invariant (LTI) system model in the state-space form can be represented 

as given by [10]: 

 
𝑥 = 𝐴𝑥 + 𝐵𝑢 

𝑦 = 𝐶𝑥 + 𝐷𝑢 
(2.8) 

Each state of the SMPS can be described as a set of linear-time-invariant differential 

equations. The state and output equations with input voltage 𝑣𝑖𝑛 for the ON state 

during the interval of 𝑑𝑇𝑠 is given by: 

 
𝑥 = 𝐴1𝑥 + 𝐵1𝑣𝑖𝑛 

𝑦1 = 𝐶1𝑥                
(2.9) 

1 

4 5 6 

Description of 

Notations 

𝑑 ≡ 𝑑𝑢𝑡𝑦 𝑟𝑎𝑡𝑖𝑜 

𝑑′  ≡ 1 − 𝑑           
𝑇𝑠  ≡ 𝑠𝑤𝑖𝑡𝑐ℎ𝑖𝑛𝑔 𝑝𝑒𝑟𝑖𝑜𝑑 

 

2 ON and OFF 

States 

Interval 𝑑𝑇𝑠 
𝑥 = 𝐴1𝑥 + 𝐵1𝑣𝑖𝑛 

Interval 𝑑′𝑇𝑠 
𝑥 = 𝐴2𝑥 + 𝐵2𝑣𝑖𝑛 

 

 

3 Basic Averaged 

Model 

𝑥 = 𝐴𝑥 + 𝐵𝑣𝑖𝑛 

𝐴 = 𝑑𝐴1 + 𝑑′𝐴2 

𝐵 = 𝑑𝐵1 + 𝑑′𝐵2 

 
 

 

 

Perturbation 

𝑑 = 𝐷 + 𝑑̂ 

𝑥 = 𝑋 + 𝑥 

𝑦 = 𝑌 + 𝑦̂ 

𝑣𝑖𝑛 = 𝑉𝑖𝑛 + 𝑣̂𝑖𝑛 

Steady-state 

DC Model 

𝐴𝑋 + 𝐵𝑉𝑖𝑛 = 0 

𝑋 = −𝐴−1𝐵𝑉𝑖𝑛 

 

 

 

 

 

Dynamic (AC 

small signal) 

Model 

𝑥 ̂ = 𝐴𝑥̂ + 𝐵𝑣̂𝑖𝑛 + 

[(𝐴1 − 𝐴2)𝑋 + (𝐵1 − 𝐵2)𝑉𝑖𝑛]𝑑 ̂ 
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The state and output equations for the OFF state during the interval of 𝑑′𝑇𝑠 is given 

by: 

 
𝑥 = 𝐴2𝑥 + 𝐵2𝑣𝑖𝑛 

𝑦2 = 𝐶2𝑥                
(2.10) 

The elements of the state vector x are inductor currents and capacitor voltages as 

inductor and capacitor are the only energy storage components of the SMPS. To obtain 

a single continuous state-space equation (single matrix differential equation) (2.9) and 

(2.10) must be combined in a sense of averaging the system, input and output matrices 

to result in A, B and C matrices. The averaging process purely depends on the duty 

ratio (d), and it is executed as: 

 

𝐴 = 𝑑𝐴1 + 𝑑′𝐴2 

𝐵 = 𝑑𝐵1 + 𝑑′𝐵2 

𝐶 = 𝑑𝐶1 + 𝑑′𝐶2 

(2.11) 

The vector block diagram for a linear-time-invariant system in terms of state-space 

dynamics is given in Figure 2.6 and the average state-space equation of the system is 

given by: 

++B
•

x


x y

C

A

inv

 

Figure 2.6: Linear system state-space vector diagram. 

 𝑥 = 𝐴𝑥 + 𝐵𝑣𝑖𝑛 

𝑦 = 𝐶𝑥                
(2.12) 

Equation (2.12) describes the averaged behaviour of the SMPS, and it basically 

removes ripples of the inductor current and capacitor voltage that are the inherent 

property of the state variables. One of the significant points to note here is that the 

system matrix A and the input matrix B may be duty ratio dependent, which leads to 

the conclusion that the averaged equation may be non-linear regarding the duty ratio 

(d). The purpose of using state-space model of the SMPS is to generate an equivalent 

circuit model and carrying out the analysis of the system around a linearization point 
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by perturbing the averaged equation about this operation point. Small signal variation 

with the steady state values is represented as: 

 

𝑑 = 𝐷 + 𝑑̂          

𝑥 = 𝑋 + 𝑥̂          

𝑦 = 𝑌 + 𝑦̂          

𝑣𝑖𝑛 = 𝑉𝑖𝑛 + 𝑣𝑖𝑛 

(2.13) 

The capitalized quantities in (2.13) represent the steady state values and the carets are 

small perturbations. The perturbation is performed by making substitution (2.13) into 

(2.12) and the expanding of the new state-space equation is obtained in (2.14) as the 

following: 

 

𝑋 + 𝑥 = [(𝐷 + 𝑑̂)𝐴1 + (1 − 𝐷 − 𝑑̂)𝐴2](𝑋 + 𝑥̂) + 

[(𝐷 + 𝑑̂)𝐵1 + (1 − 𝐷 − 𝑑̂)𝐵2](𝑉𝑖𝑛 + 𝑣𝑖𝑛)                 

𝑌 + 𝑦̂ = [(𝐷 + 𝑑̂)𝐶1 + (1 − 𝐷 − 𝑑̂)𝐶2](𝑋 + 𝑥̂)      

(2.14) 

The equation of steady state operating point when the small signal perturbations are 

zero is given by: 

 
0 = 𝐴𝑋 + 𝐵𝑉𝑖𝑛 

𝑌 = 𝐶𝑋                
(2.15) 

Discarding of the second order small signal variation terms in (2.14) results in AC 

small signal (dynamic) model of the system given by as the following: 

 
𝑥 ̂ = 𝐴𝑥̂ + 𝐵𝑣𝑖𝑛 + [(𝐴1 − 𝐴2)𝑋 + (𝐵1 − 𝐵2)𝑉𝑖𝑛]𝑑̂ 

𝑦̂ = 𝐶𝑥̂ + (𝐶1 − 𝐶2)𝑋𝑑̂                                                  
(2.16) 

The expansion of the A, B and C matrices in (2.16) are given by: 

 

𝐴 = 𝐷𝐴1 + 𝐷′𝐴2 

𝐵 = 𝐷𝐵1 + 𝐷′𝐵2 

𝐶 = 𝐷𝐶1 + 𝐷′𝐶2 

(2.17) 

Setting 𝑣𝑖𝑛 = 0 produces the response to the variation of the duty factor and (2.16) 

transforms into the following equation. 

 
𝑥 ̂ = 𝐴𝑥̂ + [(𝐴1 − 𝐴2)𝑋 + (𝐵1 − 𝐵2)𝑉𝑖𝑛]𝑑̂ 

𝑦̂ = 𝐶𝑥̂ + (𝐶1 − 𝐶2)𝑋𝑑̂                                   
(2.18) 
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The simplified representation of the state equation in (2.18) is given by: 

 𝑥 ̂ = 𝐴𝑥̂ + 𝐹𝑑̂ (2.19) 

Variation of state variables to the duty factor can be easily solved by application of the 

Laplace Transform as the following: 

 𝑥 ̂

𝑑̂
= [𝑠𝐼 − 𝐴]−1𝐹 (2.20) 

In (2.20), notation I stands for the unit matrix that is the same size of the system matrix 

A and [𝑠𝐼 − 𝐴]−1 is the inverse of the matrix [𝑠𝐼 − 𝐴]. 

Thus far, the state-space modelling of the DC-to-DC switch mode power converters is 

represented in terms of small-signal and low-frequency behaviour by deriving an 

equivalent linear circuit description comprising of averaging, perturbation, and 

linearization process. 

2.3 Summary 

 

In this Chapter, the Notch Filter Dynamics-based PR-P Controller designed by 

symmetrical pole placement method and state-space average and small signal 

modelling of the switch mode power supplies which have been utilized for various 

purposes and in different applications have been presented inclusively. The resonant 

path of the PR-P controller (PR) with a constant proportional unity gain has been 

designed considering the changing dynamics of a notch filter by pole placement 

method (adding mutually complementary poles to the notch transfer function) at PWM 

switching frequency. The proportional gain path (P) of the PR-P controller is used to 

determine the compatibility of the controller with parameter uncertainty of the system 

and designed by utilizing loop-shaping method. 

State-space average and small signal modelling of the studied boost, buck converters 

and single-phase inverter has been used to derive the transfer functions of these switch 

mode power supplies. The primary purpose of deriving transfer functions of the 

systems was to benefit from the advantages of this mathematical modelling. A transfer 

function is a useful approach to express the input-output relationship of a linear, time-

invariant system. It is derived by performing a Laplace transform on the differential 
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equations describing system dynamics with zero initial conditions. Transfer functions 

are also used for performing time-domain and frequency-domain analysis and 

controller design and are commonly employed in block diagram representations of 

systems. The main benefit of transfer functions is that they allow engineers to analyse 

and build systems using simple algebraic equations rather than sophisticated 

differential equations.  
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Chapter   3     

    

Design and Cascade PI Controller-

Based Robust Model Reference 

Adaptive Control of DC-DC Boost 

Converter 
 

3.1 Introduction 

 

The energy problem linking between energy access and greenhouse gas emissions has 

been given more attention recently, and consequently there has been a noticeable 

increase in the use of renewable energy sources for power generation around the world 

[1],[2],[3],[4],[5],[6]. 

Because of inconsistent power generation from sustainable energy sources, which is 

dependent on the environment, they are difficult to utilise without switching power 

supply, including the power conditioner. According to the statistics in [7],[8],[9] the 

vast majority of electricity generated in developed countries, i.e. over 90% of 

generated power, is handled by power electronic circuits before being transmitted to 

the utility [10],[11],[12]. As a result, switching power supply energy efficiency 

(environmental protection), footprints (smart packaging technologies), power density 

(to reduce weight/volume) and reliability to achieve zero defect design for components 

and systems is critical in the renewable energy system applications [13],[14],[15]. 

Switched-mode power supplies (also known as a switched-mode power supply, 

switched power supply, SMPS, or switcher) are electronic power supplies that include 

switching regulators to efficiently convert electrical power. While converting voltage 

and current characteristics, an SMPS, like other power supplies, transforms power 

from a DC or AC source to DC loads. Because the switching transistor dissipates less 

power when serving as a switch, SMPS has a high efficiency up to 96 percent [16],[17]. 
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Other benefits include reduced size, noise, and weight due to the absence of heavy 

line-frequency transformers, as well as reduced heat generation [18],[19]. The circuit 

topology of the SMPS can be used to classify them. The most significant distinctions 

to consider are isolated and non-isolated converters [20],[21],[22]. 

The three fundamental forms of non-isolated converters all use a single inductor for 

energy storage given in Table 3.1. D is the duty cycle of the converter in the voltage 

relation column, and it can range from 0 to 1. The input voltage (Vin) is expected  to 

be larger than zero; if it is negative, negate the output voltage for consistenc’'s sake 

(Vout). 

Table 3.1: The fundamental forms of non-isolated converters. D is the duty cycle    

of the converter in the voltage relation column, and it can range from 0 to 1. 

Type Typical 

Power (W) 

Energy 

Storage 
Voltage Relation Features 

Buck 

Converter 
0-1,000 Single 

Inductor 

0 ≤ 𝑉𝑜𝑢𝑡 ≤ 𝑉𝑖𝑛 

𝑉𝑜𝑢𝑡 = 𝐷𝑉𝑖𝑛 
Continuous current at 

output 

Boost 

Converter 
0-5,000 Single 

Inductor 

𝑉𝑜𝑢𝑡 ≥ 𝑉𝑖𝑛 

𝑉𝑜𝑢𝑡 =
1

1 − 𝐷
𝑉𝑖𝑛 

Continuous current at 

input 

Buck-boost 

Converter 
0-150 Single 

Inductor 

𝑉𝑜𝑢𝑡 ≤ 0 

𝑉𝑜𝑢𝑡 = −
𝐷

1 − 𝐷
𝑉𝑖𝑛 

Discontinuous current 

at both input and output 

 

The DC-DC boost converter (DBC) is the simplest converter topology for effectively 

reproducing increased output voltage for a given input voltage [23]. It has been used 

in a wide range of applications such as automotive industry (hybrid electric vehicles), 

power amplifications, adaptive control applications, battery power systems, consumer 

electronics, robotics, DC motor drives, communication applications (radar systems), 

wind power and photovoltaic (PV) systems (e.g., DC micro-grid) [24],[25],[26]. 

Because of exhibiting non-minimum phase (NMP) behaviour due to right half plane 

zero (RHPZ) and non-linear dynamics, controller design for DBCs is more complex 

and challenging than for buck converters [27],[28]. The comparative analysis of the 

most common developed control techniques for SMPS applications in terms of their 

features, advantages, and limitations is given in Table 3.2. The phenomenon 

commonly known as the NMP behaviour is the phase lag caused by transfer of 

accumulated energy of the inductor when the switch is on to the load during off time. 
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This attribute is reflected by the existence of a RHPZ in the control to output voltage 

transfer function [26]. By restricting the closed loop bandwidth feasible by feedback 

control, the NMP nature complicates the control effort. The dynamic change in 

positive zero location induced by varying converter settings such as load resistance 

and voltage gain exacerbates the NMP problem. Moreover, a reduction in input voltage 

or load resistance tends to destabilise the closed loop system by shifting the RHPZ 

towards origin. 

The following two categories can be used to categorise the methods offered in the 

literature to address the NMP problem in a DBC: (i) converter topology modification 

approaches to achieve minimum phase (MP) dynamics. (ii) specially built controllers 

that correct for NMP dynamics. In this study, the second strategy is used by utilizing 

the properties of both cascade PI controller and reference model adaptive control in 

consideration of the inherent challenges, such as non-linearity, NMP nature, time 

discontinuities, and model uncertainty (unknown parasitic values, resistance and 

voltage drops across switching element and diode, uncertainty in the value of 

inductance, etc.). 

Table 3.2: Comparative analysis of the most common control techniques used for 

SMPS applications. 

Control 

Technique 
Features Advantages Limitations References 

Proportional-

Integral (PI) 

•Suitable for linear control 

•Low-complexity 

•Simple implementation 

•Fast transient response 

•Easy integration with various control 

techniques 

•Incapable of responding to 

external distubance (e.g., load 

variations) 

•High settling time, steady-state 

error, overshoots 

[32],[33],[34],[35],

[36] 

Sliding Mode 

Control (SMC) 

•Robust and suitable for non-linear 

control 

•Converge towards sliding surface 

•Simple Implementation 

•Capable of responding to external 

disturbance 

•Fast dynamics (e.g., settling time) 

•Robust 

•Chattering issues due to 

discontinuous control law 

•Excessive overshoots 

[33],[36],[37],[38],

[39],[40] 

Model 

Predictive 

Control (MPC) 

•Easy for online iteration 

•Robust and suitable for non-linear 

control 

•Eanble to predict furure states 

•Enhanced transient performance with 

external constraints 

•Fast response 

•Efficient tracking with estimation-based 

techniques 

•Sensitive to circuit parameters 

•High computational burden 

•Required for detailed 

knowledge of the model 

[32],[36],[41],[42],

[43] 

State-space 

Modeling 

(SSM) 

•Robust and suitable for non-linear 

control 

•Suitable for multiple-input and 

multiple-output systems 

•Enable to estimate plant states 

continuously 

•Improved transient response 

•Less overshoot during load varying 

conditions 

•Longer period of time required 

for initial implementation 

•Required for detailed 

knowledge of the model 

 

[36],[44],[45],[46],

[47] 

Fuzzy Logic 

Control (FLC) 

•Robust and suitable for non-linear 

control 

•Providing stability in the presence 

of large variations 

•Suitable for the systems with 

imprecise boundary conditons 

•Less overshoots 

•Efficient tracking response 

•Do not require the mathematical model of 

the plant 

 

•High computational burden 

•Required for properly defined 

rules for operation 

•Longer settling time 

[36],[48],[49],[50],

[51] 
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3.2 Transfer Function Estimation of The Boost Converter 

 

3.2.1 Computer Aided Transfer Function Estimation 

 

Transfer function of the boost converter is derived by using Simulink® Control 

Design™. The transfer function estimation process is based on collecting frequency 

response data from the Simulink model of the proposed converter whose parameters 

are given in Table 3.3. 

                      Table 3.3: Design parameters of the boost converter. 

Parameter Value 

Input voltage( 𝑉𝑑𝑐) 20 V 

Switching frequency (𝑓𝑠𝑤) 20 kHz 

Inductance (𝐿) 100 µH 

Output capacitance (𝐶𝑜𝑢𝑡) 440 µF 

Constant voltage load (𝑉𝑜𝑢𝑡) 

Resistance (𝑅) 

40 V 

16 Ω 

Transfer function of a boost converter can be modelled using the relationship of 

various interacting parameters of the device. In this chapter, transfer function from the 

PWM duty cycle set-point to the load voltage is the subject of the study to be interested 

and designing controllers depends on this association. Collecting frequency response 

data is executed by adding perturbation to the duty cycle set-point with sinusoids of 

different frequencies and storing the load voltage accordingly. Carried out frequency 

is in the range of 10 to 1/10th rad/s of the switching frequency. The main purpose of 

this implementation is to figure out how the system modifies the magnitude and phase 

of the injected sinusoidal signals.  Alternatively stated, frequency input point is the 

duty cycle, and the output is the load voltage. The sinusoids injected at the input point 

is chosen as 0.03 which is the perturbation of the operating duty cycle (D) in the steady 

state which is calculated as: 

 
𝑉𝑜𝑢𝑡
𝑉𝑑𝑐

=
1

1 − 𝐷
⟹ 𝐷 = 0.5 (3.1) 

The magnitude and phase plot from duty cycle to load voltage in terms of discrete 

points on the intended frequency range is given in Figure 3.1.  
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Figure 3.1: The magnitude and phase plot from duty cycle to load voltage on the 

intended frequency range. 

The Bode plot of the proposed boost converter in Figure 1. shows that the magnitude 

is 38 dB. There is inconsiderable resonance around 2670 rad/s and a high frequency 

roll-off of around 20 dB/decade. According to these collected discrete frequency 

points, an estimated transfer function of the proposed boost converter in a continuous 

time (the s domain) is given by: 

 𝐺𝑏𝑜𝑜𝑠𝑡(𝑠) =
𝑉𝑜𝑢𝑡(𝑠)

𝑑(𝑠)
=

−1.018 × 106𝑠 + 4.821 × 108

𝑠2 + 1.302 × 104𝑠 + 6.307 × 106
 (3.2) 

3.2.2 State-space Averaging Method Transfer Function Estimation of 

the Proposed Boost Converter 

 

One of the developed ways for obtaining the plant's transfer function and analyzing 

the features and behaviors of switch mode power supplies is state space averaging 

method [29]. The approach has shown to be a very useful and convenient tool in the 

applications of power electronics devices due to its great understanding and ease of 

derivation and implementation [30],[31]. Block diagram of a boost converter is given 

in Figure 3.2. 
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Vdc

L

Cout R

iL

+ 

- 
SW

Diode

Vout

PWM

OFF State

ON State

 

Figure 3.2: The block diagram of a boost converter. 

Depending on the state of switch SW, the DBC has two current paths which is defined 

as ON and OFF operating states. Accordingly, the circuit analysis will be performed 

in two topologies. Circuit analysis of the DBC in both states is given in Table 3.4. 

                             Table 3.4: Circuit analysis of the DBC in ON-OFF states. 

[𝑺𝒕𝒂𝒕𝒆 𝟏: 𝑺𝑾 𝑶𝑵,𝑫 𝑶𝑭𝑭] 

Vdc

L

Cout
R

iL

+ 

- 
VoutiC

-iC

VC

 

𝑉𝑑𝑐 = 𝐿
𝑑𝑖𝐿
𝑑𝑡

; 𝑖𝐶 = 𝐶
𝑑𝑉𝐶
𝑑𝑡

; 𝑉𝐶 = −𝑖𝐶𝑅; 𝑉𝑜𝑢𝑡 = 𝑉𝐶  

[𝑺𝒕𝒂𝒕𝒆 𝟐: 𝑺𝑾 𝑶𝑭𝑭,𝑫 𝑶𝑵] 

Vdc

L

Cout

R

iL

+ 

- 
VoutiC

VC

𝑉𝑜𝑢𝑡
𝑅

 

 

𝑉𝑑𝑐 = 𝐿
𝑑𝑖𝐿
𝑑𝑡

+ 𝑉𝑜𝑢𝑡;  𝑖𝐶 = 𝐶
𝑑𝑉𝐶
𝑑𝑡

; 𝑖𝐿 = 𝑖𝐶 +
𝑉𝑜𝑢𝑡
𝑅

; 𝑉𝑜𝑢𝑡 = 𝑉𝐶 

where 𝑉𝑑𝑐, 𝐿, 𝑖𝐿, 𝑖𝐶, 𝐶, 𝑉𝐶, 𝑅, 𝑉𝑜𝑢𝑡, 𝑉𝑜𝑢𝑡 𝑅⁄  are input DC voltage, inductance, inductor 

current, capacitor current, capacitance, capacitor voltage, resistive load, output voltage 

and output current, respectively.  

Internal state variables are the smallest subset of system variables that can accurately 

describe the system's overall state at any given time. The number of state variables in 

electric circuits is frequently, but not always, the same as the number of energy storage 

devices in the circuit, such as capacitors and inductors. Accordingly, current flowing 

through the inductor 𝑖𝐿 and voltage across the capacitor 𝑉𝐶 are the state variables since 
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the proposed boost converter consist of one inductor and one capacitor. State vector of 

the system is given by: 

 𝑥 = [
𝑥1
𝑥2
] = [

𝑖𝐿
𝑉𝐶
] (3.3) 

The state-space equations of the proposed boost converter are given by: 

 
𝑥 =

𝑑𝑥

𝑑𝑡
= [

𝑑𝑖𝐿
𝑑𝑡
𝑑𝑉𝐶
𝑑𝑡

] = 𝐴𝑥 + 𝐵𝑉𝑑𝑐 

𝑦 = 𝑉𝑜𝑢𝑡 = 𝐶𝑥 

(3.4) 

Table 3.5 shows the analysis of the DBC in CCM and the derivation of its averaged 

state-space equations. 

Table 3.5: Derivation of averaged state-space equations for the DBC in CCM. 

[𝑺𝒕𝒂𝒕𝒆 𝟏: 𝑺𝑾 𝑶𝑵,𝑫 𝑶𝑭𝑭] 

(Time interval: 0<t<dTs) 

[𝑺𝒕𝒂𝒕𝒆 𝟐: 𝑺𝑾 𝑶𝑭𝑭,𝑫 𝑶𝑵] 

(Time interval: dTs<t<Ts) 

𝑥 = 𝐴1𝑥 + 𝐵1𝑉𝑑𝑐 

𝑦1 = 𝐶1𝑥 

𝐴1 = [

0 0

0
−1

𝑅𝐶𝑜𝑢𝑡

] ;  𝐵1 = [
1

𝐿
0

] ; 𝐶1 = [0 1] 

[
𝑥 1
𝑥 2
] = [

0 0

0
−1

𝑅𝐶𝑜𝑢𝑡

] [
𝑥1
𝑥2
] + [

1

𝐿
0

] 𝑉𝑑𝑐  

𝑉𝑜𝑢𝑡 = [0 1] [
𝑥1
𝑥2
] 

𝑥 = 𝐴2𝑥 + 𝐵2𝑉𝑑𝑐 

𝑦2 = 𝐶2𝑥 

𝐴2 =

[
 
 
 0

−1

𝐿
1

𝐶𝑜𝑢𝑡

−1

𝑅𝐶𝑜𝑢𝑡]
 
 
 
;  𝐵2 = [

1

𝐿
0

] ; 𝐶2 = [0 1] 

[
𝑥 1
𝑥 2
] =

[
 
 
 0

−1

𝐿
1

𝐶𝑜𝑢𝑡

−1

𝑅𝐶𝑜𝑢𝑡]
 
 
 
[
𝑥1
𝑥2
] + [

1

𝐿
0

] 𝑉𝑑𝑐 

𝑉𝑜𝑢𝑡 = [0 1] [
𝑥1
𝑥2
] 

Averaging of the state-space model is carried out by combining ON and OFF set of 

equations as: 

 
𝑥 = [𝐴1𝐷 + 𝐴2(1 − 𝐷)][𝑥] + [𝐵1𝐷 + 𝐵2(1 − 𝐷)]𝑉𝑑𝑐 

𝑉𝑜𝑢𝑡 = [𝐶1𝐷 + 𝐶2(1 − 𝐷)][𝑥] 
(3.5) 

Averaged system (𝐴), input (𝐵) and output (𝐶) matrices are derived by using steady-

state duty cycle D as: 
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𝐴 = [𝐴1𝐷 + 𝐴2(1 − 𝐷)] ⇒ 

𝐴 = [

0 0

0
−1

𝑅𝐶𝑜𝑢𝑡

]𝐷 +

[
 
 
 0

−1

𝐿
1

𝐶𝑜𝑢𝑡

−1

𝑅𝐶𝑜𝑢𝑡]
 
 
 
(1 − 𝐷) 

(3.6) 

 

𝐴 = [

0 0

0
−𝐷

𝑅𝐶𝑜𝑢𝑡

] +

[
 
 
 0

(𝐷 − 1)

𝐿
(1 − 𝐷)

𝐶𝑜𝑢𝑡

(𝐷 − 1)

𝑅𝐶𝑜𝑢𝑡 ]
 
 
 

⇒ 

𝐴 =

[
 
 
 0

(𝐷 − 1)

𝐿
(1 − 𝐷)

𝐶𝑜𝑢𝑡

−1

𝑅𝐶𝑜𝑢𝑡 ]
 
 
 

 

(3.7) 

 
𝐵 = [𝐵1𝐷 + 𝐵2(1 − 𝐷)] ⇒ 𝐵 = [

1

𝐿
0

]𝐷 + [
1

𝐿
0

] (1 − 𝐷) (3.8) 

 
𝐵 = [

𝐷

𝐿
0
] + [

(1 − 𝐷)

𝐿
0

] = [
1

𝐿
0

] (3.9) 

 𝐶 = [𝐶1𝐷 + 𝐶2(1 − 𝐷)] ⇒ 

𝐶 = [0 1] 𝐷 + [0 1] (1 − 𝐷) 
 

(3.10) 

 𝐶 = [0 𝐷] + [0 (1 − 𝐷)] = [0 1] (3.11) 

The equation for steady-state operating point is written as: 

 
 

𝑥 = 𝐴𝑋 + 𝐵𝑉𝑑𝑐 = 0 

 

(3.12) 

 𝐴𝑋 = −𝐵𝑉𝑑𝑐 (3.13) 

  𝐴−1(𝐴𝑋) = 𝐴−1(−𝐵𝑉𝑑𝑐) ⇒ 𝑋 = 𝐴−1(−𝐵𝑉𝑑𝑐) (3.14) 

 
𝐴−1 =

𝑎𝑑𝑗(𝐴)

det(𝐴)
 ⇒ 𝑎𝑑𝑗(𝐴) =

[
 
 
 
 

−1

𝑅𝐶𝑜𝑢𝑡

(1 − 𝐷)

𝐿
(𝐷 − 1)

𝐶𝑜𝑢𝑡
0

]
 
 
 
 

 

det(𝐴) = 0 − (
1 − 𝐷

𝐶𝑜𝑢𝑡
×
𝐷 − 1

𝐿
) =

(𝐷 − 1)2

𝐶𝑜𝑢𝑡𝐿
 

(3.15) 
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𝐴−1 =
1

(𝐷 − 1)2

𝐶𝑜𝑢𝑡𝐿

×

[
 
 
 
 

−1

𝑅𝐶𝑜𝑢𝑡

(1 − 𝐷)

𝐿
(𝐷 − 1)

𝐶𝑜𝑢𝑡
0

]
 
 
 
 

⇒ 

𝐴−1 =

[
 
 
 

−𝐿

(𝐷 − 1)2𝑅

−𝐶𝑜𝑢𝑡
(𝐷 − 1)

𝐿

(𝐷 − 1)
0

]
 
 
 

 

(3.16) 

 
𝐵 = [

1

𝐿
0

] ⇒ 𝐵𝑉𝑑𝑐 = [
𝑉𝑑𝑐
𝐿
0
] (3.17) 

 

𝑋 = [
𝑖𝐿
𝑉𝐶
] =

[
 
 
 

−𝐿

(𝐷 − 1)2𝑅

−𝐶𝑜𝑢𝑡
(𝐷 − 1)

𝐿

(𝐷 − 1)
0

]
 
 
 

[
−𝑉𝑑𝑐
𝐿
0

] ⇒ 

𝑋 =

[
 
 
 

𝑉𝑑𝑐
(𝐷 − 1)2𝑅

−𝑉𝑑𝑐
(𝐷 − 1) ]

 
 
 

 

(3.18) 

Converting the state-space representation of the boost converter into an equivalent 

transfer function is performed as the followings: 

 𝑠𝑥(𝑠) = 𝐴𝑥(𝑠) + [(𝐴1 − 𝐴2)𝑋 + (𝐵1 − 𝐵2)𝑉𝑑𝑐]𝑑(𝑠) (3.19) 

  

𝑉𝑜𝑢𝑡(𝑠) = 𝐶𝑥(𝑠) + [(𝐶1 − 𝐶2)𝑋]𝑑(𝑠) 
 

(3.20) 

  

𝑥(𝑠) = (𝑠𝐼 − 𝐴)−1[(𝐴1 − 𝐴2)𝑋 + (𝐵1 − 𝐵2)𝑉𝑑𝑐]𝑑(𝑠) 
 

(3.21) 

 

 

𝑉𝑜𝑢𝑡(𝑠) = 𝐶[(𝑠𝐼 − 𝐴)−1[(𝐴1 − 𝐴2)𝑋 + (𝐵1 − 𝐵2)𝑉𝑑𝑐]𝑑(𝑠)] 

+[(𝐶1 − 𝐶2)𝑋]𝑑(𝑠) 

 

(3.22) 

 
𝑉𝑜𝑢𝑡(𝑠)

𝑑(𝑠)
= 𝐶[(𝑠𝐼 − 𝐴)−1[(𝐴1 − 𝐴2)𝑋 + (𝐵1 − 𝐵2)𝑉𝑑𝑐]

+ [(𝐶1 − 𝐶2)𝑋] 

(3.23) 

 𝑉𝑜𝑢𝑡(𝑠)

𝑑(𝑠)
=

−𝑠𝐿𝑉𝑑𝑐 + 𝑅𝑉𝑑𝑐(𝐷 − 1)2

𝑠2[𝐿𝑅𝐶𝑜𝑢𝑡(𝐷 − 1)2] + 𝑠[𝐿(𝐷 − 1)2] + 𝑅(1 − 𝐷)4
 

 

(3.24) 
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𝑉𝑜𝑢𝑡(𝑠)

𝑑(𝑠)
=
(

−𝑉𝑑𝑐
𝑅𝐶𝑜𝑢𝑡(𝐷 − 1)2

) 𝑠 +
𝑉𝑑𝑐
𝐶𝑜𝑢𝑡𝐿

𝑠2 + (
1

𝑅𝐶𝑜𝑢𝑡
) 𝑠 +

(𝐷 − 1)2

𝐶𝑜𝑢𝑡𝐿

 

=
−0.002𝑠 + 1

2.2 × 10−9𝑠2 + 2.5 × 10−5𝑠 + 1.25 × 10−2
 

 

 

 

(3.25) 

Step response characteristics of the proposed boost converter transfer functions 

derived by using Simulink® Control Design™ and state-space averaging techniques 

in terms of open-loop is given in Table 3.6. 

                    Table 3.6: Open-loop step responses of the derived transfer functions.    

Step Response 

Characteristics 

Simulink® 

Control Design™ 

State-space 

Averaging Method 

Rise Time (s) 0.0044 0.0042 

Settling Time (s) 0.0081 0.0078 

Settling Minimum 68.8104 72.0324 

Settling Maximum 76.4336 79.9377 

Overshoot (%) 0 0 

Undershoot (%) 85.1766 81.2702 

Peak 76.4336 79.9377 

Peak Time (s) 0.0305 0.0151 

 

System identification and properly developed model which should adequately capture 

the essential features of the system is of prime importance. Because of the presence of 

typical energy-storing components (capacitors and inductors) in power electronics, it 

will take some time for the system's energy state to change if it is disturbed. Transient 

time is the certain amount of time required by the system to transition from one energy 

state to another, and transient response is the measure of the magnitude and pattern of 

voltages and currents during this time. In this regard, a conducting time domain 

analysis of the system in terms of the step response characteristics given in Table 3.6 

is required to derive a precise model. The open-loop step response characteristics of 

two techniques ensure that the transfer function estimation process has been 

accomplished successfully. The slight differences are caused by the properties of 

implemented techniques. In the Simulink Control Design, frequency response data of 

the converter is collected by applying perturbation to the duty cycle set-point with 

sinusoids of various frequencies and storing the load voltage correspondingly. On the 
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other hands, the state-space averaging is a formal process for obtaining the switching 

converter's small signal ac equations in vector and matrix forms. 

Open-loop step, phase and magnitude responses of the transfer functions are given in 

Figure 3.3. 

 
(a) Open-loop step response 

 
(b) Open-loop frequency response 

Figure 3.3: Time and frequency responses of derived transfer functions 

3.3 Comparison of Commonly Used Mathematical Modelling 

Techniques 

 

A mathematical model is a set of mathematical equations that are used to describe 

control systems. These models are useful for control system analysis and design. While 

analysis of a control system means finding the output by utilizing the input and the 

mathematical model of the system, designing of a control system refers to determining 

of the mathematical model by using the input and output of the system. Commonly 

used mathematical models are differential equation model, transfer function model and 

block diagram model. Figure 3.2 shows the block diagram of the proposed boost 

converter, and the transfer function model has been derived by using both Simulink® 

Control Design™ and state-space averaging technique. The differential equation 

model is given in Figure 3.4. 
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𝑉𝑑𝑐  

1/s

+ - 

>0 1/L × + - 

1/R

NOT

Pulse 

Generator

ON State
The output of the switch block is 
the input voltage. In this stage, 
the input voltage is equal to the 
inductor current.

Vdc
diL/dt iL

OFF State
The output of the switch block is the 
input and output voltages  difference. 
In this stage, the inductor voltage is 
equal to this difference.

Vdc-Vout
iL iL

OFF State
The capacitor current 
is the difference of the 
inductor and output 
currents.

iC

iout

Vout=VC

Switch Between 

States

Input 

Voltage

1/s
Cout×VC

1/Cout

 

Figure 3.4: Differential equation model of the DBC. 

Open-loop simulation output voltages of three mathematical models of the proposed 

boost converter are given in Figure 3.5. The figure shows that differential equation and 

transfer function models’ transient responses resemble each other but differential 

equation model has a steady-state error. However, block diagram model exhibits better 

transient response with a steady-state error. In the controller design process, transfer 

function model of the boost converter will be used due to the following advantages: 

• Easy determination of the system response to any given input. 

• No differential terms are present as transfer function of a system consists of 

simple algebraic terms. 

 

Figure 3.5: Comparison of output voltages for different mathematical models. 
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3.4 Controller and Reference Model Design 

 

Due to the boost converters’ intrinsic RHPZ, a voltage-mode controlled boost 

converter operating in CCM is more difficult to stabilize compared to other DC switch 

mode power supplies (SMPS) with Left Half Plane-zero (LHPZ). The input voltage, 

output voltage, load resistance, inductance, and output capacitance all affect the boost 

converter's double-pole and RHP-zero, further complicating the transfer function. To 

ensure proper functioning, it is necessary to understand the transfer function and have 

a mechanism to stabilize the converter. Plants whose input-output transfer functions 

have right half plane zeros are described as non-minimum phase systems. RHPZs are 

the mathematical description of the non-minimum phase systems. Physically, it refers 

to emergent of undershoot or to the systems goes in the wrong direction initially as 

impulse or step inputs are applied. Generation of the undershoot can be considered as 

some amount of time delay due to similar characteristics although it is not exactly time 

delay in terms of mathematical representation of the control systems. RHPZs have 

fundamental limits on the robustness on the system such as limitation on the bandwidth 

which is how fast of a change can be tracked. In this chapter, single PI, cascade PI and 

cascade PI controller-based model reference adaptive controller will be designed and 

implemented in the control of the proposed DBC.  Additionally, their performances 

will be evaluated regarding transient and steady-state response characteristics. 

 

3.4.1 PI Controller Design 

 

The mathematical model of the plant is appropriately obtained by using both the 

Simulink® Control Design™ and the state-space averaging technique to forecast its 

response and observe its behaviors in both the time and frequency domains. Control 

systems are planned and executed in this regard to improve critical dynamic properties 

of the plant, such as stability, response time, steady-state error, and oscillations that 

make up the transient and steady-state. Because of its features of being simple to 

design, easily comprehensible, and very understandable, the Proportional-Integral (PI) 

feedback compensator structure is a commonly used controller. The general effects of 

each controller parameter proportional gain (Kp) and integral gain (Ki) on a closed-

loop system are summarized in Table 3.7. 
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         Table 3.7: The effects of PI controller parameters on transient response. 

Closed-loop 

Response 
Rise Time Overshoot 

Settling 

Time 

Steady-state 

Error 

Kp Decrease Increase 
Small 

Change 
Decrease 

Ki Decrease Increase Increase Decrease 

 

The unity feedback structure of the proposed DBC is given in Figure 3.6. 

Input Output

( )sd

+

- ( )sE

Single Input Single Output (SISO) Feedback Loop

Boost Converter 

Transfer Function

PI Controller

+

+

Kp

Ki dt

 
𝑉𝑜𝑢𝑡 (𝑠) 

 

Figure 3.6: The unity feedback structure of the proposed DBC.  

PI controller transfer function of the proposed DCB is given by: 

 𝐺𝑃𝐼(𝑠) =
0.0114𝑠 + 2.82

𝑠
 (3.26) 

 

3.4.2 Cascade PI Controller Design 

  

Cascade control is primarily utilized to ensure rapid disturbance rejection before it 

spreads to other parts of the plant. As illustrated in the block diagram in Figure 3.7, 

the simplest cascade control system has two control loops (inner and outer).  

Input Output
+- ( )sE

Duty Ratio to Inductor Current & 

Inductor Current to Output Voltage 

Transfer Functions

Outer Loop PI Controller

+

+

Kp

Ki dt
 

𝑉𝑜𝑢𝑡 (𝑠) 

+-

Inner Loop PI Controller

Kp

Ki dt
+

+

Inner Loop
Outer Loop

Plant

 

Figure 3.7: The cascade PI controller structure of the proposed DBC. 
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The inner loop of the proposed system is the transfer function of duty ratio to inductor 

current which is derived by using state-space averaging method as: 

 𝑠𝑥(𝑠) = 𝐴𝑥(𝑠) + [(𝐴1 − 𝐴2)𝑋 + (𝐵1 − 𝐵2)𝑉𝑑𝑐]𝑑(𝑠) (3.27) 

  

𝑖𝐿(𝑠) = 𝐶𝑥(𝑠) + [(𝐶1 − 𝐶2)𝑋]𝑑(𝑠) 
 

(3.28) 

  

𝑥(𝑠) = (𝑠𝐼 − 𝐴)−1[(𝐴1 − 𝐴2)𝑋 + (𝐵1 − 𝐵2)𝑉𝑑𝑐]𝑑(𝑠) 
 

(3.29) 

 

 

𝑖𝐿(𝑠) = 𝐶[(𝑠𝐼 − 𝐴)−1[(𝐴1 − 𝐴2)𝑋 + (𝐵1 − 𝐵2)𝑉𝑑𝑐]𝑑(𝑠)]

+ [(𝐶1 − 𝐶2)𝑋]𝑑(𝑠) 

 

(3.30) 

 
𝑖𝐿(𝑠)

𝑑(𝑠)
= 𝐶[(𝑠𝐼 − 𝐴)−1[(𝐴1 − 𝐴2)𝑋 + (𝐵1 − 𝐵2)𝑉𝑑𝑐]    

+ [(𝐶1 − 𝐶2)𝑋] 

(3.31) 

 𝑖𝐿(𝑠)

𝑑(𝑠)
=

𝑠𝑅𝐶𝑜𝑢𝑡𝑉𝑑𝑐 + 2𝑉𝑑𝑐
𝑠2[𝐿𝑅𝐶𝑜𝑢𝑡(1 − 𝐷)] + 𝑠𝐿(1 − 𝐷) + 𝑅(1 − 𝐷)3

 (3.32) 

 𝑖𝐿(𝑠)

𝑑(𝑠)
=

1.76 × 10−3𝑠 + 40

4.4 × 10−9𝑠2 + 0.5 × 10−6𝑠 + 0.025
 (3.33) 

The inductor current to output voltage transfer function is derived in (3.34) and (3.35) 

as: 

 

𝑉𝑜𝑢𝑡(𝑠)

𝑖𝐿(𝑠)
=

𝑉𝑜𝑢𝑡(𝑠)
𝑑(𝑠)

𝑖𝐿(𝑠)
𝑑(𝑠)

 

𝑉𝑜𝑢𝑡(𝑠)

𝑖𝐿(𝑠)
= −

(𝑅𝑉𝑑𝑐𝜎
2 − 𝐿𝑉𝑑𝑐𝑠)(𝑅𝜎

3 + 𝐿𝑠𝜎 + 𝐶𝑜𝑢𝑡𝐿𝑅𝜎𝑠
2)

(2𝑉𝑑𝑐 + 𝐶𝑜𝑢𝑡𝑅𝑉𝑑𝑐𝑠)(𝑅𝜎
4 + 𝐿𝑠𝑉𝑑𝑐 + 𝐶𝑜𝑢𝑡𝐿𝑅𝜎

2𝑠2)
 

(3.34) 

where σ  is D-1. 

𝑉𝑜𝑢𝑡(𝑠)

𝑖𝐿(𝑠)
=

−8.8 × 10−12𝑠3 − 9.56 × 10−8𝑠2 + 0.025

3.872 × 10−12𝑠3 + 1.32 × 10−7𝑠2 + 1.022 × 10−3𝑠 + 0.5
 (3.35) 

The PI controller in the outer loop is the primary controller and it regulates the primary 

control variable input voltage 𝑉𝑑𝑐 by setting the set point of the inner loop. The PI 

controller in the inner loop is the secondary controller that ensures local disturbance 
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rejection before it propagates to the inductor current to output voltage transfer 

function. For the proper functioning of the cascade systems, the inner loop response 

must be faster than the outer loop. In this application, the inner loop bandwidth is 

selected 10 times higher than the outer loop bandwidth. Outer and inner loop PI 

controller transfer functions are given by: 

 𝐺𝑜𝑢𝑡𝑒𝑟,𝑃𝐼(𝑠) =
0.15𝑠 + 1000

𝑠
 (3.36) 

 
 

𝐺𝑖𝑛𝑛𝑒𝑟,𝑃𝐼(𝑠) =
0.5𝑠 + 5

𝑠
 

 

(3.37) 

 

3.4.3 Cascade PI-based Model Reference Adaptive Controller Design 

 

The control method employed by a controller which adapts to a controlled system with 

varying or initially uncertain parameters is known as adaptive control. Parameter 

estimation is the foundation of the adaptive control, which is an important constituent 

of system identification. In this chapter, the model reference adaptive controller 

(MRAC) is implemented with cascade PI controller. The main components of a 

MRAC system are the reference model, the adjustment mechanism, and the controller. 

The proposed cascade PI-based MRAC block diagram is given in Figure 3.8. 

Vdc

L

Cout R

iL

+ 

- SW

Diode

Vout

+ -

Kp

Ki dt

+

Kp

Ki dt

+
+

+ -

×
 

dt

× 

-
+

PWM

Modulator

γ 

+

Vout iL

Vref

+ -

Kp

Ki dt

+
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Figure 3.8: The block diagram of the proposed cascade PI controller based MRAC. 
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In the proposed control scheme, the adaptation mechanism adjusts the control action 

based on the error between the plant output 𝑉𝑜𝑢𝑡 and the reference model output 

𝑉𝑟𝑒𝑓(𝑜𝑢𝑡) as given by: 

 Φ = (𝑉𝑜𝑢𝑡 − 𝑉𝑟𝑒𝑓(𝑜𝑢𝑡))𝑉𝑟𝑒𝑓(𝑜𝑢𝑡)
−Υ𝑇𝑠𝑧

𝑧 − 1
 (3.38) 

where Φ, Υ and 𝑇𝑠 are adaptation parameter, learning rate and sample time, 

respectively. The adjusted control signal u is calculated as multiplication of output of 

the cascade PI controller and adaptation parameter. The desired behavior of the closed-

loop system is obtained by using learning rate of 0.04 and sample time of 1 10𝑓𝑠𝑤⁄  

seconds. 

3.4.4 Reference Model Design 

The steady state duty cycle of the plant in terms of input-output voltage relationship is 

represented as: 

 
𝑉𝑜𝑢𝑡
𝑉𝑑𝑐

=
1

(1 − 𝐷)
 (3.39) 

The maximum average inductor current is represented by the equation given by: 

 𝐼𝐿,𝑎𝑣𝑔,𝑚𝑎𝑥 =
𝑉𝑜𝑢𝑡

2

𝑅𝑜𝑢𝑡,𝑚𝑖𝑛𝑉𝑑𝑐
 (3.40) 

The maximum average inductor ripple current is the 20% of the average current that 

is represented by the equation given by: 

 ∆𝐼𝐿 = 0.2𝐼𝐿,𝑎𝑣𝑔,𝑚𝑎𝑥 (3.41) 

Inductance value 𝐿 of the inductor is represented by the equation given by: 

 𝐿 =
𝑉𝑖𝑛𝐷

𝑓𝑠𝑤∆𝐼𝐿
 (3.42) 

Capacitor  ∆𝑉𝐶 or output voltage ripple ∆𝑉𝑜𝑢𝑡 is the ±2% of the average output voltage 

is represented by the equation given by: 
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 ∆𝑉𝐶 = ∆𝑉𝑜𝑢𝑡 = 0.04𝑉𝑜𝑢𝑡 (3.43) 

Capacitance value 𝐶 of the capacitor is represented by the equation given by: 

 𝐶 =
𝑉𝑖𝑛𝐷

𝑅𝑜𝑢𝑡,𝑚𝑖𝑛𝑓𝑠𝑤∆𝑉𝐶(1 − 𝐷)
 (3.44) 

The calculated values of the reference boost converter model parameters are given in 

Table 3.8. 

                 Table 3.8: Calculated values of the reference boost converter model. 

Parameters and Components Values 

Minimum Load Resistance (Ω) 

Steady-state Duty Cycle  

10 

0.5 

Maximum Average Inductor Current (A) 8 

Maximum Average Inductor Current Ripple (A) 1.6 

Inductor Value (mH) 0.3125 

Output Voltage Ripple (V) 1.6 

Capacitor Value (µF) 62.5 

Transfer functions of the reference model boost converter and the PI controller are 

given by: 

 𝐺𝑟𝑒𝑓,𝐷𝐵𝐶(𝑠) =
−0.0625𝑠 + 50

4.88 × 10−8𝑠2 + 7.813 × 10−5𝑠 + 0.625
 (3.45) 

 
 

𝐺𝑟𝑒𝑓,𝑃𝐼(𝑠) =
0.5 × 10−5𝑠 + 7.5

𝑠
 

 

(3.46) 

 

3.4.5 Discretization of the Designed Controllers and Reference Boost 

Converter Transfer Function 

 

The controller in digital control systems is implemented on a digital computer, which 

means it will only run and have access to measurements at specific and discrete times 

before commanding the actuators. When a continuous system is converted to a discrete 

system, information is lost, which might have a detrimental impact on the proposed 

control system performance. Furthermore, discrete systems introduce delay into the 

feedback loop, reducing the controller's bandwidth. The bandwidth is an important 
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parameter since it specifies the maximum frequency at which the control system can 

respond. Considering these difficulties, selecting a proper discretization approach is 

critical. 

The zero-order hold (ZOH), first-order hold (FOH), impulse invariant, bilinear 

(Tustin) approximation, and matched pole-zero technique are some of the most 

prevalent discretization methods used in control systems. The designed controllers and 

reference boost converter model is discretized using the bilinear (Tustin's approach) 

approximation. The most important argument for employing this method is that it 

produces the best frequency-domain match between continuous-time and discrete 

systems. The equation employed in the approximation of the z-domain transfer 

function relating to its continuous form (s-domain) with sample frequency one order 

of magnitude higher than the switching frequency (𝑇𝑠 = 1 10𝑓𝑠𝑤⁄ ) is given by the 

following equation: 

 𝑧 = 𝑒𝑠𝑇𝑠 ≈
1 + 𝑠𝑇𝑠/2

1 − 𝑠𝑇𝑠/2
 (3.47) 

 

3.5 Stability Analysis of the Proposed Control Scheme and Time 

Domain Performance Comparison 
 

An adaptive controller adapts to variations and adjusts to changes in the process 

dynamics. In this regard, it must be set up in such a way that one can handle all 

variations in the system stated in Figure 3.9. 

Variations and 

Uncertainties 

Changing 

Dynamics of the 

Process

Uncertain 

Dynamics of the 

System

Environmental 

Disturbances

 

Figure 3.9: The variations in the process dynamics.  

There are different techniques such as robust controller and gain scheduling developed 

to deal with uncertainty explicitly. Robust control approach is based on the ground of 

designing controller with enough stability and performance margin that it works 
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sufficiently well across the entire range of expected variations. The problem associated 

with this approach is that meeting requirements becomes more challenging as the range 

of uncertainty grows. At this point, gain scheduling approach can be considered as an 

alternative as it updates controller gains in the event of system state changes. Although 

gain scheduling works well for large variations, it does not work well for unexpected 

variations since gain sets and states must be known ahead of time. Adaptive control 

technique offers an effective alternative to resolve the arising problems associated with 

the use of both robust and gain scheduling approaches. The block diagram of the 

MRAC is given in Figure 3.10. 
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Figure 3.10: The block diagram of the MRAC. 

Parameters of the PI controller based MRAC shown in Figure 3.10 with their names 

are given in Table 3.9. 

                             Table 3.9: The PI controller based MRAC parameters. 

Name Parameter 

Controller output 𝑢𝑝𝑖 

Proportional gain  𝐾𝑝 

Intergral gain 𝐾𝑖 

Sample time 𝑇𝑠 

Error  𝑒 

Adaptation parameter 𝜃 

Plant output 

Reference model output 

𝑦 

𝑦𝑚 

Learning rate 

Adjusted control signal  

𝛾 

𝑢 

The control equation of the MRAC in discrete time (the z domain) is given by: 
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 𝑢𝑝𝑖(𝑘) = [𝐾𝑝 + 𝐾𝑖
𝑇𝑠𝑧

𝑧 − 1
] 𝑒(𝑘) (3.48) 

The adaptation mechanism whose function is control action adjustment based on the 

error between the plant output and the reference model output. The adaptation 

parameter equation is given by: 

 𝜃 = (𝑦 − 𝑦𝑚)𝑦𝑚
−𝛾𝑇𝑠𝑧

𝑧 − 1
 (3.49) 

Designing principle of the MRAC by using MIT (a scalar parameter adjustment) rule 

requires identification of the reference model, the controller structure, and tuning gains 

for the adjustment mechanism [52],[53]. The formulations process of the MRAC 

begins with definition of the tracking error 𝑒𝑡 given by: 

 𝑒𝑡 = 𝑦 − 𝑦𝑚 (3.50) 

A typical cost function of 𝜃, 𝐽(𝜃), is formed by using the tracking error 𝑒𝑡 as 

represented as [54]: 

 𝐽(𝜃) =
1

2
𝑒𝑡

2(𝜃) (3.51) 

The MIT rule describes the relationship between the change in theta and the cost 

function and it is a scalar parameter adjustment for adaptive control [55],[56]. 

Approximating a gradient descent process for an integral error squared performance 

requirement yielded this adjustment law. To determine how to update the parameter 

theta, an equation for the change in theta must be created [57]. Assumed that the 

change in 𝐽(𝜃) is proportional to the change in 𝜃, the MIT sensitivity derivative 

equations is generated as [58]: 

 
𝑑𝜃

𝑑𝑡
= −𝛾

𝛿𝐽(𝜃)

𝛿𝜃
= −𝛾𝑒𝑡

𝛿𝑒𝑡
𝛿𝜃

 (3.52) 

The tracking error 𝑒𝑡 of the system regulated by implementation of the proposed 

Cascade PI controller based MRAC scheme under varying learning rates (𝛾 =

0.1,0.5 𝑎𝑛𝑑 1) for reference voltages of 30 V, 40 V and 50 V applied at 0, 0.2 and 0.4 

seconds, respectively is given in Figure 3.11. The simulation results show that the 
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tracking error 𝑒𝑡 shows a tendency to become zero with a quick pace with the 

increasing learning rates. 

 

Figure 3.11: Tracking error of the system for varying learning rates. 

The converging trajectories of the adaptation parameter 𝜃 for varying values of the 

learning rate 𝛾 when a step change from 30 V to 40 V is applied at 0.2 seconds as a 

controlled input to the system is shown in Figure 3.12. The simulation results indicate 

that the angle of inclination for the adaptation parameter decreases and consequently 

convergence of the adaptation parameter 𝜃 increases for larger values of 𝛾. The settling 

time is reduced by increasing adaptation gain and the plant's output signal approaches 

the required reference model's response in less time. 

 

Figure 3.12: Converging trajectories of the adaptation parameter for varying 

learning rates. 
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Actual voltage outputs of the system in response to the step input voltages changing 

from 30 V to 40 V at 0.2 seconds and 40 V to 50 V at 0.4 seconds is applied are given 

in Figure 3.13.  

 

Figure 3.13: The plant output voltages for varying learning rates. 

For larger 𝛾 values, the parameter’' convergence increases. This demonstrates that the 

controller is functional and that the equations have been correctly implemented. Larger 

values of 𝛾, on the other hand, cause the control transients to oscillate as it can be seen 

in Figures 3.11, 3.12 and 3.13. The results of time domain performance analysis of the 

investigated and proposed algorithms are given in Table 3.10. 

       Table 3.10: Time domain performance analysis comparison. 

Step Reponse 

Characteristics 

Single PI 

Control  

Cascade PI 

Control 

Cascade PI-based 

MRAC 

Rise Time (s) 5.9 × 10−4 0.0012 0.0014 

Settling Time (s) 0.0079 0.0064 0.00145 

Settling Minimum  33.69 37.564 39.7 

Settling Maximum  40.164 44.697 41.485 

Overshoot (%) 0.41 11.7425 3.7125 

Undershoot (%) 3.16 0.1 0 

Peak 40.164 44.697 41.485 

Peak Time (s) 0.001 0.0028 0.0025 

 

Achieving a better tracking performance is possible with higher values of 𝛾, however 

it leads to increase in the overshoot and choosing the best attainable value of the 
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learning rate regarding requirements for the purpose of coherent between performance 

parameters of the process such as rise time, overshoot and settling time. 

3.6 Simulation and Experimental Results 
 

Verification and validation of the proposed Cascade PI-based MRAC compared to the 

Single PI and Cascade PI controllers have been presented to illustrate the proposed 

controller scheme efficiency by considering the major concerns such as complex 

dynamics of the DBC due to NMP behavior and non-linearity. Additionally, the main 

issues in control system designing, e.g., uncertainty, intended simplicity, stochastic 

occurrences, and process variability have been considered. Accordingly, the 

performance of the proposed control has been evaluated by investigating three possible 

cases: (i) varying resistive loads, (ii) varying input voltages and (iii) varying reference 

voltages by using MATLAB® and Simulink®. 

Figure 3.14 shows the DBC output voltages with resistive loads varying from 10 to 20 

Ω (25% variation of the nominal value). The proposed Cascade PI-based MRAC 

strategy shows enhanced transient response with less oscillation. 

 

Figure 3.14: Comparison of control techniques under varying loads. 

Figure 3.15 shows the DBC output voltage waveforms in the presence of both variable 

resistive load and different input voltages varying between 15 to 25 V (25% variation 

of the nominal value). Detrimental effect on the output voltage of single PI controlled 

DBC has been particularly clear because of implementing the load and input voltage 

variations together. The Cascade PI-based Reference Model Adaptive control strategy 



44 
 

shows enhanced transient response with less oscillation compared to other control 

techniques. 

 

Figure 3.15: Comparison of control techniques under varying loads and different 

input voltages. 

Figure 3.16 shows the DBC output voltage waveforms with reference voltages varying 

from 30 V to 50 V (25% variation of the nominal value). In comparison to other control 

systems, the Cascade PI-based Reference Model Adaptive control strategy shows 

improved transient response with less oscillation. 

 

Figure 3.16: Comparison of control techniques for varying reference voltages. 

Figure 3.17 shows the block diagram of the experimental set-up configuration for 

evaluating performance of the proposed Cascade PI-based Model Reference Adaptive 

Controller. The DC-DC boost converter, the electronic resistive load for continuous 

DC voltage output, the DC voltage source and the dSPACE real-time Interface (RTI) 

hardware-in-the-loop (HIL) control panels (RTI 1007 processor board, DS2004 High-
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Speed A/D, and CP4002 Timing and Digital I/O boards) comprise up the overall 

system. 
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Figure 3.17: Experimental set-up for testing the proposed cascade PI controller 

based MRAC. 

Test bench of the experiment is given in Figure 3.18. The designed boost converter 

relates to a 300 W programmable DC power supply (Tenma-72-2940 with 60 V 

maximum output voltage and 5 A maximum output current) which is used for DC input 

voltage. Additionally, an adjustable bench power supply with 3 outputs (AL991A-48 

W power rating, -15 minimum output voltage and +15 maximum output voltage) is 

utilized to run the converter and a DC electronic load (3362F High Voltage DC 

Electronic Load 500V,60A,1800W) is used for setting the output load resistance. The 

proposed Cascade PI-based Model Reference Adaptive Control, Single PI and Cascade 

PI Control methods developed by using MATLAB/Simulink was implemented via 

dSPACE rapid control prototyping. The RTI block of the Modular Hardware/DS2004 

High-speed A/D was used to convert the measured inductor current IL and output 

voltage Vout  as shown in Figure 3.17. 
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Figure 3.18: Test bench of the overall system. 

The converted IL and Vout were then implemented in the designed control techniques. 

Since the operating input voltage limits for DS2004 High-Speed A/D Board is 

specified as ranging from -10 V to +10 V, actual input current and output voltages are 

scaled down to meet the requirement. Vout and IL were scaled down by a constant factor 

of 56 and 2.6, respectively. The scaling circuits are given in Figure 3.19. 
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(a) Output voltage scaling circuit 
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(b) Inductor current scaling circuit 

Figure 3.19: Scaling circuits of output voltage and inductor current for providing 

their integration with dSPACE control panel. 

The PWM signal for running the boost converter was generated using a regulated duty 

cycle in Simulink to attain the desired terminal voltage. dSPACE MATLAB/Simulink 

PC-based simulation platform Modular Hardware/DS4002 Timing and Digital I/O 

Board was used to implement the generated digital PWM signal. 

Scaled output voltage and inductor current waveforms during step change of the load 

(reference voltage change from 25 V to 40 V) for the designed single PI controlled 

DBC is given in Figure 3.20. 

 

Figure 3.20: Output voltage and inductor current waveforms of the single PI 

controlled DBC 



48 
 

Scaled output voltage and inductor current waveforms during step change of the load 

(reference voltage change from 25 V to 40 V) for the designed cascade PI controlled 

DBC is given in Figure 3.21.  

 

Figure 3.21: Output voltage and inductor current waveforms of the cascade PI 

controlled DBC 

Scaled output voltage and inductor current waveforms during step change of the load 

(a reference voltage change from 25 V to 40 V) for the designed DBC controlled by 

cascade PI-based reference model adaptive control technique is given in Figure 3.22. 

 

Figure 3.22: Output voltage and inductor current waveforms of the DBC controlled 

with the proposed cascade PI controller based MRAC 

Application of the single PI controller for the boost converter refers to voltage-mode 

control which also known as duty-cycle control.  This control scheme uses a single 

loop to adjust the duty cycle in direct response to changes in output voltage. Because 

of the boost converter's inherent RHPZ, a voltage-mode controlled boost converter 
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operating in continuous conduction mode is more difficult to stabilize and it means to 

have poor transient response with disturbance occurrence as shown in Figure 3.20.  

The cascade PI control of the boost converter refers to current-mode control that 

contains two loops (an inner current loop and outer voltage loop) with inner and outer 

PI controllers. The cascade control system performs substantially better in rejecting 

disturbance, although the set-point tracking performances are nearly comparable, 

based on the two response plots given in Figures 3.20 and 3.21. Moreover, even if the 

RHPZ is at a low frequency, compensation for cascade PI controlled boost converters 

is significantly easier than compensation for single PI controlled boost converters. 

Since the crossover frequency has no minimum requirement in cascade control, the 

system can be stabilized regardless of the RHPZ frequency. The inner current loop 

eliminates the filter's ringing frequency, and good performance is attained even with a 

low voltage feedback loop crossover frequency. 

The experimental results are consistent with the simulation outcomes. The suggested 

cascade PI-based reference model adaptive control technique compared to other two 

methods improved transient response with considerable disturbance rejection, 

according to both experimental and analytical results.  

3.7 Summary 
 

A DC-DC boost converter with Cascade PI Controller-Based Robust Model Reference 

Adaptive Control (MRAC) is presented in this chapter. The boost converte’'s non-

minimum phase behaviour owing to right half plane zero is a challenge, and its non-

linear dynamics hinder the control process while in continuous conduction mode 

(CCM). By combining aspects of a cascade PI control loop with MRAC 

characteristics, the suggested control strategy effectively overcame complexities and 

challenges. Fundemantal objective of integrating MRAC to the cascade PI controlled 

boost converter was to maintain consistent performance in the presence of uncertainty, 

variations in plant parameters and non-linear dynamics. 

Using MATLAB/Simulink, the comparative analysis with single PI and cascade PI 

controllers demonstrates the ability of the proposed control system to track the desired 
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signals and regulate the plant process variables in the most beneficial and optimised 

way without delay and overshoot is verified.   

Furthermore, the suggested control schema performance has been experimentally 

evaluated by utilizing MATLAB/Simulink/Stateflow on the dSPACE RTI 1007 

processor, DS2004 High-Speed A/D, and CP4002 Timing and Digital I/O boards. The 

performance characteristics of the proposed control technique has been compared with 

single and cascade PI controllers. The experimental and analytical results show that 

the proposed control method increased tracking speed by two times while also 

providing better disturbance rejection. 
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Chapter   4     

    

Unity Proportional Gain Resonant and 

Gain Scheduled Proportional (PR-P) 

Controller Based Variable Perturbation 

Size Real-time Adaptive Perturb and 

Observe (P&O) MPPT Algorithm   
 

4.1 Introduction 

 

Photovoltaic (PV) energy has gained wide currency among prevalent renewable 

energy sources with significant developments in energy conversion and storage 

technologies. Furthermore, the PV energy systems attracts a great deal of attention 

owing to considerable advantages such as reliability and long-life, advanced 

manufacturing process, static and noise-free operations, increasing efficiency, 

decreasing prices, flexibility of construction and availability of government support 

and incentives [1], [2], [3], [4]. The evolving requirements and needs in PV energy 

systems has prompted authorities to do comprehensive studies in this field with 

primary motivations of increasing the efficiency, reliability and useful life-span  of the 

PV systems and conversely reducing the cost and space from generation to delivering 

of the energy [5], [6]. 

Employing MPPT algorithms is essential in terms of improving energy harvesting 

efficiency in PV systems since electrical characteristics of PV modules are weather 

dependent and manifested in the output current and voltage waveforms under 

variations of irradiance and ambient temperature [7]. A series of recent studies 

indicated that soft computing intelligent systems such as particle swarm optimization 

(PSO) [8], fuzzy logic (FL) [9], [10], genetic algorithms (GA) [11], artificial neural 

networks (ANN) [12], machine learning (ML) [13], differential evolution (DE) [14], 
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ant colony optimization (ACO) [15], artificial bee colony (ABC) [16], grey wolf 

(GW), firefly (FF) [17] and cuckoo search (CS) [18] have come into widespread use 

in the development of MPPT techniques for the PV systems as a result of  increasing 

use of hardware-in-the-loop (HIL) and RTI applications.  

Soft computing intelligent systems, although having higher efficiency in the presence 

of abrupt and dynamic irradiance and temperature changes, have several evident 

disadvantages; for instance, complexity, computational burden, implementation cost, 

slow tracking speed, lacking flexibility, sensitivity of initialization for multi-level 

optimization  [19],          [7]. Consequently, many existing studies in the literature have re-

visited the conventional MPPT methods such as P&O, hill climbing (HC) and 

incremental conductance (IC) for further examination to improve [20]. 

P&O MPPT technique is one of the most common and the simplest algorithms that 

stands out amongst others with its fast convergence to MPP [21], [22]. However, 

continuous oscillations around the MPP with respect to the imposed perturbation and 

production of average MPP value lower than it could be due to large step size are 

considered as shortcomings of this method [23]. Depending on the perturbation size, 

the oscillation results in certain amount of power loss and improper choice of the step 

size leads to poor tracking performance [24]. 

In this chapter, a novel PR-P controller based variable perturbation size real-time 

adaptive P&O MPPT algorithm is presented. The proposed control scheme resolved 

the drawbacks of conventional P&O MPPT method associated with the use of constant 

perturbation size that leads to poor transient response and high continuous steady-state 

oscillations. The prime objective of using the PR-P controller is to utilize inherited 

properties of the signal produced by the controller’s resonant path and integrate it to 

update best estimated perturbation that represents the principle of ESC operation to 

use in P&O algorithm that characterizes the overall system learning-based RTA. 

Additionally, utilization of internal dynamics of the PR-P controller eliminates the 

necessity for assistive methods and decreases the number of control system 

components that overcomes the challenges namely, complexity, computational 

burden, implantation cost and slow tracking performance in association with 

commonly used soft computing intelligent systems and adaptive control strategies. 
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4.2 Proposed Control Structure  

 

The proposed control method is developed by using the properties of PR-P controller, 

extremum seeking control (ESC) technique and conventional P&O MPPT algorithm 

together. Block diagram of the control structure is given in Figure 4.1. 

In the proposed control structure, PR-P controller is the key component since it 

performs multiple tasks simultaneously that are error compensation and modulation 

signal generation from its resonant path as shown in Figure 4.1. The PR-P controller 

enables to obtain high gain at any frequency. In this study, it is designed at pulse width 

modulation (PWM) switching frequency where the signal distortion in the system 

occurs due to harmonics. Although the ESC is a relatively straightforward controller, 

the controller is more complicated as many parameters need to be tuned. Modulation 

signal generation from the unity gain resonant path of the PR-P controller dispenses 

with the need for using high and low pass filters as well as modulating signal in ESC 

implementation. Stated in other words, quickly and robustly converging of the system 

on the optimal solution for perturbation is achieved by utilizing the inherited properties 

of the PR-P controller. 
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Figure 4.1: Block diagram of the proposed control structure. 
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4.2.1 The PR-P Controller Design 

 

The PR controller has become widely used current regulator for grid-connected single-

phase inverter systems [25], [26], [27]. The most important feature of the PR controller 

is its capability of tracking repeating signals with zero steady-state error by producing 

high gain at specified frequency.  

Figure 4.2 shows the frequency response of intended notch filter. 𝐺(𝑠) is the physically 

unrealizable transfer function of which order of numerator is greater than denominator. 

There is a gain rising at 40 dB/decade since there are two unanswered zeros, thus the 

high frequency signals are to pass through altered. 𝐺(𝑠). 𝑠1 shows that addition of a 

pole with a cut-off frequency that is k times larger than the natural frequency dragged 

the high frequency magnitude down by 20 dB/decade. 𝐺(𝑠). 𝑠1. 𝑠2 shows that addition 

of a complementary pole with a cut-off frequency that is k times smaller than the 

natural frequency bended down the high frequency magnitude by 20 dB/decade to the 

zero db. In this application, 𝐺(𝑠) is generated by locating a pair of zeros with damping 

ratio of 0.5 at the PWM switching frequency of the boost converter which is 20 kHz 

corresponding to the resonant frequency of the proposed PR-P controller. The 

parameter k that determines cut-off frequencies of the complementary poles 

(symmetrical poles located around the resonant frequency) is chosen 2 which 

establishes enough width for the notch and, consequently, provides a sufficient gain in 

the case of variation around resonant frequency. 

 

Figure 4.2: The notch filter dynamics-based PR controller. 
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The transfer function of the resonant path of the proposed PR-P controller 𝐺𝑃𝑅(𝑠) is 

the reciprocal of the notch filter transfer function 𝐺𝑛𝑜𝑡𝑐ℎ(𝑠) is presented as: 

 

𝐺𝑛𝑜𝑡𝑐ℎ(𝑠) = 𝐺(𝑠). 𝑠1. 𝑠2 

𝐺𝑃𝑅(𝑠) =
1

𝐺(𝑠). 𝑠1. 𝑠2
=

𝜔𝑛
2

𝑠2 + 2𝜉𝜔𝑛𝑠 + 𝜔𝑛
2
.
𝑠 + 𝑘𝜔𝑛

𝑘𝜔𝑛
.
𝑠 +

𝜔𝑛

𝑘
𝜔𝑛

𝑘

 
(4.1) 

  

𝐺𝑃𝑅(𝑠) =
1.579 × 1010𝑠2 + 4.961 × 1015𝑠 + 2.494 × 1020

1.579 × 1010𝑠2 + 1.984 × 1015𝑠 + 2.494 × 1020
 (4.2) 

Addition of the proportional gain 𝐾𝑃𝑅 , (𝐾𝑃𝑅 = 0.5), to the PR path puts the proposed 

controller into final form as: 

 

𝐺𝑃𝑅𝑃(𝑠) = 𝐾𝑃𝑅 + 𝐺𝑃𝑅(𝑠) 

𝐺𝑃𝑅𝑃(𝑠) =
2.369 × 1010𝑠2 + 5.953 × 1015𝑠 + 3.741 × 1020

1.579 × 1010𝑠2 + 1.984 × 1015𝑠 + 2.494 × 1020
 

(4.3) 

The magnitude and phase responses of the designed PR-P controller is given in 

Figure 4.3. The highest gain and phase shift of the proposed PR-P controller occurs at 

the PWM switching frequency of the boost converter (𝜔𝑛 = 20 𝑘𝐻𝑧). The phase 

response shows that the phase shift is zero for low and high frequencies. 

 

Figure 4.3: Magnitude and phase responses of the designed PR-P controller. 
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Unity feedback control structure of the boost converter with the proposed PR-P 

controller in s-domain from feedback error to control input to the plant is given in 

Figure 4.4. 

1 +
(
𝜔𝑛
𝑘

+ 𝑘𝜔𝑛 − 2𝜉𝜔𝑛) 𝑠

𝑠2 + 2𝜉𝜔𝑛𝑠 + 𝜔𝑛
2  
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Figure 4.4: Unity feedback control structure of the boost converter with the 

proposed PR-P controller.  

4.2.2 Discretization of the PR-P Controller  

 

In digital control systems, the controller is implemented on a digital computer. The 

main benefits of digital controls are flexibility, reduced cost, improved user interface, 

and the ability to implement adaptive solutions. Transformation from a continuous 

system to a discrete system causes loss of information which may negatively impact 

the proposed control system performance. Additionally, discrete systems add delay 

into the feedback loop which decreases bandwidth of the controller. The bandwidth is 

very essential parameter as it determines the upper limit on the frequency that the 

control system can respond. Regarding these challenges, choosing a proposer 

discretization method is of prima importance. 

There are several discretization methods commonly used in control systems, namely, 

zero-order hold (ZOH), first-order hold (FOH), impulse invariant, bilinear (Tustin) 

approximation and matched pole-zero method. Bilinear (Tustin’s method) 

approximation is used for the discretization of the proposed PR-P controller. The Main 

reason of using this method is due to its property of yielding the best frequency-domain 

match between the continuous-time and discrete systems. The equation employed in 

the approximation of the z-domain transfer function relating to its continuous form (s-

domain) is given by: 
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 𝑧 = 𝑒𝑠𝑇𝑠 ≈
1 + 𝑠𝑇𝑠/2

1 − 𝑠𝑇𝑠/2
 (4.4) 

The discretization 𝐺𝑃𝑅(𝑧) of a continuous transfer function 𝐺𝑃𝑅(𝑠) with sample 

frequency one order of magnitude higher than the switching frequency (𝑇𝑠 = 1 10𝑓𝑠𝑤⁄ ) 

is given by: 

 

𝐺𝑃𝑅(𝑧) = 𝐺𝑃𝑅(𝑠
′),        𝑠′ =

2𝑧 − 1

𝑇𝑠𝑧 + 1
 

𝐺𝑃𝑅(𝑧) =
1.334𝑧2 − 1.276𝑧 + 0.2217

𝑧2 − 1.2767𝑧 + 0.5553
 

(4.5) 

 

4.2.3 Extremum Seeking Control (ESC) Algorithm 

 

Extremum seeking control (ESC) is an adaptive equation free method of controlling 

non-linear systems. The operating principle of this method is to add sinusoidal 

perturbation to the controller and consequently this perturbation allows the algorithm 

locally to optimize an objective function which is tracking the maximum power point 

in PV systems. The block diagram of the ESC is given in Figure 4.5. Unlike optimal 

control theory method such as linear quadratic regulator (LQR) which requires a linear 

model of the system and a quadratic objective function to do optimization, ESC and 

P&O type of algorithms do not require a system model [28]. Furthermore, the 

optimization is done offline and produces static gains which will stay the same even 

though the dynamics of the objective system changes over time in LQR. The use of 

ESC and P&O with the PR-P controller overcome the limitations associates with the 

use of several optimal control theory methods in PV systems. 
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Figure 4.5: The block diagram of extremum seeking control. 

ESC algorithm consists of the following stages to tune a parameter value which is 

generating variable perturbation for the conventional P&O MPPT algorithm that 

converges quickly to the maximum power point voltage and tracks it efficiently in this 

study: 

• Modulation: The value of the optimization parameter is perturbed with a low-

amplitude sinusoidal signal. 

• System response: The targeting system being optimized reacts to the 

parameters perturbations. 

• Demodulation: The objection function output signal is multiplied by a 

sinusoidal signal. The frequency of both modulation and demodulation signals 

must be the same. A high pass filter is used to remove bias from the objective 

function output signal. A small phase shift can be implemented to provide 

better line-up with the perturbation signal.  

• Parameter update: The demodulating signal is integrated in this stage to 

update the parameter value corresponding to state of the integrator. A low-pass 

filter is used to remove high frequency noise. 

Parameters of the ESC algorithm with their names are given in Table 4.1. 
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                 Table 4.1: Extremum seeking control parameters. 

Name Parameter 

Estimated paramater value 𝑢̂ 

Modulated signal  𝑢 

Objective function output 𝑦 

Forcing frequency 𝜔 

Modulation signal  𝑏𝑠𝑖𝑛(𝜔𝑡 + 𝜑2) 

Demodulation signal 𝑏𝑠𝑖𝑛(𝜔𝑡 + 𝜑1) 

Low-pass filter cut-off frequency 𝜔𝑙 

Higg-pass filter cut-off frequency 𝜔ℎ 

 

Execution of the ESC algorithm on the power-voltage (P-V) characteristics curve of 

a PV module is given in Figure 4.6. 

X =

𝑓(𝑢) 

𝑓(𝑢̂) 

u

MPP

𝑓(𝑢̂ + 𝑏 sin(𝜔𝑡)) 

𝑓(𝑢̂ + 𝑏 sin(𝜔𝑡)) 

=X

= X

asin(ωt) asin(ωt)

𝑓(𝑢̂ + 𝑏 sin(𝜔𝑡)) 

𝑢 = 𝑢̂ + 𝑏 sin(𝜔𝑡) 

Power (P)

Voltage (V)

 

Figure 4.6: Execution of the ESC algorithm on the P-V curve. 

The left side of the Figure 4.6 demonstrates extremum seeking for an increasing 

portion of the objective function curve (P-V curve). The modulated signal 𝑢 is the sum 

of the current estimated voltage V and the modulation signal 𝑏𝑠𝑖𝑛(𝜔𝑡 + 𝜑2) with the 

same phase as the modulation signal. Applying 𝑓(𝑢) produces a perturbed objective 

function which is the power P. A positive signal is produced by multiplying the 
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perturbed objective function by the demodulation signal 𝑏𝑠𝑖𝑛(𝜔𝑡 + 𝜑1). Integrating 

this signal increases the value of V, moving it closer to the objective function's peak. 

The right side of the Figure 4.6 demonstrates extremum seeking for a decreasing 

portion of the objective function curve (P-V curve). In this case, applying 

𝑓(𝑢)  produces a perturbed objective function that is 180 degrees out of phase from 

the modulation signal 𝑏𝑠𝑖𝑛(𝜔𝑡 + 𝜑2). When multiplied by the demodulation signal 

𝑏𝑠𝑖𝑛(𝜔𝑡 + 𝜑1), a negative signal is produced. Integrating this signal reduces the value 

of V, moving it closer to the objective function's peak.  

The top of the P-V curve demonstrates extremum seeking for a flat portion of the 

objective function curve (P-V) curve. In this case, 𝑓(𝑢) yields a perturbed objective 

function close to zero. The value of V is not significantly changed when multiplied by 

the demodulation signal and integrated, which is near the MPP. 

4.2.4 Conventional P&O Algorithm 

 

The P&O MPPT approach one of the most basic and widely used algorithms in PV 

systems which does not require a system model and a quadratic objective function. It 

can run real time and adapt to the changing dynamics of the system over time. 

Operation principle of the algorithm is based on a trial-and-error approach to finding 

and tracking the MPP.  

To compute the power, the approach requires merely measuring the PV array's current 

and voltage and accordingly perturbing the duty cycle based on a comparison of the 

initial and present values of the power and voltage until attaining the MPP. Continuous 

oscillations around the MPP in relation to the imposed perturbation, as well as the 

development of an average MPP value lower than it could be due to the huge step size, 

are regarded flaws in this method. 

The oscillation loses a certain amount of power depending on the size of the 

perturbation, and improper step size selection leads to poor tracking performance. The 

flowchart of the algorithm and accordingly its execution on the P-V characteristics 

curve are given in Figures 4.7 and 4.8, respectively. 
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Figure 4.7: The flowchart of the P&O algorithm. 
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Figure 4.8: Execution of the P&O algorithm on P-V curve. 
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4.3 Emulated PV Panel and State-space Average Modeling of the 

Boost Converter. 

 

4.3.1 Emulated PV Panel 

 

Variations in irradiance and ambient temperature affect the current generated by the 

PV module, which is reflected in the output current and voltage waveforms. Since the 

controlling of these parameters are infeasible for repeatable testing conditions such as 

MPPT algorithms, inverter control for different operating conditions, testing of charge 

controller, performance analysis of and comparison of modelled PV panels with the 

emulator, PV emulating systems which mimic the characteristics of solar panels with 

fast transient response have become indispensable part of PV applications. Regarding 

the advantages of emulators which are fundamentally offering faster and more efficient 

solar energy generation systems testing, an emulated PV panel is constructed by 

connecting a SUNTECH PV panel (STP175S-24/Ac) whose parameters are given in 

Table 4.2. with a DC power supply (ISO-TECH-ISO1603D) that operates in current 

source mode in parallel. Insignificant amount of current generated by the panel due to 

the indoor conditions is ignored. 

               Table 4.2: The emulated PV module (STP175S-24/Ac) parameters. 

Parameter Value 

Maximum Power (W) 174.24 

Open Circuit Voltage 𝑉𝑂𝐶  (V) 44.2 

Voltage at Maximum Power Point 𝑉𝑀𝑃𝑃  (V) 35.2 

Temperature Coefficient of 𝑉𝑂𝐶  (%/𝑑𝑒𝑔. 𝐶) -0.36699 

Cells per Module (Ncell) 72 

Short-circuit Current 𝐼𝑆𝐶  (A) 5.2 

Current at Maximum Power Point 𝐼𝑀𝑃𝑃 (A) 4.95 

Temperature Coefficient of 𝐼𝑆𝐶  (%/𝑑𝑒𝑔. 𝐶) 0.042 

 

The DC power supply is used to inject an external current that represents the amount 

of the irradiance to simulate the current generated by the solar panel. Varying 

irradiance condition current generation is achieved by manually altering the output 

current (injected current) of the DC power supply. The equivalent circuit of the 
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emulated PV panel is shown in Figure 4.9, where Ics represents the external excitation 

current. 

Iph=0

D Rsh

Rs

Vpv
Ics

PV panel

 

Figure 4.9: The equivalent circuit of the emulated PV panel. 

The information needed to construct a solar power array so that it can function as close 

to its highest peak power point as possible is provided by photovoltaic current-voltage 

(I-V) and power-voltage (P-V) characteristics curves. The peak power point is defined 

as the greatest amount of power produced by a PV module when exposed to solar 

radiation of 1000 watts per square metre. Figure 4.10 shows the characteristics I-V and 

P-V curves of the emulated PV panel STP175S-24/Ac for varying irradiance values 

used in the simulations which are 1 kW/m2, 0.5 kW/m2 and 0.25 kW/m2. 

 

Figure 4.10: Characteristics curves of the emulated PV module (STP175S-24/Ac). 
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4.3.2 Transfer Function Derivation of the Designed Boost Converter 

 

A control system manages the behaviour of plants for the regulations to meet the 

requirements using control loops. A plant consists of process and actuator, and it can 

be represented with a set of mathematical equations (mathematical model). Commonly 

used mathematical models in the control systems are differential equation model, 

transfer function model and state-space model. Main purpose of using one of these 

mathematical models is to simplify control system design and analysis in both time 

and frequency domains. The classical control theory introduces closed-loop control 

(feedback) to overcome limitations associates with the use of open-loop control. 

Primary advantages of the closed-loop controllers over open-loop controllers are 

disturbance rejection, better performance with parameters’ uncertainties of the model, 

capability in the stabilization of unstable processes, sensitivity reduction to variations 

of model parameters and enhancement of reference tracking.  

In this chapter, transfer function model of the intended boost converter is used to 

design and analyse the proposed PR-P controller to improve important dynamic 

properties of the plant such as stability, speed of response, steady-state error, 

oscillations which constitute the transient and the steady-state response of the system. 

Intended boost converter transfer function is derived by using dynamic (AC small 

signal) state-space averaging technique. This process includes taking the Laplace 

Transform (with zero initial condition) of both the state and output equations in the 

state-space model of the boost converter [29]. 

In the experimental set-up, the emulated solar panel is connected to a step-up DC-DC 

converter (boost converter) and supplies power to the electronic load. The boost 

converter consists of an inductor, power switch MOSFET, power diode and output 

capacitor, as shown in the Figure 4.11. The required PV terminal voltage which refers 

to the maximum power point voltage is achieved by regulating the duty cycle of the 

PWM signal with the proposed control method. 
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Figure 4.11: Circuit diagram of a boost converter. 

Design parameters of the boost converter used for in this work given in Table 4.3. 

                            Table 4.3: Design parameters of the boost converter. 

Parameter Value 

Input voltage( 𝑉𝑑𝑐) 44.2 V 

Switching frequency (𝑓𝑠𝑤) 20 kHz 

Inductance (𝐿) 100 µH 

Output capacitance (𝐶𝑜𝑢𝑡) 440 µF 

Constant voltage load (𝑉𝑜𝑢𝑡) 70 V 

 

Implementation of state-space averaging method and the design parameters for the 

boost converter in terms of duty ratio to output voltage yields the transfer function in 

the s-domain as given by: 

 𝐺𝑏𝑜𝑜𝑠𝑡(𝑠) =
𝑉𝑜𝑢𝑡(𝑠)

𝑑(𝑠)
=
[

−𝑉𝑑𝑐
𝑅𝐶𝑜𝑢𝑡(𝐷 − 1)2

] 𝑠 +
𝑉𝑑𝑐
𝐶𝑜𝑢𝑡𝐿

𝑠2 + (
1

𝑅𝐶𝑜𝑢𝑡
) 𝑠 +

(𝐷 − 1)2

𝐶𝑜𝑢𝑡𝐿

 (4.6) 

 

 𝐺𝑏𝑜𝑜𝑠𝑡(𝑠) =
−4.42 × 10−3𝑠 + 34.53

3.13 × 10−8𝑠2 + 3.91 × 10−5𝑠 + 0.31
 (4.7) 

Input-output voltage relationship of steady-state operation point when the small signal 

perturbations are zero is given by: 

 
𝑉𝑜𝑢𝑡
𝑉𝑑𝑐

=
1

1 − 𝐷
⟹

70

44.2
= 1.584, 𝐷 = 0.37 (4.8) 
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The transfer function of the boost converter in terms of duty ratio to input voltage can 

be derived by substituting (4.8) into (4.6) as: 

 𝐺𝑏𝑜𝑜𝑠𝑡(𝑠) =
𝑉𝑑𝑐(𝑠)

𝑑(𝑠)
=

1

(1 − 𝐷)

[
−𝑉𝑑𝑐

𝑅𝐶𝑜𝑢𝑡(𝐷 − 1)2
] 𝑠 +

𝑉𝑑𝑐
𝐶𝑜𝑢𝑡𝐿

𝑠2 + (
1

𝑅𝐶𝑜𝑢𝑡
) 𝑠 +

(𝐷 − 1)2

𝐶𝑜𝑢𝑡𝐿

 (4.9) 

 

 𝐺𝑏𝑜𝑜𝑠𝑡(𝑠) =
−7.1 × 10−3𝑠 + 55.25

3.13 × 10−8𝑠2 + 3.91 × 10−5𝑠 + 0.31
 (4.10) 

4.4 Comparative Analysis of the PR-P and PI Controllers 

 

Control systems are often designed to improve the system characteristics such as 

stability, speed of response, steady-state error, or prevent oscillations after obtaining 

an appropriate model of the system. Mathematical model of a system is used in the 

analysing of the system to predict its respond in both the time and frequency domains. 

Time domain analysis of a system represents how the state of a dynamic system 

changes in time while being subjected to a particular input. In other respects, frequency 

domain analysis of a system comprises of magnitude and phase differences between 

sinusoidal input and steady-state output of the system as a function of frequency.  

Performance assessment of the proposed PR-P control structure is done by using 

comparative analysis evaluation method which refers to the comparison of two or more 

control strategies. In this context, the proposed PR-P control structure is compared 

with PI control structure which is one of the widely used controllers in practice 

considering step response characteristics (rise time, settling time, settling minimum 

and maximum values, overshoot, undershoot, peak value and peak time) and time 

delays existing in two variations (signal distorting delay and non-distorting transport 

delay). Both controllers are designed by considering the SMPS stability criteria given 

in Table 4.4. 
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                 Table 4.4: Switch mode power supply stability criteria. 

Parameters  Value 

Crossover (cutoff frequency) 
Between the range of 1/10th to 

1/8th of switching frequency 

Phase Margin Greater than 45 degree  

Gain Margin Greater than 10 dB 

The slope of the gain curve at the 

crossover frequency 

≈-20 db/decade 

The closed-loop step response comparison plot of the derived transfer function of the 

boost converter controlled with the proposed PR-P controller and PI controller is given 

in Figure 4.12. 

 

Figure 4.12: Closed-loop step response of the controllers.  

Determining how the system responds to a sudden change of the input is very critical. 

Fast and large deviations from the long-term steady state might have drastic 

consequences for the specific component itself and other parts of the overall system 

that rely on it. When the control inputs are unit step functions, the step response of a 

system in a given initial state is the time evolution of its outputs. Step response 

provides information about a system's stability as well as its capacity to transition from 

one stationary state to another. Step response characteristics of the boost converter in 

terms of open-loop and closed-loop is given in Table 4.5. Time domain analysis of the 

system regarding transient and steady-state characteristics indicates that similar 

performance outcomes are achieved with the proposed PR-P controller for a step 

change.  
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         Table 4.5: Time domain analysis of the boost converter control. 

Step Reponse 

Characteristics 
Open-loop  

Closed-loop 

PI Control 

Closed-loop 

PR-P Control 

Rise Time (s) 6.4 × 10−4 0.0014 0.0014 

Settling Time (s) 0.0014 0.0054 0.0054 

Settling Minimum 102.54 0.9084 0.9093 

Settling Maximum 115.64 1.0909 1.0906 

Overshoot (%) 2.20 9.0851 9.0638 

Undershoot (%) 45.36 9.6256 9.6287 

Peak 115.65 1.0909 1.0906 

Peak Time (s) 0.002 0.0039 0.0039 

 

Generally, the desired situation in control system applications is to have fast 

rising, and quickly settled step responses with a low overshoot and undershoot. The 

time behaviour of the boost converter outputs when its inputs quickly move from zero 

to one given in Table 4.5 indicates that there is a trade-off between step response 

characteristics. It is obvious that decreasing response times (rise, peak and settling 

times) led to a bigger overshoot. The best results have been obtained using the closed-

loop PI and PR-P controls by changing the pole and zero locations of unity feedback 

transfer function. 

SMPS output signals display repetitive sinusoidal-like behaviours inherently due to its 

nature therefore time delays must be considered during the process of building a 

controller for a dynamical system to analyse its performance. Time delays exist in two 

variations named signal distorting and non-distorting transport delays. Signal 

distorting delay stands for phase lag in which each frequency is delayed by a different 

amount of time and non-distorting delay in which the entire signal is postponed by the 

same amount of time. The main components cause time delays in a feedback system 

are sensors, actuators, controller, and the process itself.  

Step-response of the feedback loop combined with a sinusoidal interference whose 

amplitude is 0.2 and frequency is 10 kHz in the presence of internal delay is given in 

Figure 4.13. 
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Figure 4.13: Closed-loop step response with internal time delay. 

Step-response of the feedback loop combined with the same sinusoidal interference in 

the presence of both internal delay which is unintentional accruing due to the process 

itself and feedback signal transport delay is given in Figure 4.14. 

 

Figure 4.14: Closed-loop step response with internal and signal transport time delays. 

A properly designed controller that is perfectly tuned to the model may still be under 

the risk of reduced performance on the real system. Straightforward approach to 

overcome this problem is to add margin (time delay) into the design. Regarding this 

issue, a consistent system must be designed in such a way to ensure that the stability 

is exceeded in a certain amount instead of just meeting the desired performance so any 

deviations on the system dynamics will not affect the requirements. In this sense, the 
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proposed PR-P controller has achieved superior enhanced performance in comparison 

to PI controller as shown in Figure 4.14.  

The output voltage of all DC/DC converters is a function of the duty ratio. To prevent 

control loop instabilities and ensure proper operation of the boost converter requires 

considering about the duty cycle limitations in practical applications. The estimated 

duty ratio (D) for the boost converter can be calculated as: 

 𝐷 = 1 −
𝑉𝑖𝑛𝜂

𝑉𝑜𝑢𝑡
 (4.11) 

where  𝑉𝑖𝑛, 𝑉𝑜𝑢𝑡 and 𝜂 are input voltage to regulator, output voltage of the regulator 

and the regulator efficiency (accounts for losses), respectively. The regulator 

efficiency 𝜂 depends on the properties of the boost converter components such as 

parasitic resistance in the inductor and MOSFET, the voltage drop of the diode set an 

upper limit on the duty ratio and therefore the output voltage. The general 

representation of practical boost converters’ boost ratio and duty cycle relationship is 

given in Figure 4.15 [30], [31].  

0

1

DMAX

Vout/Vin

 

Figure 4.15: Boost ratio and duty cycle relationship 

The approximate maximum duty ratio for both synchronous and non-synchronous 

boost converters is calculated by considering given load current 𝐼𝑜𝑢𝑡, input voltage 𝑉𝑖𝑛 

and component resistances as: 

 𝐷𝑀𝐴𝑋 ≅
𝑉𝑖𝑛 − 𝐼𝑜𝑢𝑡(𝑅1 + 𝑅2 + 2𝑅𝐿)

𝑉𝑖𝑛 + 𝐼𝑜𝑢𝑡(𝑅1 − 𝑅2)
 (4.12) 
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where 𝑅1, 𝑅2 and 𝑅𝐿 are resistance of MOSFET switch, resistance of synchronous 

MOSFET (if applicable) and resistance of inductor, respectively. In this chapter, for 

the purpose of simplicity the minimum (𝐷𝑚𝑖𝑛), nominal (𝐷𝑛𝑜𝑚) and maximum (𝐷𝑚𝑎𝑥) 

duty cycle values are calculated as: 

 

𝐷𝑚𝑖𝑛 =
𝑉𝑜𝑢𝑡 + 𝑉𝐷 − 𝑉𝑖𝑛(max)

𝑉𝑜𝑢𝑡 + 𝑉𝐷
 

𝐷𝑛𝑜𝑚 =
𝑉𝑜𝑢𝑡 + 𝑉𝐷 − 𝑉𝑖𝑛(nom)

𝑉𝑜𝑢𝑡 + 𝑉𝐷
 

𝐷𝑚𝑎𝑥 =
𝑉𝑜𝑢𝑡 + 𝑉𝐷 − 𝑉𝑖𝑛(min)

𝑉𝑜𝑢𝑡 + 𝑉𝐷
 

(4.13) 

where the constant output voltage (𝑉𝑜𝑢𝑡) is 70 V, the maximum input voltage (𝑉𝑖𝑛(max)) 

is 44.2 V, which is the open circuit voltage of the emulated PV panel SUNTECH 

(STP175S-24/Ac), the nominal input voltage (𝑉𝑖𝑛(nom)) is 35.2 V, which is the 

maximum power point voltage of the emulated PV panel at 1000 W/m2 and 25 ºC, the 

minimum input voltage (𝑉𝑖𝑛(min)) is 10 V, and the forward voltage (𝑉𝐷) of the output 

diode is 0.5 V. According to these parameters calculated duty cycle corresponds with 

the 10-90% range in which many controllers operate properly.  

In addition to the duty cycle, another primary component of the PWM control of the 

SMPS is the switching frequency. The PWM signal generation is a method to for 

creating digital pulses to control analog circuits and the simplest way to generate a 

PWM signal is the intersective method which requires only a sawtooth or triangular 

waveform. The control input or duty cycle generated from the controller is used to 

track the reference input. In this application, the PI and the proposed control scheme 

outputs are compared with a sawtooth waveform to track the desired Vmpp. The 

frequency of the sawtooth is 20 kHz which is the switching frequency of the boost 

converter. The PWM signals for both the PI and the proposed control scheme are given 

in Figure 4.16. While the proposed control scheme PWM generation remains 

constants, the conventional P&O MPPT with PI controller PWM generation presents 

non-constant switching frequency [32]. The advantage of fixed switching frequency 

in SMPS applications is that any switching noise arising can be predicted, thus 

facilitates the filtering process. Alternatively stated, the constant switching frequency 

makes the design of passive filters simpler. Furthermore, it gains more control over 
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physical size of components, electrical characteristics, frequency response and power 

losses of the boost converter. 

 

Figure 4.16: Partial section views of PWM signals for the conventional PI and the 

proposed PR-P control methods in steady state. 

Figure 4.16 shows that conventional P&O MPPT algorithm with PI controller PWM 

generation signal has the period of 27.891 µs and 35.854 kHz in a steady-state partial 

section, although frequency of the sawtooth modulation signal is 20 kHz. However, 

the proposed control scheme with PR-P controller PWM generation signal has the 

same fixed frequency as the modulating signal. 

A fixed perturbation size P&O MPPT with a PI controller and the proposed unity 

proportional gain resonant and gain scheduled proportional (PR-P) controller-based 

variable perturbation size real-time adaptive P&O MPPT simulation results are 

generated in MATLAB/Simulink. The fixed perturbation step size is set at ∆𝑉=0.5 

with a frequency of 200 Hz corresponding to perturbation period of ∆𝑇=5 ms and 

irradiance variations are applied with sudden step changes of 1000 W/m2, 250 W/m2 

(severe shading condition) and 500 W/m2. 

Figure 4.17 shows the voltage waveforms under determined varying irradiance. The 

proposed control strategy shows enhanced tracking performance 5 times faster than 

conventional method. Additionally, the steady-state oscillations around MPP are 

reduced significantly with the proposed control scheme. 
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Figure 4.17: Comparison of PV maximum power point voltage tracking 

performance of the conventional and proposed control method. 

Figure 4.18 shows the current waveforms generated under defined conditions which 

are sudden step changes of irradiance values of 1000 W/m2, 500 W/m2 and 250W/m2 

(refers to severe shading condition). The current outputs verified the improved MPPT 

performance regarding the tracking speed and reduced oscillations. 

 

Figure 4.18: Comparison of PV current of the conventional and proposed control 

methods. 

Figure 4.19 shows PV output powers for the PI controlled fixed perturbation P&O 

MPPT algorithm and the proposed control scheme with the PR-P controller. 

Approximately 5 times enhancement in the tracking speed and less oscillation in steady 

state are observed clearly with the proposed control method. 
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Figure 4.19: PV output powers of the conventional and proposed control methods. 

The emulated PV panel SUNTECH (STP175S-24/Ac) Datasheet Values in terms of 

maximum power point voltages and maximum powers generated under different 

irradiance values of 1000 W/m2, 750 W/m2, 500 W/m2 and 250 W/m2 are given in 

Table 4.6. 

                         Table 4.6: The emulated PV panel datasheet values. 

Irradiance 

(W/m2) 

SUNTECH (STP175S-24/Ac) Datasheet Values 

Maximum Power Point 

Voltage (Vmpp) 

Maximum Power 

(W) 

1000 35.2 174.2 

750 35.55 131.5 

500 35.57 88.1 

250 35.43 43.59 

Table 4.7 shows the efficiency and tracking performance comparison of conventional 

fixed perturbation size P&O MPPT with a PI controller and the proposed control 

scheme with PR-P controller under varying irradiance values considering the emulated 

PV panel SUNTECH (STP175S-24/Ac) Datasheet Values. 

Table 4.7: Efficiency and tracking performance comparison of conventional P&O 

MPPT with a PI controller and the proposed PR-P control scheme. 

Irradiance 

(W/m2) 

Conventional P&O MPPT 

 with PI Controller 

The Proposed Control Scheme 

 with PR-P Controller 

Measured 

Voltage 

(V) 

Measured 

Power 

(W) 

Efficiency 

(η%) 

Tracking 

Speed (s) 

Measured 

Voltage 

(V) 

Measured 

Power 

(W) 

Efficiency 

(η%) 

Tracking 

Speed (s) 

1000 35.44 169.5 97.3 0.22 35.4 170.05 97.6 0.07 

750 36.07 127.2 96.73 0.25 35.79 128.3 97.56 0.05 

500 35.76 86.01 97.62 0.26 35.68 87.01 98.76 0.06 

250 35.35 41.5 95.2 0.27 35.39 42.5 97.49 0.075 
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4.5 Experimental Results and Discussions  

 

The block diagram of the experimental setup configuration for testing the proposed 

MPPT algorithm is given in Figure 4.20. The overall system consists of the emulated 

PV panel, the DC-DC boost converter, electronic load for constant DC voltage output, 

dSPACE real-time Interface (RTI) hardware-in-the-loop (HIL) control panels (RTI 

1007 processor board, DS2004 A/D and CP4002 Digital I/O boards).  

The proposed MPPT method developed by using MATLAB/Simulink was 

implemented via dSPACE rapid control prototyping. The RTI block of the Modular 

Hardware/DS2004 High-speed A/D was used to convert the measured terminal current 

Ipv and terminal voltage Vpv as shown in Figure 4.20. 

 

Figure 4.20: Experimental setup configuration for testing the proposed MPPT 

algorithm. 

Test bench of the experiment is given in Figure 4.21. The emulated 175 W commercial 

SUNTECH PV panel (STP175S-24/Ac) connected with a 360 W DC power supply 

(ISO-TECH-ISO1603D) in parallel to create real environment PV characteristics was 

built as a power supply to the electronic load through the DC-DC boost converter. The 

terminal voltage of the emulated PV panel is controlled by the boost converter.  
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Figure 4.21: Test bench of the overall system. 

The converted Ipv and Vpv were then implemented in the MPPT algorithm. Due to 

the limitation in the range of -10 V to +10 V of dSPACE Analogue to Digital (A/D) 

channel, the measured terminal outputs were scaled down. Vpv and Ipv were scaled 

down by a constant factor of 28 and 2.6, respectively. Regulated duty cycle in the 

simulink to achieve required terminal voltage was used to generate the PWM signal 

for running the boost converter. For this purpose, generated digital PWM signal was 

implemented using dSPACE MATLAB/Simulink PC-based simulation platform 

Modular Hardware/DS4002 Timing and Digital I/O Board. 

Conventional fixed perturbation step size PI controlled P&O MPPT algorithm 

experimental test result is given in Figure 4.22.  

dSPACE Control panel output

 

Figure 4.22: PI controlled conventional fixed perturbation step size P&O MPPT 

algorithm PV voltage. 
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The proposed unity proportional gain and gain scheduled proportional (PR-P) 

controller based variable perturbation size real-time adaptive P&O MPPT algorithm 

experimental test result is given in Figure 4.23. 

dSPACE Control panel output

 

Figure 4.23: PR-P controller based variable perturbation size real-time adaptive 

P&O MPPT algorithm PV voltage. 

The measured values in Figure 4.22 and 4.23. represent both transient and steady-state 

responses in terms of terminal voltage of the boost converter for constant current of 1 

Amp which stands for approximately 200 w/m2 irradiance since the maximum power 

point current of the emulated PV panel is 4.95 A at 1000 W/m2 and 25 ºC. 

Conventional fixed perturbation step size PI controlled P&O MPPT algorithm 

experimental test result for varying irradiance values is given in Figure 4.24.  

 

Figure 4.24: PI controlled conventional fixed perturbation step size P&O MPPT 

algorithm PV voltage for varying irradiance values.  
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The proposed unity proportional gain and gain scheduled proportional (PR-P) 

controller based variable perturbation size real-time adaptive P&O MPPT algorithm 

experimental test result for varying irradiance values is given in Figure 4.25. 

 

Figure 4.25: PR-P controller based variable perturbation size real-time adaptive 

P&O MPPT algorithm PV voltage for varying irradiance values. 

Experimental results are in accordance with the simulation outcomes and both 

experimental results and analysis reveal that the proposed control strategy enhanced 

the tracking speed with reduced steady-state oscillations around maximum power 

point (MPP). 

PV voltage and current waveform comparisons of the conventional and proposed 

control methods are provided in Figures 4.17 and 4.18, respectively. In both cases, the 

simulation results indicate that the proposed control method showed a faster tracking 

with a less oscillation around voltage and current steady state values.  

The experimental results of P&O MPPT algorithm PV voltages are given in 

Figures 4.22 and 4.23. Figure 4.22 shows the PI controlled conventional fixed 

perturbation step size P&O MPPT algorithm PV output voltage. Figure 4.23 shows the 

PR-P controller based variable perturbation size P&O MPPT algorithm PV output 

voltage. The ideal environment provided in the simulations resulted in a greater level 

of rate of tracking. However, the tracking speed achieved, and the oscillation rate seen 

in experiments follow the trend established in the simulations. Five times faster 

transient response and 2% increase in the energy harvesting have been achieved with 

the use of the proposed control scheme. 
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4.6 Summary  

  

This chapter has presented Proportional Gain Resonant and Gain Scheduled 

Proportional (PR-P) Controller based variable perturbation size real-time adaptive 

perturb and observe (P&O) maximum power point tracking (MPPT) algorithm to 

overcome the limitations associated with conventional fixed step size PI controlled 

P&O MPPT algorithm. Moreover, an alternative unprecedented design process based 

on changing notch filter dynamics with placement of the complementary poles around 

the boost converter switching frequency for the PR-P controller is implemented.   

The proposed control scheme resolved the drawbacks of conventional P&O MPPT 

method associated with the use of constant perturbation size that leads to poor transient 

response and high continuous steady-state oscillations.  

The prime objective of using the PR-P controller is to utilize inherited properties of 

the signal produced by the controller’s resonant path and integrate it to update best 

estimated perturbation (ESC model-free adaptive control technique) to use in P&O 

algorithm that characterizes the overall system learning-based real time adaptive 

(RTA). Additionally, utilization of internal dynamics of the PR-P controller overcome 

the challenges namely, complexity, computational burden, implantation cost and slow 

tracking performance in association with commonly used soft computing intelligent 

systems and adaptive control strategies. Although the most common use of 

proportional-resonant (PR) controllers is in DC/AC applications, the results 

demonstrated that properties of the PR controllers can be utilized effectively in DC/DC 

systems. 

The proposed control scheme is verified using MATLAB/Simulink by applying 

comparative analysis with PI controlled conventional P&O MPPT algorithm. 

Moreover, performance of the proposed control scheme is validated experimentally 

with the implementation of MATLAB/Simulink/Stateflow on dSPACE Real-time-

interface (RTI) 1007 processor board, DS2004 A/D and CP4002 Digital I/O boards. 

The experimental results and analysis reveal that the proposed control strategy 

enhanced the tracking speed five times with reduced steady-state oscillations around 

maximum power point (MPP) and more than 99% energy extracting efficiency.  
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Chapter   5     

    

Fast Converging PR-P Controller 

Designed by Using Symmetrical Pole 

Placement Method for Current Control 

of Interleaved Buck Converter Based 

PV Emulator 
 

5.1 Introduction 

 

Many research studies conducted on sustainable energy have shown that solar power 

with its almost zero detrimental effect on the environment uncontrovertibly is one of 

the prominent renewable energy sources [1]-[9]. In addition to its slightest impact on 

the environment, solar power is the most abundant and inexhaustible source of energy 

[10],[11]. Photovoltaic (PV) panels for solar energy generation have wide range of 

applications from residential districts to large-scale solar power plants [12]. Another 

primary advantage of PV system is that extensive maintenance is not required after 

installation process [13],[14].  

PV systems basically consist of PV arrays and power electronic converters [15]. These 

converters constitute the most essential components of the PV systems due to their use 

of capturing the maximum power generation from PV arrays and subsequently feeding 

the generated power into the grid [16]. In this regard, development of high-efficiency 

power electronic converters, high-performance maximum power point tracking 

(MPPT) algorithms is imperative [17],[18]. Implemented MPPT algorithms and power 

electronics converters have to ensure the maximum possible power generation despite 

the variation of temperature, irradiance and non-linear behaviours of solar cells since 
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a solar cell is basically a p-n junction diode which forms a photoelectric behaviour, 

whose electrical characteristics vary when exposed to light [19],[20]. 

Testing the performance of the MPPT algorithms and the power electronic converters 

with real installed solar panels is a considerable challenge because of the constraints 

such as need for wide surrounding space, high installation cost and the lack of control 

over the environmental conditions [4],[21]. Under such constraints, the use of 

Photovoltaic Emulators (PVEs) is the most cost-effective solution to test MPPT 

algorithms and power electronics converters [8],[16]. The use of cost-effective 

emulators provides a clear incentive for global enterprise and scientific development 

[22]. For the ideal PVE, there are specific requirements which include a proper 

emulation of non-linear I-V and P-V characteristics of a PV panel, which function 

under varying atmospheric conditions (temperature and irradiance) [17]. The emulator 

must be able to integrate Power Electronics Converter interfaces for testing [21]. It 

must also be able to function appropriately under frequent load changes [19]. 

Contemporary scientific enquiry has found that emulated I-V and P-V curves produce 

similar results to real PV panel outcomes (in terms of the datasheet) [23]. However, 

advantages and disadvantages have been identified in terms of performance criteria, 

such as implementation costs; efficiency; accuracy; the level of complexity; sensitivity 

to variable environmental conditions and frequent load changes [4],[15],[24]. 

In this chapter, interleaved buck converter based PVE current control is presented. 

Compared to single-phase buck regulator based PVE, interleaved buck converter based 

PVE offer several advantages such as reduction in both input and output capacitance, 

improvement in thermal performance and efficiency, enhancement in overshoot and 

undershoot during load transients [25],[26]. While interleaved buck converter based 

PVE provide many benefits, implementing of additional phases pose challenges, for 

instance, phase management, complexity, increase in the cost of components and 

printed-circuit board (PCB) area [27]. The phase management is the most significant 

major challenge in multi-phase converter applications [28]. Achieving the highest 

potential performance is required to balance current evenly between active phases to 

avoid thermal stress in each phase and ensure optimal ripple cancellation [29],[30]. 

Moreover, addition and removing of each phase quickly during transients matters a 

great deal for minimizing excursions on the output voltage. Considering all these 

reasons, yielding optimum efficiency from the multi-phase buck converter based PVE 
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leads to the necessity to develop more sophisticated control strategies. The 

comparative analysis of the most common developed control techniques for multi-

phase converter applications in terms of their features, advantages, and limitations is 

given in Table 5.1. 

Table 5.1: Characteristics of commonly used control techniques for multi-phase 

converter applications. 

Control 

Technique 
Features Advantages Limitations References 

Proportional-

Integral (PI) 

•Suitable for linear control 

•Low-complexity 

•Simple implementation 

•Fast transient response 

•Easy integration with 
various control 

techniques 

•Incapable of 
responding to 

external distubance 

(e.g., load variations) 
•High settling time, 

steady-state error, 

overshoots 

[33],[34], 

[35],[36], 

[37] 

Sliding 

Mode 
Control 

(SMC) 

•Robust and suitable for 

non-linear control 
•Converge towards sliding 

surface 

•Simple Implementation 
•Capable of responding 

to external disturbance 
•Fast dynamics (e.g., 

settling time) 

•Robust 

•Chattering issues 

due to discontinuous 
control law 

•Excessive 
overshoots 

[34],[37], 

[38],[39], 

[40],[41] 

Model 
Predictive 

Control 

(MPC) 

•Easy for online iteration 

•Robust and suitable for 

non-linear control 
•Enable to predict furure 

states 

•Enhanced transient 
performance with 

external constraints  

•Fast response 
•Efficient tracking with 

estimation-based 

techniques 

•Sensitive to circuit 
parameters  

•High computational 

burden 
•Required for 

detailed knowledge 

of the model 

[33],[37], 

[42],[43], 

[44] 

State-space 
Modeling 

(SSM) 

•Robust and suitable for 

non-linear control 

•Suitable for multiple-input 
and multiple-output 

systems 

•Enable to estimate plant 
states continuously 

•Improved transient 

response 

•Less overshoot during 
load varying conditions 

•Longer period of 

time required for 

initial 
implementation 

•Detailed knowledge 

of the model required 
 

[37],[45], 

[46],[47], 

[48] 

Fuzzy Logic 
Control 

(FLC) 

•Robust and suitable for 

non-linear control 

•Providing stability in the 
presence of large variations  

•Suitable for the systems 

with imprecise boundary 
conditons 

•Less overshoots 

•Efficient tracking 

response 
•Do not require the 

mathematical model of 

the plant 
 

•High computational 
burden 

•Required for 

properly defined 
rules for operation  

•Longer settling time 

[37],[49], 

[50],[51], 

[52]  

 

The chapter proposes a novel and unprecedented Proportional-Resonant-Proportional 

(PR-P) controller designed by symmetrical poles placement method together with use 

of robust control theory for the current control of interleaved buck converter-based 

PVE. 

The proposed controller shows superior performance in terms of fast-converging 

transient response, zero steady-state error, significant reduction in current ripple and 

properly functioning with parameters uncertainty (highly robust) that constitutes 

primary concern in multi-phase converters’ load sharing. For the purpose of 

verification and validation of the designed controller, a comparative analysis with a PI 



83 
 

controller is also presented to illustrate the efficiency of the proposed control scheme. 

In addition to improved dynamics of the control process, unconventional design 

process of the controller reduces the computational complexity, provides cost-

effectiveness and simple implementation. Moreover, implementing of auxiliary 

Resistor-Capacitor (RC) circuits parallel with the inductors to sense the current in each 

phase removes the need for current measurement sensors that contribute to overall cost 

of the system. 

5.2 The Proposed PR-P Controller Design 

 

The proposed PR-P controller consists of two parts, one part is Proportional-Resonant 

(PR) which constitutes resonant path of the controller with a constant proportional 

unity gain, the other part is proportional gain (P) which is used to determine the 

compatibility of the controller with parameters of the plant in question to accomplish 

optimum efficiency [31]. Figure 5.1 shows circuit diagram of PR-P current control of 

interleaved buck converter (two buck converters connected in parallel) based PVE. 

Control scheme of the overall system consists of two PR-P controllers for current 

control in each phase and one PI controller to ensure the current balance (equal load 

sharing) between phases, mathematical model of the emulated PV panel for the 

generation of the reference current under varying temperature and irradiance values. 

Determining the phase currents is done by utilizing the parasitic DC resistances of the 

inductors by integration of auxiliary Resistor-Capacitor (RC) circuits parallel to the 

inductors in each phase. 

The PR component of the controller is designed by considering the changing dynamics 

of a notch filter with addition of mutually complementary poles to the notch transfer 

function whose resonant frequency is PWM switching frequency of the buck 

converter.  

An unrealizable transfer function 𝐺(𝑠) that is lightly damped (𝜉 = 0.0001) pair of 

zeros centred at the PWM switching frequency of the buck converter (𝜔𝑛 = 10 𝑘𝐻𝑧) 

that corresponds to the resonant frequency of the PR and the parameter k (k=2) have 

been implemented for the application. The selection of the small damping parameter 

is related to the unprecedented design of the proposed PR-P controller. The smaller 
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the value, the bigger the gain achieved at the PWM switching frequency. The value of 

the parameter k establishes enough width for the notch and, consequently, provides a 

sufficient gain in the case of variation around resonant frequency (the PWM switching 

frequency of the buck converter). 
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Figure 5.1: PR-P current control of interleaved buck converter. 

 

Figure 5.2(a) shows the frequency response of the physically unrealizable transfer 

function 𝐺(𝑠). There is a gain rising at 40 dB/decade since there are two unanswered 

zeros, thus the high frequency signals are to pass through altered. Figure 5.2(b) shows 

that addition of a pole with a cut-off frequency that is k times larger than the natural 

frequency dragged the high frequency magnitude down by 20 dB/decade. Figure 5.2(c) 

shows that addition of a complementary pole with a cut-off frequency that is k times 

smaller than the natural frequency bended down the high frequency magnitude by 

20 dB/decade to the zero dB. 
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(a) 

 

(b) 

 

  (c) 

Figure 5.2: The notch filter dynamics-based PR controller: (a) Lightly damped 

unrealizable transfer function. (b) Addition of the first pole. (c) Addition of the 

second complementary pole. 

The transfer function of PR path of the proposed PR-P controller 𝐺𝑃𝑅(𝑠) is the 

reciprocal of the notch filter transfer function 𝐺𝑛𝑜𝑡𝑐ℎ(𝑠) is presented as: 

 

𝐺𝑃𝑅(𝑠) =
1

𝐺𝑛𝑜𝑡𝑐ℎ(𝑠)
=

1

𝐺(𝑠). 𝑠1. 𝑠2
 

𝐺𝑃𝑅(𝑠) =
𝜔𝑛

2

𝑠2 + 2𝜉𝜔𝑛𝑠 + 𝜔𝑛
2
.
𝑠 + 𝑘𝜔𝑛

𝑘𝜔𝑛
.
𝑠 +

𝜔𝑛

𝑘
𝜔𝑛

𝑘

 

(5.1) 

 

 𝐺𝑃𝑅(𝑠) =
3.948 × 109𝑠2 + 6.201 × 1014𝑠 + 1.559 × 1019

3.948 × 109𝑠2 + 4.961 × 1010𝑠 + 1.559 × 1019
 (5.2) 

 

Addition of the proportional gain 𝐾𝑃2 with the value of 100 to the PR path puts the 

proposed controller into final form as: 

 

𝐺𝑃𝑅𝑃(𝑠) = 𝐾𝑃2 + 𝐺𝑃𝑅(𝑠) 

𝐺𝑃𝑅𝑃(𝑠) =
3.987 × 1011𝑠2 + 6.251 × 1014𝑠 + 1.574 × 1021

3.948 × 109𝑠2 + 4.961 × 1010𝑠 + 1.559 × 1019
 

(5.3) 

The magnitude and phase responses of the designed PR-P controller is given in 

Figure 5.3. The highest gain of the designed PR-P controller is 82 dB, and it occurs at 

the PWM switching frequency of the buck converter (𝜔𝑛 = 10 𝑘𝐻𝑧). The phase 

response shows that the phase shift is zero for low and high frequencies. 
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Figure 5.3: Magnitude and phase response of the proposed PR-P controller. 

Figure 5.4 shows the unity feedback control structure of the interleaved buck converter 

PVE with the proposed PR-P controller in s-domain from feedback error (e) to control 

input (u) to the plant [20],[31]. 

Proposed PR-P Controller Transfer 

Function in s-domain

+
-

+
+

𝐾𝑃2 

 
𝐾𝑃2 

Current

 feedback error 

(e)

 

1 +
(
𝜔𝑛

𝑘
+ 𝑘𝜔𝑛 − 2𝜉𝜔𝑛)𝑠

𝑠2 + 2𝜉𝜔𝑛𝑠 + 𝜔𝑛
2

 

Control input

 (u)

Resonant Path (PR)

Proportional Gain Path (P)

Iref

Iact

 

Figure 5.4: Unity feedback of the proposed PR-P controller in s-domain. 

The adjustment of a control loop's parameters to the optimum values for the desired 

control response is known as tuning which requires comprehensive information about 

the effects of each parameter. Continuous transfer function mode of a controller 

represents the function of each parameter used in the design of the controller. Figure 

5.5 shows the unity feedback control structure of the proposed PR-P controller in 

continuous transfer function mode from feedback error (e) to control input (u) to the 

plant [20],[31]. 
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Figure 5.5: Unity feedback of the proposed PR-P controller in continuous transfer 

function mode. 

5.2.1 Current Sensing with Auxiliary RC Circuit 

 

One of the problems in multi-phase converter topologies is the possibility of imbalance 

between phase currents [25]. If the currents are not in balance, there will not be good 

cancellation in ripple currents and the amount of power loss in each phase will be 

different from each other [32]. To assure load balancing, current sensing and feedback 

is required. An auxiliary RC circuit connected parallel to the inductors in each phase 

is used for measuring the currents. Accordingly, Figure 5.6 shows the current sensing 

part of the phase-1 circuit. 

Cout

+

-

L1 R1

CS1RS1

Iout

I1

RLoad

VS1

IL1

VSW Vout

VR1

 

Figure 5.6: Lossless current sensing by using an auxiliary RC circuit in parallel   

with the inductor.  
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The idea behind this method is utilizing the parasitic resistance of wires of the inductor. 

There is a voltage drop on the inner parasitic resistance 𝑅1 of the inductor and current 

𝐼𝐿1 flowing through the inductor is measured based on this voltage drop. There is no 

access to 𝑅1 so the measurement is carried out outside with the implementation of RC 

auxiliary circuit. The voltage 𝑉𝑆1 across the capacitor 𝐶𝑆1 is proportional to the 𝑅1 and 

therefore it is also proportional to the 𝐼𝐿1. Considering the DC situation, voltage drop 

of the inductor due to its inductance is zero. DC voltage on the parasitic resistance is 

the DC current times the resistance and accordingly 𝑉𝑆1 can be written as:  

 𝑉𝑆1(𝐷𝐶) = 𝐼𝐿1(𝐷𝐶)𝑅1 (5.4) 

where 𝑉𝑆1(𝐷𝐶), 𝐼𝐿1(𝐷𝐶) are DC voltage and DC current, respectively. Considering the 

AC situation (high frequency components-ripple) with the assumption that most of the 

current flow through the inductor since impedance of the inductor is much lower than 

the auxiliary RC circuit (very large resistance), voltage drop on the parasitic resistance 

is proportional to the inductor current. Therefore,  𝑉𝑆1 can be written as: 

 𝑉𝑆1(𝐴𝐶) = 𝐼𝐿1(𝐴𝐶)(𝑅1 + 𝑠𝐿1)

1
𝑠𝐶𝑆1

𝑅𝑆1 +
1

𝑠𝐶𝑆1

 (5.5) 

where 𝑉𝑆1(𝐴𝐶), 𝐼𝐿1(𝐴𝐶), (𝑅1 + 𝑠𝐿1) and (1 𝑠𝐶𝑆1)⁄ (𝑅𝑆1 + 1 𝑠𝐶𝑆1⁄⁄ ) are AC voltage, AC 

current, Laplace presentation of impedance of the inductor branch and RC circuit as a 

voltage divider, respectively. Working (5.5) out yields: 

 
𝑉𝑆1(𝐴𝐶) = 𝐼𝐿1(𝐴𝐶)𝑅1(

1 +
𝑠𝐿1
𝑅1

1 + 𝑠𝐶𝑆1𝑅𝑆1
) (5.6) 

If the time constant of the inductor (𝐿1/𝑅1) and the RC circuit time constant (𝐶𝑆1𝑅𝑆1) 

are made equal, the voltage across the capacitor is AC current times the parasitic 

resistance and it can be written as: 

 𝑉𝑆1(𝐴𝐶) = 𝐼𝐿1(𝐴𝐶)𝑅1 (5.7) 

The Equations (5.4) and (5.7) shows that the voltage across the capacitor is 

representing the current flowing through the inductor in both DC and AC situations. 
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Given the inductance value 𝐿1 = 7.8108 × 10−4 𝐻, winding resistance value 𝑅1 =

0.5 𝛺 and arbitrarily selecting a value for 𝐶𝑆1 = 1.0414 × 10−5 𝐹, calculation the 

value of 𝑅𝑆1 is carried out by setting the time constants of inductor (𝐿1/𝑅1) and 

capacitor (𝐶𝑆1𝑅𝑆1) branches equal to each other as follows: 

 𝑅𝑆1 =
𝐿1
𝑅1

×
1

𝐶𝑆1
= 150 𝛺 (5.8) 

The waveforms of actual current and sensed current with amplifier gain of 2 for single-

phase buck converter is given in Figure 5.7. 

 

𝟏𝟎𝟎𝟎 𝑾 𝒎𝟐⁄ = 𝟕.𝟑𝟓 𝑨 

 

𝟖𝟎𝟎 𝑾 𝒎𝟐⁄ = 𝟓.𝟖𝟕 𝑨 

 

𝟏𝟎𝟎𝟎 𝑾 𝒎𝟐⁄ = 𝟕.𝟑𝟓 𝑨 

 

𝟔𝟎𝟎 𝑾 𝒎𝟐⁄ = 𝟒.𝟒𝟐 𝑨 

 

Figure 5.7: RC circuit measured current and actual current 

5.3 Emulated PV Panel Parameters and Specifications 

 

Electric characteristics of a PV module are represented graphically by using I-V and 

P-V characteristics curves. These curves summarize the current-voltage and power-

voltage relationships at present conditions of irradiance and temperature of a PV panel. 

Formation of the curves pertains to PV module’s parameters. The emulated PV module 

is 1Soltech 1STH-215-P with parameter given in Table 5.2. 
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                  Table 5.2: The emulated PV module (1Soltech 1STH-215-P)  

      parameters. 

Parameter Value 

Maximum Power (W) 231.15 

Open Circuit Voltage 𝑉𝑂𝐶  (V) 36.3 

Voltage at Maximum Power Point 𝑉𝑀𝑃𝑃  (V) 29 

Temperature Coefficient of 𝑉𝑂𝐶  (%/𝑑𝑒𝑔. 𝐶) -0.36099 

Cells per Module (Ncell) 60 

Short-circuit Current 𝐼𝑆𝐶  (A) 7.84 

Current at Maximum Power Point 𝐼𝑀𝑃𝑃 (A) 7.35 

Temperature Coefficient of 𝐼𝑆𝐶  (%/𝑑𝑒𝑔. 𝐶) 0.102 

Figure 5.8 shows I-V and P-V curves of the emulated PV panel at 25 ºC and specified 

iradiances of 1000 W/m2, 800 W/m2 and 600 W/m2. 

(a) (b) 

Figure 5.8: Emulated PV panel characteristics curves; (a) I-V curve (b) P-V curve. 

The proposed interleaved buck converter based PVE and its control structure block 

digaram is given in Figure 5.1. It takes an input voltage (Vdc) of 48 volts and converts 

it into an output voltage of 29 volts. The switching frequency is 10 kHz. The minimum 

load resistance 𝑅𝑚𝑖𝑛 is 3.9465 ohm (corresponds to the maximum load condition). In 

the continuous conduction mode (CCM) operation of the PVE, the maximum ripple 

allowed in the inductor is 20% of the average inductor current and the maximum load. 

The maximum ripple in the capacitor is plus and minus 2% of the average output 

voltage.  
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5.3.1 Calculation the Values of Buck Converter-based PV Emulator 

Components 

 

Buck converter is a switch topology that takes a DC input voltage 𝑉𝑖𝑛 and transforms 

it to the DC output voltage 𝑉𝑜𝑢𝑡. The output voltage is always smaller than the imput 

voltage (𝑉𝑜𝑢𝑡 < 𝑉𝑖𝑛). In an asynchronous buck converter, the lower switch is 

implemented by using a diode which will automatically turn on when the upper switch 

implemented by using a MOSFET or IGBT is turned off. Usually an asynchronous 

buck converter is designed to operate in CCM in which the operation range is selected 

in a way that all times the inductor current is positive which ensures that the diode is 

in forward bias. If this conditon is not met the equations that describe the behavior of 

the converter changes. The switched topology in CCM has two different states shown 

in Figure 5.9. When the control signal is high the controllable switch (S) turns on and 

connects the input voltage to the LC circuit driving the inductor current. This is 

maintained during a certain amount of time called the on-time 𝑡𝑜𝑛 after which the 

control signal is changed to a low state which causese the controllable switch to turn 

off and the current is driven throuhg the diode. This is maintained during a certain 

amount of time called off-time 𝑡𝑜𝑓𝑓. 
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(b) The off-state (time interval: dTs<t<Ts) 

Figure 5.9: Switch topologies and inductor current-voltage waveforms. 
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The steady state duty cycle of the plant is given by: 

 𝐷 =
𝑉𝑜𝑢𝑡
𝑉𝑖𝑛

 (5.9) 

The maximum average inductor current is given by: 

 𝐼𝐿,𝑎𝑣𝑔,𝑚𝑎𝑥 =
𝑉𝑜𝑢𝑡
𝑅𝑚𝑖𝑛

 (5.10) 

The maximum average inductor ripple current is the 20% of the average current that 

is given by: 

 ∆𝐼𝐿 = 0.2𝐼𝐿,𝑎𝑣𝑔,𝑚𝑎𝑥 (5.11) 

Inductance value 𝐿 of the inductor is given by: 

 𝐿 =
𝑉𝑖𝑛(1 − 𝐷)𝐷

𝑓𝑠𝑤∆𝐼𝐿
 (5.12) 

Capacitor  ∆𝑉𝐶 or output voltage ripple ∆𝑉𝑜𝑢𝑡 is the ±2% of the average output voltage 

is represented by: 

 ∆𝑉𝐶 = ∆𝑉𝑜𝑢𝑡 = 0.04𝑉𝑜𝑢𝑡 (5.13) 

Capacitance value 𝐶 of the capacitor is represented by: 

 𝐶 =
𝑉𝑖𝑛(1 − 𝐷)𝐷

8𝐿𝑓𝑠𝑤
2∆𝑉𝐶

 (5.14) 

The calcuted values of the PVE parameters and components are given in Table 5.3. 

        Table 5.3: Calculated values of the PVE parameters and components. 

Parameters and Components Value 

Steady-state Duty Cycle  0.6042 

Maximum Average Inductor Current (A) 7.3483 

Maximum Average Inductor Current Ripple (A) 1.4697 

Inductor Value (mH) 0.781 

Output Voltage Ripple (V) 1.16 

Capacitor Value (µF) 15.837 
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5.3.2 Deriving Transfer Function of the Buck Converter-based PV 

Emulator  

 

Step-by-step transfer function derivation process of the buck converter with its 

components which are input voltage 𝑉𝑖𝑛, inductance 𝐿, output capacitance 𝐶𝑜𝑢𝑡, load 

resistance 𝑅𝐿𝑜𝑎𝑑, inductor current 𝑖𝐿, capacitor current 𝑖𝐶, inductor voltage 𝑉𝐿, 

capacitor voltage 𝑉𝐶, steady-state duty cycle 𝐷 and small signal duty cycle 𝑑 is 

presented with the following equations based on comprehensive and systematic 

analysis of the averaging-perturbation-linearization process of the switch mode power 

supplies (SMPS) explained in Chapter 2. Accordingly, taking Laplace transform of 

state and output equations with zero initial condition yields: 

 
𝑠𝑋(𝑠) = 𝐴𝑋(𝑠) + 𝐵𝑈(𝑠) 

𝑌(𝑠) = 𝐶𝑋(𝑠) + 𝐷𝑈(𝑠) 
(5.15) 

 

Rewriting the state equation as: 

 
𝑠𝑋(𝑠) − 𝐴𝑋(𝑠) = 𝐵𝑈(𝑠) 

(𝑠𝐼 − 𝐴)𝑋(𝑠) = 𝐵𝑈(𝑠) 
(5.16) 

By premultiplying (𝑠𝐼 − 𝐴)−1 to both sides of (5.16) yields: 

 𝑋(𝑠) = (𝑠𝐼 − 𝐴)−1𝐵𝑈(𝑠) (5.17) 

By substituting (5.17) into the output equation of the plant is resulted as: 

 𝑌(𝑠) = [𝐶(𝑠𝐼 − 𝐴)−1𝐵 + 𝐷]𝑈(𝑠) (5.18) 

Transfer function of the system is given by: 

 𝐺(𝑠) =
𝑌(𝑠)

𝑈(𝑠)
= 𝐶(𝑠𝐼 − 𝐴)−1𝐵 + 𝐷 (5.19) 

AC small signal analysis of the converters consists of obtaining averaged state-space 

equation of the converters and superimposing ac variation (perturbation) around the 

steady-state point. To find the steady state operating point of the system, time 
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derivative is set to zero in the state equation. Dynamic AC small signal model is given 

by: 

 

𝑥̂(𝑠) = (𝑠𝐼 − 𝐴)−1[(𝐴1 − 𝐴2)𝑋 + (𝐵1 − 𝐵2)𝑉𝑖𝑛]𝑑̂(𝑠) 

𝑥̂(𝑠)

𝑑̂(𝑠)
= (𝑠𝐼 − 𝐴)−1[(𝐴1 − 𝐴2)𝑋 + (𝐵1 − 𝐵2)𝑉𝑖𝑛] 

(5.20) 

The state variables of the system are inductor current (𝑖𝐿) and capacitor voltage (𝑉𝐶) 

since the inductor and capacitor are the only energy storage elements of the buck 

converter. Accordingly, the state vector 𝑥 of the buck converter is given by: 

 𝑥 = [
𝑖𝐿
𝑉𝐶
] (5.21) 

Analysis of the buck converter in continuous current mode (CCM) and deriving its 

averaged state-space equation is given in Table 5.4. 

Table 5.4: Derivation of average state-space equation of buck converter in CCM. 

 
On-state (time 

interval: 0<t<dTs) 

Off-state (time interval: 

dTs<t<Ts) 
State-space Averaging  

D
e
r
iv

a
ti

o
n

 o
f 

st
a

te
 

e
q

u
a

ti
o

n
s 

 

𝑉𝐿 = 𝐿
𝑑𝑖𝐿
𝑑𝑡

= 𝑉𝑖𝑛 − 𝑉𝑜𝑢𝑡 

𝑑𝑖𝐿
𝑑𝑡

=
𝑉𝑖𝑛 − 𝑉𝑜𝑢𝑡

𝐿
 

𝑖𝐿 = 𝑖𝑜𝑢𝑡 + 𝑖𝐶 

𝑖𝐿 =
𝑉𝑜𝑢𝑡
𝑅𝐿𝑜𝑎𝑑

+ 𝐶𝑜𝑢𝑡
𝑑𝑉𝐶
𝑑𝑡

 

𝑑𝑉𝐶
𝑑𝑡

=
𝑖𝐿
𝐶𝑜𝑢𝑡

−
𝑉𝑜𝑢𝑡

𝑅𝐿𝑜𝑎𝑑𝐶𝑜𝑢𝑡
 

 

𝑉𝐿 = 𝐿
𝑑𝑖𝐿
𝑑𝑡

= −𝑉𝑜𝑢𝑡 

𝑑𝑖𝐿
𝑑𝑡

=
−𝑉𝑜𝑢𝑡
𝐿

 

𝑖𝐿 = 𝑖𝑜𝑢𝑡 + 𝑖𝐶 

𝑖𝐿 =
𝑉𝑜𝑢𝑡
𝑅𝐿𝑜𝑎𝑑

+ 𝐶𝑜𝑢𝑡
𝑑𝑉𝐶
𝑑𝑡

 

𝑑𝑉𝐶
𝑑𝑡

=
𝑖𝐿
𝐶𝑜𝑢𝑡

−
𝑉𝑜𝑢𝑡

𝑅𝐿𝑜𝑎𝑑𝐶𝑜𝑢𝑡
 

 

The averaged  

system matrix  
𝐴 =

[
 
 
 0

−1

𝐿
1

𝐶𝑜𝑢𝑡

−1

𝑅𝐶𝑜𝑢𝑡]
 
 
 
 

S
y

st
e
m

 

m
a

tr
ic

e
s 

𝐴1 =

[
 
 
 0

−1

𝐿
1

𝐶𝑜𝑢𝑡

−1

𝑅𝐶𝑜𝑢𝑡]
 
 
 
 𝐴2 =

[
 
 
 0

−1

𝐿
1

𝐶𝑜𝑢𝑡

−1

𝑅𝐶𝑜𝑢𝑡]
 
 
 
 

The averaged 

input matrix  
𝐵 = [

𝐷

𝐿
0

] 

In
p

u
t 

m
a

tr
ic

e
s 

𝐵1 = [
1

𝐿
0

] 𝐵2 = [
0
0
] 

Averaged state-

space equation 

   

𝒙 = 𝑨𝒙 + 𝑩𝑽𝒅𝒄 

 

[

𝑑𝑖𝐿
𝑑𝑡
𝑑𝑉𝐶
𝑑𝑡

] =

[
 
 
 0

−1

𝐿
1

𝐶𝑜𝑢𝑡

−1

𝑅𝐶𝑜𝑢𝑡]
 
 
 
[
𝑖𝐿
𝑉𝐶
] 

+[
𝐷

𝐿
0

] [𝑉𝑖𝑛] 

The state variable vector 𝑋 at steady-state operation point from can be rewritten by 

considering that all parasitic resistances are zero as the following: 
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𝑋 = −𝐴−1𝐵𝑉𝑖𝑛 = −

𝑎𝑑𝑗 [
0

−1
𝐿

1
𝐶𝑜𝑢𝑡

−1
𝑅𝐿𝑜𝑎𝑑𝐶𝑜𝑢𝑡

]

𝑑𝑒𝑡 [
0

−1
𝐿

1
𝐶𝑜𝑢𝑡

−1
𝑅𝐿𝑜𝑎𝑑𝐶𝑜𝑢𝑡

]

[
𝐷

𝐿
0
] 𝑉𝑖𝑛 

𝑋 = [

𝐶𝑜𝑢𝑡
2𝐷𝑉𝑖𝑛

𝑅𝐿𝑜𝑎𝑑
𝐷𝑉𝑖𝑛

] 

(5.22) 

Substituting (5.22) and the averaged system and input matrices derived in Table 5.4 

into (5.20) results in: 

 
𝑥̂(𝑠)

𝑑̂(𝑠)
=

[
𝑖̂𝐿
𝑉̂𝐶
]

𝑑̂(𝑠)
=

[
 
 
 
 

𝑉𝑖𝑛(𝐶𝑜𝑢𝑡𝑅𝐿𝑜𝑎𝑑𝑠 + 1)

𝐶𝑜𝑢𝑡𝐿𝑅𝐿𝑜𝑎𝑑𝑠2 + 𝐿𝑠 + 𝑅𝐿𝑜𝑎𝑑
𝑉𝑖𝑛𝑅𝐿𝑜𝑎𝑑

𝐶𝑜𝑢𝑡𝐿𝑅𝐿𝑜𝑎𝑑𝑠2 + 𝐿𝑠 + 𝑅𝐿𝑜𝑎𝑑]
 
 
 
 

 (5.23) 

Duty ratio to the inductor current transfer function is obtained from (5.23) by 

substitution of the calculated components values for one phase of the intended buck 

converter as: 

 

𝑖𝐿(𝑠)

𝑑(𝑠)
=
𝑉𝑖𝑛
𝐿
.

𝑠 +
1

𝑅𝐿𝑜𝑎𝑑𝐶𝑜𝑢𝑡

𝑠2 +
𝑠

𝑅𝐿𝑜𝑎𝑑𝐶𝑜𝑢𝑡
+

1
𝐿𝐶𝑜𝑢𝑡

 

𝑖𝐿(𝑠)

𝑑(𝑠)
= (6.1455 × 104).

𝑠 + 1.6 × 104

𝑠2 + 1600𝑠 + 8.0841 × 107
 

(5.24) 

5.4 Proportional-Integral (PI) PWM Error Compensator Design 

 

The Proportional-Integral (PI) feedback compensator structure is used in wide range 

of applications in control systems. The main properties make extensive use of PI 

controller are its simplicity in imlemetation, easy comprehension of its impacts on 

systems and high efficiency. A PI contoller is designed as a PWM error compensator 

to provide current balance between phases of the interleaved buck converter. Morever, 

robustness of the system that is adversly affected with parameter uncertainity is 
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increased with the use of PI controller. The unity feedback structure of the single phase 

proposed PVE system is given in Figure 5.10. 
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Figure 5.10: Unity feedback control structure of the PVE. 

The closed-loop transfer function of inductor current to the duty ratio for the unity-

feedback system with PI control is given by: 

𝐺𝐶𝐿(𝑠) =
𝑉𝑖𝑛𝐾𝑝

𝐿

𝑠2 + 𝑠 (
1

𝐶𝑅𝐿𝑜𝑎𝑑
+
𝐾𝑖
𝐾𝑝
) +

𝐾𝑖
𝐾𝑝𝐶𝑅𝐿𝑜𝑎𝑑

𝑠3 + 𝑠2 (
1

𝐶𝑅𝐿𝑜𝑎𝑑
+
𝐾𝑝𝑉𝑖𝑛
𝐿

) + 𝑠 (
1
𝐶𝐿

+
𝐾𝑝𝑉𝑖𝑛

𝐶𝐿𝑅𝐿𝑜𝑎𝑑
+
𝐾𝑖𝑉𝑖𝑛
𝐿

) + 𝐾𝑖𝑉𝑖𝑛

 (5.25) 

Kp and Ki values are calculated as 0.21 and 709, respectively according to stability 

criteria of the buck converter is given in Table 5.5. 

   Table 5.5: Buck converter stability criteria in terms of frequency domain. 

Parameters  Value 

Crossover (cutoff frequency) Between the range of 1/10th to 1/8th of 

switching frequency 

Phase Margin Greater than 45 degree  

Gain Margin Greater than 10 dB 

The slope of the gain curve at the 

crossover frequency 

≈-20 db/decade 

 

5.5 Comparative Analysis of the Proposed PR-P Controller  

 

Common goals of control sytems are obtaining fast rise time, minimal overshoot and 

zero steady-state error. In addition to these objectives, maintaining load sharing in 

balance, increase the robustness of the system despite parameter unceratinties, 
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reduction in current and voltage ripples are aimed. Performance assessment of the 

proposed PR-P control structure is done by using comparative analysis evalution 

method with widely used PI control structure. Current feedback control structure of 

the overall system is given in Figure 5.11.  
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Figure 5.11: Overall system current feedback control structure. 

When designing a controller for a system, open-loop response is considered on a 

preferential basis to determine what needs to be improved for a desired response.  

Figure 5.12 depicts the open-loop and uncontrolled closed-loop step responses of 

derived transfer function of the PVE. 

 
 

(a) 
 

 
 

(b) 

Figure 5.12: PVE step response; (a) Open-loop step response (b) Uncontrolled 

closed-loop step response. 
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Figure 5.13 illustrates the closed-loop step response comparison plot of the derived 

transfer function of the PVE controlled with the proposed PR-P and PI controllers. 

 

Figure 5.13: The proposed PR-P and PI controlled closed-loop 

      step response of the PVE. 

Step response characteristics of the PVE in terms of open-loop and closed-loop is 

given in Table 5.6. Time domain analysis of the system regarding transient and steady-

state characteristics indicates that enhanced performance outcomes are achieved with 

the proposed PR-P controller. 

     Table 5.6: Time domain analysis of the overall system. 

Step Reponse 

Characteristics 
Open-loop  

Closed-loop  

Without Controller 

Closed-loop 

PI Control 

Closed-loop 

PR-P Control 

Rise Time (s) 2.7203 × 10−4 2.8250 × 10−4 9.1876 × 10−6 3.5257 × 10−7 

Settling Time (s) 4.1803 × 10−4 1.1501 × 10−4 7.2690 × 10− 6.2230 × 10−7 

Settling Minimum 10.9681 0.8414 0.9030 0.9002 

Settling Maximum 12.2004 0.9518 1.2385 0.9992 

Overshoot (%) 0.31 3.0028 23.8460 5.8370 × 10−4 

Undershoot (%) 0 0 0 0 

Peak 12.2004 0.9518 1.2385 0.9992 

Peak Time (s) 6.5048 × 10−4 7.5723 × 10−5 2.3304 × 10−5 1.1058 × 10−6  

 

The response of the overall system to the unit step input with all initial conditions equal 

to zero is given in Table 5.6 by considering open-loop and closed-loop unity feedback 

structures. The comparison of the obtained results shows the superior performance of 
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the closed-loop characteristics of the system with the use of the proposed PR-P 

controller. Although the closed-loop PI control of the system gives better results 

regarding the response times, it leads to a poor transient performance in terms of 

overshoot. The underlying cause of a higher overshoot is the inertial term in the 

transfer function of the buck converter arising from the use of inductor. In 

mathematical sense, the term containing a damping ratio and a natural frequency in the 

second order characteristic equation of the buck converter is not changed by the PI 

controller proportional and integral gains. 

A properly designed controller that is perfectly tuned to the model  may still be under 

the risk of reduced performance on the real system. Straightforward approach to 

overcome this problem is to add margin into the design. Regarding this issue, a 

consistent system must be designed in such a way to ensure that the stability is 

exceeded in a certain amount instead of just meeting the desired performance so any 

deviations on the system dynamics will not affect the requirements. Classical gain and 

phase margins analysis of a system at some critical frequency or frequencies is made 

for the purpose of designing a robust control. The amount of margin chosen for a 

system depends on uncerainty between the model and the real system. Classical gain 

and phase margin analysis of a system is one of the assessment methods of its 

robustness but does not give a complete view about the system robustness since the 

effects of the gain and phase are assessed individually. Therefore, combination of gain 

and phase uncertainty known as a disk margin analysis needs to be considered. In 

respect to this, the disk margin analysis has to be performed in addition to individual 

assessment of the margins with classical approach.  

The PVE feedback loop with the proposed PR-P controller and uncertain 

multiplicative factor F that has the nominal value of 1 is given in Figure 5.14. The 

system has infite gain margin, 89.98 degree phase margin at the gain crossover 

frequency of 6.2068 × 106 rad/s, 25µs delay margin. Bandwidth of the system is 

7.86 × 103 rad/s. 
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Figure 5.14: The PVE feedback-loop with the proposed PR-P controller and the 

multiplicative factor F. 

Due to the plant uncertainties and other sources of variations, the loop gain and phase 

are exposed to fluctuations. The general aproaches to determine the amount of 

uncertainty are either quantifying through experiments or approximation based on 

gained insight about the system after wide range of simulations. The gain and phase 

unceratinty analysis in feedback loop will be performed based on to the stability 

criteria given in Table 5. It is supposed that the open-loop gain variation is 50% 

(increase or decrease), and the phase variation is ±45º. The set of values F that captures 

the unceratin gain/phase with relative gain change in [0.0765,1.5] and phase change of 

± 45º is given in Figure 5.15. 

 

Figure 5.15: Specified range of gain & phase variations and the multiplicative factor 

F.  

Figure 5.15 shows that the gain can vary between 7% and 150% of its nominal value 

without of phase variation and the phase can vary by ± 45º without gain variation. In 

the case of variation for both gain and phase, their deviation remains inside the shaded 
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region in the left. The step response of incorporating of this uncertainty into the closed-

loop model is given in Figure 5.16. 

 

(a) 

 

(b) 

Figure 5.16: Closed-loop step response of the PVE for the set of values of F 

          (a) with PR-P control (b) with PI control. 

The robust stability margin of the system that is full range of simultaneous gain and 

phase variations tolerable by the closed-loop system is given in Figure 5.17. 

 
(a) 

 

 
(b) 

Figure 5.17: The gain & phase variations tolerable (robust stability margin)  

        by the closed-loop system; (a) PR-P control (b) PI control. 
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The closed-loop step response indicates that the system performs well and yields good 

robustness to specified gain and phase variations. The robust stability margin of the 

PR-P controlled system is 100% that means feedback loop can withstand 100% of the 

specified uncertainty generated by F. Figure 5.17(a) shows that 100% uncertainty 

specified in F therefore in the openloop system amounts the gain variation between 

0.6% and 150% of the nominal value, and phase variation of ± 49º. The robus stability 

margin of the PI controlled system is 87%, meaning that feedback loop can withstand 

only 87% of the specified unceratinty. Figure 5.17(b) indicates that 87% uncertainty 

specified in F therefore in the openloop system amounts the gain variation between 

24% and 140% of the nominal value, and phase variation of  ± 37º. The proposed PR-

P and PI current wafevorm control of single phase PVE for varying irradiance of 

1000 W/m2, 800 W/m2 and 600 W/m2 that correspond to 7.3483 A, 5.8656 A and 

4.4153 A,  respectively and voltage outputs for both control configurations are given 

in Figure 5.18. The proposed PR-P controller structure for the PVE reveals better 

performance than PI control in terms of transient response and reduction in the current 

and voltage ripples. While the system reaches steady state in less than 1 millisecond 

for PI control, 10 times faster convergence to steady-state is attained with the proposed 

PR-P controller. 

 
 

 
 

Figure 5.18: Output current and voltage waveforms of the PR-P and PI controlled 

single phase PVE. 

Figure 5.19 shows that phase currents are accurately balanced for varying irradiance 

conditions for interleaved buck converter based PVE. Furthermore, the output current 

ripples are reduced compared to single phase buck converter based PVE given in 

Figure 5.18. 
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Figure 5.19: Output current waveform of the PR-P controlled interleaved buck 

converter based PVE. 

Figure 5.20 displays the performance of the PVE to variations in the values of the 

inductance in each phase at different irradiance values. In Figure 5.20(a), the 

inductance of each phase is halved and additionally 20% inductance difference is 

applied between phases. In Figure 5.20(b), additional dissimilarity is implemented in 

terms of DC parasitic resistance of the inductor. The value of parasitic resistance is set 

to 2 Ω and 2.4 Ω (20% variance) for phases. Parameter uncertainties and variations in 

component values are inevitable in dynamics systems. The objective PVE system 

reveals good performance with the proposed PR-P controller under parameter 

variations. 

 
(a) 

 
(b) 

Figure 5.20: Output current waveforms under varitons of inductance and DC 

parasitic resistance (a) L1=(7.8108 × 10−4)×50% H, L2=(7.8108 × 10−4)×40% H; 

(b) L1=(7.8108 × 10−4)×50% H, LR1=2 Ω, L2=(7.8108 × 10−4)×40% H, LR2=2.4 Ω 
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Figure 5.21 displays the PVE and the emulated PV module I-V characteristic curves 

at different irradiance values. The proposed PR-P controller interleaved buck converter 

based PVE system I-V curves correspond to the parameters of the emulated PV module 

(1Soltech 1STH-215-P) given in Table 5.2 and I-V curves given in Figure 5.8.    

 

Figure 5.21: I-V characteristics curves at different irradiance values for the 

proposed PVE and PV module  

5.6 Summary 

 

This chapter has presented interleaved buck converter based photovoltaic emulator 

current control with proportional-resonant-proportional (PR-P) controller. By 

considering the most commonly used controller mappings for SMPS with their 

features, advantages and limitations, verification and validation of the designed PR-P 

controller compared with the PI controller has been presented to illustrate the proposed 

controller scheme efficiency by using robust control theory. Unlike the classical gain 

and phase margin analysis of the system through which effects of the gain and phase 

are worked individually for the assessment of its robustness, combination of gain and 

phase uncertainty has been considered. In respect to this, disk margin analysis has been 

performed in addition to straightforward classical approach (individual gain and phase 

margins assessment) to overcome the main issues in control systems designing such 

as complex dynamics, uncertainty, intentional simplicity, stochastic events, and 

process variations. The stability of a closed-loop system against gain or phase 
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fluctuations in the open-loop response has been measured by disc margins. The 

implementation has been carried out by adding multiplicative uncertainty factor F with 

the nominal value of 1 to the buck converter based PVE feedback loop. Since the disc 

margin is a metric that indicates how much uncertainty the loop can withstand before 

becoming unstable, 50% (increase or decrease) open-loop gain and ±45º phase 

variation has been added into the system by setting the values of F. The results have 

revealed that 13% improvement in the robust stability margin and 12º bigger phase 

toleration with the PR-P controller have been achieved. Additionally, the proposed 

controller has shown superior performance in terms of 10 times faster-converging 

transient response, zero steady-state error, significant reduction in current ripple and 

properly functioning with parameters uncertainty (highly robust) that constitutes 

primary concern in multi-phase converters’ load sharing. Moreover, unconventional 

design process of the controller reduces the computational complexity, provides cost-

effectiveness and simple implementation. Output voltage and current waveforms 

produced by the PVE at different irradiance values reflects the I-V characteristics 

curves of the emulated PV panel accurately.  
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Chapter   6     

    

Symmetrical Pole Placement Method-

based Unity Proportional Gain 

Resonant and Gain Scheduled 

Proportional (PR-P) Controller with 

Harmonic Eliminator for Single Phase 

Grid-connected PV Inverters 
 

6.1 Introduction 

 

Photovoltaic (PV) energy is a clean, renewable source of direct current (DC) energy 

generated from the sunlight, which attracts considerable attention due to remarkable 

advantages such as reliability and long-life, advanced manufacturing process, static 

and noise-free operations, increasing efficiency, decreasing prices, flexibility of 

construction and availability of government support and incentives [1]-[4]. The 

increasing demand of  PV energy systems has leaded to comprehensive studies in this 

field, common ground of these studies aims at achieving the increase in the efficiency, 

reliability and useful life-span of the PV systems and on the contrary the reduction in 

cost and space from generation to delivering of the energy [5], [6]. Single-phase PV 

inverter systems have been widely applied in photovoltaic power generation. Inverter 

current control with the object of injecting smooth current with less harmonics to the 

grid is the key aspect of the PV power sourced grid connected inverter (GCI) systems 

[7]. The main reasons of harmonic generation in single phase PV inverter systems are 

basically due to distortion in the grid voltage, switching harmonics (high frequency) 

and DC-link voltage variations arising from the MPPT [8], [9]. The basic model of 

closed loop Pulse Width Modulation (PWM) current controlled single- phase inverter 
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with harmonic information is given in Figure 6. 1, where GPR, GPWM, Ginv and Gf are 

PR controller, PWM, inverter and filter transfer functions, respectively. 
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Figure 6.1: The current controlled PWM inverter with harmonic information. 

It is crucial to state that distortions in the current for the single-phase GCI systems are 

particularly caused by the PWM control of the inverter and variations in the DC-link 

voltage [9]. Considering that the fundamental grid voltage 𝑣𝑔
1 = √2𝑉𝑔

1 cos(𝜔0𝑡 + 𝜑), 

the fundamental grid current 𝑖𝑔
1 = √2𝐼𝑔

1cos (𝜔0𝑡), the inverter output voltage 𝑣𝑖𝑛𝑣
1 =

√2𝑉𝑖𝑛𝑣
1 cos (𝜔0𝑡 + 𝜑 − 𝜑1), the DC side instantaneous power 𝑃𝑑𝑐 (i.e., PV array output 

power) and the instantaneous inverter output power 𝑃𝑖𝑛𝑣 for the single-phase inverter 

PV system can be obtained as: 

𝑃𝑑𝑐 = 𝑣𝑝𝑣𝑖𝑝𝑣 − 𝑣𝑝𝑣𝐶𝑑𝑐
𝑑𝑣𝑝𝑣

𝑑𝑡
= 𝑣𝑝𝑣𝑖𝑝𝑣 − 𝑉𝑝𝑣𝐶𝑑𝑐

𝑑𝑣̃𝑝𝑣

𝑑𝑡
− 𝑣̃𝑝𝑣𝐶𝑑𝑐

𝑑𝑣̃𝑝𝑣

𝑑𝑡
 (6.1) 

 

 

𝑃𝑖𝑛𝑣 = 𝑣𝑖𝑛𝑣
1 𝑖𝑔

1 = √2𝑉𝑖𝑛𝑣
1 𝑐𝑜𝑠(𝜔0𝑡 + 𝜑 − 𝜑1) √2𝐼𝑔

1 𝑐𝑜𝑠(𝜔0𝑡) 

= 𝑉𝑖𝑛𝑣
1 𝐼𝑔

1 𝑐𝑜𝑠(𝜑 − 𝜑1) + 𝑉𝑖𝑛𝑣
1 𝐼𝑔

1 𝑐𝑜𝑠(2𝜔0𝑡 + 𝜑 − 𝜑1) 

+(𝑖𝑔
1∑𝑣𝑖𝑛𝑣

ℎ

𝑛

ℎ=2

+ 𝑣𝑖𝑛𝑣
1 ∑𝑖𝑔

ℎ

𝑛

ℎ=2

) 

(6.2) 

where 𝑉𝑔
1, 𝐼𝑔

1, 𝑉𝑖𝑛𝑣
1 , 𝜔0, 𝜑, 𝜑1, 𝑣𝑝𝑣, 𝑖𝑝𝑣, 𝐶𝑑𝑐, 𝑉𝑝𝑣, 𝑣̃𝑝𝑣, 𝑖𝑔

ℎ, 𝑣𝑖𝑛𝑣
ℎ  represents amplitude of 

the fundamental grid voltage, amplitude of the fundamental grid current, amplitude of 

the fundamental inverter output voltage, fundamental angular frequency, power angle, 

inverter voltage leading angle, PV voltage, PV current, DC-link capacitance, DC 
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component of the PV voltage, AC component of the PV voltage, grid current 

harmonics and inverter voltage harmonics, respectively. 

For a single-phase PV system, neglecting the inverter and DC-link capacitor losses gives 

𝑃𝑑𝑐 = 𝑃𝑖𝑛𝑣. Ignoring the high order term 𝑣̃𝑝𝑣 𝑑𝑣̃𝑝𝑣 𝑑𝑡⁄  in the DC side instantaneous 

power and considering the relationships of  |𝑉𝑝𝑣| ≫ |𝑣̃𝑝𝑣|, |𝐼𝑔
1| ≫ |𝑖𝑔

ℎ|, and |𝑉𝑖𝑛𝑣
1 | ≫

|𝑣𝑖𝑛𝑣
ℎ |, equivalence of the powers obtained in (6.1) and (6.2) yields: 

 𝑣̃𝑝𝑣 ≈ −∫[
𝑉𝑖𝑛𝑣
1 𝐼𝑔

1

𝐶𝑑𝑐𝑉𝑝𝑣
𝑐𝑜𝑠(2𝜔0𝑡 + 𝜑 − 𝜑1)] 𝑑𝑡 (6.3) 

which confirms that the PV source output (the DC-link voltage) pulsate at twice the grid 

frequency and amplitude of its variation is proportional to fundamental amplitude of the 

inverter output voltage  𝑉𝑖𝑛𝑣
1  and fundamental amplitude of the grid current 𝐼𝑔

1.  

The inverter output voltage harmonics induction is strictly dominated for the injected 

current in the grid, since DC-to-AC inversion is executed by the application of the PWM 

scheme using non-linear semiconductor devices. In general terms, the PWM current 

controlled single-phase inverter output voltage 𝑣𝑖𝑛𝑣 can be expressed as: 

 

𝑣𝑖𝑛𝑣 = 𝑑𝑝𝑤𝑚𝑣𝑝𝑣 = (𝑑𝑝𝑤𝑚
1 +∑𝑑𝑝𝑤𝑚

ℎ

𝑛

ℎ=2

) (𝑉𝑝𝑣 + 𝑣̃𝑝𝑣) 

           = 𝑑𝑝𝑤𝑚
1 𝑉𝑝𝑣 + 𝑑𝑝𝑤𝑚

1 𝑣̃𝑝𝑣 + 𝑉𝑝𝑣∑𝑑𝑝𝑤𝑚
ℎ

𝑛

ℎ=2

 

+𝑣̃𝑝𝑣∑𝑑𝑝𝑤𝑚
ℎ

𝑛

ℎ=2

= 𝑣𝑖𝑛𝑣
1 +∑𝑣𝑖𝑛𝑣

ℎ

𝑛

ℎ=2

 

 

(6.4) 

where 𝑑𝑝𝑤𝑚, 𝑑𝑝𝑤𝑚
1 , and 𝑑𝑝𝑤𝑚

ℎ  are the PWM signal, fundamental component of the 

PWM and harmonics of the PWM, respectively. In theory, formation of the PWM 

harmonics ∑ 𝑑𝑝𝑤𝑚
ℎ𝑛

ℎ=2  occurs around the switching frequency and its multiples that 

corresponds to generation of the high order harmonics [10]. However, practical 

applications show that the PWM harmonics contributes to low order harmonic 

distortions due to dead-time and non-linear ON-OFF switching [10], [11]. Equation (6.4) 

indicates that variation 𝑣̃𝑝𝑣 will introduce harmonics in the inverter output voltage and 

it mainly contains even harmonics at the double of the grid frequency 2𝜔0 shown in 
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(6.3). The term 𝑑𝑝𝑤𝑚
1 𝑣̃𝑝𝑣 in (6.4) implies that odd current harmonics injection is 

inevitable in single-phase PV inverter systems with the frequency of (2𝑘 + 1)𝜔0, 𝑘 =

1,2,3, … [9]. The second order harmonic on the DC side will be converted as a third-

order harmonic on the grid side that is the primary problem for the single-phase PV 

inverter systems. The main purpose of this study is to eliminate the 3rd order harmonics 

in grid side that stems from 2nd order harmonic component in PV side caused by the Dc-

link voltage variations due to MPPT.  

According to the IEEE Std 519-1992, total harmonic distortion (THD) shall be less than 

5% of the current at the fundamental frequency at rated power output of the inverter and 

the distortion limits of the individual harmonics shall be less than 4%, 2%, 1.5%,0.6% 

and 0.3% for 3rd to 9th , 11th to 15th ,17th to 21st, 23rd to 33rd and the odd harmonics above 

33rd, respectively [12]. Achieving of this objective presents some considerable 

challenges in practice. Evaluating the performance of the single-phase GCI controller 

systems that is supplied with PV array DC under varying environmental conditions with 

the use of real PV panels in series or parallel according to the needs is practically 

impossible due to the lack of control over the irradiance and temperature and the 

requirement of large area, hence the use of PVEs has become compulsory [13], [14], 

[15]. A wide range of research papers have discussed the various controllers thoroughly 

by using conventional or advanced design techniques for the single-phase GCI systems 

[16], [17], [18], [19], [20], [21], [22].  

The number of algorithms developed to extract the disturbing current and inject solely 

the smooth current to the grid has been proposed in literature. Among these the 

synchronous reference frame (SRF) and the instantaneous reactive power  (IRP) 

theories are the most addressed applications in literature [23], [24]. The issue with 

applying these theories to single phase PV systems is that there is only one phase 

variable, which requires the creation of an additional virtual orthogonal variable that 

operates with a 90-degree phase shift at the fundamental frequency [25]. In addition to 

those common theories, another proposed technique for the current control and the 

compensation of the selected harmonics is the adaptive control which contains several 

algorithms within itself such as the Least Mean Square (LMS) [26], the Decorrelation 

Normalized Least Mean Square (DNLMS) [27] and the Fractional Normalized Least 

Mean Square (FNLMS) [28]. Even though the adaptive control method has higher 
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efficiency, its concept remains a challenge in terms of complexity and requirement of 

large number of calculations. 

Alternatively, the Hysteresis Controller that is simple to implement and has fast response 

time with a drawback of generating variable switching frequency [29], [30], the 

Predictive Controller that tracks a reference signal with zero steady-state error with the 

drawbacks of its dependency on the accuracy of the system model to generate the 

reference current prediction precisely [31], [32], the Proportional-Integral (PI) 

Controller that is very simple and has the ease of implementation with drawbacks of 

inadequacy in tracking a sinusoidal reference signal with a zero steady-state error and 

having a poor disturbance rejection capability [30]. The Proportional-Resonant (PR) 

Controller proposes a solution to current control and harmonic mitigation problems 

associated with the aforementioned control techniques for the single-phase GCI systems 

[17], [19].  

In this chapter a novel PR controller is designed by using notch filter dynamics based 

symmetrical pole placement method. The proposed PR controller design technique 

offers an alternative with its unprecedented approach. It delivers an outstanding 

performance in current control and harmonic mitigation for the single-phase PV inverter 

systems. It consists of a resonant path and an external proportional gain. The external 

proportional gain stands for a regulator for varying system parameters such as inverter 

input voltage (𝑉𝑑𝑐) and filtering inductor (𝐿𝑖𝑛𝑣) shown in Figure 6.1 and can be altered 

easily for different applications. The resonant path has unity proportional gain and 

adjustable integral gain. These parameters are independent of 𝑉𝑑𝑐 and 𝐿𝑖𝑛𝑣 that means 

the proposed PR controller establishes more robustness and reduction in the 

computational complexity and consequently the proposed PR controller provides cost-

effectiveness and simple implementation.  

6.2 The Proposed PR-P Controller and Harmonic Compensator 

Design 

 

The PR controller has gained its popularity and become widely used current regulator 

for grid-connected single-phase systems [22], [33], [34].The PR controller offers several 

advantages, such as resolving the computational burden and complexity due to removal 

of Park transformations, providing great convenience and simplicity to implement [35].  
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Figure 6.2 shows a circuit diagram of a single-phase PVE supported grid connected 

inverter. A buck DC-DC converter-based PV emulator is employed as the PV source.  

The PV source is connected to the grid using a full bridge DC-AC converter. The MPPT 

algorithm is employed to maintain the voltage at the maximum power point of the PV 

source, which is then input to the PV inverter so that the PV inverter can control the DC 

link voltage following the maximum power point voltage. The inverter also controls the 

inverter output current injection to the grid.  

 

Figure 6.2: PVE based single phase grid-connected inverter system. 

The ideal PR controller transfer function with its parameters proportional gain (𝐾𝑃), 

integral gain (𝐾𝐼) and the resonant frequency (𝜔𝑟) is represented by: 

 𝐺𝑃𝑅(𝑠) = 𝐾𝑃 + 𝐾𝐼
𝑠

𝑠2 +𝜔𝑟
2
 (6.5) 

The ideal PR controller transfer function frequency response attains a phase shift and an 

infinite gain only at the resonant frequency (𝜔𝑟) that sets the steady-state error to zero 

and consequently enables to track sinusoidal reference signal efficiently at any specified 

resonant frequency. However, the ideal PR controller causes stability issues due to the 

infinite gain in applications [25]. Prevention of this problem is achieved with 

implementation of a non-ideal PR controller generated by introducing damping to the 
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ideal transfer function [18],[19]. The non-ideal PR controller transfer function with 

addition of the bandwidth (𝜔𝑐) around the ac resonant frequency (𝜔𝑟) is represented by: 

 𝐺𝑃𝑅(𝑠) = 𝐾𝑃 + 𝐾𝐼
2𝜔𝑐𝑠

𝑠2 + 2𝜔𝑐𝑠 + 𝜔𝑟
2
 (6.6) 

The non-ideal PR controller produces a finite gain at the resonant frequency 𝜔𝑟 but it is 

still large enough to provide a very small steady-state error that is almost zero [19]. The 

single-phase inverter control process is comprised of three parts basically which are DC-

link voltage controller, grid synchronization and current controller. Block diagram of 

the inverter control including all parts is given in Figure 6.3. 

+-

LPF

PI

PLL

+- PR
PWM

Modulation

DC-link Voltage

Controller

Current 

Controller

Grid 

Synchronization
 

Figure 6.3: Block diagram of the inverter control. 

The parameter k is set to adjust the width of the notch, the damping ratio (𝜉) is set to 

adjust the depth of the notch and the natural frequency (𝜔𝑛) is set to adjust the location 

of the notch that refers to resonant frequency for the PR controller. In [36], the value 

of 𝜉 is recommended as 0.001 and the value of k is chosen in the range of 1 to 5 

considering the location of dominant poles for providing sufficient damping and 

preventing high frequency issues [16]. Frequency response of the notch according to 

varying 𝜉 and k is given in Figure 6.4. 



113 
 

 

(a) Frequency response with varying 𝜉. 

 

(b) Frequency response with varying k. 

Figure 6.4: Phase and magnitude response of the proposed notch filter. 

First, the variable (k) will be defined as the ratio of each pole is away from the natural 

frequency. The larger value of k corresponds with a wider notch and can be adjusted 

according to the requirement. An unrealizable transfer function 𝐺(𝑠) that is lightly 

damped (𝜉 = 0.0001) pair of zeros centred at the natural frequency (𝜔𝑛 = 50 𝐻𝑧) that 

corresponds to the resonant frequency of the PR and the parameter k (k=2) for the 

application have been chosen. 

Figure 6.5 shows the frequency response of the unrealizable transfer function that is 

constituted with a greater order of numerator than denominator. There is a gain rising at 

40 dB/decade since there are two unanswered zeros, thus the high frequency signals are 

to pass through altered.  

 

Figure 6.5: Lightly damped unrealizable transfer function. 

Figure 6.6 shows that addition of a pole with a cut-off frequency that is k times larger 

than the natural frequency dragged the high frequency magnitude down by 20 

dB/decade.  
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Figure 6.6: Addition of the first pole to the unrealizable transfer function. 

Figure 6.7 shows that addition of a complementary pole with a cut-off frequency that is 

k times smaller than the natural frequency bended down the high frequency magnitude 

by 20 dB/decade to the zero dB. 

 

Figure 6.7: Addition of the second complementary pole to the unrealizable 

transfer function. 

The transfer function of the proposed PR controller 𝐺𝑃𝑅(𝑠) is the reciprocal of the 

notch filter transfer function 𝐺𝑛𝑜𝑡𝑐ℎ(𝑠) is given as: 

 𝐺𝑃𝑅(𝑠) =
9.87 × 104𝑠2 + 7.752 × 107𝑠 + 9.741 × 109

9.87 × 104𝑠2 + 6201𝑠 + 9.741 × 109
 (6.7) 

The magnitude and phase responses of the designed PR controller is given in Figure 6.8. 

The highest gain of the designed PR controller is 81.7 dB, and it occurs at the resonant 

frequency (𝜔𝑛 = 50 𝐻𝑧). The phase response shows that the phase shift is zero for low 

and high frequencies. 
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Figure 6.8: Magnitude and phase responses of the proposed PR controller. 

Figure 6.8 indicates that for any arbitrary frequency 𝜔0, the gain of the PR controller 

transfer function 𝐺𝑃𝑅(𝑗𝜔0) is at sufficient level without a phase shift for other 

frequencies, hence it can track sinusoidal reference signal without error. 

6.2.1 The PR Controller with Harmonic Compensator 

 

Grid connected inverter systems (GCI) mainly operate as transferring energy from the 

primary DC source such as PV arrays to the grid and hence inject harmonic currents to 

act as an active filter. In this regard, the reference signal is constituted of the sum of the 

fundamental component and some harmonic components (e.g., 3rd, 5th, 7th order 

harmonics). The PR controller assures zero steady-state error for any harmonic 

components at issue by implementing additional resonant paths to the controller. The 

block diagram of the general system with a PR controller that consists of n-resonant 

paths is given in Figure 6.9. 
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Figure 6.9: The proposed PR controller with n-resonant paths. 

General form of the selective harmonic compensator transfer function 𝐺𝐻(𝑠) is 

represented by: 

    𝐺𝐻(𝑠) = ∑
(ℎ𝜔𝑛)

2

𝑠2 + 2𝜉ℎ𝜔𝑛𝑠 + (ℎ𝜔𝑛)2
ℎ=3,5,7,…

×
𝑠 + 𝑘ℎ𝜔𝑛

𝑘ℎ𝜔𝑛
×
𝑠 +

ℎ𝜔𝑛

𝑘
ℎ𝜔𝑛

𝑘

 (6.8) 

In the design of objective resonant paths, the same pole placement notch filter dynamics-

based technique that is previously stated will be implemented. The only changing 

parameters is the resonant frequencies. The resonant frequency for the fundamental 

component is 50 Hz (𝜔𝑛), for the 3rd order harmonic component 150 Hz (3𝜔𝑛)  and for 

the 5th order harmonic component 250 Hz (5𝜔𝑛). The magnitude and phase responses 

of the designed PR controller with the 3rd and the 5th harmonics compensator is given 

in Figure 6.10. 

 

Figure 6.10: Magnitude and phase response of the designed PR controller with 

the 3rd and the 5th harmonic components compensator.  
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6.2.2 Comparative Analysis of the Proposed PR-P Controller 

 

The PR controller consists of the main frame (the resonant path 𝐻𝑅(𝑠)) and fundamental 

parameters (the proportional gain (𝐾𝑃) and the integral gain (𝐾𝐼)) for the single-phase 

grid connected full-bridge inverter. Components of the PR controller are formulized as 

[37]: 

 𝐻𝑅(𝑠) =
𝑘𝑟𝐵𝑟𝑠

𝑠2 + 2𝐵𝑟𝑠 + 𝜔𝑟
2
 (6.9) 

 

 𝐾𝑃 =
(2𝜉 + 1)√(2𝜉 + 1)𝜔𝑟𝐿𝑖𝑛𝑣

𝑉𝑑𝑐
 (6.10) 

 

 𝐾𝐼 =
𝜔𝑟

2𝐿𝑖𝑛𝑣[(2𝜉 + 1)2 − 1]

2𝑉𝑑𝑐
 (6.11) 

 

Equation (6.9), (6.10) and (6.11) consist of various parameters that are resonant gain 

(𝑘𝑟), resonant angular bandwidth (𝐵𝑟), resonant angular frequency (𝜔𝑟), damping ratio 

(𝜉), inverter output filter inductance (𝐿𝑖𝑛𝑣), inverter input voltage (𝑉𝑑𝑐) and constitute 

commonly used non-ideal PR controller transfer function design given in (6.6). In [38], 

it is presented that the most frequently used conventional PR controller poses problems 

in the presence of non-linear load and weak grid condition. In [39] and [40], studies were 

performed by utilizing this formula and it provides consistent results in terms of transient 

response and selective harmonics mitigation but the number of parameters used in the 

design process increases the complexity of the controller. Moreover, dependency on the 

variables such as (𝐿𝑖𝑛𝑣) and (𝑉𝑑𝑐) in the calculations of the 𝐾𝑃 and 𝐾𝐼 decreases the 

robustness of the controller as these variables are likely to change over time or to vary 

during operations. On the contrary, the PR path of the proposed PR-P controller design 

process is independent of these variables. Rearranging the PR path of the controller 

transfer function gives: 

 
𝐺𝑃𝑅(𝑠) = 1 +

(
𝜔𝑛

𝑘
+ 𝑘𝜔𝑛 − 2𝜉𝜔𝑛) 𝑠

𝑠2 + 2𝜉𝜔𝑛𝑠 + 𝜔𝑛
2

 (6.12) 

The proposed controller resonant path has a constant unity proportional gain  𝐾𝑃 and 

addition of each harmonic reduction component increases it 1. 𝐾𝐼 depends only on three 
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parameters that are 𝑘, 𝜔𝑛 and 𝜉. The assessment of the PR path of the proposed 

controller indicated that using 𝐺𝑃𝑅(𝑠) obtained in (6.12) meets the IEEE Std 519-1992 

standards with a sufficiently good transient response. Addition of scheduled proportional 

gain (𝐾𝑃(𝑒𝑥)) determined by loop shaping method to the resonant path PR considering 

system uncertainties, weak grid condition, non-linear loads and grid fault has resolved 

the problems associated with the use of conventional PR controller. In this regard, the 

proposed PR-P controller can be considered as a system consisting of unity proportional 

gain resonant path 𝐺𝑃𝑅(𝑠) and controllable variable 𝐾𝑃(𝑒𝑥) given in Figure 6.11(a). The 

overall current control and selective harmonic mitigation scheme for GCI systems is 

given in Figure 6.11(b). 
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(b) The proposed PR-P controller and harmonic compensator 

Figure 6.11: The proposed PR-P controller with 3rd and 5th order harmonic 

components compensator. 
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6.2.3 Tuning the Scheduled Gain of the Proposed Controller 

 

Large signal average model of the full-bridge inverter given as: 

 𝐿
𝑑〈𝑖̂𝑖𝑛𝑣〉

𝑑𝑡
= (2𝑑 − 1)𝑉𝑑𝑐 − 𝑣𝑎𝑐  (6.13) 

where L, 〈𝑖̂𝑖𝑛𝑣〉, d, 𝑉𝑑𝑐 and 𝑣𝑎𝑐 are the inductance of the inverter filter, duty cycle of 

the inverter PWM signal, input voltage of the inverter and grid voltage, respectively. 

Assuming that there is no small signal variation in 𝑣𝑎𝑐 as the control input is the duty 

cycle, linearization of (6.13) gives: 

 𝐿
𝑑𝑖̂𝑖𝑛𝑣
𝑑𝑡

= 2𝑉𝑑𝑐𝑑̂ (6.14) 

Laplace transform of (6.14) gives small-signal transfer function of the inverter as: 

 

𝑠𝐿𝑖̂𝑖𝑛𝑣 = 2𝑉𝑑𝑐𝑑̂ 

𝐺𝑖𝑛𝑣(𝑠) =
𝑖̂𝑖𝑛𝑣

𝑑̂
=
2𝑉𝑑𝑐
𝐿𝑠

 
(6.15) 

The power inverter input voltage is 400 V, and it is connected to the grid via L filter 

whose inductance is 1 mH. Accordingly, substituting these values in (6.15) yields: 

 𝐺𝑖𝑛𝑣(𝑠) =
𝑖̂𝑖𝑛𝑣

𝑑̂
=

800

0.001𝑠
 (6.16) 

Magnitude and phase response of the loop transfer function that is 𝐺𝑃𝑅𝑃(𝑠) times 

𝐺𝑖𝑛𝑣(𝑠) with varying 𝐾𝑃(𝑒𝑥) is given in Figure 6.12. 

 

Figure 6.12: Magnitude and phase responses of the loop transfer function with 

varying 𝐾𝑃(𝑒𝑥). 
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The look-up table breakout points correspond to closed-loop current feedback error 

and the outputs are retrieved from a given set of breakout points (input values) as 

scheduling variables for the constant 𝐾𝑃(𝑒𝑥) whose value is determined as 100 

according to the loop transfer function magnitude and phase response given in Figure 

6.13. 

 

Figure 6.13: Dynamics of the look-up table. 

The look-up table method is based on linear interpolation between two consecutive 

elements of the table if the error signal does not match a breakout point and extrapolation 

if the error is not falling within the range of breakout values. Average current mode 

control loop of the inverter assumed that pulse width modulator (PWM) gains 4 V, 

sensing resistor RF 1 Ω with all harmonics injecting is given in Figure 6.14. 
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Figure 6.14: Inverter average current mode compensator design loop. 

Inverter average current control feedback system outputs for implementation of 

different controllers are given in Figure 6.15. While most frequently used PI and 
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conventional PR control techniques perform poorly in the presence of harmonics, the 

proposed PR-P controller follows its reference with negligible steady-state error. 

 

Figure 6.15: Reference tracking performance of the various controllers in the 

presence of harmonics. 

6.3 PVE and MPPT Algorithm 

 

The current-voltage (I-V) and the power-voltage (P-V) characteristics curves of the PV 

cells are heavily dependent on changing environmental conditions such as irradiance 

and temperature [41]. In accordance with the efficiency-based aforesaid objectives in 

the introduction, maintaining the characteristic curves at a specific point that is known 

as the maximum power point (MPP) is required [42]. In this regard, maximum power 

point tracking (MPPT) concepts are employed at PV array in practice to harvest the 

maximum power from the PV module or array under various irradiance and temperature 

conditions [43].  

Tracking performance of the MPPT algorithms has great importance, hence it has been 

the main subject of many studies and different methods are developed in consequence 

[44], [45], [46] . Development and improvement of MPPT techniques with the real PV 

panels posed some challenges such as being inability to control the environmental 

factors, requirement of wide space and cost [13], [47]. At this point, photovoltaic 

emulators (PVE) have become the essential part of the PV applications in terms of 
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development of the MPPT algorithms [48]. The working principle of the PVE is based 

on generating the explicit dynamics of the I-V and P-V characteristics curves of the real 

PV panel at issue [14], [49].  

It is worth noting that whilst the objective PVE delivers a good performance by itself, it 

may exhibit undesirable behaviours as a result of interfacing with some switch mode 

power supplies that constitute the indispensable of the PV power generation and 

delivering systems or it may not reflect the same PV characteristics through the variance 

of the irradiance and the temperature [50], [51], [52]. Referring to the previous works 

taking part in literature, many different PVE modelling and simulations have been 

conducted and these PVEs have designed with pure resistive load and their I-V and P-V 

curves compared with the real PV panel or they are integrated with a Boost Converter 

for the MPPT applications [13], [15], [50], [51], [53]. 

6.3.1 Design Procedure of the PVE 

 

This chapter proposed scrutinization of buck converter based PVE single phase grid-

connected H-bridge inverter system with a maximum power point tracking (MPPT), a 

proportional-resonant-proportional controller (PR-P) for the purpose of the current 

control as well as 3rd and 5th order harmonics mitigation with the aid of multiple 

domains of MATLAB and Simulink. The emulated PV module is 1Soltech 1STH-215-

P with parameter given in Table 6.1. 

                  Table 6.1: The emulated PV module (1Soltech 1STH-215-P)  

      Parameters. 

Parameter Value 

Maximum Power (W) 231.15 

Open Circuit Voltage 𝑉𝑂𝐶  (V) 36.3 

Voltage at Maximum Power Point 𝑉𝑀𝑃𝑃  (V) 29 

Temperature Coefficient of 𝑉𝑂𝐶  (%/𝑑𝑒𝑔. 𝐶) -0.36099 

Cells per Module (Ncell) 60 

Short-circuit Current 𝐼𝑆𝐶  (A) 7.84 

Current at Maximum Power Point 𝐼𝑀𝑃𝑃 (A) 7.35 

Temperature Coefficient of 𝐼𝑆𝐶  (%/𝑑𝑒𝑔. 𝐶) 0.102 
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The proposed buck converter based PVE, and its control structure block diagram is given 

in Figure 6.16.  
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Figure 6.16: The proposed buck converter based PVE and control structure. 

The module takes an input voltage (Vdc) of 48 volts and converts it into an output voltage 

of 36.3 volts. The switching frequency is 10 kHz. The minimum load resistance 𝑅𝑚𝑖𝑛 is 

4.6301 ohm (corresponds to the maximum load condition). In the continuous conduction 

mode (CCM) operation of the PVE, the maximum ripple allowed in the inductor is 20% 

of the average inductor current and the maximum load. The maximum ripple in the 

capacitor is plus and minus 2% of the average output voltage.  

The output voltage (Vout) of the PVE corresponding to the inverter input voltage is 

determined as 400 V in this application, thus the PVE is considered as the series 

connection of 14 PV modules that results in approximately 3 kW power generation. 

6.3.2 Calculations of the Values of PV Emulator Components 

 

The steady state duty cycle of the plant is represented by: 

 𝐷 =
𝑉𝑜𝑢𝑡
𝑉𝑖𝑛

 (6.17) 

The maximum average inductor current is represented by: 

 𝐼𝐿,𝑎𝑣𝑔,𝑚𝑎𝑥 =
𝑉𝑜𝑢𝑡
𝑅𝑚𝑖𝑛

 (6.18) 
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The maximum average inductor ripple current is the 20% of the average current that is 

represented by: 

 ∆𝐼𝐿 = 0.2𝐼𝐿,𝑎𝑣𝑔,𝑚𝑎𝑥 (6.19) 

Inductance value 𝐿 of the inductor is represented by: 

 𝐿 =
𝑉𝑖𝑛(1 − 𝐷)𝐷

𝑓𝑠𝑤∆𝐼𝐿
 (6.20) 

Capacitor  ∆𝑉𝐶 or output voltage ripple ∆𝑉𝑜𝑢𝑡 is the ±2% of the average output voltage 

is represented by: 

 ∆𝑉𝐶 = ∆𝑉𝑜𝑢𝑡 = 0.04𝑉𝑜𝑢𝑡 (6.21) 

Capacitance value 𝐶 of the capacitor is represented by: 

 𝐶 =
𝑉𝑖𝑛(1 − 𝐷)𝐷

8𝐿𝑓𝑠𝑤
2∆𝑉𝐶

 (6.22) 

The calculated values of the PV emulator parameters and components are given in Table 

6.2. 

                     Table 6.2: Proposed PVE parameters and components calculated  

                     values. 

Parameters and Components Value 

Steady-state Duty Cycle  0.7563 

Maximum Average Inductor Current (A) 7.84 

Maximum Average Inductor Current Ripple (A) 1.568 

Inductor Value (mH) 0.5642 

Output Voltage Ripple (V) 1.452 

Capacitor Value (µF) 13.4989 

 

6.3.3 Proportional-Integral (PI) Controller Design for the PVE 

 

Analysis of the plant for predicting its response and observing its behaviours in both the 

time and frequency domains requires obtaining its mathematical model properly. In this 

regard, control systems are designed and implemented to improve important dynamic 
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properties of the plant such as stability, response time, steady-state error, oscillations 

that constitute the transient and the steady-state responses of the system. 

Transfer function of the intended buck converter based PVE in terms of duty ratio (d(s)) 

to inductor current (iL(s))is derived by using a dynamic (AC small signal) state-space 

averaging technique is given by: 

 𝐺𝑃𝑉𝐸(𝑠) =
𝑖𝐿(𝑠)

𝑑(𝑠)
=
𝑉𝑖𝑛
𝐿
.

𝑠 +
1

𝑅𝐿𝑜𝑎𝑑𝐶

𝑠2 +
𝑠

𝑅𝐿𝑜𝑎𝑑𝐶
+

1
𝐿𝐶

 (6.23) 

 

 𝐺𝑃𝑉𝐸(𝑠) = (8.5063 × 104).
𝑠 + 1.6 × 104

𝑠2 + 1600𝑠 + 1.3128 × 108
 (6.24) 

 

The Proportional-Integral (PI) feedback compensator structure is a controller that is 

widely used due to the properties of being simple to implement, easily comprehensible, 

very understandable and its effectiveness. The unity feedback structure of the proposed 

PVE system is given in Figure 6.17: 
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Figure 6.17: The unity feedback control structure of the proposed PVE. 

The closed-loop transfer function of inductor current to the duty ratio for the unity-

feedback system with a proportional-integral control is the following: 

 

𝐺𝐶𝐿(𝑠) =
𝑉𝑖𝑛𝐾𝑝

𝐿
[𝑠2 + 𝑠 (

1

𝐶𝑅𝐿𝑜𝑎𝑑
+
𝐾𝑖
𝐾𝑝
) +

𝐾𝑖
𝐾𝑝𝐶𝑅𝐿𝑜𝑎𝑑

] 

÷ [𝑠3 + 𝑠2 (
1

𝐶𝑅𝐿𝑜𝑎𝑑
+
𝐾𝑝𝑉𝑖𝑛

𝐿
) 

+𝑠 (
1

𝐶𝐿
+

𝐾𝑝𝑉𝑖𝑛

𝐶𝐿𝑅𝐿𝑜𝑎𝑑
+
𝐾𝑖𝑉𝑖𝑛
𝐿

) + 𝐾𝑖𝑉𝑖𝑛] 

 

(6.25) 
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Considering the stability criteria of a switch mode power supply (SMPS) which are the 

crossover (cut-off or break) frequency between the range of 1/10th to 1/8th of the 

switching frequency, the phase margin larger than 45 degrees, the gain margin larger 

than 10 dB and the slope of the gain curve at the crossover frequency is about -20 

dB/decade, Kp and Ki values are calculated as 0.21 and 709, respectively. Emulated PV 

module (1Soltech 1STH-215-P) and the proposed PV emulator controlled by the 

designed PI controller current waveforms for varying irradiance of 1000 W/m2, 800 

W/m2, 600 W/m2 and 250 W/m2 (severe shading pattern) that correspond to 7.84 A, 

6.272 A, 4.704 A and 1.844 A, respectively are given in Figure 6.18. 

 

Figure 6.18: The emulated PV module and designed PVE currents. 

 

6.3.4 Perturb and Observe (P&O) MPPT Algorithm 

 

The P&O MPPT technique is one of the most basic and commonly used algorithms in 

PV systems. Implementation of the algorithm depends on the trial-and-error method in 

pursuit of maximum power point (MPP) and tracking it [41]. The method is required to 

measure only the PV array’s current and voltage to calculate the power and perturbing 

the duty cycle based on the comparison of the initial and present values of the power and 

voltage until reaching the MPP occurring at MPP voltage (VMPP) [54]. The use of 

current and voltage sensors only causes relatively big reduction in the operational cost. 

Moreover, its convenience and compatibility with the grid-tied converter systems due to 

effective regulation of the output voltage and dynamic performance in terms of fast 

response time is considered as the notable feature of the algorithm [46], [50]. The 
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flowchart of the algorithm and accordingly its execution on the power-voltage (P-V) 

characteristics curve of the PV module is explained in Chapter 4.  

The parameters of the developed algorithm are 400 V initial value of the voltage 

reference that corresponds VMPP and the input voltage of the inverter, 410 V upper 

limit and 390 V lower limit. Increment value used to increase or to decrease the voltage 

is 0.003 V. 

6.4 Simulation Results and Discussions 

 

This chapter proposed a novel approach to design a PR-P controller that is based on 

changing notch filter dynamics by implementing of two symmetrical poles to both sides 

of the resonant frequency at which the control is aimed and taking the reciprocal of the 

derived transfer function. In addition to this, the performance of the PR-P controller is 

validated under real-like developed switch mode power supply (SMPS) PVE sourced 

single-phase GCI system.  

The simulation of the PVE supported single phase grid connected inverter with the 

proposed PR-P controller was performed in MATLAB/Simulink by assuming inverter 

switching frequency is 6 kHz, peak value of the grid voltage is 340 V, and the frequency 

is 50 Hz. Figure 6.19 shows the current output of the PVE under varying irradiance. The 

PI controller for the PVE reveals good performance in terms of transient response and 

tracking the emulated PV module current given in Table 6.1. The system reaches steady 

state in less than 1 millisecond in line with the reference current. 

 

Figure 6.19: The PVE current for varying irradiance.  
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Figure 6.20 shows the voltage output of the PVE under varying irradiance. The designed 

P&O MPPT algorithm performs well and tracks the reference voltage of 400 V 

effectually if there is not big variation in the irradiance. The reason for the poor transient 

response for the abrupt and significant shift in the irradiance occurred at the very 

beginning when the irradiance changed from 0 to 1000 W/m2 and from 600 W/m2 to 

1000 W/m2 at 1.2nd second is due to the fixed step size of ∆𝑉 = 0.003 V. 

 

Figure 6.20: The PVE voltage for varying irradiance. 

Figure 6.21 presents the inverter output current and reference current behaviours in both 

stages of stepping from a null current to a sinusoidal waveform and transient response 

after the sinusoidal waveform.  

 

Figure 6.21: Reference and inverter output currents. 

The proposed PR-P controller functions properly and makes the inverter current follows 

the reference current with negligible steady-state error and consequently maintains the 
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grid voltage and current in phase as shown in Figure 6.22. The transient period takes 

approximately 0.06 second with insignificant oscillation in the inverter current that 

denotes the rapid response of the controller. 

 

Figure 6.22: Grid current and scaled grid voltage. 

Power generation for varying irradiance and its deliver through an inverter in terms of 

active and reactive powers are giving in Figure 6.23. The power generation, conditioning 

and its deliver to the grid process is accomplished efficiently with zero reactive power. 

The transient regime stems from the output voltage waveform of the PVE as indicated 

in Figure 6.20. 

 

Figure 6.23: Generated power with delivered and reactive powers. 

Table 6.3 presents total harmonic distortion (THD) of the grid current for varying 

frequencies for the cases of implementing unscheduled PR-P controller itself, PR-P 

controller with 3rd order harmonic compensator and PR-P controller with both 3rd and 

5th order harmonic compensator assuming that 𝐾𝑃(𝑒𝑥) is zero.  
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Table 6.3: Implementing of the unscheduled PR-P controller with harmonic 

compensator. 

Magnitude of 

Harmonic Distortion 

(% of Fundamental) 

PR-P controller without scheduled proportional gain Kp(ex) 

Without 

harmonic 

compensator 

Implementing 3rd 

order harmonic 

compensator 

Implementing 3rd and 

5th order harmonic 

compensators 

THD 4.68 4.65 4.64 

3rd order harmonic 

component 
0.4149 0.0008684 0.001779 

5th  order harmonic 

component 
0.1519 0.06788 0.0005461 

7th order harmonic 

component 
0.02581 0.03124 0.04333 

9th order harmonic 

component 
0.137 0.07815 0.04409 

11th order harmonic 

compoennt 
0.02715 0.08445 0.03253 

In Table 6.4, the PR-P controller and 3rd and 5th order harmonics compensators are 

implemented with 𝐾𝑃(𝑒𝑥) value of 20 by considering variation in the inverter output 

inductor values. 

Table 6.4: Constant proportional gain (𝐾𝑃(𝑒𝑥) = 20) PR-P controller with 3rd and   

5th order harmonics compensator with varying inverter output inductor values. 

Magnitude of Harmonic 

Distortion  

(% of Fundamental)  

PR-P controller with constant proportional gain Kp(ex) =20  

with 3rd and 5th order harmonic compensators 

Linv= 1 mH Linv= 3 mH Linv= 5 mH 

THD 1.90 1.79 1.64 

3rd order harmonic component 0.001909 0.00176 0.002072 

5th  order harmonic component 0.001138 0.001344 0.001361 

7th order harmonic component 0.2354 0.268 0.1677 

9th order harmonic component 0.2003 0.1931 0.1202 

11th order harmonic compoennt 0.1488 0.1232 0.07186 

The same application is carried out with a constant inductance and varying 𝐾𝑃(𝑒𝑥) values 

in Table 6.5. The results shows that the performance of the proposed control scheme is 

satisfactory and in compliance with the IEEE Std 519-1992. 
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Table 6.5: Constant inverter output filtering inductance (L=3 mH) with varying 

𝐾𝑃(𝑒𝑥) values PR-P controller with 3rd and 5th order harmonics compensator. 

Magnitude of Harmonic 

Distortion (% of Fundamental)  

PR-P controller with scheduled proportional gain Kp(ex) + 

3rd and 5th order harmonic compansators 

Constant Inverter Filtering Inductance Linv= 3 mH 

Kp(ex)= 0 Kp(ex)= 10 Kp(ex)= 20 

THD 4.64 0.49 0.49 

3rd order harmonic component 0.00389 0.04725 0.04776 

5th  order harmonic component 0.001712 0.03015 0.03001 

7th order harmonic component 0.04379 0.02842 0.02831 

9th order harmonic component 0.04727 0.008881 0.008885 

11th order harmonic compoennt 0.03033 0.0004584 0.00172 

The main drawbacks of the PI controller in single phase GCI systems are insufficiency 

in removing the steady-state error in stationary reference frame shown in Figure 6.24 

and being incapable of selective harmonics mitigation.  

 

Figure 6.24: The PR-P and PI controlled grid currents with scaled grid voltage. 

Closed loop errors of PR and PI controllers are presented in Figure 6.25, The 3rd order 

harmonic component is eliminated within a quarter second with the proposed PR 

controller. However, the use of PI controller results in a constant error regarding the 3rd 

order harmonic component in the grid current. The PR controller is more efficient in 

terms of harmonic compensation and removing the steady-state error. 
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Figure 6.25: Closed-loop error in terms of 3rd order harmonics. 

Performance validation of the proposed PR-P controller involves checking its efficiency 

compared with PI controller in the presence of severe shading pattern, non-linear load 

and weak grid that constitute the main concerns in grid connected applications. The 

general structure of the overall system given in Figure 6.26. 
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Figure 6.26: Single-phase PVE sourced grid-connected inverter system in the 

presence of non-linear load and weak grid. 

Parameters of the buck converter based PVE sourced single phase grid connected 

inverter system is given in Table 6.6. 

                              Table 6.6: The simulated system parameters. 

Parameter Value 

Grid phase voltage (rms) Vgrid=240V 

Grid frequency f=50Hz 

Inverter filtering inductance Linv=3mH 

Average DC-bus voltage Vdc=400V 

DC-bus capacitor CDC=3000µF 

Inverter switching frequency fsw=6kHz 
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Single phase transmission line with lumped parameters is given in Table 6.7. 

                                 Table 6.7: Transmission line parameters. 

Transmission Line 

Parameters  
Value 

Resistance per unit length 
0.2568 

Ohms/km 

Inductance per unit length 2 mH/km 

Capacitance per unit length 8.6 nF/km 

Line lenght 10 km 

Figure 6.27 shows that PI current control of the PVE sourced single phase grid-tied 

inverter resulted in deterioration and distortion of the current while proposed PR-P 

controller gives better results in the presence of non-linear load and weak grid. 

 

Figure 6.27: The PR-P and PI controlled grid currents. 

Figure 6.28 indicates that closed-loop error in terms of the 3rd order harmonic component 

is mitigated by the proposed PR-P controller effectively while PI controller is inefficient 

of selective harmonic compensation. Additionally, the proposed PR-P controller 

responds swiftly to sudden large irradiance change with less oscillation compared to PI 

controller. 
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Figure 6.28: 3rd order harmonic component closed-loop error. 

Table 6.8 shows low order harmonic distortions of grid current and voltage waveforms 

for PI and proposed PR-P controller in the presence of non-linear load and weak grid. 

The THD value of grid current is 6.59 % with PI controller; however, the THD value of 

the grid current 1.88 % with the proposed PR-P controller. The THD value of the grid 

current is reduced 79.81% with the use of proposed PR-P controller. The results verify 

the effectiveness of the proposed PR-P control method in attenuation of the disturbing 

current in the presence of non-linear load and weak grid condition. 

Table 6.8: Comparison of harmonic distortions for the PR-P and PI controllers   

in the presence of non-linear load and weak grid. 

Magnitude of 

Harmonic Distortion 

(% of Fundamental)  

Harmonic Distortion in the Presence of Non-linear Load 

and Weak Grid 

PI Controller  PR-P Controller 

Grid 

 Voltage  

(V) 

Grid 

Current  

(A) 

Grid 

 Voltage  

(V) 

Grid  

Current 

(A) 

THD 9.22 6.59 3.52 1.88 

3rd order harmonic 

component 
0.6419 1.054 0.2416 0.2843 

5th  order harmonic 

component 
1.442 1.655 0.4919 0.5301 

7th order harmonic 

component 
3.023 3.227 0.7997 0.7814 

9th order harmonic 

component 
3.211 3.331 1.046 1.015 

11th order harmonic 

compoennt 
2.444 2.519 0.9266 0.9263 
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6.4.1 Sensitivity Analysis and Robustness of the Proposed System 

 

Sensitivity analysis is indispensable part of modern control system theory and design 

applications. It is crucial to choose controller parameters in such a manner that the 

closed-loop system assures design requirements even though variations in process 

dynamics occur during operation. A full-bridge inverter is fed by a buck converter-based 

PV emulator whose output voltage is kept constant at 400 V with P&O MPPT method 

that is the nominal average DC-bus voltage 𝑉𝑑𝑐 for the inverter and the inverter filtering 

inductance 𝐿𝑖𝑛𝑣 is determined as 1 mH. Variations in these parameters are bound to 

happen due to environmental and process-based factors. Closed-loop transfer function 

of the proposed PR-P controller inverter system in the s-domain using unity negative 

feedback can be rewritten replacing the  2𝑉𝑑𝑐 and 𝐿𝑖𝑛𝑣 in the small-signal transfer 

function of the inverter obtained in (6.15) with 𝛼 and 𝛽, respectively, as: 

 

𝑇(𝑠) =
𝑁(𝑠)

𝐷(𝑠)
=

(𝐺𝑃𝑅(𝑠)+𝐾𝑃(𝑒𝑥) )𝐺𝑖𝑛𝑣(𝑠)

1 + (𝐺𝑃𝑅(𝑠) + 𝐾𝑃(𝑒𝑥) )𝐺𝑖𝑛𝑣(𝑠)
 

=
(1 +

(
𝜔𝑛

𝑘
+ 𝑘𝜔𝑛 − 2𝜉𝜔𝑛) 𝑠

𝑠2 + 2𝜉𝜔𝑛𝑠 + 𝜔𝑛
2 + 𝐾𝑃(𝑒𝑥) )

𝛼
𝛽𝑠

1 + (1 +
(
𝜔𝑛

𝑘
+ 𝑘𝜔𝑛 − 2𝜉𝜔𝑛) 𝑠

𝑠2 + 2𝜉𝜔𝑛𝑠 + 𝜔𝑛
2 + 𝐾𝑃(𝑒𝑥) )

𝛼
𝛽𝑠

 

(6.15) 

 

Sensitivity of the closed-loop transfer function due to 𝛼 (2𝑉𝑑𝑐) which is the numerator 

of the inverter transfer function 𝐺𝑖𝑛𝑣(𝑠) is derived as: 

 𝑆𝛼
𝑇(𝑠) =

𝛼

𝑇(𝑠)

𝜕𝑇(𝑠)

𝜕𝛼
|
𝛼=800

 (6.16) 

 

Substituting (6.15) into (6.16) yields: 

 𝑆𝛼
𝑇(𝑠) =

𝛼

𝑁(𝑠)

𝜕𝑁(𝑠)

𝜕𝛼
−

𝛼

𝐷(𝑠)

𝜕𝐷(𝑠)

𝜕𝛼
|
𝛼=800
𝛽=0.001

 (6.17) 

 

Sensitivity of the closed-loop transfer function due to 𝛽 (Linv) that is the denominator 

of the inverter transfer function 𝐺𝑖𝑛𝑣(𝑠) is derived as: 
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 𝑆𝛽
𝑇(𝑠) =

𝛽

𝑇(𝑠)

𝜕𝑇(𝑠)

𝜕𝛽
|
𝛽=0.001

 (6.18) 

            
Again, substituting (6.15) into (6.18) yields: 

         

 𝑆𝛽
𝑇(𝑠) =

𝛽

𝑁(𝑠)

𝜕𝑁(𝑠)

𝜕𝛽
−

𝛽

𝐷(𝑠)

𝜕𝐷(𝑠)

𝜕𝛽
|
𝛽=0.001
𝛼=800

 (6.19) 

 

The system sensitivity to variations in 𝛼 and 𝛽 in terms of magnitude in dB obtained 

from (6.17) and (6.19) for varying irradiance is plotted in Figure 6.29.  The system is 

more sensitive to the variations in inverter filtering inductance compared to inverter 

input voltage, but both meet the requirement that is having small nominal sensitivity 

peak for low frequencies for better reference tracking and disturbance rejection.  

 

Figure 6.29: System sensitivity to DC-bus voltage and inverter filtering inductance. 

A robust system must be capable of meeting requirements that are ensuring the 

stability of a system and performance measures even in the presence of uncertainties, 

disturbance, and noise. Sensitivity and complementary sensitivity analysis for overall 

system are one of the most important useful concepts for a robust control. Nominal 

sensitivity peak of a system is given as: 

 𝑀𝑠 = max
0≤𝜔≤∞

|𝑆(𝑗𝜔)| = max
0≤𝜔≤∞

|
1

1 + 𝐺(𝑗𝜔)𝐶(𝑗𝜔)
| (6.20) 
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where 𝐺(𝑠) and C(s) denote the plant and controller’s transfer functions in s-domain 

for a unity negative feedback control system. Sensitivity and complementary 

sensitivity functions always and at all frequencies equals 1 for single-input and single-

output systems. Accordingly, nominal complementary sensitivity peak of a system is 

given as: 

 𝑀𝑐𝑠 = max
0≤𝜔≤∞

|𝑆(𝑗𝜔)| = max
0≤𝜔≤∞

|
𝐺(𝑗𝜔)𝐶(𝑗𝜔)

1 + 𝐺(𝑗𝜔)𝐶(𝑗𝜔)
| (6.21) 

The 𝑀𝑠 is closely associated with the robustness of a system as it represents the inverse 

of the shortest distance from the Nyquist Curve of the loop-transfer function to the 

critical point -1. The further the loop-transfer function from the critical point in the 

complex plane the more robust the system is and the more it can handle unmodeled 

dynamics in the plant. Figure 6.30 indicates the 𝑀𝑠 and 𝑀𝑐𝑠 values of the proposed 

PR-P current controlled inverter in dB.  

 

Figure 6.30: Robustness analysis of the system in terms of sensitivity and 

complementary sensitivity functions.  

In addition to have small 𝑀𝑠 in low frequencies and small 𝑀𝑐𝑠 for high frequencies, the 

peaks at the crossover point of these quantities are not desirable. For satisfactory 

control systems, the peak value of 𝑀𝑠 must be in the range of 1.2-2 and the peak value 
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of 𝑀𝑐𝑠 must be in the range of 1-1.5. Regarding this, the proposed system demonstrates 

very smooth roll-off at the crossover point of the curves. 

6.5 Summary 

 

This chapter has presented an alternative unprecedented design process for a 

Proportional-Resonant (PR) controller with a selective harmonic components (3rd and 

5th order) compensator for Photovoltaic Emulator (PVE) supported single phase Grid 

Connected Inverter (GCI) systems. The design procedure of the proposed controller 

unity proportional resonant (PR) path is conducted based on notch filter dynamics 

regulated by symmetrical pole placement methods. Addition of scheduled proportional 

gain designed by loop shaping method to the resonant path increased the performance 

of the controller in terms of robustness, achieving better results in the presence of non-

linear load and weak grid. The performance of the proposed controller and harmonic 

compensator is validated employing a PVE consisting of a DC-DC Buck converter, a 

Maximum Power Point Tracking (MPPT) algorithm and a full-bridge GCI designed 

using MATLAB/Simulink platforms. Frequency and time domain analysis of the system 

elements showed satisfactory behaviours of transient and steady-state responses with a 

high bandwidth which enables them to function with a mutual adaptation to each other. 

A comparative analysis with different PR controller design techniques used in various 

papers is performed and resulted in confirming that the proposed technique is robust and 

simple to implement. The performance of the Proposed PR-P controller with the 

harmonic compensator is compared with a PI in stationary reference frame and 

conventional PR current controllers in terms of steady-state error and harmonics 

mitigation. The simulation results demonstrated that the proposed PR-P controller with 

harmonic compensator is superior at tracking sinusoidal reference current with zero 

steady-state error and lower total harmonic distortion with eliminated 3rd and 5th order 

harmonics. 
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Chapter 7 

 

Conclusion and Future Work 

 

7.1 Conclusion  

 

In this research design and implementation of control techniques of power electronic 

interfaces for photovoltaic power systems were reviewed and discussed. Cascade PI 

controller-based model reference adaptive control, notch filter dynamics-based PR-P 

controller designed by symmetrical pole placement method, extremum seeking 

adaptive control and perturb & observe (P&O) methods for various applications have 

been presented. 

A DC-DC boost converter is controlled with Cascade PI Controller-Based Robust 

Model Reference Adaptive Control (MRAC). The recommended control technique 

efficiently overcame complexity and challenges by merging parts of a cascade PI 

control loop with MRAC characteristics. The primary goal of combining MRAC with 

the cascade PI-controlled boost converter was to maintain consistent performance in 

the face of uncertainty, changes in plant parameters, and nonlinear dynamics.  

The proposed control method boosted tracking speed by two times while 

simultaneously offering better disturbance rejection, according to the experimental and 

analytical results. 

A variable perturbation size real-time adaptive perturb and observe (P&O) maximum 

power point tracking (MPPT) algorithm based on the Proportional Gain Resonant and 

Gain Scheduled Proportional (PR-P) Controller is presented to overcome the 

limitations of the conventional fixed step size PI controlled P&O MPPT algorithm. 

Furthermore, for the PR-P controller, an alternate design technique based on shifting 

notch filter dynamics with placement of complementary poles around the boost 

converter switching frequency is implemented. The suggested control strategy 
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overcomes the shortcomings of the traditional P&O MPPT method, such as poor 

transient responsiveness and large continuous steady-state oscillations, caused using a 

constant perturbation size. The primary goal of the PR-P controller is to integrate 

inherited properties of the signal produced by the controller's resonant path to update 

the best estimated perturbation (ESC model-free adaptive control technique) for use in 

the P&O algorithm that characterises the overall system learning-based real-time 

adaptive control (RTA). Furthermore, when compared to commonly used soft 

computing intelligent systems and adaptive control schemes, the usage of the PR-P 

controller's internal dynamics overcomes difficulties such as complexity, 

computational burden, implantation cost, and slow tracking performance. Although 

proportional-resonant (PR) controllers are most commonly used in DC/AC 

applications, the results showed that their properties can also be used efficiently in 

DC/DC systems. 

The proposed control technique increased tracking speed by five times, with reduced 

steady-state oscillations at the maximum power point (MPP) and more than 99 percent 

energy extraction efficiency, according to the experimental results and analyses. 

The current control of an interleaved buck converter-based photovoltaic emulator with 

a proportional-resonant-proportional (PR-P) controller has been studied. Verification 

and validation of the designed PR-P controller compared to the PI controller has been 

presented to illustrate the proposed controller scheme efficiency using robust control 

theory by considering the most commonly used controller mappings for SMPS with 

their features, advantages, and limitations. Unlike the traditional gain and phase 

margin analysis of the system, in which the impacts of gain and phase are analysed 

separately for the assessment of its robustness, the study considers the combination of 

gain and phase uncertainty. In order to overcome the main issues in control system 

design, such as complex dynamics, uncertainty, intentional simplicity, stochastic 

events, and process variations, disc margin analysis has been performed in addition to 

the straightforward classical approach (individual gain and phase margins assessment). 

Disc margins are used to test the stability of a closed-loop system against gain or phase 

changes in the open-loop response. The implementation was carried out by adding a 

multiplicative uncertainty factor F to the buck converter-based PVE feedback loop 

with a nominal value of 1. Because the disc margin is a parameter that indicates how 
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much uncertainty the loop can endure before becoming unstable, the system has been 

enhanced with 50% (increase or decrease) open-loop gain and ±45º phase variation by 

changing the values of F. The PR-P controller obtained a 13% gain in robust stability 

margin and a 12º increase in phase toleration, according to the data. Furthermore, the 

proposed controller has demonstrated superior performance in terms of 10 times faster-

converging transient response, zero steady-state error, significant reduction in current 

ripple, and proper functioning with parameter uncertainty (highly robust), which is a 

major concern in the load sharing of multi-phase converters. Furthermore, the 

controller's novel design process decreases computing complexity, improves cost-

effectiveness, and simplifies implementation. The PVE's output voltage and current 

waveforms at various irradiance values accurately follow the I-V characteristics of the 

emulated PV panel. 

An alternative unprecedented design process for a Proportional-Resonant (PR) 

controller with a selective harmonic components (3rd and 5th order) compensator for 

Photovoltaic Emulator (PVE) supported single phase Grid Connected Inverter (GCI) 

systems is presented. The suggested controller's unity proportional resonant (PR) path 

is designed using notch filter dynamics controlled by symmetrical pole placement 

methods. The addition of a planned proportional gain developed using the loop shaping 

method to the resonant path improved the controller's robustness, allowing it to achieve 

better outcomes in the presence of a nonlinear load and a weak grid. 

The system constituents' behaviors were satisfactory when analyzed in the frequency 

and time domains. A comparison of alternative PR controller design strategies utilized 

in other studies is conducted, with the proposed technique proving to be both robust 

and straightforward to apply. In terms of steady-state error and harmonics mitigation, 

the proposed PR-P controller with the harmonic compensator is compared to a PI in 

stationary reference frame and standard PR current controllers. The simulation results 

demonstrated that the proposed PR-P controller with harmonic compensator is better 

at monitoring sinusoidal reference current with zero steady-state error and lower total 

harmonic distortion since 3rd and 5th order harmonics are eliminated. 
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7.2 Future work  
 

• Design and implementation of advanced control techniques comprising a wide 

variety of methods of power electronic interfaces for photovoltaic power 

systems will be studied with a detailed comparative analysis of the proposed 

control schemes presented in this research to illustrate the advantages and 

drawbacks. According to the results, better control systems will be developed 

and implemented. 

 

• The performance of developed control techniques will be evaluated by using 

in a wide range of switch mode power supplies applications in PV systems 

considering other types of converter such as Buck, Boost, Buck-Boost, Split-

pi (Boost-Buck), Ćuk, Sepic, and Charge pump/Switch capacitor. 
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