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Abstract
Automated computer generation of aesthetically pleasing artwork has been the subject of research for several decades. The 
unsolved problem of interest is how to please any audience without requiring too much of their involvement in the process of 
creation. Two-dimensional pictures have received a lot of attention; however, 3D artwork has remained relatively unexplored. 
This paper showcases an extended version of the Axial Generation Process (AGP), a versatile generation algorithm that 
can create both 2D and 3D items within the Concretism art style. The extensions presented here include calculating colour 
values for the artwork, increasing the range of forms that can be created through dynamic sizing of shapes and including 
more primitive shape types, finally, 2D items can be created from multiple viewpoints. Both 2D and 3D items generated 
through the AGP were evaluated against a set of formal aesthetic measures and compared against two established generation 
systems, one based on manipulating pixels/voxels and another tracking the path of particles through 2D and 3D space. This 
initial evaluation shows that the process is capable of generating visually varied items which exhibit a generally diverse range 
of values across the measures used, in both two and three dimensions. Comparatively, against the established generation 
processes, the AGP shows a good balance of performance and ability to create complex and visually varied items.

Keywords  Evolutionary computation · 2D and 3D art generation · Concretism

Introduction

The abstraction of real-world phenomena is a key element 
of art. The level of abstraction depends on many different 
factors, such as the subject of the artwork, the medium the 
artwork uses and the style it is created in. 3D media allows 
more accurate representations of real-world objects to be 
created than 2D media, which often abstracts by flattening 
3D items onto a 2D canvas. The style of a piece of art often 

transcends across both 2D and 3D media and heavily influ-
ences the subject. A style can be thought of as the combi-
nation of aspects that can be used to identify and catego-
rise pieces of art. These categories are used as a method 
of identifying and comparing both artists and their work. 
For paintings and sculptures, these styles are often well-
defined, Van Gogh is known as a Post-Impressionist, Andy 
Warhol for Pop Art, Banksy for Street Art, while Rodin and 
Brâncuşi are known as modernist sculptors. This categorisa-
tion process offers many benefits, such as making compari-
sons between artwork and artists more straightforward, for 
example, comparing Georgette Chen to Vincent Van Gogh 
is easier than to Banksy. Styles can also affect how a piece 
of art is aesthetically judged, placing rules onto the process, 
potentially helping people understand and describe their 
aesthetic preferences.

In art generation systems, the style in which the items 
are created is often not well defined due to the system itself 
being minimally constrained, searching through all possi-
ble permutations of colours on a canvas, meaning any style 
of artwork may be produced. A person’s aesthetic prefer-
ences only represent a minute portion of the items which can 
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potentially be created, the size of the search space compared 
to the region containing an individual’s preferences makes 
finding aesthetically pleasing artwork difficult. Two methods 
exist for navigating to the region containing someone’s pref-
erences: using formalised measures to automatically navi-
gate or asking the person themselves to direct the search. 
Formal measures are often limited in their effectiveness to 
accurately describe the aesthetic appeal of artwork and on 
the other hand, a human user, who despite being instinctively 
more proficient at assessing the aesthetic appeal, hinders 
the search in other ways, such as through user fatigue [41]. 
Another issue is a system’s potential inability to reach cer-
tain areas of the search space, due to the choice of genotype 
representation, or design of genetic operators, effectively 
meaning the system may be unable to locate certain inter-
esting items.

Attempts have been made to address user fatigue by giv-
ing the user more control over the direction of the search 
[16] or allowing the generation of artwork to be shared 
across multiple users [39]; however, these methods also 
have their limitations. The most effective method would 
be to constrain the search space to include only the items 
someone finds aesthetically pleasing, but due to the lack 
of exact formalisms for individual aesthetic preferences or 
even a full definition of which aspects may contribute to an 
aesthetic judgement, this would not be possible. Another 
way the search space can be constrained is to apply a specific 
style, this can make the search for more interesting items 
easier and consequently reduce user fatigue and improve the 
understanding of and ability to measure different aesthetic 
aspects. Examples of systems that have tried this approach 
include generating artwork in the Pop-Art style [8] or within 
the style of Mondrian [15].

This paper extends the versatile Axial Generation Pro-
cess (AGP), first introduced in [17]. This system produces 
artwork within the Concretism style, either abstract images 
in two dimensions or digital sculptures in three dimen-
sions. The process is capable of generating a wide range 
of visually varied artefacts of both types, the base process 
focused solely on the composition of the created items and 
did not involve colour or different shapes to make up the 
items. However, this approach limited how the AGP could 
be assessed, as formal measures relying on colour could not 
be applied. The assessment was instead restricted to using 
only a small number of form-based 3D measures. This left 
several unanswered questions, relating to the ability of the 
AGP to perform well across a wider range of measures as 
well as how the AGP compares to other generation systems 
at producing interesting items. Answering these questions 
required the AGP to be substantially extended to include 
calculating shape and background colour, allowing the con-
tent to be created using additional shapes, allowing these 
shapes to change size dynamically and allowing the content 

to be rendered in two dimensions from multiple viewpoints. 
Through implementing these changes the process is not 
only capable of generating a wider range of visually varied 
items but can also utilise a wider range of formalised meas-
ures to assess the output, allowing the AGP to be directly 
compared against other generation systems. The remainder 
of the paper is organised as follows: “Existing Generation 
Methods” provides a brief overview of existing 2D and 3D 
generation methods, “Choosing a Style” looks into how a 
style was chosen for the system and the benefits of doing so, 
“Axial Generation Process” details how the Axial Genera-
tion Process generates its content, including the extensions 
to the process, “Evaluation of the Axial Generation Process” 
provides an evaluation on how effective the process is at 
generating interesting content based on a variety of measures 
and these results are then compared to two existing systems 
in both 2D and 3D: a particle-based generation system [10, 
16] and a pixel/voxel-based generation system [11, 20, 22, 
24], finally the conclusions are discussed in “Discussion and 
Conclusion”.

Existing Generation Methods

A wide variety of methods have been used for generating 
artwork within Evolutionary Art systems [14, 20, 28, 39, 
44, 46], these different processes can be split across multiple 
categories. For the purpose of this work, the categorisation 
into methods that generate 2D and 3D items is the most 
relevant.

2D Items

Two-dimensional items are widely studied and the genera-
tion of images based on mathematical expressions is the 
most popular approach. These can be represented by lisp-
style expressions [14, 40] or in the form of expression trees 
[10, 20, 24, 25, 31, 46]. The way these expressions are used 
to generate an image takes a variety of forms, the most com-
mon procedure is to use a value generated by the expression 
to set a property of each pixel in an image, such as the lumi-
nosity [21, 25], using multiple expressions to calculate the 
RGB value of a pixel [11, 20, 24] or mapping the value to a 
colour lookup table [14]. Expressions have also been used 
to calculate the position and colour of a line over a series 
of time-steps [10, 16] and to create animated content [31, 
44]. Other underlying data types are routinely used, such as 
Compositional Pattern Producing Networks (CPPNs) [23, 
33, 39, 44]; Context-Free Design Grammars (CFDGs) [46]; 
encoding the parameters to use in another generation process 
[12], using SVG [15], or maintaining a list of shapes to be 
placed on the canvas [9]. Entirely custom representations 
have also been designed to solve particular problems, for 
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example, to efficiently hold the data to create a piece of art 
in the style of Mondrian [8]. In a similar sense the AGP 
generates within a specific style; however, unlike some of the 
existing systems which attempt stylistic generation, the main 
focus of our system is not the style itself but how a style can 
be applied to improve the output. Custom representations 
are also avoided, with the more common representation of 
expression trees being used. In addition to this the system 
primarily works in 3D using this as a basis for generating 
the 2D content.

3D Items

3D item generation does not have the same number of exist-
ing systems; however, there is still a diverse range of repre-
sentations and methods being used. This includes manipulat-
ing the colour and visibility of voxels using CPPNs [22] or 
Context-Free Grammars [2, 29, 36], using Graph Grammars 
to generate a set of points in 3D space [30], using Shape 
Grammars to create 3D items [5, 32, 35] and evolving 
parameters to use within an external generation system [28, 
34]. Other non-direct generation methods have also been 
used, such as by taking 2D content and adding the extra 
dimension [18]. The process presented in this paper works 
in the opposite direction, converting from 3D to 2D allow-
ing the same content to be generated without losing any 
information about the original item.

Choosing a Style

Often the style in which content is generated is an after 
thought for generation systems. As a consequence, the style 
of artwork produced in Evo-art systems is often under-
defined, being placed under the wide ranging banner of 
abstract art. Categorisation of the generated output provides 
numerous advantages when assessing and understanding the 
items being generated. First and foremost the style of a piece 
of art influences how it is judged aesthetically, for example, 
Post-Modern sculpture will use a different set of criteria than 
classical sculpture. Without an understanding of the style 
which is being created, it becomes more difficult to assess 
the content, even by people, who can use a style as a refer-
ence point for whether a piece is aesthetically pleasing or 
not. Abstract art has numerous sub-genres contained within 
it. During the process of creating the system [17], one of 
the sub-styles nicely described the content which was being 
created: Concretism. As defined by Tate: “Concrete art is 
abstract art that is entirely free of any basis in observed real-
ity and that has no symbolic meaning” [42], Concretism was 
introduced in 1930 by Theo van Doesburg who released the 
Manifesto of Concrete Art [45], outlining the vision for Con-
crete art, through six well-defined tenets describing how and 

why Concrete art should be created. Due to the style being 
disinterested in describing natural objects or sentiments, it 
fits nicely with the auto-generated nature of Evo-art systems. 
The similarities continued to grow through further investiga-
tion of the manifesto. The third tenet describes that concrete 
art ”must be entirely built up with purely plastic elements, 
namely, surfaces and colours” [45], this has a striking resem-
blance to the use of basic shapes to generate artwork allow-
ing a connection between Concretism and the AGP to be 
established. The style was then invaluable not just in how the 
generated content could be assessed but it was also used to 
influence the system and how it could be improved and grow.

The remaining tenets also fit well with the constraints 
that the AGP applies to its generation process, albeit with a 
slightly amended understanding of terminology to include 
computational-based generation. The second tenet describes 
two aspects, the first is how the work of art should be con-
ceived entirely in the mind of the artist before being created, 
this is analogous to how an Evo-art system maintains all 
images within the genotype before rendering them into the 
phenotype. The second aspect of tenet two describes how 
the artwork should not be influenced by external sources, for 
example, nature, sentimentality or emotional content. This 
once again fits well with the AGP, and Evo-art systems in 
general, as no external influences are used to create the art-
work, any references to nature, emotions or other concepts 
are most likely accidental.

The fourth tenet describes how the artwork should be 
constructed, through using simple processes. To apply this, 
it needs to be considered outside of its likely original inten-
tion. Within the context of computer generated artwork, 
highly complex items are created from basic shapes, such 
as squares, representing the limitations imposed by graphics 
cards and screens. In this sense, simple construction includes 
primitive shapes, such as spheres, circles, cubes, squares 
and triangles, within this understanding of the tenet, it is 
applicable to Evo-art systems.

The fifth tenet considers how the artwork should be gen-
erated, looking for exact techniques. This tenet is easier to 
apply from a computational perspective as by their nature, 
computers already use mechanical techniques for all tasks. 
Finally, the sixth tenet asks the artwork to aim for clarity, 
this is not always followed by the AGP, due to other con-
siderations about the system including improving the vari-
ety of the content the system can generate, this requires the 
system to generate a wide range of distinct content, which 
includes the more simple artwork the sixth tenet is aiming 
for as well as the more complex. However, by amending 
generation parameters a more strict generation of Concrete 
artwork can be achieved, see Fig. 1.

The understanding and application of these tenets within 
the Evo-art context helps to achieve the aims for this system. 
Applying these constraints leads to a smaller search space to 
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be traversed allowing more interesting artwork to be located 
more easily. It allows a deeper understanding of the content 
being generated and how it may be assessed, potentially mak-
ing describing the aesthetic features an easier process.

Axial Generation Process

The base Axial Generation Process (AGP) creates items by 
combining a specified number of geometric shapes within set 
bounds, three values are used to position the shapes around 
a central axis: the height, the angle and the radius. Figure 2 
shows how these three values are used to represent a precise 
location in 3D space. To calculate these three positions for 
each shape, the base process maintains three expression trees. 
The expression trees used differ slightly from other imple-
mentations, which commonly use position details and instead 
only use two possible values for the leaf nodes, the index of 
the shape being placed and a random value between 0 and 1, 
as the position data for each item is not known until after the 
expression has been evaluated. The base process, shown in 
Algorithm 1, is used to position the shapes for both the 2D 
and 3D items.

Algorithm 1 Base process
1: totalItems ← n
2: heightTree ← Tree
3: angleTree ← Tree
4: radiusTree ← Tree
5: Points[] ← [totalItems]
6: for k ← 1 to totalItems do
7: y ← heightTree.getV alue(k)
8: angle ← angleTree.getV alue(k)
9: radius ← radiusTree.getV alue(k)
10: x ← radius× Sin(angle)
11: z ← radius× Cos(angle)
12: Points[k] ← (x, y, z)
13: end for

Eight parameters are used to control this base process, 
described in Table 1. These include the number of shapes to 
be added, the bounds the items should be placed within and 
how the items should be rendered. Amending these param-
eters can change the visual structure of the generated items 
as shown in Fig. 3, which contains items generated using 
only the base process.

The base process [17] serves as a proof-of-concept, show-
ing that the method can generate a wide range of items, both 
in 2D and 3D. The base process provides many areas which 
can be extended to further increase the range and diversity of 
items that can be generated allowing a wider range of meas-
ures to be used to assess the created content while keeping 
within the bounds of Concretism. We have extended the base 
method with four new features detailed below: (1) colour, (2) 
dynamic sizing, (3) different base shapes, and (4) multiple 
viewpoints.

Adding Colour

Many factors contribute to making an aesthetic judgement, 
One very common factor is the colours contained within 
the artwork. Colour is a major component within art and is 

Fig. 1   Generated images which adhere more strictly to the tenets of 
Concretism

Fig. 2   The use of the height, the radius and the angle to place the 
geometric shapes around the axis
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the focus for a large number of existing generation systems. 
This is also important within Concretism, being specifically 
mentioned in tenet three. Due to its importance to aesthetic 
judgement, it also forms the basis of a large number of exist-
ing measures which attempt to assess images [1, 27, 38], 
looking at aspects such as the relative positioning of the 
colours or which gradients are present. Due to the stalwart 
nature of colour as a part of aesthetic judgement, adding col-
our into the generated sculptures and images was a necessary 

addition. The colour calculations rely on three expression 
trees representing the R, G and B components of each shape 
and additional parameters were introduced to allow greater 
control over how the AGP handles the colour, as shown in 
Table 2. Examples of axial artwork created in full colour are 
shown in Fig. 4.

The background colour is another important feature 
and can also be a significant factor used when assessing 
artwork, with the brain amending its response to seeing a 
colour based on the background it is presented against [48]. 
It can be used to emphasise or hide different parts of the 
form of the artwork, dictating the importance of including 
the background colour in the AGP. The background colour 
is only implemented for 2D items as it is inappropriate to 
implement in 3D. The environment a 3D item is viewed in 
is context-specific and based on how the sculptures may be 
used, it also includes complex considerations, such as light-
ing position making it out of scope. The background colour 
feature is demonstrated in Fig. 5, where the same forms are 
shown against different backgrounds, the images in Fig. 5a 
and e emphasise the form of the generated shape and the 
remaining images mask it, for example, through having the 
background colour match the colour of some of the shapes 
being placed, as seen in Fig. 5f–h, or through using con-
trasting colours in the background. Figure 5d has a yellow 
background making the items on the bottom left of the form 
not as noticeable as in Fig. 5a. Similar to shape colour, the 
background colour uses three expression trees which rep-
resent the R, G and B values and relies on one additional 
parameter in Table 3 and the background colour parameter 
from the base process.

Dynamic Sizing

The base process of the AGP focuses on the form of the 
generated items, part of this form depends on the primitive 
shapes which are being placed within the output. Within 
the base process, these shapes were limited to a single size 
revealing another extension that can be implemented to fur-
ther increase the range of forms the system can generate. 
This aspect was amended in two ways, the first is to intro-
duce the dynamic sizing of the individual shapes within a 

Table 1   Parameters used by the 
AGP Total items The number of items which will be placed in the artwork

Maximum height The furthest distance away from the base the items can be placed
Maximum radius The furthest distance from the axis the items can be placed
Is 3D Indicates whether 2D or 3D items should be generated
Element size The radius of the circle to be placed on the canvas (2D only)
Background colour The canvas colour to be used when drawing the image (2D only)
Canvas width The width of the bounds to render the items in (2D only)
Canvas height The height of the bounds to render the items in (2D only)

Fig. 3   A variety of generated items using the base AGP
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specified maximum and minimum value. This uses three 
further expression trees which calculate a value for the scale 
of the shape along the X, Y and Z axes, if the scale is stand-
ardised through the use of the parameters, the scale value 
for the x-axis is applied across all axes. Forms and compo-
sition of the items are the basis of Concretism, extending 

the range of forms available also benefits the coherence of 
the system to its style. The parameters which control the 
dynamic sizing are shown in Table 4. A selection of both 
2D and 3D items, showing the capability of dynamic siz-
ing, are shown in Fig. 6 which uses standardised scaling 
and Fig. 7 which shows shapes to be scaled independently 

Fig. 4   A variety of colour 
images generated using the 
AGP

Table 2   Parameters used by the 
AGP relating to calculate colour Calculate item colour Whether the colour of the shapes should be calculated

Item colour The default colour used for the geometric shapes
Standardise item colour Whether all shapes should have the same colour

Fig. 5   2D images with various 
backgrounds generated using 
the AGP

Table 3   Parameters used by the AGP relating to calculating colour

Calculate background colour Whether the background colour should be calculated
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on all axes, indicating the influence this change can have on 
the final output.

Shapes: Spheres and Cubes

In addition to allowing the shapes to scale, the process has 
also been extended to increase the range of primitive shapes 
used to build the items, allowing either a sphere or a cube. 
These two elements were chosen as they are ubiquitous 
across all graphics software, keeping inline with the discus-
sion about tenet four, which suggests more complex base 
shapes should not be included. To keep this feature consist-
ent with the process and allow the shapes used to be depend-
ent on the evolutionary processes, a single expression tree is 
used to determine which type of element is used to create the 

item. To keep the performance of the process stable, only a 
single shape per output item is allowed; however, this greatly 
affects the look of the created items, as shown in Fig. 8. As 
with all the form-related extensions, the automatic specifica-
tion of the shape can be turned off and a single element can 
be specified, using the two parameters in Table 5.

Rendering the Items from Multiple Viewpoints

The AGP abstracts the rendering process away from the gen-
eration method, allowing the same output to be rendered in 
either 2D or 3D. Rendering the 3D content is a simple pro-
cess and involves placing the primitive shape at the specified 
location in 3D space. For 2D content, the rendering process 
works in a similar way to creating 2D art, where a 3D object 

Table 4   Parameters used by 
the AGP relating to calculating 
colour

Maximum element size The maximum width or height a shape can have
Minimum element size The minimum width or height a shape can have
Standardise scale Whether a shape should have the same scale across all axes

Fig. 6   Generated content using 
standardised dynamic sizing of 
shapes

Fig. 7   Generated content using 
non-standardised dynamic siz-
ing of shapes
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is abstracted down onto a 2D plane. The base process only 
allowed this flattening to happen from the top–down view 
of the items, with the size of the items determined by their 
distance from the canvas, referred to as perspective-driven 
flattening [17].

As both 2D and 3D content initially gets created as a 3D 
point cloud, this opens up a further extension for the pro-
cess: allowing the 2D items to be rendered from multiple 
viewpoints. This feature is incompatible with the perspective 
driven flattening as the distances to the canvas can become 
very large causing single shapes to cover the entire canvas 
and so the perspective calculations have been removed.

Six additional viewpoints can be used to render a 2D 
item from the directions shown in Fig. 9. The viewpoints 
are limited to six views to find a balance between increas-
ing the range of items that can be created and keeping the 
difficulty of using the process as low as possible. Allowing 
different viewpoints affords two major benefits which will 
be demonstrated further in the “Evaluation of the Axial 
Generation Process”, where it increases the range of 2D 
items the system can create as well as allowing 3D content 
to be assessed using 2D-based measures, where a snapshot 
is taken from each viewpoint and assessed using the 2D 
measure. The viewpoint is controlled by a single parameter 
allowing the viewpoint to be specified from the choices of 
Top->Bottom, Bottom->Top, Left->Right, Right->Left, 
Front->Back, Back->Front, Fig. 10 shows the same item 
from different viewpoints, indicating the importance of 
the viewing position on the judgement of the sculpture, 
giving additional focus to the form of the item. The chosen 

Fig. 8   Generated content using 
different types of base element

Table 5   Parameters used by the AGP relating to set the base element 
type

Generate shape Whether the shape should be automatically set
Base geometry The shape to use if not calculated automatically

Fig. 9   The directions for each viewpoint

(b)(a) (c) (d)

(e) (f) (g) (h)

Fig. 10   Different views generated for the same 2D item: a and e dis-
play the item in 3D and b–d and f–h the resulting views, respectively
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viewpoint can also dictate the overall shape of the form, 
where viewpoints that use the Y-axis as the height create 
square forms rather than circular ones.

Figures 11 and 12 display a range of items created using 
either the base process (top half) or taking advantage of 
all the extensions (bottom half) in both 2D and 3D. As can 
be seen in the items which use the extended features, the 
forms are much less regular, this is related to the dynamic 
sizing of the shapes which can allow different patterns to 
be expressed. The element colour also adds a significant 
amount of diversity, where even sculptures that use similar 
shape sizes can appear dramatically different. This high-
lights the effectiveness of these five extensions to the AGP 
representing a significant improvement allowing the pro-
cess to generate a wider range of more interesting items.

Evaluation of the Axial Generation Process

In order for the AGP to be useful within an Evolution-
ary Art context, it needs to produce artefacts of interest. 
A common method is to classify artefacts based on their 
“novelty” and “value” [4, 6, 47]. However, novelty is a 
context-specific measure and cannot be directly assessed 
without knowing how the output might be interpreted or 
used. Alternatively, the process can be evaluated for its 
versatility, i.e., the range of items that can be generated 
which show a variety of values across different measures. 
There are many formal measures that aim to describe the 
aesthetic appeal and can be used to evaluate these items. 
These measures are ubiquitous within automated and 
semi-automated Evo-art systems; however, they do not 
represent a full aesthetic judgement of an item. Instead 
they only represent some of the properties of the output, 
representing contributing factors for aesthetic judgement. 
These measures only provide a limited insight into the 
aesthetic appeal of the generated artwork; however, they Fig. 11   A variety of randomly generated sculptures using the AGP

Fig. 12   A variety of images generated using the AGP
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form a solid base upon which further evaluation can be 
completed. This includes empirical evaluation which 
allows a more complete assessment of the aesthetic appeal 
of the generated items. Due to the limitations of the base 
implementation of the AGP not including colour, the set of 
applicable measures to assess the output was limited. The 
chosen measures also had to be applicable to both 2D and 
3D items. Due to these restrictions, established measures, 
such as the Global Contrast Factor [27], the colour gradi-
ents present within an image [38] or the naturalness of the 
image [1] were not considered. Instead, three canonical 
properties are used, all of which are considered to contrib-
ute to the aesthetic appeal of a generated item: the level of 
symmetry, complexity and compressibility. These meas-
ures were chosen for their relevance to aesthetic judge-
ment, rather than their specific presence within Concrete 
artwork. This allows the initial viability of the AGP to be 
more thoroughly assessed on whether it can generate a 
wide range of items. To our knowledge no measures exist 
which consider the aesthetic appeal of Concrete art, the 
use of which would potentially not be applicable to other 
systems making the evaluation less meaningful.

First, symmetry is known to be an important factor in the 
aesthetic judgement [43], the AGP places items around a 
central axis, often yielding highly symmetrical items. From 
the many available methods to calculate symmetry, the 
measure presented in [19] is used as it calculates the level 
of symmetry for point clouds and, therefore, is applicable 
for both 2D and 3D items. This measure works by finding 
multiple candidate symmetry planes and then refining their 
positions using the Levenberg Marquardt algorithm that 
minimises the error between points reflected in the plane. 
If the error is lower than a specified threshold, the item is 
considered symmetrical around it. The score calculated for 
each item is the average distance error across all detected 
planes for an item.

Second, the complexity of an item is also known to 
impact the aesthetic appeal [3, 26]. The method employed 
here is based on the measure utilised by Birkhoff [3], involv-
ing counting the vertices in an item. Instead of fully ren-
dering each item and counting the vertices, the value was 
estimated by merging items with similar positions, using a 
distance threshold of 0.2. The remaining geometric items 
in the artwork are then counted and divided by the original 
total, the intention is if items have many shapes in the same 
position, they will be less complex.

Finally, we use the Global Normalised Kolmogorov 
Complexity [37], shown in expression (1), calculating the 
compressibility by encoding all points into text and then 
compressing this string using ZIP compression, similar to 
the process used in [20].

To perform the assessment, 500 items in both 2D and 
3D were generated using the AGP, without any extensions 

applied a selection of generated items and their calculated 
values are shown in Fig. 13:

As shown in Fig. 14, both 2D and 3D items were gener-
ated within a wide spread across the ranges for both sym-
metry and complexity; however, the process was unable to 
generate items that simultaneously had a high level of com-
plexity and symmetry. In addition, there were no compress-
ibility values lower than 0.6067 for 3D items and 0.6747 
for 2D items, indicating that the lower end of the spectrum 
could not be reached. These two gaps potentially represent 
a limitation with the base process when attempting to gener-
ate novel items, as these regions of the search space may not 
contain a large number of artefacts.

Filling the Gaps

To determine whether items exist within the gaps in the 
search space (i.e., no items with both high complexity and 
symmetry and no items with low compressibility), four evo-
lutionary algorithms were used. These attempted to max-
imise both symmetry and complexity as two objectives and 
minimise the compressibility as a single objective, for both 
2D and 3D items. The evolutionary parameters are outlined 
in Table 6. A visual inspection of the resulting distributions, 
displayed in Fig. 15, shows that the evolutionary optimisa-
tion was not able to fill the gaps in the measured values. The 
compressibility measure did not reduce any further than the 
original values, although more items fell within the lowest 
band and the symmetry and complexity could not be simul-
taneously improved. There are two possible explanations for 
this: the process itself is potentially limited and unable to 
produce both complex and symmetrical items or the meas-
ures themselves do not accurately represent the details of the 
generated artwork, highlighting the potential need for more 
appropriate formalised measures to be created.

(1)
originalSize − compressedSize

originalSize
.

Fig. 13   Example output and associated values
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To ensure that the process itself was not the limiting fac-
tor, the extensions were applied and further analysis was 
performed. To determine whether the extensions helped to 
generate interesting and novel items, the generated content 
was compared to two well-established systems.

To compare both 2D and 3D, two 2D processes were cho-
sen that while not originally designed for 3D, only required 
small changes to allow 3D items to be generated using their 
distinct features. The first additional method introduced is a 
pixel-based method that calculates the colour of each pixel 

within an image for 2D items. To amend this to work with 
3D items, an additional depth parameter was added, allow-
ing 3D items to be created, similar to the implementation 
in [22], where voxels are used to build sculptures with vari-
ations in form achieved by calculating the opacity of each 
voxel. Examples of items generated using this process in 
both 2D and 3D are shown in Fig. 16.

The second method is an updated version of the process 
used in [10], this process tracks the position of a specified 
number of particles across a canvas over a specified num-
ber of time steps, drawing a coloured line between the start 
and end position for each time step and then blurring the 
entire image. This process has been used within 3D before 
[18], however, that implementation focused on allowing a 
user to explore artwork in Virtual Reality (VR) with the 3D 
aspects were constant values based on the particle index. 
For this analysis, the depth is implemented via a new param-
eter added onto the genotype which then allows the paths 
of each particle to be traced in three dimensions. Due to 

Fig. 14   The distribution of the 
randomly generated items

Table 6   Evolutionary 
Algorithm parameters Total generations 30

Mutation probability 0.7
Initialisation method Full
Selection method Tourna-

ment 
(k=3)

Population size 150
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the extension of the process from 2D to 3D the blurring 
which originally happened after each time step was no 
longer included as it would be overly complex for 3D items 
to implement in a similar manner to 2D items. Examples 

of generated content using the particle-based process are 
shown in Fig. 17.

To further assess the items generated by the AGP and 
the two contrasting processes, different measures are 
implemented. These follow the same themes as for the 
base process, considering the symmetry, complexity and 

Fig. 15   Distribution of the 
items after the evolutionary run

Fig. 16   Pixel/voxel-based generated content

Fig. 17   Particle-based generated content
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compressibility, but choosing measures which are sensitive 
to both colour and form, ensuring all the applied extensions 
to the AGP are taken into account and allowing a fair com-
parison between all three processes. For 2D items, the final 
generated image was used for the evaluation taking into 
account the varying shapes and colours which are present 
in items generated through all three processes. To assess the 
complexity of the 2D items, Shannon’s Entropy [37] was 
used, which calculates how much colour information is pre-
sent in the image. The symmetry was calculated using the 
SYM4 method [13], which compares the luminance values 
of each pixel across 4 different quadrants of an image and 
finally, the Global Normalised Kolmogorov Complexity [37] 
was calculated by first encoding the item into a bitmap and 
then applying ZIP compression.

The implementation of these measures differs slightly 
from the original, which consider every pixel in the image as 
having the potential to contain information. For this assess-
ment, the background of the images was set as transparent 
and only pixels which had a calculated colour value were 
used to normalise the values obtained. This decision was 
made for three reasons: first the pixel-based systems do not 
have the concept of a background making the comparison 
less fair between the three generation methods, second, 

measures such as SYM4 can have their values artificially 
increased if large blocks of a single colour are present and 
finally, it allows an increased focus on the form of the item 
being assessed. 500 2D items from each process were ran-
domly generated, using a max tree depth of 5 with the dis-
tribution of the values shown in Fig. 18 (please note the 
logarithmic scale) and examples of the generated content 
shown in Fig. 19, indicating the differences in blank space 
between each generation method and how the compressibil-
ity generally occurs on a limited range.

All three generation processes created content exhibiting 
a wide range of values for both the complexity and symme-
try measures, with all processes showing a relatively consist-
ent spread for both measures. The AGP produced content 
that generally had higher values for the symmetry, this is 
expected due to the rendering process of the AGP placing 

Fig. 18   The distribution of the 2D randomly generated items across all generation types

Fig. 19   Example 2D output across all processes
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items around a central axis. In addition to this, the AGP also 
has a slightly more uniform spread of values for the com-
plexity measure. The compressibility is the only measure, 
where significant differences exist between the processes, 
where the pixel-based method covers a much wider range 
of values than either the Particle or Axial processes. This 
is potentially due to differences in the generation process, 
where in both the Particle and Axial processes, the focus is 
on generating the form of the item within the bounds of a 
canvas, which often leads to larger amounts of blank space 
being present in these images than there is within the Pixel 
process.

For the 3D comparison, the symmetry and complexity 
for both the colour and form of the items were calculated 
complemented by the compressibility as calculated in the 
base process evaluation. To assess the form of the gener-
ated items, the symmetry method proposed in [19] was used, 
and the form complexity was calculated using the viewpoint 
entropy [7]. The viewpoint entropy is used to determine the 
best viewpoint of a 3D scene by calculating how much of 
the scene is visible from each viewpoint. For this evalua-
tion, the six viewpoints available in the system are used to 
calculate the value and the average is provided across all six 
viewpoints, indicating how much of the sculpture is visible.

For the colour-based measures, the symmetry was calcu-
lated using a similar method to the form symmetry except the 
final score depended on how close the intensity of the colour 
was for each matched point across the plane of symmetry. 
An additional constraint was also added when detecting the 
original planes of symmetry: if matched item’s colours were 
more than a specified threshold away from each other, this 
plane was discarded. The average colour error across each 
detected plane of symmetry is the colour symmetry value 
presented. The colour complexity follows the same process 
as the viewpoint entropy except Shannon’s entropy is cal-
culated for each viewpoint and the average value provided. 
As with the 2D items and due to the background colour 
not being calculated for 3D items, the background was once 
again ignored for calculating Shannon’s Entropy and only 
pixels containing a set colour were included in the calcula-
tions. In addition to this, due to the scales of the 2D and 
3D items not being the same (2D distances are measured in 
pixels and 3D are measured in metres) the 3D items needed 
to be scaled to ensure they entirely covered the 2D canvas 
without losing any information. 500 3D items for each of 
the processes were generated, using a max tree depth of 5, 
providing the results as shown in Fig. 20 with examples of 
the 3D content shown in Fig. 21.

The AGP showed the greatest variations across the meas-
ures, followed by the particle generation process. For all 
five measures, the Axial process generally had the wid-
est and most uniform spread of values. For the symmetry 
measures, this is expected due to the shapes being placed 

around a central axis, however, for the colour and form 
complexity this result is more surprising, indicating that the 
AGP is capable of creating items that show a wide range of 
information. The voxel-based system produced the lowest 
range of values across most measures; however, this can 
be explained by how the items were generated, where they 
were all cuboids composed of voxels, this means that the 
symmetry would be identical across all the items and the 
number of objects visible from each view would also be 
constant, explaining the low range of values this process 
generates. One interesting aspect all processes demonstrated 
is shown in the colour complexity, where the highest number 
of items had the lowest value of between 0 and 0.2. This is 
due to the initial random generation creating a high number 
of uninteresting and uncomplex items. This is an aspect, 
where the AGP performed slightly better than the Voxel and 
Particle processes by creating a lower number of these types 
of items.

Finally, the compressibility encountered the same issues 
as with the base process evaluation and 2D evaluation, where 
only a small range of values are created across all three gen-
eration systems. Once again, due to the increased variability 
in how the Axial and Particle items are stored, it would lead 
them to have a higher range of values than the voxel-based 
system whose definitions could only ever differentiate based 
on colour, leading to higher levels of redundancy within the 
files, leading to consistently high values being found.

Conclusions and Discussion

The extensions to the AGP presented in this paper all have 
a single focus, to improve the versatility of the Axial Gen-
eration Process, based on the results presented in [17]. The 
process itself applies the Concretism style to constrain the 
search space to improve its ability to generate interesting and 
varied content. The base process was capable of generating 
content which exhibited a wide range of values across sym-
metry and complexity measures; however, issues were iden-
tified and it was not clear whether this meant the AGP was 
limited or how these results compared to existing systems. 
To answer these questions and increase the range of content 
generated by the AGP, several extensions were applied to 
the process and a more extensive evaluation performed. In 
general, the AGP produced items in both 2D and 3D which 
displayed a wide distribution of values across measures 
representing the symmetry, complexity and compressibil-
ity, indicating that it is capable of generating a wide range 
of visually varied, complex and interesting images as well 
as digital sculptures, comparing favourably to two well-
established systems.

The identification and application of a specific style 
was beneficial as it provides a benchmark through which 
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the content can be judged and any aspects, which help to 
form this judgement, can be better understood in terms of 
the style. Concretism is a style which nicely describes the 
output generated via the AGP and has been used as an influ-
ence to further improve the system. The explicit removal of 
any natural or emotional content fits in with the constraints 
of auto-generated art and provides a good foundation for 

further investigation of aesthetic judgement. While the pro-
cess may not be suitable for all scenarios, the benefits it does 
possess indicate that it is useful to constrain the available 
search space, improving the search for interesting items, in 
both automatic and human led systems.

However, the adherence to the Concretism style does 
introduce some potential downsides, it may limit the 

Fig. 20   The distribution of the 
3D randomly generated items 
across all generation types

Fig. 21   Example 3D output 
across all processes
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applicability of this system by producing content which is 
not aesthetically appealing to a wide audience. This, com-
bined with limitations on the measures used in evaluation, 
may mean that the output is not judged to be aesthetically 
pleasing by a wide audience. The range of values across all 
the measures used indicate that this is likely not the case; 
however, additional evaluation is needed, where a human 
assessed understanding of the aesthetic appeal of the content 
is provided.

The AGP exposes multiple parameters improving the 
variety of items that can be generated and gives another 
dimension for the output to be explored. As the algorithm 
does not calculate a value for each pixel or voxel, the com-
putational intensity of generating large or high-resolution 
items is reduced. This means that it is suitable for use in 
performance-intensive environments, such as Augmented 
and Virtual Reality as well as online systems. This opens 
up new possibilities for how the artwork can be utilised, 
such as creating continuously changing artwork which can 
be explored in Virtual Reality or just being able to generate 
a wide range of content suitable for display within a gallery.

One of the main themes of generating artwork using Evo-
art systems is how the artwork can be assessed. As identified 
in the evaluation, existing formal measures are limited and 
will not fully represent human aesthetic judgement. This 
inferred disparity suggests that the contributing aspects of 
aesthetic judgement, and how these aspects interact with 
each other, when a judgement is being made, needs further 
investigation. The ability of the extended AGP to generate 
content with a wide range of values for these existing formal 
measures and due to the numerous ways the output from the 
AGP can be explored and experienced, means it is a good 
candidate to identify these further aesthetic aspects. This 
will help to map features of the artwork to high level aes-
thetic concepts, e.g., unfriendly which can be used by both 
automated systems and artists to more effectively generate 
artwork with these attributes. Ultimately, this allows a more 
intimate understanding of the aesthetic space to be achieved.
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