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Abstract 

Ali Ahmed M Elmahmudi 

Computational Face Recognition Using Machine Learning Models 

Keywords: Average Face, Partial Face recognition, Age progression and 

regression. 

 
 

Faces are among the most complex stimuli that the human visual system 

processes. Growing commercial interest in face recognition is encouraging, but it 

also turns out to be a challenging endeavour. These challenges arise when the 

situations are complex and cause varied facial appearance due to e.g., occlusion, 

low-resolution, and ageing. The problem of computer-based face recognition 

using partial facial data is still largely an unexplored area of research and how 

does computer interpret various parts of the face. Another challenge is age 

progression and regression, which is considered to be the most revealing topic 

for understanding the human face changes during life. 

In this research, the various computational face recognition models are 

investigated to overcome the challenges posed by ageing and occlusions/partial 

faces. For partial face-based face recognition, a pre-trained VGGF model is 

employed for feature extraction and then followed by popular classifiers such as 

SVMs and Cosine Similarity CS for classification. In this framework, parts of faces 

such as eyes, nose, forehead, are used individually for training and testing. The 

results showing that there is an improvement in recognition in small parts, such 

as recognition rate in forehead enhanced form about 0% to nearly 35%, eyes 

from about 22% to approximately 65%. In the second framework, five sub-models 

https://ieeexplore.ieee.org/search/searchresult.jsp?matchBoolean=true&queryText=%22Index%20Terms%22:Face&newsearch=true
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were built based on Convolutional Neural Networks (CNNs) and those models 

are named Eyes-CNNs, Nose-CNNs, Mouth-CNNs, Forehead-CNNs, and 

combined EyesNose-CNNs. The experimental results illustrate a high recognition 

rate when it comes to small parts, for example, eyes increased up to about 

90.83% and forehead reached about 44.5%. Furthermore, the challenge of face 

ageing is also approached by proposing an age-template based framework, 

generating an age-based face template for enhanced face generation and 

recognition. The results showing that generated new aged faces are more reliable 

comparing with state-of-the-art. 
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1 Introduction 

Automatic face recognition plays an active role in various practical 

applications of life such as, biometric authentication and automated immigration 

clearance, which are usually stationed at airports. Irrespective of the wider 

applications the process of facial recognition is still riddled with multiple 

challenges [1]. For example, a difference in facial expression, perceived age, and 

occlusions of face, which includes partial face data can all affect the mechanism 

by which a facial recognition framework functions. The majority of security and 

vision-related systems have actively focussed on developing techniques for 

biometric-authentication and person identification. In the field of computer vision, 

there are numerous technologies which use control-assess processes for 

instance recognition based on the eyes (iris recognition), fingerprint, as well as 

face recognition. While accuracies associated with iris recognition and 

fingerprint-based-systems are state-of-the-art, the contactless acquisition of 

facial images for facial recognition enables the process to be considered a better 

option [1].  

The human face is an expressive, visual organ, which enables an 

individual to extract information related to gender, race and expression/ 

psychological state [2]. The ability to recognise a face has significant social 

implications. The process of familiar face recognition is a proven concept within 

face perception. Recent publications [3] [4] suggest that faces familiar to a person 

have a robust representation in memory because the face one encounters is 

usually within multiple contexts. Hence, when one is asked to describe a face, 

the human cognitive system attempts to discern the features of the face, which 

can be matched with what is seen, in order to make a decision. Nonetheless, it is 

understood that various aspects of the face can play a significant role in face 

https://en.wikipedia.org/wiki/Iris_recognition
https://en.wikipedia.org/wiki/Fingerprint
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representation [5]. In face perception literature a categorisation system exists 

which orders the features of the face into two types: internal and external[2] [6]. 

The internal features consist of the eyes, nose and mouth, and are known to be 

involved with the recognition of familiar faces. In contrast, the external features 

include the head shape, ears, hairstyle, jaw-line and the chin. External features 

are typically relied upon for unfamiliar face recognition [2] [7]. 

It is an improbable fact that a general visual framework can describe a 

human face in the way that humans do, based on a set of features as shown in 

Figure 1-1. When individual segments of a facial image are cut out and displayed 

in isolation, it becomes a difficult recognition task for people, even though, faces 

are the most painted images of the human visual system during an individual’s 

lifetime. In this sense, it is not surprising that humans possess remarkable face 

recognition ability. Typically, a fleeting glance of an individual’s face can be 

sufficient for the recognition of that individual. Published literature reports on a 

specialised region within the human brain called the Fusiform Face Area (FFA) 

which is dedicated to the processing and recognition of faces [6]. It is thought that 

the brain remembers important details relating to the shapes and colours of 

crucial features, which correspond to the eyes, nose, forehead, cheeks and the 

mouth [10]. The human brain is able to cope with significant adaptations in 

lighting, facial expressions and distance.  Contrary to this, computer systems 

have not shown robust behaviours when presented with faces of varied 

appearance and lighting conditions. For instance, the variations in illumination, 

expression, pose and other added physical changes i.e. glasses or facial hair, 

can have a vast impact on the recognition rates. While this may be considered a 

limitation, given the sufficient amount of information a computer can cope with, in 

addition to machines increased data processing power. It is rational to consider 
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that in certain scenarios a machine algorithm can function on-par, if not 

outperform a human during face recognition.  

 

Figure 1-1: a) The full face. b) The important face features after partitions of the face. After dividing 
the face into parts, it clear that the eyes part contains more information compared to the rest of the 
parts. The recognition is steel not difficult, contrary to that the cheeks have less information which 

makes the recognition process hard. 

 

Another aspect of the recognition, which affects face recognition tasks, is 

the challenges surrounding age progression and regression. Over the past 

decade, many researchers have been working on face processing systems in 

order to tackle such challenges of face recognition [11][12]. Currently, one of the 

most significant topics in computer vision is face analysis and its related 

applications for recognition or verification. Due to the variability of applications 

which include finding missing people including children, face recognition in age-

invariant has been receiving growing attention. Yet, recognition relating to the 

concept of age is an area of concern, with limited researcher resource. This is of 

great research importance especially since some people might appear to look 

older/ younger facially, compared to other people, despite the fact being that they 
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are of the same age. Moreover, while the process of ageing is universal, the 

mechanism by which it occurs is not uniform as people age differently and 

excessively due to multiple reasons [13]. 

The variation in the appearance of a human face due to the process of 

ageing or any other effects can be very different, which subsequently makes the 

recognition process more challenging for both humans and machines alike. The 

images presented in a well-known facial image database known as FGNET [14], 

consists of participant images which are more than 30 years apart, as mentioned 

in Figure1-2. The face of the individual presented in Figure 1-2 does not appear 

alike even at the varied ages. The face of the child depicted at 2 years of age 

looks slightly different when shown at the age of 5. The most visually different 

representation of the same individual is at the age of 43, which makes the 

recognition impossible when shown in comparison to the image of the subject at 

the age of 2. 

 

Figure 1-2: Some samples faces from the FGNET face database [14] at four different ages for the 

same person. 

 

Presently, a smart biometric framework is a composite smart system that 

involves individuals as well as virtual and physical frameworks, which function to 

accomplish precise security, protection, verification and privacy. This type of 

smart framework is used for authentication and verification for human-cyber–

physical systems (CPS). Moreover, communication, portability of cellular phones 
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and intelligent devices have different sensors in expansion to enormously 

upgrade exhibitions and capacity space compared with existing cell phones. 

Nevertheless, the verification process of these devices and the requirement for a 

user password when gaining access to personalised directories and services of 

a social network, for example, prove to be of great vulnerability for smart device 

security. 

With the emerging use of functionally high computational techniques, face 

analysis has benefited immensely. Face recognition including face verification, 

human emotion recognition and age synthesis, are some of the prominent 

application areas of computational techniques. Lifestyle and health-related issues 

are also known to affect the process of physical ageing [13]. Hence, the process 

of ageing is complex and is not sufficient to model a computer-based system. As 

people physically age, the morphology of the face alters and is affected by a 

spectrum of factors. While it is known that all human faces follow the same pattern 

of changes, for example, loss of baby fat from a young age to the appearance of 

prominent wrinkles at old age. The rate of these age-related changes is 

measurable with ethnicity and specific lifestyle choices. Figure 1-3 shows a 

typical workflow of a computer algorithm, which is used to create ‘ageing’ images 

of an individual, from a single frontal face image. 

 

Figure 1-3: Age progression and regression. Given a single frontal view face image of an adult [22], 
a typical algorithm generates faces of varied ages. The input image is used to generate new ages 

from age 10 to 80. 

 

10                      20               30         40          50         60       70       80Input face
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Various computational techniques have been presented in the literature, 

discussing the issues related to ageing, which mostly rely on techniques such as 

[23] [24]. The Cartoon technique was used to exaggerate age and was reported 

in research by Burt and Perrett in 1995, who used the method to simulate the 

effects of ageing in facial images [25]. They computed average faces at various 

age stops in order to synthesise ages from an input image by producing a new 

face. On the other hand, Principal Component Analysis (PCA) was used by 

Changseok with a 3D face shape model for extracting components of age 

(related) changes in the 3D face to which a test face was added in order to 

synthesise output faces at different ages [26]. Research by Young et al. 

addressed changes of faces along with ageing and reported that several parts of 

the face including the nose, mouth and eyes, in addition to some proportion of 

differences between such features and wrinkles were extracted [27]. 

Computer based face recognition is still riddled with many challenges 

compared to human face recognition ability. For a human, seeing someone briefly 

is usually enough for recognition, subject to the person being familiar. This is 

because the brain memorises important details relating to the person. As a matter 

of fact, it is thought, that when a familiar face is presented within a different 

scenario the brain compares the ‘before’ and ‘after’ images, without the use of 

any significant new information [6]. Nevertheless, in general, for a machine, the 

variability of the appearance of a face has a direct effect on face recognition [29]. 

There are many machine learning algorithms within computer vision 

specific to face-related functions. The algorithms are either unsupervised 

frameworks, which are not explicitly programmed or supervised which are based 

on the idea that a user can select a part of data with known labels (based on the 

knowledge of the operator) or feed it to a software as a training set. 
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Principle Component Analysis, PCA, was introduced in 1905 [30] and is 

an unsupervised machine learning model widely used for reducing dimensionality 

and image compression [31]. It is a technique for coding large faces into 

facespace. In 1991, Eigenface [32] was applied for face recognition algorithms to 

extract the most important details known as “eigenvectors” from the faces which 

corresponded to the maximum eigenvalues, representing variation. Essentially, 

when it comes to face recognition, the concept of an average face is interesting, 

and in some way appears to “mimic” human face recognition. Previous attempts 

to use the average face as a tool for computer-based face recognition appears to 

be plentiful in published literature. In this respect, the works presented in [33] and 

[34] are noteworthy, since it is shown that combining a number of images of an 

individual into one reliable measure, is sufficient for face recognition. Moreover, 

Eigenspace and Eigenvalue decomposition (EVD) techniques for the 

construction of face recognition algorithms, which use the average face 

computed in the pixel space, appears to be a relatively common method in 

literature [35] [36] [37]. 

Another commonly used technique is Local Binary Patterns LBP, which 

was introduced by [38], and is a simple yet powerful feature for texture 

classification. This approach divides an image into different regions and extracts 

features from each region separately and those features are subsequently used 

for the purpose of classification. 

Machine learning is a supervised approach and sub-category of Artificial 

Intelligence (AI) [39]. The main objective of machine learning is to understand the 

data structure and fit it into models that can be understood and used by others. 

While machine learning is a part of computer science, it varies from conventional 

computational methods. In conventional computing, the algorithms are groups of 
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explicitly programmed commands utilized by machines to figure or solve a 

problem. Machine learning approaches permit training by using input data and 

utilise statistical analysis to produce values that fall within a particular domain. 

For that purpose, machine learning simplifies computers to build models from 

samples of data in order to make an automated decision, based on data inputs. 

[39]. One of the most popular examples of machine learning is Convolutional 

Neural Networks (CNNs) [39], which have been utilized recently in an area of 

computer vision, especially in face-specific applications. CNNs are supervised 

models that function to gain knowledge by training and can also be used to 

represent the most discriminatory features, i.e., feature extraction, face 

recognition, classification, and segmentation. There are several trained models 

in literature e.g. VGGF, FGG16, VGG19, OverFeat etc [40] and [41]   

 

1.1 Research Objectives  

In this research, our aim is to investigate the challenges posed by face 

recognition and develop efficient and robust algorithms by focusing on two main 

challenges: occlusions and ageing effects. In order to work towards the 

development and understanding of face recognition and to identify the various 

aspects, there are certain challenges that need to be investigated as part of this 

research. More specifically, our objectives are to: 

• Reduce the dimensionality of a large dataset of facial images and 

build rich and deep feature dataset. 

• Explore how a computer system performs face recognition subject 

to imperfect facial information as recognition cues. More 

specifically, gearing our framework to explore how various parts of 
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the face perform for the task of face recognition, taking into account 

factors such as face orientation and distance, which is achieved 

with the effect of zooming out and rotation. 

• Develop and build a framework which addresses the issue of age 

progression and regression from facial images based on different 

ethnic identities, as well as gender. And investigate how such 

factors affect face verification. 

• Create a deep learning-based model for the task of face 

recognition, for individual aspects of the face, with minimal feature 

dimensions and convolutional layers.  

1.2 The Importance of this Research 

Various aspects of face recognition issues are covered within this 

research. Firstly, the use of average weights (AW) in the Eigenspace is presented 

for face processing and the importance of this research is the ability to reduce 

the dimensionality of the computational space and to find an efficient method to 

represent features of a large dataset of images. This is achieved by using 

Eigenvalue Decomposition (EVD) with averaging, since in the past, EVD has 

been applied to faces, whereby averages were computed in the pixel space. A 

fundamental deficiency in such methods is that a certain degree of manual 

operations is required to separate the face from the given image as well as to 

warp it over a template image. Contrary to such a method, the concept of AW in 

the Eigenspace is introduced for representing the features for face processing. 

Additionally, an algorithm is investigated and developed by investigating deeply 

into the various regions of the face, in order to best understand which part plays 

the most significant role in recognition. This is achieved by studying the separate 

face parts from a variety of modification such as rotations, zooming and face 
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inversion. The importance of this research is to apply deep learning algorithms 

for feature extraction and using them for face recognition based on the multiclass 

classification method. 

Also, a novel approach to address face generation and recognition 

problems are introduced. Template faces are used based on the formulations of 

an average face of a given ethnicity and for a given age. For a recognition task 

between photos taken years apart, a pre-trained VGG-Face model was utilised 

for feature extraction. For the purpose of classification, four well-known classifiers 

were applied. Our experimental results suggest that the proposed approach 

achieves accuracy, efficiency and possess much-needed flexibility when it comes 

to facial age progression or regression challenges.  

Finally, introducing a new face recognition model which is based on five 

new models for partial face recognition and each model has been trained on a 

different region of the face. Our results indicate that the region of the eyes yields 

the highest rate of recognition compared to the other parts of the face.  

1.3 Research Contributions  

The outcome of this research and the main contributions presented in this 

thesis are summarised as follows: 

1) Development of an efficient approach to compute average faces, 

which is the concept of EVD to compute average weights over facial 

images in the Eigenspace. Our approach has a competitive 

advantage for face processing and analysis compared to the 

standard average face computed in the pixel space through image 
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pre-processing and transformations. This research is was presented 

at the INTECH 2018 conference, London, UK [42]. 

 

2) A novel modification to the method of PCA is done which utilises the 

inherent averaging ability of the discrete Biharmonic operator as a 

pre-processing step. This mechanism is referred to as the BiPCA. 

Interestingly, by applying the Biharmonic operator to images, it is 

possible to generate new images of reduced size while keeping the 

inherent features them intact. The resulting images of lower 

dimensionality can significantly reduce the computational 

complexities while preserving the features of interest. This work has 

been successfully published in Signal Image and Video Processing 

Journal 2019 [43]. 

 

3) Studying the rate of recognition subject to the various parts of the 

face such as the eyes, nose, mouth and the forehead. In this study, 

a Convolutional Neural Network based architecture with the pre-

trained VGG-Face model were used to extract features for training. 

Two classifiers are applied namely the Cosine Similarity CS and the 

Linear Support Vector Machine to test the recognition rates. This 

research is published in future generation computer systems journal 

in 2019 [44] and in International Conference on Cyberworlds (CW) 

[45]. 

 

4) Introducing a novel approach to address face generation and 

recognition problems. The proposed approach addresses the 

https://ieeexplore.ieee.org/xpl/conhome/8589518/proceeding
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problem of face-age progression and regression challenges in a 

more direct manner by relying on individualised face-age templates. 

The templates are built based on the formulations of an average face 

for various ethnicity and gender over a range of ages. This work has 

recently been published in the visual computer journal [46]. 

 

5) Reducing the number of features and trainable parameters in order 

to decrease a time complexity is done by building a model for each 

part of the face. Comparing to previous models, our model produces 

200 feature dimensions instead of 4096 features with high accuracy.  

1.4 Thesis Outline 

The rest of the thesis is structured into six chapters. Chapter 2 outlines 

related work and a literature review for each chapter. A face averaging framework 

for enhanced face recognition is presented in Chapter 3. Chapter 4 illustrates a 

framework for deep face recognition using imperfect facial data. Chapter 5 

demonstrates a new method for age progression and regression and studies the 

effect of face-age generation, for the recognition process. Chapter 6 introduces 

new deep learning models for partial face recognition. And, finally, in Chapter 7, 

the conclusion of this research and discussions relating to the present work 

including its limitations are presented alongside with the scope for future work. 
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2 Literature Review 

Computational Face Recognition plays an important role in the field of 

security and crime prevention, since it functions as a crime deterrent in many real 

world scenarios. There are a variety of applications for facial analysis, for 

instance, image interpretation, health examination, forensic medicine, face 

animation, and facial image compression [47]. 

In this chapter, studying the various aspects of Computational Face 

Recognition from several viewpoints. The avenues of study include; (1) the 

computation of an average face and its effect on the recognition process and (2) 

the recognition of ageing and partial face information.  

This chapter is organised as follows: Section 2.1 presents literature 

relating to previously conducted work on the concept of average faces. Section 

2.2 presents the literature review for work discussed as part of Chapters 4 and 

Chapter 6, which includes Deep Face Recognition using Imperfect Facial Data. 

Lastly, Section 2.3 presents literature in relation to Chapter 5, which investigates 

the effect of face age generation.  

2.1 Review of the Concept of Average Faces  

The concept of average faces has been widely studied for face analysis 

purposes. From a computational viewpoint, the work presented as part of [35] 

and [36] provide a sufficient background on this topic of the average face.  

 The earliest work on the topic of the average face was presented by 

Burton et al., [33]. Burton and colleagues used a simple image-averaging 

technique in order to derive abstract representations of known faces. This 

process was carried out by applying face recognition on a database of images 
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collected from the Internet. A total of 1000 images were collected of 50 celebrities, 

with a set of 20 images representing each celebrity. All the database images were 

morphed into the same shape using a graphical program; by overlaying an image 

of a face with a grid to calculate the average. Averages were generated over 3, 

6, 9 and 19 images in the pixel space. The research by Burton et al., concluded 

that by increasing the number of images for face representation to compute an 

average face, affects the results positively. 

Similarly, Jenkins and Burton [34] report that the percentage of automatic 

face recognition increases up to 100% when using an image averaging 

technique. They implemented publically available Face Verification Alarm 

Compare System (FaceVACS) [34]. A database of 31,077 images of 3,628 well-

known identities [34] were used and face averaging was carried out over nine 

different images. This was an online probe database with 500 images of 

celebrities, where 20 photographs for each of the 25 male celebrities were made 

publically available. A new image was created by computing an average from 20 

images per subject.  

Robertson et al.,  [48], tested average faces by using the face verification 

system available on a popular Samsung Galaxy Smartphone. They conducted an 

experiment on the smartphone, to measure the recognition rate between normal 

and average faces. Two experimental conditions were investigated firstly using 

the real faces and secondly, computer generated averaged faces. The 

experimental results showed that recognition based on the average face 

outperformed real face photographs. A drawback of the experimental system as 

reported by the researchers, was that facial landmark identification required 

manual input. 
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Hwang et al., [29], proposed a novel face recognition method by using the 

concept of average example image. The approach was to divide the images into 

different sets by using a k-means clustering [49]. These sets were clustered into 

several groups according to the image variation approach. The researchers then 

applied the example faces to compute an average example face for each cluster. 

It was then compared with the averages to find the most similar cluster. A local 

distance was calculated between the input image and the examples in the cluster. 

Hwang and colleagues tested their system by using several facial feature 

extractions algorithms; Local Binary Pattern, (LBP) [50], the Histogram of 

Oriented Gradient (HOG) [51], Gabor features [52] and PCA + LDA methods [53] 

and [54]. The experimental method was tested on the multi-PIE face database 

[55] and the recognition rates reported were 85.93%, 88.60%, and 90.47% for 

LBP, HOG and PCA +LDA, respectively. 

Similarly, Lee et al., [56], proposed a method called Best Basis Selection 

by using learnt weights for face recognition. The methodology was based on 

predicting an error of classification via training stages and detecting the valuable 

basis faces, which was used as a similarity metric of traditional pattern methods. 

They applied their experimental model to different databases by selecting 

approximately 9% of data for testing and the rest for training. The results showed 

that the negative effect on the misaligned face images was reduced and also that 

the weights of the valuable basis faces (eigenface) declined with a view of 

enhancing the accuracy of classification.  

Çarıkçı and Özen [57], examined face recognition by using an Eigenfaces 

approach for extracting features from face images. They used the most popular 

distance measure known as the Euclidian Distance, to compute a distance 

between a query image and training images, as a recognition step. The authors 
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applied their method to the Face 96 database [58] and reported a classification 

accuracy of 94.74%.  

As previously mentioned in the introduction, Turk et al.[32], introduced the 

novel concept of Eigenfaces, which treats the problem of face recognition in two 

dimensions where PCA is at the heart of it. An Eigenface essentially can capture 

important properties relating to the facial features, which go beyond the usual 

visual features such as the eyes, nose, and the mouth. A prominent advantage 

of the Eigenface-based face recognition is its capability to recognise new faces 

of a given individual in an unsupervised way. Further advantages include the 

ease of implementation, low computational complexity, and low sensitivity to 

subtle changes to the face of a person of the same identity. 

In the past, there has been much work in trying to establish improvements 

to the Eigenface methodology resulting from the original PCA implementation. 

For example, a hybrid approach based sub-pattern technique, within the context 

of face recognition using PCA, was proposed by Hsieh and Tung [59]. Their 

experimental work was inspired by the method of Independent Component 

Analysis (ICA) [60][61] and contained the combination of two centred Principal 

Component Analyses which they referred to as PCA I and PCA II. Hsieh and 

Tung combined the sub-pattern approach [59] with PCA I and PCA II, which they 

called SP-PCA I and SP-PCA II, and applied it to the task of face recognition. 

This method was tested on three datasets, namely the Yale Face Database (A 

and B) [62] and the Weizmann Face Database [63]. The experimental results 

report that this approach outperformed traditional PCA with recognition as high 

as 98%. While the results appear state-of-the-art, one must exercise caution 

when interpreting the results since Hsieh and Tung used the leave-one-out 

testing approach, with a relatively small data sample. 
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Similar work was carried out by Ghinea et al. [64] whose prime aim was to 

tackle the issue of illumination differences and pose for face recognition. The 

researchers explored gradient orientated based PCA subspace using the well-

known Schur decomposition [65]. They computed Schurvalues and Schurvectors 

in order to find subspace projections, which they referred to as Schurfaces. By 

computing similarities for matching, the Hausdorff distance [66] with the Nearest 

Neighbour classifier [67] was used. Similar to previously published literature two 

different face datasets were tested;  ORL [68] and Yale [62]. The error rates were 

lower (error rate of 14% for Yale and 15% for ORL) compared to the traditional 

PCA results, which were 25% and 23%, respectively. 

When considering research with the use of PCA, the earlier work of Poon 

et al. [69] is significant. The researchers proposed a technique called 

Gradientfaces to images as a pre-processing step prior to PCA. The main idea 

behind the technique was to seek the orientation of the gradient of the face at 

pixel level. This enabled the researchers to re-represent an illumination invariant 

version of the input face. Using the Asian face database, consisting of 40 subjects 

(10 images per subject) with various expressions and lighting conditions, the 

method was tested. With the use of Gradientfaces an improvement in the 

recognition rate was reported increasing by 6.25% to 60.75%, when compared to 

the traditional PCA method. While the results are promising, a noted limitation of 

the study is that the researchers only tested one dataset where the images were 

fairly uniform with a lack of noisy data. 

Moreover, there are other concepts based on pattern recognition such as 

Linear Discriminant Analysis (LDA) [70], which has also been tried in conjunction 

with PCA. A notable piece of work in this area is that of Oh et al. [71], who 

combined PCA with LDA subsequently referred to as the PCA-LDA method. For 
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a given set of images, Oh and colleagues used PCA to reduce the dimensionality 

of a feature space and LDA to improve the separation between the classes. They 

tested their approach using the ORL [68] and the Yale [62] database, and the 

results reported a 2.5% improvement in accuracy for the ORL dataset, while an 

8.9% improvement was achieved for the Yale dataset when compared to the 

traditional PCA. The main drawback of the methodology was that almost 80% of 

the data was used for training and the remaining 20% was used for testing. 

Moreover, the datasets used were somewhat limiting in that, the Yale database 

consisted of only 15 subjects with 11 images per subject. 

2.2 Deep Face Recognition using Imperfect Facial Data 

When it comes to machine-based face recognition, traditional algorithms 

such as PCA [30] [32] and Linear Discriminant Analysis [72] have been widely 

employed. However, more recently the implementation of Machine Learning 

models such as Convolution Neural Networks (CNNs) [39] have consistently 

proved to be accurate and efficient. 

Though face recognition via Machine Learning algorithms is a well-

researched problem [73], it is yet to yield promising results, when probed with 

partial face data, as currently the mechanism is restricted to the utilisation of the 

full face data. To date, little work appears to have been done on the use of partial 

face for face recognition [74]. 

As far as computer aided face recognition based on partial facial images 

is concerned, the literature centring this topic is relatively sparse and inconsistent. 

One of the earliest work known to be conducted on partial face was conducted 

by Savvides et al., [75]. In the study, Savvides and colleagues tested various 

facial regions to establish quantifiers with discriminative ability. Based on grey 
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scale images the method of kernel correlation filters was utilised to reduce image 

dimensionality and feature extraction [76]. Following that, Support Vector 

Machines (SVMs) were used to discriminate between facial features. Three main 

regions of the face were investigated namely the eye, nose, and mouth. 

Experimental results indicated that the region of the eye has a higher verification 

rate compared to the mouth and nose. 

Similarly, He et al., [77] introduced a technique called  Dynamic Feature 

Matching (DFM) for partial face recognition. The study was based on a 

combination of Fully Convolutional Networks (FCN) [78] with sparse 

representations. The purpose of FCN is to extract a feature map of images that 

has the capacity to cater for more discriminative features. The core of this work 

was the utilisation of the VGG-Face model [41] from which features were 

transferred to the FCN. This method appears to have produced good 

classification accuracy of 97% in CASIA-NIR-Distance [79] and 74% for YouTube 

datasets [77].    

Furthermore, several robust face recognition methods have been 

suggested in order to address the challenges arising for face recognition as a 

result of facial occlusion. Long et al.,[80], proposed Subclass Pooling for 

Classification (SCP) to solve the double occlusion problem by using limited data 

in a training set. A fuzzy max pooling method was applied in addition to average 

pooling schemes. The results reported that a remarkable margin of performance 

reached at 95% for the AR (Aleix and Robert) [81] face dataset and approximately 

for 94% in Labelled Face in Wild (LFW) [82] .  

More recently, Lahasan et al., [83] proposed a framework named the 

Optimized Symmetric Partial Facegraph (OSPF) for face recognition, which 
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tested multiple conditions, such as face occlusion, varied facial expression and 

differences in lighting conditions. The experimental results demonstrated that 

improvements in recognition rates can be achieved by introducing partial facial 

data.  

Duan et al., [84] introduced a technique called Topology Preserving Graph 

Matching (TPGM), to enhance the recognition process in the case of  partial 

faces. The method is centred on building geometric graphs for probe faces and 

gallery faces. The TPGM method minimises a geometric and textural cost 

function. As a result of the experiments conducted upon four face databases 

(LFW, EYB [85], AR [81], and PubFig [86]) Duan and colleagues demonstrated 

that their experimental approach outperformed other state-of-the-art methods 

such as FaceNet [87], Local Binary Pattern (LBP) [88], and Probabilistic Elastic 

Matching (PEM) [89].  

Similarly, research by Cai et al., [90] proposed a facial variation modelling 

system for sparse representation “to refer specifically to an expression of the 

input signal as a linear combination of base elements in which many of the 

coefficients are zero” [91] for face recognition. This can help single sample face 

recognition algorithms to build facial variation bases to separate neutral, frontal 

faces from different facial views. The experiment reported significant 

enhancements could be performed in single-image face recognition problems.  

Another piece of work that is notable in the area of partial face recognition 

is by Li et al., [92], who considered issues relating to frontal view face images 

with varying illumination, disguise and occlusion. They presented a novel method 

for face recognition, which extracts a dynamic subspace from images and obtains 

the distinctive parts in each subject. A characteristic of discriminative components 
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was represented by those parts in order to give a recognition protocol to classify 

face images by using the k-nearest neighbour algorithm (K-NN) [93]. Similar to 

previous research, the choice of database included ORL and Extended Yale B. 

The results were promising and demonstrated that the recognition rates could be 

improved using part facial cues. 

Comparing to human, Calvo et al., [94] studied the rate of face recognition 

on partial face subject with regards to facial expressions. For one of the 

experiments, the researchers tested the face recognition rates for six common 

facial expressions: happiness, anger, sadness, disgust, fear, surprised. Face 

images were divided into two segments, one containing the eyes and the other 

containing the mouth. A considerable finding based on the experimental 

methodology was that humans have poor recognition skills when the region of 

the eyes and mouth are shown in isolation. On the other hand, Calvo et al., [94] 

noted that the expression of smile produced slightly better recognition rates 

compared to the rest of the expressions. 

Research surrounding the mechanisms which underpin human face 

perception have also addressed how the human visual system perceives parts of 

the face including faces shown in inversion [95], [96], [97] and [98]. The work of 

Murphy et al., [99], for example, reports that human faces are difficult to perceive 

and recognise when presented upside down, see Figure 2-1. Moreover, in their 

experiments, the researchers tried to test the participant’s ability to classify faces 

presented in whole and region-by-region viewing conditions, using a dynamic 

aperture which moved incrementally through the facial picture, as illustrated in 

Figure 2-2. The main idea of this work was to understand the limits of human face 

perception. The results achieved by the observers were put into categories 
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separated by identity, gender, age and facial expression, and the results report 

detrimental effects of face inversion. 

 

Figure 2-1:  Humans possess inherent difficulty in accurately recognising inverted faces. The left 
image is the correct pose and the right image is upside down. These samples are taken from the 

FEI data set [22]. 

 

Figure 2-2: An illustrative example of physical facial stimuli utilised to understand human face 
perception [2]. 
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Young and his colleagues [7], conducted experiments using a face 

composite technique (Composite Face Effect) [8][9] by dividing a face horizontally 

into two parts i.e. upper and lower. Whilst the participants may have performed 

better at the recognition task, if the upper portion of a holistic face was shown in 

isolation of the lower as illustrates in Figure 2-3. The researchers demonstrated 

that when the two parts are shown in combination (upper and lower portion), with 

an incorrect lower face representation, the task of recognition became difficult. It 

also appears that when a face is misrepresented i.e. features presented in a 

disjointed manner, recognition is hindered [8]. This Composite Face Effect (CFE) 

is known to occur when face images are split horizontally and shown holistically. 

If two parts of the face are both present, but not aligned with one another, then 

the recognition of each face half is not impacted, i.e., each part is correctly 

recognised independent to the other. However, it is usually easier to recognise 

the upper half of the face when misaligned with the lower portion, instead of being 

smoothly joined. CFE is substantial in showing that the issues with recognition 

arise as a result of there being a general facial arrangement – separated from 

this distinction, the misaligned and composite are the equivalent. 
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Figure 2-3: Illustration of the composite face task. On the top (a), two original faces (Brad Pitt and 
Tom Cruise) [9]. b) The first face is an aligned composite face between two halves, the top part 

belongs to Brad and the bottom half is Tom. The second face is a mis-aligned composite face in 

the same order. Last face is an aligned and composite face in an upside-down arrangement. 

 

However, when dealing with acute occlusions of the face, the performance 

of current methods declines remarkably. Many previous studies note that when it 

comes to human face recognition, familiarity appears to be a key recognition 

factor [100] [101]. The effect of familiarity changes when the target face image is 

partially presented, occluded, or is displayed with varied expression and changes 

in age [99] [94]. 

Similarly, Du, et al [102] proposed a frame work for face recognition under 

occlusions and illumination changes, called Nuclear Norm based adapted 

Occlusion Dictionary Learning (NNAODL). Firstly, a model named a nuclear 

norm-based error for characterizing was introduced for the corrupted region (a 

damaged area of an image) and occlusion of a test face. Then, they integrated 

an error image (i.e. the representation residual matrix) [102] within the training 
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set; to build a dictionary, in order to rebuild a corrupted and non-corrupted area 

within test faces. Comparing to present sparse representation approaches, the 

model proposed by Du, et al reports better representation for samples with noise 

with a decreased effect of occlusion. 

Dictionary learning and subspace learning (DLSL) was suggested in 2019 

by MengmengLiao, XiaodongGu [103] for face recognition under significant 

variations in pose and occlusion. The researchers compared their method with 

other algorithms tested on different face datasets. The experimental results 

showed that their method could achieve better recognition rate than other 

approaches such as Structure preservation and distribution alignment (SPDA) 

[104] and Appice [105]. 

The Sparse Representation-based Classification (SRC) face recognition 

framework was introduced by Wright et al. [91]. In this system, Wright and 

colleagues coded occluded face images by using l1-norm minimization similar to 

a sparse linear combination of the widened dictionary. The expanded dictionary 

included training sets and the occlusion dictionary. For the purpose of 

classification, they worked to find which category of training set images results in 

a minimum error of reconstruction with coding coefficients. 

Recently, in 2020 Wenbo Zheng, et al [106] presented a novel piece of 

work called a Novel Approach Inspired by Optic Nerve Characteristics for Few-

shot Occluded Face Recognition, to solve the challenge of face recognition using 

occluded faces. They introduced a powerful method to extract features of local 

and contextual information for the purpose of recognition. In addition, they 

introduced an adaptive fusion approach to combine various features, including 

the suggested structural element feature, Reinforced Centrosymmetric Local 
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Binary Pattern (RCSLBP), and connected-granule labelling features. Face 

recognition is inferred by the fusion of all classification results according to the 

method. The experimental framework was tested on three different databases, 

Extended Yale B, LFW [107], and AR [81] and the results demonstrated a high 

performance compared to current methods of face recognition under occlusion, 

which reached 98.98% in the case of a face with sunglasses and 87.96% in the 

case of a scarf. 

Additionally, more recent work [108] introduced a high-efficiency method 

which relied on features by using a contemporary process for face recognition 

implementations called Floor of Log (FoL). This approach has the advantage of 

reducing the amount of required energy, storage, and preserves precision. To 

learn the best parameters of the proposed method, the experiments applied the 

Support Vector Machines (SVMs) and K-Nearest Neighbours algorithms with a 

cross-validation technique [109]. Three publically available face datasets were 

used to test the proposed method and the results were comparable to the 

methods utilizing identical classifiers with more reduction in the size of data. 

Moreover, their system can adapt in order to achieve significant results and 

incorporated edge computing schemes. 

On the other hand, Machine Learning algorithms can utilise the power of 

computations to use copious amounts of input data for training and use numerical 

analysis in order to produce outputs that can challenge the power of human face 

recognition [110]. Thus, Machine Learning helps a computer to build models from 

input data, with a view to making a more accurate decision. This is a distinct 

advantage that Machine Learning algorithms appear to have over human face 

perception and recognition [111]. Thus, it is also plausible to state that machine 

learning algorithms can potentially provide better recognition rates on partial 
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faces or, in the worst case, may aid humans to perform better at face recognition, 

especially in challenging cases where very limited or partial facial data are 

presented [44]. 

Generative adversarial network (GAN) [112] is also another technique 

which has been applied to the problem of face recognition.  YANG LU, et al [113] 

suggested a novel Wasserstein generative adversarial network-based framework 

for occluded facial expression recognition. The method consists of one generator 

(G) to complete occlusion of a facial image and is subsequently followed by two 

Discriminators, D1 and D2 for distinguishing between simulated and real image. 

Lu et al., verified the efficiency of the method by using two datasets namely RAF-

DB [114] and AffectNet [115]. The experimental results show that the technique 

has a positive influence on various patterns of occlusion. Moreover, the rate of 

recognition is enhanced in both cases of occluded and non-occluded faces. 

2.3 The Effect of Face Aged Faces in the Recognition Process 

Just like many themes in computer vision, automatic age generation and 

recognition is one of the most challenging yet vital image-based problems, which 

have multiple real-life applications. Deep Neural Networks such as the use of 

generative adversarial networks (GAN) [112] for age synthesis has become 

prominent. Moreover, the focus for the majority of techniques is based on 

simulation, whereby facial data is utilised for constructing generative models that 

are then used for age synthesis in cases of either age progression or regression. 

The majority of age-related work have been introduced for the task of face 

recognition, to handle age-invariant difficulties and challenges [15] [16]. For 

instance, the gradient orientation pyramid was introduced by Ling et al [17] as a 

feature extraction methods and for the recognition step, they applied Support 
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Vector Machines (SVMs). However, Li [18] used Local Binary Pattern (LBP) [19] 

and Scale Invariant Feature Transform (SIFT) [20] for feature extraction and 

Random Subspace Linear Discriminant Analysis (RS-LDA) [21] technique for 

face recognition. Hence, there are many discriminative algorithms, which have 

been designed for suitable feature extraction and effective classification. 

Recently, Bukar et al.  presented an automatic face ageing method [116], 

which included the development of a person-specific facial ageing system. The 

methodology consists of face feature extraction by a colour based Active 

Appearance Model (AMM) and then applying regression to generate a face image 

of a given age. Experiments were conducted using the HQFaces dataset [117] 

and the Dartmouth Children’s Faces database [118] and the results generated 

were deemed reliable estimates of the input faces in comparison to  ground truth. 

In 2017, Convnet features for age estimation were used for facial age 

estimation by Bukar and Ugail [119]. The method was based on extracting 

features from an input image using the VGG-Face model [41] and Partial Least 

Squares Regression (PLS) was applied to reduce the dimensions of extracted 

features and redundant information [120]. The experimental framework was 

tested on two different databases, FGNET-AD [14] and Morph II [121] and the 

results reported were comparable to some previous  algorithms, such as the 

Biologically Inspired Features (BIF) [122] and 3-step [123]. 

Similarly, Riaz et al. introduced a method based on 3D gender-specific 

ageing model which automatically produced simulated faces at a specified age 

from an input face [124]. The model was constructed with different datasets and 

the results were comparable with other methods. Also, the ground truth faces 

demonstrated efficiency of their suggested technique. 
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An age simulation algorithm built on super-resolution in tensor space 

[125] and active appearance models (AAMs) [126], was proposed by Wang et 

al. [127]. This method simulated the effects of an ageing adult on the face by 

reducing blurring effects, which resulted from a normalisation process of a face. 

The FGNET [14] database was used and the experimental results illustrated that 

the ageing simulation results were adequate based on the recognition rate 

between the generated and ground truth faces which was 70%. 

A closely related topic to machine-based face ageing is the area of age 

estimation. Recently, machine learning approaches have been applied to solve 

age estimation problems by using Convolutional Neural Networks (CNNs). For 

example, Zheng [28] proposed a method based on the deep face, which is the 

first attempt at age estimation, to obtain features of age-invariant. The technique 

is referred to as Age Estimation guided Convolutional Neural Network (AE-CNN). 

Zheng and colleagues addressed the method of separation for the variations that 

resulted because of ageing from human-specific features, which are considered 

stable. Similarly, Liu et al. [8] proposed a method for age estimation called 

AgeNet. The researchers addressed the problem of age estimation by 

implementing two types of models as well as a Gaussian model for classification. 

They used a large-scale 22 layer deep CNNs with a label distribution, while 

regression relied on the classification to encode apparent age. 

Similarly, personalised Age Progression with ageing Dictionary was 

proposed by Shu, Xiangbo et al [128]. The main goal of the method was to apply 

rendering ageing faces in a personalised manner. Their approach relied on two 

phases; (1) online and (2) offline. During the offline stage, short-term ageing 

image pairs were collected from available datasets and an ageing dictionary was 

trained. Whereas during the online stage, the researchers rendered an ageing 
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face for an input face in an age group with a nearest neighbour. Then, the 

resulted ageing face was used as an input for an ageing face in the next age 

group. This process was repeated until all aged faces were generated. Cross-

Age Celebrity [129] and Morph ageing databases [121] were used as part of the 

experiments and the results demonstrated an advantage of the proposed 

method compared with Illumination-Aware Age Progression (IAAP) [130] and 

ground truth. 

Recent work based on Generative Adversarial Network (GAN) was 

introduced by Zhang et al. [131] for age regression and progression. The 

approach is referred to as Conditional Adversarial Autoencoder Network (CAAE). 

The idea behind it is that they use a convolutional encoder in order to map an 

input face to a latent vector [132] and then to project the resulted vector to a face 

manifold conditional on age by applying a de-convolution generator [133]. This 

vector conserves features of a personalized face and an age condition controls 

regression and progression. The system was trained on a large dataset called 

the UTKFace dataset [134] and it was evaluated by different databases such as 

Morph and Cross-Age Celebrity Dataset (CACD) [129]. The results indicated that 

the system could generate faces in a more realistic manner and encompasses 

flexibility. 

Regarding face recognition on cross generated faces, a number of 

studies have been conducted [127] as a result of the lack of algorithms, which 

can be used to generate new faces from original input face images. As 

mentioned above, Wang et al [127] created a method for age progression based 

on super-resolution in tensor space. They adopted Eigenfaces [32] to extract 

features from the samples of the new face groups. Then the nearest neighbour 

method K-NN [93] was used for classification with Euclidean Distances. Their 
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results show that there were improvements in recognition across computer 

generated faces. 

In recent years, most age related work has been introduced on face 

recognition to handle age-invariant difficulties and challenges [15] [16]. For 

instance, the gradient orientation pyramid was introduced by Ling et al [17] as a 

feature and for the recognition step, they applied Support Vector Machine 

(SVMs). However, Li [18] used Local Binary Pattern (LBP) [19] and Scale 

Invariant Feature Transform (SIFT) [135] for feature extraction and Random 

Subspace Linear Discriminant Analysis (RS-LDA) [21] for face recognition. Thus, 

there are numerous discriminative algorithms, which endeavour to design a 

suitable feature and an effective classification model. 

Xu et al [136], proposed the model of a neural network named Coupled 

Auto Encoders (CAE) to deal with age-invariant face identification problem. 

Their experiments were applied to three public databases with FGNET [14] 

and the results demonstrated that the proposed method had an efficiency on 

recognition. 

Recently, Zhou et al [13], introduced a model called Identity-Inference, 

which depends on an age subspace learnt from appearance-age labels. Firstly, 

Probabilistic Linear Discriminant Analysis (PLDA) was used, then the ageing 

subspace is learnt with the apparent age labels and an identity subspace was 

located by an Expectation Maximization (EM) algorithm [137]. The 

experimenters used FGNET [14] and the results illustrated that their technique 

generated higher performance accuracy compared to other studies. For 

example, in the FGENT data set the percentage of recognition reached 
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88.23% comparing with 76.2% and 71.3% respectively when using Maximum 

entropy model [15] and Feature-aging model [138]. 

Wen et al [132], proposed a novel approach to learn age invariant features 

from a face based on Convolutional Neural Networks, called a deep face 

recognition framework. Again, experiments were conducted on FGNET database 

[14] in addition to other ageing databases. Comparable to Zhou et al., the results 

demonstrated a significant performance. 

Gong et al [15], presented a method to address the problem of 

representation and classification of face recognition in age invariance. They 

extracted information from an image by using maximum entropy feature 

descriptor and used a system called Identity Factor Analysis IFA for the 

process of matching. Similar to previous literature experiments were 

conducted on the FGNET and Morph face databases and good results were 

achieved; 76.2% using FGNET and 92.26% in Morph compared to 69.0% in 

FGNET and 91.14% for Morph by Gong et al. [139]. 

2.4 Summary 

As per the concept of average faces and based on all of the cited 

literature, there is a strong indication that there is merit in investigating the use 

of the average face as a powerful tool for face processing. However, most of the 

work previously done relies on computing the average face directly in the pixel 

space of the images. One of the main drawbacks for such a method is the degree 

of manual work required to prepare the images, e.g. removal of the background 

and warping of the face image to a template image. Aside from this, the speed 

of computation as well as noise (present in the image) are issues that need to 

be considered. These issues are tackled by performing the computations within 



Chapter 2 
 

33 
 

the Eigenspace as opposed to directly on the image space. Our work, therefore, 

presents the possibility of using the average face as a far more efficient and 

reliable processing tool, compared to the previously presented techniques. 

Apart from some isolated pockets of work mentioned within the literature 

review, to our knowledge, there has not been any rigorous study on Machine 

Learning to test the recognition rates for various facial parts. The main aim of 

this work hence is to try and close that gap. Thus, an efficient Machine Learning 

framework has been proposed to look deeply into the effects of partial face for 

recognition. In particular, trying to understand the specific recognition rates for 

various parts of the face. To do this, our framework has been implemented using 

Convolutional Neural Network (CNN) architecture for facial feature extraction, 

and utilising both Cosine Similarity (CS) and SVM for classification and testing 

as mentioned in Chapter 4 and 5.  

What is apparent from the literature within the discipline of facial ageing 

progression, regression and recognition, is that some of the face age 

generation techniques develop ages in a way that depends on the features of 

the face by ignoring the forehead [116]. Moreover, GANs-based approaches 

[112] generate new faces at different age stages and concludes good results 

if the test faces are part of the training database, however, the results were 

unsatisfactory when images are used outside of the training set. Table 2-1 

illustrates a snapshot summary of the most relevant state-of-the-art and more 

details about of comparison of our work with the most relevant works are found 

at the end of each chapter. 
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Field Descriptions 

Average Faces Features Limitation 

Burton et al., [33] A simple image-averaging technique in order to 
derive abstract representations of known faces. 

 

Computing the average face directly 
in the pixel space of the images. This 
requires manual work to prepare 
the images, e.g., removal of the 
background and warping of the face 
image to a template image 

Robertson et al., 
[48] 

Average faces by using the face verification 
system available 

A drawback of this system as 
reported by the researchers, was 
that facial landmark identification 
required manual input. 

Ageing Features Limitation 

Zhang et al. [131] Generate new ages in different groups using 
Generative Adversarial Network (GAN). The 
system was trained on a large dataset called the 
UTKFace dataset. 

It does not work with other face 
datasets. 

Bukar et al. [116] Generate ages using linear equations. Face 
feature extraction by a Colour based Active 
Appearance Model (AMM) and then applying 
regression to generate a face image of a given 
age 

This work does not include a 
forehead, which can hold more 
details about ageing including 
wrinkles and lines. 

Xiangbo et al 
[128] 

Personalised Age Progression with ageing 
Dictionary. Applying rendering ageing faces in a 
personalised manner, which relied on two 
phases; (1) online and (2) offline. 

Quality and resolution of the new 
generated faces are not clear 
enough (contains blurring). 

Imperfect 
Facial Data 

Features Limitation 

Zheng, et al [106] Introducing a powerful method to extract 
features of local and contextual information for 
the purpose of recognition. 

The experimental framework was 
tested on face datasets including 
sunglasses and scarf not parts of a 
face. The presented experimental 
results were lower than our results 
as mentioned in table 6-2. 

Du, et al [102] face recognition under occlusions using Nuclear 
Norm based adapted Occlusion Dictionary 
Learning (NNAODL) 

They used images with a degree of 
noise. 

He et al., [77] Dynamic Feature Matching (DFM) for partial 
face recognition using combination of Fully 
Convolutional Networks (FCN) [78] with sparse 
representations 

The method was applied to the 
recognition task for the largest parts 
of the face, such as upper, down, 
right, and left half of a face and the 
results were low comparing to our 
method as illustrated in table 4-1. 

Table 2-1: Illustrates a snapshot summary of the most relevant state-of-the-art. 
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3 Averaging for Enhancing Face Recognition 

In this chapter, two contributions relating to Eigenface are presented. 

Firstly, introducing the concept of average weights in the Eigenspace for efficient 

face recognition using Eigen Value Decomposition (EVD). Secondly, a novel 

modification to Principle Components Analysis (PCA) using discrete Biharmonic 

equations for the recognition system is introduced. This system is called Bi-

harmonic Principle Components Analysis (Bi-PCA).  

This chapter is divided into two sections. In the first section, presenting 

and explaining the effect of applying average weights of eigenvalue 

decomposition to facial image processing. Secondly, explain the methodological 

framework of the Biharmonic Eigenface the face recognition. 

3.1 Average Weights of Eigenvalue Decomposition for Efficient 

Face Image Processing 

In this section, the use of averaging over faces as an efficient 

computational approach is investigated for face processing. More specifically, 

utilising the concept of Eigenvalue Decomposition to compute average weights 

over facial images in the Eigenspace. Our approach has a competitive advantage 

for face processing and analysis especially when considering the standard 

approach to face averaging in the pixel space, which is computed through image 

pre-processing and transformations. The offered approach uses a small set of 

training images for computing the average weights in the Eigenspace for faces, 

which results in a reduction in the level of complexity.  

As part of our approach for a given individual, computing the average 

weights from a chosen of known images avoiding the need to manually separate 
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the face and the background. To demonstrate the competence of our approach, 

face recognition is used as an example, i.e., recognition is performed by 

comparing the average weights of a probe facial image to that of pre-computed 

average weights of the query image. A varied image-selection technique (as 

mentioned in section 3.1.2.2) has been used to compute the average weights, 

which had enabled us to measure the effect of image numbers on recognition 

rates. Showing that, beyond a certain small number, in our experiments (four 

images), increasing the number of images to compute the average weights has 

no significant impact on the recognition rate. In fact, saturation occurs with the 

composition of as low as four images. Hence, the average weights formed using 

four images are sufficient to produce an optimum result.   

Based on those approaches, a method of EVD was developed in order to 

compute average weights for faces in the Eigenspace. To test our methodology, 

as well as to measure rates of face recognition, several standard datasets have 

been used namely, the ORL [68], the Grimace and the face96 [58]. First, our 

method was tested against standard average faces computed over the pixel 

space i.e., created using averages of cropped and warped faces as previously 

done by others. Then, ran a number of experiments was ran to test the efficiency 

of our method. The obtained results through our experiments are interesting, i.e., 

average weights are a more reliable and are an efficient measure for face 

recognition when compared with simple averages (without needs to correct a 

pose and adjust images to the same shape). Moreover, a sample size of as little 

as four images is enough to compute reliable Average Weights (AW) from an 

image set for a given individual. 

It is important not to confuse or directly compare the proposed AW 

approach for face processing, with some of the state-of-the-art methods such as 



Chapter 3 
 

37 
 

Convolutional Neural Network (CNN) based deep learning [41] and [140]. Whilst 

deep learning for example, provides excellent results in face recognition, such 

methods are based on supervised learning and are high-dimensional, and 

computationally intensive, during both the training and testing phases. On the 

other hand, the EVD-based face image processing technique is computationally 

very less intensive. Even with some of the low dimensional CNN approaches, the 

dimension space can be as high as 128 dimensions (number of extracted 

features per image) whereas the AW approach utilises as few as 45 dimensions, 

with virtually no training time as opposed to the CNN approaches. Thus, with 

reduced image feature space the AW approach may be useful in cases where 

face recognition in computationally less intensive environments. In this work, 

three important questions are answered, where are;   

1. Are average weights in the Eigenspace a reliable measure for face 

processing?  

2. Is it possible to use the average weights obtained directly from images, 

without any complex transformations or manual operations, as a reliable 

method to undertake efficient face recognition?  

3. What are the optimum number of facial images that are required to find a 

reliable set of average weights? 

    

3.1.1 Weights of Eigenvalue Decomposition  

The main idea is presented in this work hinges on the computation of an 

average weight space for a given number of images in the Eigenspace, instead 

of computing the average in the pixel space of a manually prepared original 
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image. Our approach does not require additional manual intervention or 

transformation and therefore is more efficient and more reliable.  

A modified version of Eigenvalue decomposition (EVD) [37] [141] is 

employed, whereby the concept of average weights is introduced. EVD is a well-

known method that can be used to extract features from original images that can 

be embedded in the Eigenspace. Below, a description of our proposed method 

of EVD with average weights in detail. 

Let 𝑀 be the number of images in a training set of the same size. The first 

step is to convert all the images from 2D into 1D. Secondly, in order to take the 

background into account in the training set, a normalising step is applied. This is 

done by computing an average and subtracting the mean image from each image 

vector ℾ. Given that ᴪ represents the mean image as described in Equation 3-1 

and shown in Figure 3-1. 

ᴪ =
1

𝑀
∑ ℾ𝑖,                𝑖 = 1,2,3, … , 𝑀,𝑀

𝑖=1                            (3-1)   

where 𝑀 is number of images. 

 

Figure 3-1: An Illustration of the method used to compute the mean face representation from a 
given number of images [68]. 
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The ф𝑖 is used to define a mean centred image as described in Equation 

3-2 below and as illustrated in Figure 3-2. 

ф𝑖 = ℾ𝑖 − ᴪ,          𝑖 = 1,2, … , 𝑀.                                (3-2) 

 

Figure 3-2: An Illustrative example of how to remove the mean from an original image [68]. 

 

Note that Equation 3-2 leads to a matrix 𝐴 of the form such that 𝐴 =

[ф1, ф2, … , ф𝑀]. To compute the corresponding eigenvectors, the covariance 

matrix 𝐶 is calculated whereby,  

 𝐶 = 𝐴𝐴𝑇 .                                                                          (3-3) 

If the size of 𝐶 is larger then the computation of 𝐶 is, 

𝐶 = 𝐴𝑇𝐴.                                                                     (3-4) 

To find the eigenvectors 𝑣𝑖 of 𝐶, we consider, 

𝐴𝑇𝐴𝑣𝑖 = λ𝑖𝑣𝑖 ,                                                                (3-5) 

where λ𝑖 are the corresponding eigenvalues. 

Now, by multiplying Equation 3-5 by 𝐴 can obtain,  

𝐴𝐴𝑇𝐴𝑣𝑖 = λ𝑖𝐴𝑣𝑖 .                                                           (3-6) 
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Then, projecting the eigenvectors 𝑣𝑖 on 𝐴 can obtain the corresponding 

Eigenspace 𝑈𝑖, such that, 

𝑈 = ∑ 𝐴𝑣𝑖
𝑚′
𝑖=0 .                                                                (3-7) 

where 𝑚′ ≤ 𝑀 is the number of eigenvectors. 

The vector corresponding to the weights Ω = [𝜔1, 𝜔2, … , 𝜔𝑚′] represents 

the contribution of each Eigenface in the input face image space and where 

𝜔1, 𝜔2, … , 𝜔𝑚′ are weights for each image and  =  𝑈′𝐴. The average weights, 

AW for a given subject is computed by,  

AW =
1

𝑐
∑ Ω𝑖,

𝑐
𝑖=1                                                                    (3-8) 

where 𝑐 is the number of weights that belong to the same subject.  

For recognition, the test image ℾ𝑒  is projected into the face space to 

compute the corresponding weights by, 

Ω𝑒 = 𝑈𝑇(ℾ𝑒 − Ѱ).                                                       (3-9) 

A number of measures can be used to compute the similarity in 

recognition. In this work, the Cosine Distance (CD) similarity measure has been 

used. CD is a measure of similarity between two non-zero vectors of the inner 

product family [142]. In order to determine the distances between a test face and 

the training faces, using CD, the following Equation is applied,  

𝐷(Ω𝑒 − AW𝑖) = 1 −
Ω𝑒AW𝑖

𝑇

√(Ω𝑒Ω𝑒
𝑇)(AW𝑖 AW𝑖

𝑇)

.                              (3-10) 
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3.1.2 Experiments and Results 

This section presents details of the experiments, which have been 

undertaken using the average weights on faces in the Eigenspace. Also 

presenting the results of our experiments showing how the average face within 

the Eigenspace can be an efficient and convenient way to enhance face 

recognition. To start with, details of the datasets are discussed and utilised to 

carry forward our experiments.  

For the experiments which have been undertaken, three separate datasets 

are used, namely ORL [68], Faces96, and Grimace [58]. The ORL database 

contains 40 subjects, each with ten different facial images in various poses. The 

images are all an equal size of 112 pixels by 92 pixels. The facial images are all 

frontal with a slight tilt of the head, different illumination, facial expression, and in 

some cases, the subjects wore glasses. A sample of faces from the ORL 

database is shown as part of Figure 3-3.  

 

Figure 3-3: A sample of faces from the ORL database [68]. 

 

One of the experiments, which undertook in this chapter, was to compare 

our method with that of the state-of-the-art, i.e., comparing the average weights 
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computed in the Eigenspace against average faces computed in the pixel space. 

To do this, all faces were cropped to remove irrelevant objects [143], and then 

warped them to a standard template face [144]. This is the standard method of 

computing the average face in the pixel space as reported by [33] [48]. Figure 3-

4 shows examples of cropped and warped faces that have been produced from 

the data available within the ORL dataset. 

 

Figure 3-4: A sample of processed images taken from the ORL database. (a) Cropped and (b) 
warped face images [68]. 

 

In order to compute the averages in the pixel space, ten images per 

subject were used to get it and the remaining cropped images were used for 

testing. This procedure is illustrated in Figure 3-5.  
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Figure 3-5: An example of an average warped face generated using the ORL dataset [68]. 

 

Face96 is a database of coloured facial images and is composed of 152 

individuals with 20 images per individual, totalling to 3040 images [58]. The image 

resolution for the images within the database is 196 pixels by 196 pixels. The 

database consists of both male and female subject images, with complex 

backgrounds as well as variations in lighting and facial expressions. Figure 3-6 

shows a sample set of images taken from this database. 

 

Figure 3-6: An example of face images taken from the Face96 database [58]. 
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The Grimace database [58], contains 18 individuals with 20 images per 

subject (male and female). The resolution of the images are 180 pixels by 200 

pixels and the images contain a uniform background, with variations in the size 

of the headshot and facial expression, with little variation to illumination. An 

example of the images is shown as part of Figure 3-7. 

 

Figure 3-7: A sample dataset from the Grimace database [58]. 

 

To test our proposed methodology, as well as to compare ours with the 

state-of-the-art methods, a number of experiments were conducted. First, an 

experiment was run to test out the performance of our proposed method of 

averages in the Eigenspace against the standard method of computing averages 

in the pixels space. The results show the superiority of our proposed method. 

Then, testing how varying the number of images used to compute averages in 

the Eigenspace affects recognition rates. As mentioned earlier, three different 

datasets were used, namely the ORL, Face96 and Grimace in our experiments. 

More details of our experiments and results are provided below.  
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3.1.2.1 Average Weight vs Average Face  

Using images prepared from the ORL database, the averages over 10 

faces in an incremental manner were computed, both for our method and in the 

pixel domain. Furthermore, these averages were computed by using image sets, 

whereby images have been cropped and warped into a standard template (as 

used in the state-of-the-art methods) and image sets in which no pre-processing 

or transformation has been applied.  

Figures 3-8 and 3-9 show the results from which it is clear that our method 

outperforms the rest in both scenarios.  

 

Figure 3-8: Percentage rates (%) of recognition using the average face computed in the pixel space 
and in the Eigenspace (without cropping and warping). 
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Figure 3-9: Percentage rates (%) of recognition using the average face computed in the pixel space 
and in the Eigenspace (with cropping and warping). 

3.1.2.2 Number of Images Chosen vs Average Weights in Eigenspace for 

Recognition 

In the next set of experiments, test the effectiveness of using average 

weights of faces in the Eigenspace without any pre-processing and 

transformation. In particular, setting out to test whether increasing the number of 

images to form the averages has a positive effect on recognition and also if there 

is an optimal number. 

For the conducted experiments images from three datasets have been 

used. The average weights were computed in the Eigenspace by varying the 

image numbers from 2 to 10, as shown in Figure 3-10. Our results demonstrate 

that the best recognition rate is 92.75% at AW4 meaning that the highest 

recognition rate is obtained by using an average of only 4 images.  
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Figure 3-10: Percentage rates (%) of recognition for the ORL database using the average face in the 
Eigenspace – AW results show for up to 10 images. 

Later, the number of used images was increased to form the averages in 

the Eigenspace even further, i.e. up to 20 and this done for 151 subjects in the 

database. Again, the results (as shown in Figure 3-11), indicate that increasing 

the number of images does not directly affect the recognition, as observed, for 

AW2 the recognition rate is 86.23%, for AW11 it is 78.45%, with the best rate 

being 90.29% for AW19. Moreover, when AW4 was tested on the full database, 

by selecting images randomly, the results showed that the rate of recognition is 

optimal at 92.62%. Thus, our results clearly demonstrate that computing the 

average weights in the Eigenspace over four images is optimal and beyond that, 

the rate of recognition declines, and the task becomes computationally more 

expensive. 
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Figure 3-11: Percentage rates (%) of recognition for Face96 and using the average face in the 
Eigenspace – AW results shown up to 20 images. 

 

With regards to the Grimace database, the experiments were carried out 

with AW4 and the results report that AW4 achieves 97.78% recognition.  

3.1.2.3 Comparison with PCA and PCA+LDA using ORL Database  

To further clarify the effect of AW, in the upcoming experiment, combined 

PCA+LDA [71] was applied to the ORL database, in order to compare the 

implementation of AW using EVD and PCA+LDA for face recognition. By using 

different samples of images, training and testing started with the use of four 

images concluding at nine. The highest result was 92.5 % when applying 

PCA+LDA and using 8 images for training and 2 for testing (see table 3-1). On 

the other hand, when implementing AW, the highest result was 92.75% when 

using 4 images for training and 8 images for testing. It is feasible to suggest that 

by increasing the number of images per subject during the training phase does 
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affect the rate of recognition. With regards to the computation process, in 

PCA+LDA there are two main operations, which take added computations. The 

first being the computing of a normal PCA (all steps) in order to find PCA 

subspace and secondly, when the output is passed to LDA as the input data to 

compute two scatter matrixes and Eigenfaces.  

 

 The Number of Images Per Subject 

Method 4 5 6 7 8 9 

PCA 83.75 78 82.5 80.83 85 80 

PCA+LDA [71] 91.25 91.5 91.88 91.67 92.5 90 

EVD-AW 92.75 87.75 88.25 89.25 90.75 91.5 

Table 3-1: Comparative recognition rates (%) of our method and other recognition methods on the 
ORL Database using a different number of images in training sample per person. 

 

3.1.2.4 Discussion 

The purpose of this study was to measure face recognition using 

averages formed over a number of images. In particular, we set out to establish 

where the average-face formed within the computational Eigenspace would 

provide any advantage over the present state-of-the-art methods of computing 

the averages in the pixel space. The results show that our method has clear 

advantages over other methods. Firstly, in order to compute the average weights 

in the Eigenspace does not require the pre-processing on images (e.g. separating 

the face from the image background) and complex transformations (e.g. warping 

the image to a standard template). Secondly, recognition is undertaken by 

comparing a handful of weights in the Eigenspace enabling fast and efficient 

computation.  

Our results show that by using a combined dataset taken from 3 standard 

databases, AW4 (the computing average weights over four images as explained 
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in section 3.1.2.2 by selecting four weights per subject using equation 3-8) 

enhances the percentage of recognition significantly, with a result of 92.75%. 

Further, increasing the number of weights (images) only had a marginal effect to 

recognition. In our experiments, the average weights were computed by using 

two images initially sequentially increasing with one image at a time. The 

experimental results show that when AW2 is used, the recognition rate is 81%, 

similar to the results obtained with AW3 and AW6. When comparing between 

other averages, (from AW6 to AW10) there was a slight difference in recognition 

rate: 87.75%, 88.25%, 89.25%, 90.75%, 91.5%, and 90.5%, respectively. 

However, the optimal recognition rate achieved is 92.75% were using AW4.   

In another experiment, the order of images was changed, to compute the 

average weights. The results show that the recognition rate could be affected by 

the quality or type of images used such as variations in the pose of the face or a 

difference in illumination. For instance, with AW20, in one experiment, the 

percentage of recognition was 90.26%, but by using a different set of images, the 

rate increased to 92.61%. Thus, the type of images has an effect on the 

recognition rate as well as the number of images used to compute an average. 

Nevertheless, it is clear that the average weight with four images gave the optimal 

results, instead of using ten images to compute an average face for example. 

The work discussed in this section demonstrates that there is great 

potential in using Eigenspace for computing averages, especially for images. It is 

possible to use the average weights obtained directly from images, without any 

complex transformations or manual operations, as a reliable method to undertake 

efficient face recognition. In addition, it has shown the potential of this method 

with a demonstrated application to the area of face recognition.  
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3.2 The Biharmonic Eigenface 

Since 1991, when the well-known Eigenface approach was introduced by 

Turk et al. [32], the method of PCA has played a prominent role in face 

processing, especially applicable to face recognition systems. Since then, a 

variety of face recognition algorithms have been proposed centred on PCA [145]. 

PCA is a powerful mathematical technique for data analysis the most significant 

task of it is to remove redundant data and to reduce the dimensionality of the 

data, which is the first step in many image compression applications [146]. 

Though in its own right PCA is well designed for data reduction in order to reveal 

interesting patterns in the data, novel modifications or enhancements are likely 

to make PCA more powerful. Existing literature points to this direction where PCA 

based subpattern (SpPCA) [147] and modular PCA (mPCA) [148] are considered 

examples. 

Our aim in this work is to add a novel modification to the traditional PCA 

to further enhance its functioning abilities. To do this, the elliptic Biharmonic 

partial differential operator is introduced as a pre-processing step into the PCA 

pipeline. The Biharmonic operator is well-known for its smoothing properties 

[149], [150] [151]. Thus, postulating that the inherent averaging ability of the 

discrete Biharmonic operator on images can help reduce the size of images 

without losing the characteristic features of them. And it is this property of the 

Biharmonic operator, which is proposed to integrate into the PCA pipeline for 

creating efficient Eigenfaces, which is referred to as the BiPCA. 

There are multiple proposed methods to improve upon for the Eigenfaces of 

traditional PCA. A question that might spring to the mind is, “why yet another 

technique to improve PCA?”. Our motivation for this work is to develop an 
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intelligent, computationally less extensive and an easy to implement method, 

which improves traditional PCA. Though the mathematical formulation of the 

elliptic partial differential operator proposed in this work appears to be complex, 

we demonstrate that the discrete Biharmonic operator is intuitive and easy to 

implement. In addition to this, also showing that our technique of BiPCA is 

superior in comparison to the existing techniques that can be used to improve 

traditional PCA. 

3.2.1 The Biharmonic Function 

Given a closed domain ɣ ⊂  𝑅2, we seek a 'smooth', differentiable and 

well-behaved function 𝑋 such that, 𝑋 = (𝑥(𝑢, 𝑣), 𝑦(𝑢, 𝑣)), where 𝑥(𝑢, 𝑣)and 

𝑦(𝑢, 𝑣)are the usual Cartesian forms in 𝑅2 spanned by the two parameters 𝑢 and 

𝑣. There are various choices for the form of the function 𝑋 which can be required. 

In this particular case, 𝑋 is required to be satisfying a boundary value problem 

whereby 𝑋 is the solution to the Biharmonic equation, 

(
𝜕2

𝜕𝑢2  +
𝜕2

𝜕𝑢2)
2

 X(u, v) = 0                              (3-11) 

Prescribing the condition on the boundaries representing the function 

values and the normal  
𝜕𝑥

𝜕𝑛
 , at the boundary 𝜕ɣ. This particular choice for which 𝑋 

is required to be a function of Biharmonic type, is inspired by many interesting 

properties of the Biharmonic function of which smoothing is of particular interest 

in the present context [151]. 

3.2.2 The Smoothing Properties of the Discrete Biharmonic Operator 

To understand the smoothing properties of the Biharmonic operator 

presented in Equations 3-11, let us consider its following variation: 
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F = ∫ 𝐿𝑑𝑢𝑑𝑣,                                                       (3-12) 

where the integrand 𝐿 takes the form, 

L = L(X, 𝑋𝑢, 𝑋𝑣, 𝑋𝑢𝑢, 𝑋𝑣𝑣, 𝑋𝑢𝑣, … , 𝑋𝑢𝑢𝑢𝑢, 𝑋𝑣𝑣𝑣𝑣)                                                       (3-13) 

Now, taking the Euler–Lagrange form of Equation 3-12 and requiring the 

first variation of 𝐿 to tend to zero, it can consider, 

L =  |
𝜕𝑛𝑋(𝑢,𝑣)

𝜕𝑢𝑛 | + |
𝜕𝑛𝑋(𝑢,𝑣)

𝜕𝑣𝑛 |                                                       (3-14) 

where 𝑛 = 2 implies the Biharmonic case. 

To consider the smoothing properties associated with the various elliptic 

operators arising from (3-14), one can consider 𝑛 = 1 and 2. In the case of 𝑛 = 2, 

the resulting operator is simply 
𝜕2

𝜕𝑢2  +
𝜕2

𝜕𝑢2 which is nothing but the Harmonic or the 

Laplace operator. If we now look at the discrete finite differences associated with 

this operator, it can be expressed as, 

𝑋(𝑖, 𝑗) =
1

4
[ 𝑋𝑖+1,𝑗, 𝑋𝑖−1,𝑗, 𝑋𝑖,𝑗+1, 𝑋𝑖,𝑗−1],                                                      (3-15) 

where 𝑋(𝑖, 𝑗) is the resulting finite difference approximation of the point on (𝑖, 𝑗)on 

a finite difference grid [149] [59]. 

As one can infer from Equation 3-15, and Figure 3-12(a), applying the 

Laplace operator results in the arithmetic mean of the immediate neighbouring 

points corresponding to the north, south, east and west. 

Similarly, considering the fourth-order operator, 
𝜕4

𝜕𝑢4
 +

𝜕4

𝜕𝑢4
 , the resulting 

finite difference scheme can be represented as shown in Figure 3-12(b), where 

the averaging of the point under consideration is obtained from a more dispersed 
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region, though the averaging still occurs along with the parametric directions 

(north, south, east and west). 

 

Figure 3-12: Smoothing masks arising from the discrete form of the elliptic operators: (a) The 
Laplacian, (b) the 4th order PDE operator and (c) the Biharmonic operator. 

 

On the other hand, as considering the Biharmonic operator as shown in 

Equation 3-11, the average can be obtained from a more uniform region 

surrounding a given point, as shown in Figure 3-12(c). This is due to the fact that 

the Biharmonic operator not only has the 4th order derivative information but also 

contains the corresponding mixed derivative information. 

3.2.3 Eigenfaces of Biharmonic Type 

As shown in the previous section, the discrete Biharmonic operator 

provides a very useful averaging process whose exact form is shown in Equation 

3-16. This operation is applied to a given set of images as a pre-processing step 

before PCA. Within the pixel space, the BiPCA can be considered as a linear 

pixel operation process and can be considered to be equivalent to a pooling layer 

within a standard Convolutional Neural Network [152]. Moreover, the BiPCA 

(a) (b)                                          (c)
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process can be regarded as a type of down sampling process in order to reduce 

an image representation, using a filter bank without any complex weights and no 

associated coefficients. For the purpose of this work, a mask of 3x3 is used 

without an overlap between any two regions of the image space for our BiPCA. 

Thus, the discrete Biharmonic mask 𝐵(𝑖, 𝑗) can be described as, 

𝐵(𝑖, 𝑗) = (20(𝑋𝑖,𝑗) − 8(𝑋𝑖+1,𝑗 + 𝑋𝑖−1,𝑗 + 𝑋𝑖,𝑗+1 + 𝑋𝑖,𝑗−1) + 2(𝑋𝑖+1,𝑗+1 +

                       𝑋𝑖−1,𝑗+1 + 𝑋𝑖+1,𝑗−1 + 𝑋𝑖−+1,𝑗−1) + (𝑋𝑖+2,𝑗 + 𝑋𝑖−2,𝑗 + 𝑋𝑖,𝑗+2 +

                       𝑋𝑖,𝑗−2))                                                   

  (3-16) 

𝐾 = 𝐵(𝑖, 𝑗) ⨁ 𝐼𝑟𝑒𝑠𝑖𝑧𝑒𝑑                                                     (3-17) 

where ⨁ is a mathematical operator for convolution between two arrays. 

Suppose there is an image 𝐼 with a size of 5x6 pixels, as shown in Figure 

3-13(a). The first step, in this case is to resize the image so it is equivalent to a 

square image of 6x6 (𝐼𝑟𝑒𝑠𝑖𝑧𝑒𝑑) as shown in Figure 3-13(b). This operation 

becomes especially useful when handling the boundary of an image. Assuming 

the mask that is used in the convolution is 𝐵, with a size of 3x3, the convolution 

of the Biharmonic operation can be defined using Equation 3-17. 

 

Figure 3-13: Operational procedure to produce a square image: (a) The original (non-square) image 
and, (b) the resulting (square) image after resizing. The application of the discrete Biharmonic to an 

image; (c) Representation of how the Biharmonic mask is applied to the image and (d) the 
representation of the resulting image. 

 

(a) (b)                          (c) (d)
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Consider the example shown in Figure 3-13(c), if taking the Biharmonic mask 

𝐵 in Equation (3-16), the resulting image 𝐾 is the reduced representation as 

shown in Figure 3-13(d). Now, for a given set of images in a dataset, the above 

procedure can be performed and PCA can be applied as described in the 

previous section 3.1.1. 

3.2.4 Experiments and Results 

This section presents the experimental setup to measure the capacity of 

the BiPCA approach in face recognition. In particular, looking at standard face 

recognition as an example, whereby comparing the BiPCA approach against the 

traditional PCA approach. BiPCA method is also compared with the Shurfaces 

method as discussed in [64]. For the purpose of experimentation, three publicly 

available datasets are utlized; the ORL [68], and Face95 and Faces96 [58], more 

details in section 3.1.2. 

The experimental approach comprised of taking images for the purpose of 

training beginning with 1 image and increasing it to 5 images per individual. The 

remainder of the images for each individual were used in the testing phase. The 

Euclidean Distance (ED) value was computed using the formulation defined in 

Equation 3-18, which is taken as a similarity measure. ED is a measure of 

similarity between two non-zero vectors of the Minkowski family [142]. For each 

experiment, a ten-fold cross validation have been utilised, whereby the average 

percentage error rates from the cross validations are reported. Also noting the 

computational time required in each case. A detailed discussion relating to the 

conducted experiments is presented in the upcoming section. 

𝐸𝐷(Ω𝑒 , Ω𝑖) = √(Ω𝑒 − Ω𝑖)2                                                     (3-18) 
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where Ω𝑒 The corresponding BiPCA weights and Ω𝑖 are the training weights. 

3.2.4.1 BiPCA vs PCA and Shurfaces using the ORL Dataset 

In this experiment, BiPCA, Shurfaces and the traditional PCA approach for 

face recognition is applied on images taken from the ORL dataset. Training 

sequences were run by beginning with 1 image and ending with 5 images per 

subject. Table 3-2 lists the computational time and error rate of PCA, Surfaces 

and BiPCA for face matching based on 10-fold cross validation for each of the 

training image sets. The error rates (using equation 3-19) in all the experimental 

cases are much lower for the BiPCA framework indicating that the BiPCA method 

outperforms the traditional PCA method. 

𝐸𝑟𝑟𝑜𝑟 𝑟𝑎𝑡𝑒 =  
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑚𝑖𝑠𝑚𝑎𝑡𝑐ℎ𝑖𝑛𝑔 𝑠𝑎𝑚𝑝𝑙𝑒𝑠

𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑎𝑚𝑝𝑙𝑒𝑠
 × 100                           (3-19) 

 

Faces  PCA   Shur    BiPCA  

 Error Time Error Time Error Time 

1 37.5 0.09 37.0 0.09 35.3 0.04 

2 29.1 0.14 20.0 0.15 22.2 0.07 

3 23.6 0.17 23.0 0.19 13.6 0.09 

4 20.8 0.21 20.8 0.21 14.2 0.10 

5 15.0 0.22 15.0 0.21 11.0 0.11 

Table 3-2: A Table of Comparison for the face matching experiments using PCA, Shurfaces and 
BiPCA on the ORL dataset. The error rates are shown as a percentage (%) and the computational 

time is shown in seconds. 

 

3.2.4.2 BiPCA vs PCA and Shurfaces using the Face95 Dataset 

In contrast to the first experiment, in this case, two tests were run whereby 

in the first case the PCA, Schurfaces and the BiPCA were applied on the 

uncropped Face95 images, and in the second case, the same was done on 
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cropped images. Again, in both cases, the training routines were run on images 

of individuals starting from 1 image to 5 images per subject. The remaining 

images in each case were used for testing and the results of the 10-fold cross 

validation are reported, see Table 3-3 and 3-4. Again, as previously demonstrated 

the BiPCA approach provides a functional advantage above the traditional PCA 

for both cropped and uncropped images. 

Faces PCA  Shur  BiPCA  

 Error Time Error Time Error Time 

1 58.7 0.47 58.6 0.47 55.6 0.24 

2 44.9 0.89 45.0 0.89 35.7 0.45 

3 36.3 1.26 36.3 1.26 37.1 0.67 

4 34.1 1.45 34.1 1.41 24.5 0.88 

5 29.8 1.57 29.7 1.52 21.7 1.00 

Table 3-3: A table of comparison for face matching. The percentage error rates and computational 
time (in seconds) between PCA, Shurfaces and BiPCA on the full (uncropped) faces in the Face95 

dataset. 

Faces PCA  Shur  BiPCA  

 Error Time Error Time Error Time 

1 59.9 0.47 60.0 0.47 50.0 0.24 

2 29.7 0.90 29.7 0.89 22.7 0.48 

3 22.3 1.31 22.2 1.30 15.9 0.70 

4 19.5 1.44 19.4 1.47 12.9 0.85 

5 18.0 1.54 17.8 1.53 11.3 1.02 

Table 3-4: A table of comparison for face matching. The percentage error rates and computational 
time (in seconds) for face matching between PCA, Schurfaces and BiPCA on the cropped faces in 

the Face95 dataset. 

 

3.2.4.3 BiPCA vs PCA & Shurfaces using the Face96 Dataset 

Contrary to the face-matching results obtained from the ORL and Face95 

datasets, the results for the original (uncropped) face images taken from Face96, 

demonstrate that the BiPCA method does not provide favourable results, see 

Table 3-5. However, the results shown in Table 3-6 indicate that the BiPCA 
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method outclasses the traditional PCA approach when applied to cropped 

images. 

Faces PCA  Shur  BiPCA  

 Error Time Error Time Error Time 

1 30.4 2.55 30.4 2.09 37.4 1.03 

2 17.5 3.43 17.5 3.43 22.2 2.62 

3 14.8 4.44 14.7 4.45 19.2 3.30 

4 12.3 5.87 12.3 6.02 17.4 4.56 

5 11.4 11.4 11.4 7.22 16.0 5.65 

Table 3-5: A table of comparison for the face matching experiments using PCA, Shurfaces and 
BiPCA on full-face (uncropped) images, taken from the Face96 dataset. The error rates are shown 

as a percentage (%) and the computational time is shown in seconds. 

 

Faces PCA  Shur  BiPCA  

 Error Time Error Time Error Time 

1 57.9 2.06 57.5 2.12 54.3 1.07 

2 35.7 3.48 35.7 3.46 29.0 2.15 

3 30.2 4.47 30.0 4.47 24.0 3.26 

4 26.5 5.54 26.5 5.56 21.7 4.44 

5 24.0 6.62 23.7 6.62 19.4 5.62 

Table 3-6: A table of comparison for face matching. The percentage error rates and computational 
time (in seconds) between PCA, Shurfaces and BiPCA for cropped faces in the Face96 dataset. 

 

3.2.5 Discussion 

The primary aim of the experiments presented within this section was to 

investigate whether the addition of a discrete Biharmonic operator as a pre-

processing step, would demonstrate an advantage, over the use of traditional 

PCA. From the results above, it is apparent that in the case where images are 

taken from the ORL dataset, the BiPCA method gives a lower error rate 

consistently. For the experimental scenario where 5 images have been used per 

individual during training, the percentage error rate declined to 11% for the BiPCA 
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approach, in comparison to 15% for PCA. Further, when using images from the 

Face95 dataset, the results report a low error rate when using the BiPCA 

approach, for both cropped and uncropped face images. Though the error rates 

are much lower in the case of cropped face images. 

The reported results for images from the Face96 database (as shown in 

Tables 3-5 and 3-6) appear to be mixed. Noteworthy, for the original (uncropped) 

images the BiPCA method performs poorly compared to the traditional PCA. This 

result, along with the results for the uncropped images taken from Face96, 

(though in this case the BiPCA still outperforms PCA) suggest that the BiPCA 

approach is still very sensitive to background noise. This is particularly obvious 

for uncropped images from Face96 since the faces in these images are relatively 

small compared to the background. Hence, discrete Biharmonic averaging must 

be separating some of the prominent facial features across the images resulting 

in the loss of sufficient detail, which must be available for accurate face matching. 

As previously mentioned, an important advantage of using BiPCA is the 

ability to reduce image dimensionality an inherent ability to preserve features. To 

demonstrate this further a sub experiment based on face recognition using state-

of-the-art Convolutional Neural Network, was conducted. The well-established 

VGGF [41] face model was used for features extraction and a Linear Support 

Vector Machines [153] for classification. 

In this experiment, the FEI database [22] was used, which contains 200 

subjects with 14 face images per individual. Four frontal images per subject were 

selected and artificially enhanced the data sample by the means of augmentation. 

The average Biharmonic face was generated using 8 images. Then, the resulting 

Biharmonic average images when used for training gave a recognition rate of 

87.2%. To compare this result, one frontal image was chosen and augmented it 
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with 20 parts. These facial parts were added along with the average Biharmonic 

face to the training set. The recognition rate in this experimental condition case 

was 85.2%, lower than the result for one average Biharmonic face. Furthermore, 

the same 20 partial images were used with one original image in the training and 

the recognition rate concluded was 81%, see Table 3-7. It can be inferred that 

Biharmonic pre-processing provides a distinct advantage in terms of reducing the 

number of images at the image pre-processing stage. 

Method Training Test Rate (%) 

    1 BiPCA 200 600 87.20 

1 image + 20 parts 4200 600 81.00 

1 BiPCA + 20 parts 4200 600 85.20 

Table 3-7: A table of comparison for the task of face matching using CNN-based recognition using 
different three training datasets: (1) one average Biharmonic face, (2) one original and 20 facial 

parts and (3) one average Biharmonic with 20 facial parts. 

 

3.2.6 Conclusion 

In this chapter, two approaches have introduced to use the average 

concept. In the first method, the concept of average weights in the Eigenspace 

have been introduced for efficient face processing. It has shown that the average 

weights in the Eigenspace, for a face, are a reliable measure of face recognition. 

Also, the use of average weights obtained directly from images, without any 

complex transformations or manual operations, is a trustworthy technique to 

undertake efficient face recognition. Further, shown that as low as four images 

can be classed the optimum number of facial images that are required for 

computing averages in the Eigenspace. Especially for fast and efficient face 

recognition when compared to the state-of-the-art methods which use averages 

in the pixel space.  
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In the second method in this chapter, a novel modification to the method 

of PCA is introduced which functions to enhance its ability for image 

dimensionality reduction. Our proposed approach hinges on the utilisation of the 

discrete Biharmonic operator as a pre-processing step for PCA, which referred to 

as BiPCA. The Biharmonic operator is among the family of elliptic operators with 

intriguing mathematical properties, one of which is smoothing / averaging. In this 

work, this characteristic of the Biharmonic operator has explored and applied to 

images to efficiently process them. The resulting images are of lower 

dimensionality where subsequently reduce computational complexities while 

preserving features of interest. 

To demonstrate the capacity of the proposed BiPCA approach, standard 

face recognition was used as an example. For experimentation, publicly available 

datasets were utilised, namely, the ORL, Face95 and Face96. The obtained 

results have demonstrated that the BiPCA outperforms traditional PCA functions. 

In fact, our experiments suggest that the BiPCA method has at least a 25% 

average improvement in the error rates when considering face recognition. 

While the BiPCA approach as a pre-processing step for reducing image 

dimensionality reports good results, there are acknowledged drawbacks. For 

example, when the BiPCA approach applied to face images with very complex 

backgrounds, it seems to provide poorer results. This is not surprising as the 

BiPCA performs complex averaging through the elliptic Biharmonic operator. 

However, in practical terms, at least in the case of face recognition, this should 

not pose a major issue since in most cases the faces must be cropped to separate 

them from any complex background. And in such cases the BiPCA approach 

clearly outperforms. 
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To show the ability of the BiPCA and the potential use of elliptic operators 

in image-processing and enhancement, the Eigenface and face recognition have 

been used as examples. The application domain of the proposed BiPCA 

approach is not limited and can be used in any image-processing pipeline where 

some form of dimensionality reduction is required as a pre-processing step. For 

example, in the context of machine learning (as discussed in the Section 3.2.5) 

the BiPCA approach can be of used to reduce the number of images in the 

training set of a Convolutional Neural Network. 

While the BiPCA approach has been shown to perform superiorly over 

traditional PCA, it must be stressed that the elliptic operator associated with the 

Biharmonic function gives rise to a complex averaging process. Therefore, its use 

must be carried out with background knowledge of the problem domain and with 

an understanding into the context of the problem. 
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4 Deep Face Recognition using Partial Faces 

Face recognition is an inherently powerful human ability. In this respect, 

there are special areas in the human brain dedicated to face processing and face 

recognition [6]. However, there are known limitations to the human brain with 

regards to face recognition, especially when tackling the problem of identifying 

individuals from large datasets, containing unfamiliar faces. On the other hand, 

more recently, machine based algorithms are proving to be far better placed in 

successfully addressing this problem.  

Face recognition using partial facial data is a particularly challenging 

problem. This is evident (clear) from human based face stimuli experiments. For 

example, apart from familiar faces, humans struggle to discriminate between 

similar faces from individual parts of a whole face such as the eyes, mouth and 

nose [10], see Figure 4-1. 

 

 

Figure 4-1: An example (random Images taken from internet) of how partial faces are presented as 
input probe images for face recognition tasks. 
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Figure 4-1 illustrates typical examples of how face recognition can be 

applied for partial facial data analysis. As the example illustrates, full face data is 

not available and only regions of the face are provided subject to availability, as 

an input probe. 

The practical application of this work is borne out by the increasing need 

to undertake automated practical face recognition tasks in everyday scenarios. 

Similar to other biometric authentication tools (e.g. fingerprints), face recognition 

and face perception have become common practice [154] [155]. Reliable 

automated face processing [156], [157] and recognition [95]–[98] tools can utilise 

images from CCTV cameras, and this is readily becoming of paramount 

importance. Figure 4-2 illustrates the overview of our face recognition framework, 

which uses partial faces as probes.   

 

 

Figure 4-2: An overview of our computational framework for face recognition using partial faces as 
probes. There are two main stages in this diagram, in the first step all features are extracted from 
faces in both saved data and an input image. Then the input image is classified in the matching 

stage. 
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Based on the work previously conducted using machine-based face 

recognition, (Chapter 2), a gap in the research field has been identified, since 

published studies have not investigated how Machine Learning performs in face 

recognition, using partial face data. Our aim in this study is to close that gap and 

address the challenge of partial face recognition. Investigating how different 

regions of the face perform during recognition, and also studying the effects of 

rotations and zooming at various levels, for the task of recognition within a 

Machine Learning scenario. Convolutional Neural Network (CNN) based 

architecture is used along with the pre-trained VGG-Face model to extract 

features. Then, two classifiers namely the Cosine Similarity (CS) and the Linear 

SVMs are used to test the recognition rates.  

The rest of the chapter is organised as follows. Section 4.1 explains the 

CNN architecture we have utilised along with a brief description of the VGG-Face 

model used for feature extraction and the CS and SVMs models, for classification. 

Section 4.2 presents the experimental framework, which tests partial face data, 

and reporting the obtained results. Section 4.3 discusses the results. Lastly, 

providing a conclusion of the chapter. 

 

4.1 Methodology 

One of the most popular examples of Machine Learning in recent times 

are based on deep learning, otherwise known as Convolutional Neural Networks 

(CNNs). CNNs are supervised Machine Learning algorithms that can extract 

“deep” knowledge from a dataset through rigorous example based training. Such 

a Machine Learning approach mimics the human brain as it learns, and has been 

successfully applied to feature extraction, face recognition, classification, and 
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segmentation tasks. The increased use of CNNs in recent times is due to their 

ability to learn complex features using nonlinear multi-layered architectures [158]. 

While the origin of CNN dates back to the early 1990s, the predominant 

scepticism for using CNN was based on the assumption that feature extraction 

using gradient descent will always overfit. The main argument for this has been 

that gradient based optimisation methods are notorious for getting stuck in the 

local minima. However, in recent times, these assumptions have been overturned 

due to the promising results CNNs have produced across multiple domains of 

research. Thus, today, state-of-the-art deep learning models, based on CNN 

architectures are being used in almost all visual computing related domains. 

Examples include image perception [159], recognition [160], classification [161], 

and information retrieval [162]. 

Generally, there are three ways of deploying CNNs; (1) training a network 

from scratch, (2) fine-tuning an existing model, or (3) using off-the-shelf CNN 

features. The latter two approaches are referred to as transfer learning [163]. It 

is important to highlight that training a CNN from scratch requires an enormous 

amount of data, which is often a challenging task [164]. On the other hand, fine-

tuning involves transferring the weights of the first few layers learned from a base 

network to a target network. The target network can then be trained using a new 

dataset.  

For face perception work by CNN, there are several pre-trained models 

which can readily be utilised for feature extraction, e.g. VGGF, FGG16, VGG19 

and OverFeat [41]. For the purpose of our study, the VGGF pre-trained model 

has been utilised for feature extraction. The adopted methodology uses the pre-

trained VGGF model for feature extraction which is then followed by CS [165] or 
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Linear SVM for classification. Figure 4-3 illustrates an overview of our feature 

extraction process. 

 

Figure 4-3: An illustrated example of our experimental framework which uses Convolutional Neural 

Network (VGG-Face) for feature extraction and facial recognition using partial face data. 

 

4.1.1 VGG-Face Model 

One of the most popular and widely used pre-trained CNN models in face 

recognition is the VGGF model, which was developed by the Oxford Visual 

Geometry Group [41]. The model was trained on a large dataset of 2.6 million 

face images of more than 2.6 thousand individuals. The architecture of VGG-F 

consists of 38 layers starting from the input layer up to the output layer. As a fixed 

criterion, the input should be a colour image of 224 by 224 dimensions, and as 

the pre-processing step, an average is normally computed from the input image. 

In general, the VGG-F contains 13 convolutional layers, each layer having 

a special set of hybrid parameters. Each group of convolutional layers contains 5 

Max-Pooling layers and 15 Rectified Linear Units (ReLUs). After which there are 

three Fully Connected layers (FC) namely FC6, FC7 and FC8. The initial two 

have 4096 channels, while FC8 has 2622 channels, and are used to classify the 
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2622 identities. The last layer is the classifier is a softmax layer which functions 

to classify an image. The basic architecture of VGG-Face in general is 

represented in Figure 4-4. 

 

Figure 4-4: An illustration of the basic architecture of VGG-Face model. 

 

4.1.2 Feature Extraction  

Given an input image, 𝑋0, it can be represented as a tensor  𝑋0 ∈ 𝑅𝐻𝑊𝐷, 

where 𝐻 is the image height, 𝑊 is the width and 𝐷 represents the colour channels. 

A pre-trained layer 𝐿 of the CNN can be expressed as a series of functions, 𝑔𝐿 =

𝑓1 → 𝑓2 → ⋯ → 𝑓𝐿.   

Let 𝑋1, 𝑋1, … , 𝑋𝐿 be the outputs of each layer in the network. Then, the 

output of the 𝑖𝑡ℎ intermediate layer can be computed from the function 𝑓𝑖 and the 

learned weights 𝑤𝑖 such that 𝑋𝑖 = 𝑓𝑖(𝑋𝑖−1: 𝑤𝑖).  

As known, CNNs learn features through the training stage and use such 

features to classify images. Each convolutional (Conv) layer learns different 

features. For example, one layer may learn about entities such as edges and 

colours of an image while further complex features may be learnt in the deeper 

layers. For example, a result of conv layer involves numerous 2D arrays which 

are called channels. In VGG-F, there are 37 layers, 13 of which are convolutions 

and the remaining layers are mixed between ReLU, Pooling, Fully Connected 

and the Softmax. However, after applying the conv5_3 layer to an input image, 

which has 512 filters with size 3x3, the features can be extracted for a 
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classification purpose. By examining the activations of that layer, one can obtain 

the main features as shown in Figure 4-5, where a sample of the features are 

presented.  

 

Figure 4-5: An example of the features retrieved from the conv5_3 layer of the VGG-Face model. 

 

In order to decide the best layer within the VGGF model to utilise for facial 

feature extractions, one must conduct a number of trial and error experiments by 

testing layers 34 (FC7) through to 37. In our experiments, other layers were tried, 

however the best results derived from layer 34. It is noteworthy that this layer is 

the fully connected layer and is placed at the end of a Neural Network, which 

means the extracted features represent the whole face. Moreover, Layer 34 

(FC7) (the last layer before the SoftMax) was used for feature extraction because 

this layer is a part of the last block in the VGGFace model, and this layer contains 

the most important details about an image [166] [41]. Based on this layer, 

VGGFace model can compute a probability for each class in a training set. Many 

works in literature [167] [168] [45] were used this layer for the same purpose. 
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The features from layer 34 are the results that arise from the fully 

connected layer FC7 after applying ‘ReLU6’, which gives a vector of 4096 

dimensions. The reason for suggesting that layer 34 (FC7) is the best layer, is 

inferred as a result of undertaking a number of face recognition tests where we 

used the full frontal-face image for both (training and testing), and obtained a 

recognition rate of recognition 100%. The entire process of training and testing 

through feature extraction is described further in Algorithm 1. 

Algorithm 1: Feature Extraction – from the Face dataset 

 

Input: Training set M, with m classes 

𝑛𝑗 = number of images in a given class 

𝐟𝐨𝐫 𝑖 = 1 𝑡𝑜 𝑚 𝐝𝐨 

       𝐟𝐨𝐫 𝑗 = 1 𝑡𝑜 𝑛𝑗 𝐝𝐨 

           𝑖𝑚 → 𝑟𝑒𝑎𝑑 𝑎𝑛 𝑖𝑚𝑎𝑔𝑒 

             𝑖𝑚 → 𝑟𝑒𝑠𝑖𝑧𝑒(𝑖𝑚) 

             𝑖𝑚 → 𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒(𝑖𝑚) 

             𝑖𝑚 𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠 → 𝐸𝑥𝑡𝑟𝑎𝑐𝑡𝐹𝑒𝑎𝑡𝑢𝑟𝑒𝑠(𝐶𝑁𝑁𝑠(𝑖𝑚)) 

      𝐞𝐧𝐝 𝐟𝐨𝐫 

𝐞𝐧𝐝 𝐟𝐨𝐫 

 

 

4.1.3 Feature Classification  

Classification in a supervised Machine Learning function, which assigns 

new observations to a known target category. In other words, the objective of 

classification is to build a brief model of the distribution of class labels in terms of 

predicted features. There are several techniques for the classification; decision 

trees [169], K-NN [93], and SVM [170] to name a few.  

As part of the current work, all extracted features in both the training and 

testing phases were used for the purpose of classification. In our experiments, 

the Cosine Similarity (CS) [165] and Linear SVMs have been utilised for 

classification [170]. There are two reasons for selecting two classifiers, firstly, 

other classifiers were tested and the best results were achieved when using CS 
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and SVMs [45] [171] [172]. Secondly, through our experiments and analysis, we 

discovered that these two classifiers have an ability to separate data more 

accurately (see Figure 4-22).  

The Cosine Similarity is a measure between two non-zero vectors. It uses 

the inner product space to measure the cosine of the angle between those two 

vectors. The Euclidean dot product formula see in Equation 4-1 can be used to 

compute the cosine similarity such that, 

𝑎 . 𝑏 = ||𝑎|| ||𝑏|| 𝑐𝑜𝑠 𝜃,    (4-1) 

where, 𝑎 𝑎𝑛𝑑 𝑏 are two vectors and 𝜃 is an angle between them. 

By using the magnitude or length, which is the same as the Euclidean 

norm or the Euclidean length of vector  𝑥 = [𝑥1, 𝑥2, 𝑥3, … , 𝑥𝑛] as in Equation 4-2, 

the similarity 𝑆 is computed using the formulation given in Equation 4-3 such that, 

∥x∥=√𝑥1
2 + 𝑥2

2 + 𝑥3
2 + ⋯ + 𝑥𝑛

2,    
 

(4-2) 

𝑆 =  cos 𝜃 =  
𝐴 . 𝐵

∥ 𝐴 ∥ ∥ 𝐵 ∥
 ,        

                        =  
∑ 𝐴𝑖𝐵𝑖

𝑛
𝑖=1

√∑ 𝐴𝑖
2𝑛

𝑖=1 √∑ 𝐵𝑖
2 𝑛

𝑖=1  

,    

 

(4-3) 

where, 𝐴 𝑎𝑛𝑑 𝐵 are two vectors. 

For classification in all our experiments the CS is computed to find the 

minimum “distance” between the test image, 𝑡𝑒𝑠𝑡𝑖𝑚 and training images, 

𝑡𝑟𝑎𝑖𝑛𝑖𝑛𝑔𝑖𝑚
𝑛  by using Equations 4-4 and 4-5. The procedure for this classification 

is further illustrated in Figure 4-6. 

𝑀𝐶𝑆 = 𝑚𝑖𝑛 (𝐶𝑆(𝑡𝑒𝑠𝑡𝑖𝑚, 𝑡𝑟𝑎𝑖𝑛𝑖𝑛𝑔𝑖𝑚
𝑛  )),    (4-4) 

where, 𝑖𝑚 is an image number and 𝑛 is total images in the training set and, 

https://en.wikipedia.org/wiki/Norm_(mathematics)#Euclidean_norm
https://en.wikipedia.org/wiki/Norm_(mathematics)#Euclidean_norm
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𝑑𝑖𝑠𝑡𝐶𝑆(𝑡𝑒𝑠𝑡𝑖𝑚, 𝑡𝑟𝑎𝑖𝑛𝑖𝑛𝑔𝑖𝑚
𝑛 ) =  

∑ 𝑡𝑟𝑎𝑖𝑛𝑖𝑛𝑔𝑗𝑚
𝑖  𝑡𝑒𝑠𝑡𝑖𝑚

𝑚
𝑗=1

√∑ 𝑡𝑟𝑎𝑖𝑛𝑖𝑛𝑔𝑗𝑚
𝑖2𝑚

𝑗=1 √∑ 𝑡𝑒𝑠𝑡𝑖𝑚
2  𝑚

𝑗=1  

 ,  

(4-5) 

 

where, 𝑚 is a length of vector. 

 

 

Figure 4-6: A procedure adopted for the purpose of classification. 

 

 

SVMs are a supervised Machine Learning algorithm, which can be used 

for both binary classification and multi classification problems. The SVMs focus 

on identifying the “margins” via hyperplanes to separate the data into classes. 

Maximising the margin reduces the upper bound on the expected generalisation 

error by creating the largest possible distance between the separating 

hyperplanes. It is clear that the SVMs are geared to solve binary classification 

problems. In all our experiments, the Linear SVMs are used to solve the multi-

classes classification problem based on One-vs-One (OVO) approach [173]. This 

is also known as pairwise classification [174]. The OVO decomposition constructs 

𝑛(𝑛 − 1) 2⁄  binary classifiers for a given 𝑛 number of classes. Then, for a final 
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decision, the Error Correcting Codes (ECC) combination approach [175], [176] 

decides how the various classifiers can be combined.  

Suppose there is a training dataset (𝑥𝑖, 𝑦𝑖),  the Linear SVMs can be used 

as in Equation 4-6 such that,  

 min
𝑤∈𝑅𝑑

1

2
‖𝑤‖2 + 𝐶 ∑ max(0,1 − 𝑦𝑖𝑤𝑇𝑥𝑖) ,𝑁

𝑖      

(4-6) 

where, 𝑤 is a weight vector, 𝑁 is a number of classes and 𝐶 is the parameter to 

control the trade-off between the slack variable penalty and the size of the margin. 

In equation 4-6, there are two parts, the first part is an optimization 

problem, which uses to find an optimal separating hyperplane (creates the 

maximum margin) by solving min
𝑤∈𝑅𝑑

1

2
‖𝑤‖2 [177] [178]. The second part of equation 

4-6 is Linear SVMs ∑ max(0,1 − 𝑦𝑖𝑤𝑇𝑥𝑖)𝑁
𝑖 , which aims to apply linearly separable 

hyperplane by maximizing the margin between classes [177] [178]. 

As for the type of SVMs (between a Linear and Non-Linear kernel), we 

have opted with the Linear SVMs. The reason being that prior to running the main 

experiments, some preliminary experiments were conducted to test the accuracy 

of recognition results between Linear and Non-linear SVMs (with radial basis 

function kernels). In general, it is clear that the Linear SVMs work well when small 

parts of the face are used as probes. For instance, in one trial experiment 

involving faces from 60 subjects, it is clear that for the right cheek, the Linear 

SVM produced a recognition rate of 24.44%, while the kernel SVMs only 

produced a rate of 2.77% by radial basis functions. In addition to this, in general, 

the Linear SVMs were computationally more efficient in all the conducted trial 

experiments. Thus, as a conclusion, the kernel SVMs with their marginal gains 

(specific only to larger portions of the face such as half or 3/4 face) does not lend 
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overall additional advantages. Hence, the Linear SVMs is used throughout the 

rest of the experiments. 

4.2 Experiments and Results 

Here, presenting a comprehensive series of experiments that have been 

conducted for face recognition using different parts of the face. To undertake this 

work, face images from two popular face datasets have been utilised, namely, 

the FEI [22] and LFW [107]. All images from both of the databases were cropped 

to remove the background as much as possible using a cascade object detector 

in order to extract face and the internal facial features [179]. However, for some 

images with very complex backgrounds, (as in case of the LFW database), the 

faces from those images were cropped manually. In this work, numerous settings 

of occlusion have been carried out in order to demonstrate that our proposed 

methodology is robust for the normal and occluded face recognition tasks. For 

this purpose, two main types of experiments were conducted; (1) full-face images 

free of rotation and zoom effects as part of the training face data and (2) partial 

face images with effects of rotation and zoom. In each case, 14 sub experiments 

were undertaken, which involving partial, rotated and zoomed-out faces using 

both classifiers (CS & SVM). For the purpose of training, 70% of the images per 

subject were utilised and augmented through operations such as padding and 

flipping. The remaining 30% of the images were used for testing in each case.  

In all experiments, the proposed method was evaluated by finding a 

recognition rate. This was done by counting a number of corrected matched 

images as shown in equation 4-7 below; 

𝑅𝑒𝑐𝑜𝑔𝑛𝑖𝑡𝑖𝑜𝑛 𝑟𝑎𝑡𝑒 =  
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑚𝑎𝑡𝑐ℎ𝑖𝑛𝑔 𝑠𝑎𝑚𝑝𝑙𝑒𝑠

𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑎𝑚𝑝𝑙𝑒𝑠
 × 100                           (4-7) 
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4.2.1 The FEI Dataset 

This database contains 200 subjects of Brazilian students and staff of an 

equal number for males and females. For each subject, there are 14 pictures and 

in total 2800 images (200 subjects X 14 images per subject). The resolution of 

the images is 640 pixels by 480 pixels and all the images are in colour taken 

against a white homogeneous background. The subjects are between the ages 

of 19 to 40 years old. And the dataset contains images displaying variations in 

facial expressions and pose. Figure 4-7 shows some sample images.  

 

 

Figure 4-7: Sample face data from the FEI dataset [22]. 

 

4.2.1.1 Experiments on Parts of the Face using the FEI Dataset  

In our experiments twelve test sets were generated with each test 

corresponding to a specific part of the face. The parts of the face that were tested 

included the eyes, nose, right cheek, mouth and the forehead. Also, faces were 

generated using just the eyes and nose, the bottom half of the face, the top half 



Chapter 4 
 

77 
 

of the face, right half and a three quarter of the face, in addition to the full face. 

Figure 4-8 shows the facial parts that were used for testing the recognition rates. 

 

Figure 4-8: Parts of the face were used for testing the recognition rates on the FEI dataset [22]. This 
image is a smile expression. The first row and the half of the second row include big parts of the 

face. Whereas the rest rows represent the small parts. 

 

After extracting features from the VGG-Face model, the CS without parts 

(CS-Wo) and the Linear SVMs (with 19900 binary classifiers) without parts (SVM-

Wo) were applied in order to investigate the rate of recognition for each facial part 

separately. The results of these experiments are summarised in Figure 4-9. By 

visually analysing the figure, the highest recognition rate is achieved when using 

the full face and the three-quarter view of the face since a recognition rate of 

100% is achieved when using both classifiers. However, the recognition rate 

starts to slightly decrease when using the right half and the top half of the face 

respectively with SVM-Wo, but in the case of CS-Wo, the rate remains at 100%. 

As approaching the bottom half of the face, the rate of recognition decreases 
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further to approximately 50% in the case of SVM-Wo and about 60% for CS-Wo. 

This decline continues until nearly 0.5% for the right cheek.  

To measure the rate of recognition using parts of the face, the previous 

procedure was repeated, but this time by adding the individual parts of the face 

into the training set also. As shown in Figure 4-9, the recognition rates 

significantly improve. For instance, while the results from the right cheek 

previously were nearly 0%, the recognition rate increased to 15% when using 

both the classifiers. Also, in the case of the combined eyes and nose features, 

recognition was previously at 22% for SVM-W and 40% for CS-W. However, in 

this case the recognition improves to approximately 57% for SVM-W and 90% 

when using CS-W. However it is noticeable that not all recognition rates steadily 

increase. In some cases, the results were slightly worse for SVM-W. For example, 

a slight decrease in the recognition rate was observed when the bottom half of 

face was tested, a recognition rate of 53% was achieved but decreased to 51%. 

In contrast, the CS-W approach has produced a significant improvement, for 

example the recognition rate for combined eyes and nose increased from 40% to 

90%. 
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Figure 4-9: Face recognition rates (%) for partial face (with and without rotation) data taken from 

the FEI database using SVM and CS classifiers 

 

4.2.1.2 Experiments on Rotated Faces using the FEI Dataset  

In this experimental section, all the faces in the test sets were rotated in 

eighteen degree increments, starting from 10° to 180°. Figure 4-10 illustrates 

some sample rotations.  

 

Figure 4-10: Illustration of rotation (10° to 80°) used for the FEI dataset [22]. 
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All rotated images in each subset were passed to the VGGF model to 

extract features following the same experimental procedure as described 

previously. Figure 4-11 shows the recognition rates for the rotations with using 

the two classifiers. The experiments include the addition of rotated facial data into 

the training set, as well as testing without rotated images. 

  

Figure 4-11: Face recognition rates (%) using SVMs and CS classifiers based on face rotations. 
Without and with rotated faces in the training set for the FEI dataset. 

 

When considering the data without rotated images (SVM-Wo and CS-Wo), 

it is clear that the rotated faces at 10°and 20°respectively, show the highest 

recognition rate at 100% for both classifiers, see Figure 4-11. On the other hand, 

the recognition rate starts to decrease partially at 30° and 40° and the rate of 

recognition achieved is between 98% and 80% for SVM-Wo and CS-Wo. 

However, the lowest rate of recognition emerges when the degree of rotation is 

high (50° to 180°) since the rate of recognition reaches almost 0% in some cases 

for both the classifiers.  
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In the second experimental condition, where rotated images are added to 

the training set, it can observe that the recognition has improved significantly for 

both classifiers (SVM-W and CS-W), as shown in Figure 4-11.  CS-W recorded 

the highest recognition rate in most of the cases. For example, at 40° the previous 

rate was nearly 33% and enhanced to an impressive 95% with CS-W. Using the 

SVM-W also gradually increased the recognition rate especially for higher 

degrees of rotation. For example, at  80° of rotation, with rotated data being added 

to the training dataset, the recognition rate significantly increased from 

approximately 2% to 76%. As the rotation increased, the rate of recognition 

became very low for SVM-Wo and CS-Wo (without) while these rates have gone 

up dramatically from about 0% to between 82% and 84% for SVM-W and from 

nearly 0% to about 92% in CS-W (with), which again indicate that CS-W 

outperforms SVM-W.  

4.2.1.3 Experiments on Zoomed out Faces using the FEI Dataset  

In this experiment, all faces were zoomed out in the test sets from 10% to 

90% in order to determine the effect of zooming on the rate of recognition. Here, 

there are nine groups of test images as shown in Figure 4-12. Similar to the 

framework adopted for the rotation experiments, the zoomed test faces were also 

passed to the VGGF model in order to extract features and the features were 

passed to SVM and CS for classification. 
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Figure 4-12: An illustrative example of sample images taken from the FEI Database [22] and 
manipulated at varied degrees of zoom-out modification (10% to 90%). 

 

In the first part of the experiment, the recognition rate was evaluated for 

images without the added zooming-out effects into the training set (SVM-Wo and 

CS-Wo). As shown in Figure 4-13, the higher recognition rates were reached 

(100%) at the degrees 10𝑜 to 50𝑜 zooming levels by using SVM-Wo. On the other 

hand, when the images were zoomed out between the range of 70𝑜 − 90𝑜 the 

recognition rates were significantly reduced and ultimately reached 

approximately 0%. Contrary to this, when using CS-Wo, the recognition at 

zooming levels of between 10𝑜 − 50𝑜 produced recognition rates similar to SVM-

Wo, i.e. 100%. Additionally, the recognition for images with a zoom between 

70𝑜 − 90𝑜 still had the same recognition rate, as compared to the results for SVM-

Wo.  
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Figure 4-13: The rate of recognition (%) for zoomed out faces using SVM and CS classifiers based 
for the FEI database. 

 

As the zoomed-out images were added into the training set, it became 

apparent that there is a slight improvement in the recognition rates, especially in 

the case of SVM-W at zooming levels of 70𝑜 − 90𝑜. However, for zoom-out levels 

between 10𝑜 𝑡𝑜 50𝑜, there is a noted decrease in performance, which, is shown 

in Figure 4-13. The CS-W method reached a superior rate of recognition at 

zoomed out levels from 10𝑜 𝑡𝑜  60𝑜 since recognition rates of 100% were 

achieved. Additionally, with 70𝑜 and 80𝑜 zooming out levels, it is clear that there 

is a gradual increase in the recognition rate compared with the previous 

experiment. At the zooming out level of 90𝑜, the recognition rates enhanced from 

0% to 45% when using SVM-W in contrast to the CS-W approach which 

concluded at 36%.  
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4.2.2 The LFW Dataset 

Labelled Faces in the Wild (LFW) is a large dataset of face pictures, which 

is designed for testing the capability of face recognition in simulated uncontrolled 

scenarios. All the images have been collected from the Internet and consist of a 

spectrum of variations in expression, pose, age, illumination and resolution. The 

LFW database contains images of 5749 subjects with a combined total of 13000 

images. As shown in Figure 4-14, the images have variable and significant 

background clutter. For this reason, during our experiments, some pre-

processing were conducted in order to extract the face from the raw image. 

 

Figure 4-14: Some sample face images from the LFW dataset [107]. 

 

For the upcoming experiments the same experimental procedure was 

followed as with the FEI database. Hence, two main experimental conditions were 

tested; with and without parts for rotation and zooming out. In total we conducted, 

14 sub experiments using both the SVM and CS classifiers.  
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4.2.2.1 Experiments on Parts of the Face using the LFW Dataset  

In the case of the partial face experiments, the same procedures were 

followed as in the FEI dataset and generated 12 datasets for our experiments. 

Figure 4-15 illustrates some samples of the partial face’s dataset.  

 

Figure 4-15: A samples of facial parts from the LFW database [107]. 

 

All the extracted features from the VGGF model were passed onto both 

the classifiers (SVM and CS), in both experimental conditions, namely without 

parts in training (SVM-Wo and CS-Wo) and with parts in training (SVM-W and 

CS-W). In order to investigate the recognition rates for each facial part, each 

classifier was applied separately. In the case of without facial parts, it is clear that 

in general CS-Wo outperforms SVM-Wo for most of the regions of the face.  By 

looking at Figure 4-16, we observe that the recognition rates for the right cheek, 

mouth, forehead and the nose is low, with about 1% for both the classifiers. In 

contrast, the rate of recognition increases significantly for facial parts such as the 

eyes, which reaches 40% using CS-Wo. Noteworthy, that by increasing the 
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proportion of the face, the recognition rate also improved significantly, with the 

best recognition rate of 100% for the ¾ face and full face. Again, in all tested 

cases, it is clear that the CS outperforms the SVMs.   

 

Figure 4-16: Recognition rates (%) using images from the LFW dataset. based on parts of the face 

using two classifiers: SVM and CS. The tested stimuli include conditions with and without 

individual facial parts during the training phase.  

 

 

Similar to the previous experiments, all the experiments were repeated by 

using facial parts and the same classifiers but this time via adding the facial parts 

to the training sets (SVM-W and CS-W). The results, as shown in Figure 4-16, 

indicate a marked improvement in the recognition rates when using SVM-W. For 

instance, the rate of recognition for the right cheek was about 1% and now 

reached almost 10%. When considering mouth, forehead, and the nose, it is also 

observed that there were slight improvements in the recognition rates for both 

classifiers. By increasing the proportion of the face, the recognition rates also 

significantly improve with CS-W, which reaches about 68% instead of about 48% 

for the eyes, however this improvement did also occur when using SVM-W 
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(recognition rate about 47%). Moreover, for the images with occluded to the eyes 

and nose, lower, top and right half of the face, the rate of recognition enhanced 

significantly with CS-W, but slightly decreased for the ¾ of face, from 

approximately 94% to 93.5%. 

4.2.2.2 Experiments on Rotated Face using the LFW Dataset  

For experiments using rotated faces, a similar experimental procedure 

was applied, as with the FEI dataset, however now, all the face images were 

rotated in eighteen-degree increments. After feature extraction, the rate of 

recognition subject to each facial rotation was determined in the same manner 

as the previous experiments.  

As shown in Figure 4-17, the results show that in the testing conditions 

where the data did not contain rotated faces, the rate of recognition was higher 

for rotated faces of 10°to 30°, since the recognition rates were close to 98% for 

SVM-Wo. When using CS-Wo the results are even better as in degrees R50 to 

R180 the recognition rates enhanced from about 0% up to 50%. However, as the 

degree of rotation increases, the proportion of recognition drops significantly for 

both the classifiers, with an average of 55% for SVM-Wo and 58% for CS-Wo. 

Moreover, for rotations between 60°and 180°, the recognition rate drops to almost 

0% for both the classifiers.  

For the experimental condition where rotated faces were added to the 

training set, the rate of recognition improved for both classifiers. For example, the 

recognition rates for images rotated at 150° was initially at 0.5% but improved to 

approximately 37%.   



Chapter 4 
 

88 
 

 

Figure 4-17: Face recognition rates (%) using SVM and CS classifiers based on varied degree of 
face rotations (10-180) using images from the LFW database.  Two experimental conditions were 

tested and include with and without  individual rotated faces within a training set. 

 

 

4.2.2.3 Experiments on Zoomed out Face using the FEI Dataset.  

In this sub-experiment all the faces in the test sets were zoomed out from 

10𝑜 to 90𝑜  in order to determine the effect of zooming out on the rate of 

recognition. Figure 4-18 demonstrates the achieved results, and it is observed 

that the rate of recognition is higher for zoomed out images for depths between 

10𝑜 until 50𝑜, since the recognition rates range from 85% to 100%, for both the 

classifiers (SVM-Wo and CS-W). However, the rate drops sharply to almost 0% 

after 50𝑜 zoom out, for both the classifiers (SVM-Wo and CS-W). Although once 

the zoomed faces are added to the training set, it is clear that the performance of 

the CS-W improves further.  
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Figure 4-18: The recognition rates (%) for zoomed out images based on SVM and CS classifiers for 

faces, using the LFW database. 

 

 

4.3 Discussions  

From what have presented for the partial facial experiments using the FEI 

dataset, the highest recognition rate reported is for the 3/4 face, where a 

recognition rate of 100% is conclude by using SVM-Wo. In this experimental 

condition, the training set did not consist of various facial-parts. Also, in the case 

of CS-Wo, the right half of the face, the top half and the 3/4 face also concluded 

a recognition rate of 100%. However, the worst recognition observations are for 

the smaller and perhaps, less significant parts of the face, such as cheek, mouth 

and nose. When applying the same methodology to the uncontrolled LFW dataset 

and training with larger proportions of the face a slight decrease in the recognition 

rates is observed when compared with the FEI dataset, which was between 76% 

to 99% for SVM-Wo and 83% to 99% for the CS-W classifier. According to the 
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results obtained for smaller regions of the face, the worst recognition rate is 

observed for the cheeks, mouth, forehead and nose however the eyes did appear 

to hold more information.   

For the second part of the experiments, when the individual parts of the 

face were added into the training sets and report a dramatic improvement to the 

rate of recognition, when using partial faces. For example, the recognition rate 

for the right cheek improved from 0% to 15% when using the FEI dataset. It is 

clear that the eyes still have the highest recognition rate when considering other 

individual parts of the face using the FEI and LFW datasets. Although the 

combined eyes and nose features report around 90% recognition when using the 

controlled FEI dataset. However, in the case of the uncontrolled LFW dataset this 

percentage drops slightly. Furthermore, in general, better recognition results 

were achieved by using the CS measure.  

Thus, an important point to highlight here is that the CS measure, in 

general, appears to be a better classifier in this case, compared to both Linear 

and Non-Linear SVMs. SVMs require complete re-training when new data is 

added which subsequently introduces computational issues. However, in the 

case of the CS classifier, this is not an issue. Though having said that, in the 

testing stage, the CS classifier is more computationally intensive but given the 

greater degree of accuracy and makes logical sense to employ the CS classifier 

over SVMs.   

In order to compare our results with the state-of-the-art techniques, it is 

clear that He et al., [77], presented work somewhat similar to what have been 

presented in this research. Whereby He et al., [77], has applied the recognition 

task to parts of the face, using images from the LFW dataset. The work by He 
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and colleagues is the closest to have done across in the domain of partial face 

recognition, with which we can make some form of direct comparison. Table 4-1 

presents a comparison of our results with those presented in the literature. It is 

apparent that our results are significantly better.  

 Area He et al., [77] Ours 
Upper 39.2% 90.2% 
Down 7.8% 70.73% 
Right 24.2% 88.9% 
Left 27.6% -- 

 

Table 4-1: A  table of comparison for the experimental results reported by He et al., [77]  

and ours, using images from the LFW database. The comparison was done in four parts of the 

face, upper, down, right and left half of the face. 

 

 

From the experimental results, it is possible to make further comments 

about the accuracy between the classifiers (CS and SVM). In general, the CS 

classifier outperforms the SVM. This can be observed by considering the 

individual class-level when examining the matching images picked by the 

classifiers. For example, Figure 4-19 presents the images that were matched 

correctly for a subject using CS-W and Figure 4-20 shows an example in which 

the CS classifier got confused. 

 

Figure 4-19: The result of correct matching using CS, for the region of the mouth [22]. 
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In some cases, greater matching performance was observed by the CS 

classifier.  For instance, Figure 4-21 shows images of cheeks that have been 

correctly matched by the CS classifier, though in this case, the classification may 

have resulted because of the prominent mark on the cheek see Figure 4-21.  

 

 

Figure 4-20: The result of an incorrect match using CS, for the region of the mouth. 

 

 

Figure 4-21: The result of a correct match using CS, for the right cheek. 

  

An interesting question that come to one’s mind may relate to the 

generalisation capability of our proposed approach, especially when eliminating 

one or two facial parts from within the training sets. To investigate this, further 
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experiments were conducted whereby randomly left out two facial parts i.e. the 

right cheek, no eyes + no nose, from the training data of the LFW database. The 

experiments were run, without these two parts, and utilised the Linear SMV (L-

SVM), kernel SVM (k-SVM), and CS for classification. The results of these 

experiments are summarised in Figure 4-22. As demonstrated when the two 

facial parts are removed the rate of recognition falls drastically from 

approximately 25.55% to around 3.88% (for the cheek) using CS. Moreover, for 

the facial-part without eyes and nose, the recognition rate fell by almost half for 

all classifiers, and the k-SVM performed worst in this case. As far as recognition 

for other parts of the face is concerned, in general, the rates for SVMs fell slightly 

whereas the CS appears to maintain its recognition rates.  

 

Figure 4-22: The results of the recognition task (%) when some parts of the face (cheeks and facial-
part with no eyes and no nose) are removed from the training sets. The tested classifiers include 

linear SVM, kernel SVM and CS. 
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4.4 Conclusion  

The ability for existing machine-based face recognition algorithms to 

perform adequately in cases of imperfect facial data such as occluded faces, 

rotated faces or zoomed out faces, as cues, remains a challenging task for the 

field of computer vision and visual computing. This work has presented the results 

of some novel experiments undertaken to highlight such issues of occlusion as 

well as to outline some potential solutions. This was done by utilising both 

controlled and uncontrolled public facial-image datasets and demonstrating how 

deep learning can be utilised for face recognition using imperfect facial cues. 

Thus, given some partial facial data, we show how feature extraction can be 

performed using popular CNNs such as the VGG-F model. In addition, showing 

how classifiers based on popular SVMs and CS can be applied to undertake facial 

recognition tasks.   

This chapter has discussed a rather comprehensive set of experiments 

relating to face recognition using imperfect facial data. Our results show that as 

the proportion of the face gets small regardless of the prominent nature of the 

facial features such as eyes, nose, or mouth the rate of recognition is poor. 

However, even in the case of machine-based face recognition, the eyes appear 

to carry more recognition cues compared to other individual facial features. 

Furthermore, when it comes to rotated faces, it would be better to avoid highly 

rotated faces (e.g., faces rotated between 110° and 120°) as they appear to 

perform very poorly in recognition tasks regardless of incorporating rotated faces 

into the training data. In the case of zoomed-out faces, again it is advisable not 

to use highly zoomed out faces (e.g., faces zoomed out to 70% to 90%) as 
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probes. Finally, it clear that the CS measure greatly improves the performance of 

the classification when compared to both the Linear and kernel SVMs. 
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5 Age Progression and Regression and the Effect of Ageing in Face 

Recognition  

Age progression and age regression have many applications and 

concurrently many challenges in the area of face recognition. Automatic aged 

and de-aged face generation has become an important subject of study in recent 

years. Over the past decade, researchers have been working on developing face-

processing mechanisms to tackle the challenge of generating realistic aged 

faces. In this chapter, a novel framework is presented to address the problem of 

template faces based on the formulations of an average face for a given ethnicity 

which are used to generate a face for a set age. 

The key objective of the proposed work is to develop and build a technique 

which addresses the age progression and regression of facial images based on 

the corresponding template images computed using different ethnicities as well 

as gender. The following are the main contributions from this experimental 

chapter: 

• Efficient face ageing is developed, considering ethnic-specific face-

templates. 

• New, realistic faces are generated by incorporating colour and 

texture characteristics with the use of the warping technique. 

• Face recognition approaches are applied to a new computer-

generated face database to ascertain which estimated age could 

be an obstacle when considering the issue of age progression and 

regression. 
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This chapter is organised as follows. First, Section 5.1 discusses the 

adopted methodology. Then, Section 5.2 outlines our experiments and results. 

And finally, in Section 5.3 the conclusion of this chapter is presented. 

 

5.1 Methodology 

The proposed methodology for face age progression and regression is 

intended for overcoming some of the key challenges in such systems that 

currently exist. One key objective we strive to achieve here is the development of 

a flexible and lightweight method for generating realistic aged faces. The 

proposed frame-work is based on face templates, which are built by extracting 

information on the age, gender, colour and texture characteristics from a number 

of faces corresponding to the principal ethnic groups. Ethnicity based face 

templates can play a vital role in generating realistic faces, by complementing 

artefacts that arise from modern and commonly available techniques such as 

GANs based ageing systems. 

The proposed system consists of two key parts. The first part is the 

mathematical method for building and generating the proposed face templates. It 

uses an average face for a given ethnicity, age and gender considering a 

sufficient number of faces for the corresponding category. In the second part, the 

generated templates are applied to the target face for age generation with two 

key control parameters, based on the colour and texture of the face. Finally, as 

part of our methodology, also a framework is proposed for verifying the accuracy 

of the generated faces through similarity comparison by means of standard face 

recognition. To compute and verify face similarities, a method based on the state-

of-the-art CNNs is used. 
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5.1.1 Building an Ageing Template 

To construct the templates for the calculation of age, based on the 

technique of calculating the average face is similar to the technique presented in 

[116]. The templates are generated for five specific ethnicities: Middle Eastern - 

Arabic, Southeast Asian, African - Black, Caucasian - White, Eastern - Chinese 

and with eight age-gaps starting from age 10 to 80, with 10 years increments for 

both the genders. The process of constructing the age template is based on the 

collection of sufficient data upon which proposed templates can be constructed. 

5.1.1.1 Data Collection 

  
The required data for creating the ethnicity specific templates was 

collected in four phases. Firstly, an Arab educational institution in Bradford, UK, 

was approached, and participants were recruited for photography. The 

participants consisted of male and female children and teachers, with an average 

age of 10-15 years for the children and 31-53 years for the teachers. In the 

second phase of image collection, colleagues from some Arab countries 

consented to send images of themselves. Thirdly, students from the University of 

Bradford were recruited. The fourth and final stage of data collection consisted of 

downloading readily available images from the Internet, again of various ethnicity 

and ages. 

 

5.1.1.2 Age Template 

All the collected images were categorised into groups based on ethnicity, 

gender and age. Since all the face images were originally of different dimensions 

it was necessary to normalise them and bring each image to the same reference 
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frame. The method of generating the templates of ageing can be broken down 

into the different steps described below: 

1) Facial Features Detection: for face landmark detection, Dlib algorithm 

[180] is used. Dlib uses a pre-trained model to estimate the position of 68 

facial landmark points (𝑥, 𝑦) in the face, shown as part of Figure 5-1. 

However, since the forehead provides information about a person’s age 

and Dlib does not cover that region of the face, five extra points were 

added based on information given by Dlibs algorithm, as 5-1, 5-2, 5-3, 5-

4 and 5-5 below. It is assumed that the forehead is rectangular in shape 

and maps four points with the fifth point at the middle of the top between 

points 𝑎 and 𝑏, as in Figure 5-2(a). To find the coordinates of point 𝑎(𝑥, 𝑦), 

firstly, computing the height of the forehead and based on our experiments 

this equals the length of nose 𝐷, hence the following equation is applied, 

𝑎𝑥 = 𝑃𝑥
19 − 𝐷𝑛𝑜𝑠𝑒, 𝑎𝑦 = 𝑃𝑦

19 − 𝐶,        (5-1) 

where 𝑃𝑥
19 and 𝑃𝑦

19 are 𝑥 𝑎𝑛𝑑 𝑦 values at point 19, 𝐶 is a constant value to 

normalize the distance and, 𝐷𝑛𝑜𝑠𝑒 = ‖𝑃𝑥
28 − 𝑃𝑥

31‖.  Similarly, the points 

𝑏(𝑥, 𝑦), c(𝑥, 𝑦), d(𝑥, 𝑦), and e(𝑥, 𝑦) are computed via  the format in Equation 

5-2, 5-3, 5-4, and 5-4 respectively. i.e.,  

𝑏𝑥 = 𝑃𝑥
18 − 𝑟𝑜𝑢𝑛𝑑(

𝐷𝑛𝑜𝑠𝑒

2
) + 1, 𝑏𝑦 = 𝑃𝑦

18 − 𝐶.                (5-2) 

𝑐𝑥 = 𝑃𝑥
27 − 𝑟𝑜𝑢𝑛𝑑(

𝐷𝑛𝑜𝑠𝑒

2
) + 1,  𝑐𝑦 = 𝑃𝑦

27 + 𝐶.                (5-3) 

 

            𝑑𝑥 = 𝑃𝑥
26 − 𝐷𝑛𝑜𝑠𝑒, 𝑑𝑦 = 𝑃𝑦

26 + 𝐶.         (5-4) 

To compute the middle point 𝑒(𝑥, 𝑦) we use, 

𝑒𝑥 = 𝑟𝑜𝑢𝑛𝑑 (
𝑃𝑥

21+𝑃𝑥
1

2
) + 𝑃𝑥

21, 𝑒𝑦 = 𝑃𝑦
21 − 𝐶1, (5-5) 

where 𝐶1 is a normalised distance. 
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After computing the five points to identify the forehead section of the face, 

the number of facial landmarks increases to 73 points in total, as shown in 

Figure 5-2(b). 

 

Figure 5-1: Dlib landmarks applied to an image from Morph face images [121]. a) Facial landmarks. 
b) The position and order of 68 points on a face. 

 

Figure 5-2: New five points. a) The five facial landmarks to cover the region of the forehead. b) The 
resulted facial landmarks after adding five points for the region of the forehead. 
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2) Generating the templates: As discussed earlier, the templates for given 

ages are considered for the five principal ethnicities namely, 1. Middle 

Eastern - Arabic, 2. Southeast Asian - Indian, 3. African - Black, 4. 

Caucasian - White and Eastern - 5. Chinese. We consider templates in 

age increments of 10 years i.e. ages 10, 20, ..., 80 years - for both females 

and males for each of the five ethnicities. 

Consider, for example, the face images 𝐼𝑛 of Middle Eastern males at the 

age of 70, where 𝑛 is the number of images. Let’s assume we want to 

generate a template for this age category for ethnicity. In the first step, 

images are pre-processed to resize them to the size and remove the 

background 𝐼𝑖
𝑝
, where 𝑖 = 1, 2, … , 𝑛. Then, the facial features 𝑃𝑖 are 

extracted for all the images 𝐼𝑖
𝑝
 by the method explained in (1). Before 

computing an average face and to avoid an unwanted template, all the 

images are aligned to the main shape by using the Generalised Procrustes 

Analysis (GPA) [116] [181] shown as Equation 5-6. 

𝐴𝐼𝑖 = 𝐺𝑃𝐴(𝐼𝑖
𝑝, 𝑀𝑠) , 𝑖 = 1,2, … , 𝑛, (5-6) 

where, 𝑀𝑠, is a mean shape and computes from Equation 5-7 such that, 

𝑀𝑠 =
1

𝑛
∑ 𝑃𝑖 .𝑛

𝑖=1   (5-7) 

Now, compute the template by warping the aligned faces 𝐴𝐼𝑖 to the mean 

shape 𝑀𝑠 and then it is possible to compute the average, as in Equation 

5-8 and Figure 5-3(a), such that, 

𝑇𝑒𝑚𝑝𝑙𝑎𝑡𝑒 =
1

𝑛
∑ 𝑤𝑎𝑟𝑝(𝐴𝐼𝑖, 𝑀𝑠),𝑛

𝑖=1   (5-8) 

where 𝑤𝑎𝑟𝑝 is inferred as the spatial transformation [42]. 
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Figure 5-3: a) An example of a generated face template (fake images) at the age of 80. b) The 
template face after adding wrinkles. 

 

3) Wrinkle map: Wrinkles play an important role in simulating realistic looking 

faces as they age. In simple terms, a wrinkle map 𝑊𝑚 is an image with 

high quality wrinkles that can be added to ageing templates. This step 

adds the wrinkle maps 𝑊𝑚 to the resulted template as in equation 5-9 and 

the template images with wrinkles 𝑁𝑡 are generated as in Figure 5-3(b), 

𝑁𝑡 = 𝑤𝑎𝑟𝑝( 𝑊𝑚, 𝑡𝑒𝑚𝑝𝑙𝑎𝑡𝑒)  
(5-9) 

4) As the final step, all templates are coded to a specific label based on 

ethnicity, gender and age. For example: 4280 denotes: 4: (Caucasian), 2– 

(gender- female) and 80– the face-age, which is 80. Figure 5-4 shows 

some example templates of varied ethnicity, ages and gender. It should 

be noted that the faces shown in Figure 5-4 are computer-generated and 

have been produced taking an average from a range of features. Table 5-

1 shows some example templates for various ethnicities, ages, and 

genders.  
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Ethnicity Gender Age Generated Code 

1 1 10 1110 

2 1 20 2120 

3 2 30 3240 

4 2 40 4240 

5 2 90 5290 

Table 5-1: Illustrative example of sample face- template codes. The first digit represents ethnicity, 
the second digit is gender, and last two digits represent the face-age. 

 

 

Figure 5-4: Example of face-templates with numeric descriptions of varied genders, ages and 
ethnicities/race. The image code 3105 denotes a Black male aged 5, 1120 means Middle Eastern 

male aged 20, 4280 refers to a White female aged at 80 years. 

 

5.1.2 Computing Age Progression or Regression Generation 

By this stage, all the face templates have been generated and can utilise 

them to either progress or regress a facial image to a given age. To do this, image 

morphing with a cross dissolve technique [182] [183] is utilised as discussed 

below. 
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Suppose there is an input face image 𝐼𝑖𝑛 and want to age it to 60 years old 

for a Middle Eastern male. We invoke the corresponding template, i.e. 𝑇1160. First, 

obtaining the corresponding landmark points for 𝐼𝑖𝑛 and 𝑇1160 using the modified 

Dlib algorithm discussed earlier. Those points are referred to as 𝑃𝑖𝑛 and  𝑃𝑡, 

respectively. Then, generating an intermediate warping field 𝐼𝑤𝑝 by using 

interpolation as in Equation 5-10, 

𝐼𝑤𝑝 = 𝛼𝑠ℎ𝑎𝑝𝑒 × 𝑃𝑖𝑛 + (1 − 𝛼𝑠ℎ𝑎𝑝𝑒)  ×  𝑃𝑡 (5-10) 

where 𝛼𝑠ℎ𝑎𝑝𝑒 is a parameter to control a degree of shape and is between 

0.25 ≤ 𝛼𝑠ℎ𝑎𝑝𝑒 ≤ 0.75. 

Then, an average between 𝑃𝑖𝑛 and 𝑃𝑡 is computed and used to find the 

corresponding Delaunay Triangulations (DT) [184]. However, to avoid ghosting 

effects in the resulting image, 𝐼𝑖𝑛 and 𝑇1160 into 𝐼𝑤𝑝 are warped by applying an 

Affine Transformation function (𝐴𝑇) [185]  [186] as in Equation 5-11 and 5-12, 

such that, 

𝐼𝑖𝑛
𝑤 = 𝐴𝑇(𝐼𝑖𝑛 , 𝑃𝑖𝑛 , 𝐼𝑤𝑝 , 𝐷𝑇), (5-11) 

 

𝑇1160
𝑤 = 𝐴𝑇(𝑇1160 , 𝑃𝑡 , 𝐼𝑤𝑝 , 𝐷𝑇), (5-12) 

where 𝐼𝑖𝑛
𝑤  and 𝑇1160

𝑤  are the warped images. 

Finally, applying the method of cross dissolving method [182] to the 

warped images,  𝐼𝑖𝑛
𝑤  and 𝑇1160

𝑤 , as presented in Equation 5-13 to get an aged face 

𝐼𝑎𝑔𝑒𝑑,  

𝐼𝑎𝑔𝑒𝑑 = 𝛼𝑐𝑜𝑙𝑜𝑢𝑟 × 𝐼𝑖𝑛
𝑤 + (1 −  𝛼𝑐𝑜𝑙𝑜𝑢𝑟)  × 𝑇1160

𝑤 , (5-13) 
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where 𝛼𝑐𝑜𝑙𝑜𝑢𝑟 is a parameter to control a degree of colour and 0.25 ≤ 𝛼𝑐𝑜𝑙𝑜𝑢𝑟 ≤

0.75. 

Before discussing the experiments and their results, it is worth mentioning 

the choice of the two parameters 𝛼𝑠ℎ𝑎𝑝𝑒 and 𝛼𝑐𝑜𝑙𝑜𝑢𝑟. In order to understand the 

best choice for these parameters, a number of preliminary experiments were run 

in which both the parameters were tested for possible values between 0.25 ≤ and 

≤ 0.75. As a result, based on our observations and computing the similarities 

using Cosine Similarity CS [165] and Structural Similarity Index (SSIM) [187]) 

between the ground truth and the aged faces, the optimal values 𝛼𝑠ℎ𝑎𝑝𝑒 and 

𝛼𝑐𝑜𝑙𝑜𝑢𝑟 is found as 0.5. Figure 5-5 illustrated the example where we have taken a 

subject, aged him to 80 years by the various choices of the values for the 𝛼𝑠ℎ𝑎𝑝𝑒 

and 𝛼𝑐𝑜𝑙𝑜𝑢𝑟and compared the resulting face images with the ground truth. As can 

be observed in that figure, the highest similarity percentage is recorded at 

𝛼𝑠ℎ𝑎𝑝𝑒 = 0.5 and 𝛼𝑐𝑜𝑙𝑜𝑢𝑟 = 0.5, which is recorded to be 86.15%. In addition, all 

possible values of two parameters (𝛼𝑠ℎ𝑎𝑝𝑒 and 𝛼𝑐𝑜𝑙𝑜𝑢𝑟) were tested by applying a 

recognition process between generated aged faces and ground truth faces. As 

can see in Table 5-2, the best recognition rate was at 0.5  for both parameters. 

 

Table 5-2: Comparison between the different values of two parameters by applying a recognition 
process. 
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Figure 5-5: An example from the tests carried out to determine the optimal values for the two 
parameters, 𝜶𝒔𝒉𝒂𝒑𝒆 and 𝜶𝒄𝒐𝒍𝒐𝒖𝒓. Here a face is taken and aged to 80 years with various choices on 

the values for 𝜶𝒔𝒉𝒂𝒑𝒆 and 𝜶𝒄𝒐𝒍𝒐𝒖𝒓. The similarities are determined using the Cosine Similarity (CS) 

and the Structural Similarity Index (SSIM). The results for the aged face of 80 years by using 
different values of 𝜶𝒔𝒉𝒂𝒑𝒆 and 𝜶𝒄𝒐𝒍𝒐𝒖𝒓. As a result, the optimal parameter values that should be 

considered are determined to be 𝜶𝒔𝒉𝒂𝒑𝒆 and 𝜶𝒄𝒐𝒍𝒐𝒖𝒓= 0.5. 

 

Additionally, it is observed that wrinkles (present on the forehead, cheeks 

and eyelids) in the generated faces between the ages of 60 and 80, become 

clearer and this is achieved by merging the wrinkles map with the template. 

Figure 5-6 shows the generated face at age 70 alongside the original input face. 
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Figure 5-6: Illustrative example for the effect of merging the wrinkles template for age generation 
using FEI images [22]. 

 

5.1.3 Recognition Task Using Unrealistic Faces 

There are various approaches suggested for face recognition and 

classification using real faces, see [165] [187]. Here applying recognition 

approaches to computer-generated faces (i.e. unreal faces) in order to check the 

reliability of our method. To achieve this, a method based on a pre-trained 

Convolutional Neural Networks is used for features extraction and popular 

classifiers for classification. 

Due to the low number of images per subject, the most well-known pre-

trained model is adopted for facial feature extraction; VGG-Face model [41]. This 

model is widely used in the case of face recognition task and was developed by 

Oxford Visual Geometry Group [41]. For the purpose of our experiments, the last 

fully connected layers were tried and the best results are reported for layer 34. 

The extracted facial features from both a ground truth image and an aged 

image are represented as a vector of dimensions 4096. All these vectors can then 

be used for training the classifiers such as the Cosine Similarity CS [188], 
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Decision Trees [169], k-Nearest Neighbours (K-NN) [93] and Linear Support 

Vector Machines (SVMs) [153]. 

 

5.2 Experiments and Results 

For performance evaluation, experiments are conducted using two public-

domain face databases (FEI [22] and Morph II [14]) and to generate faces of 

different ages, sex and ethnicities. In addition, optimal shape and colour 

parameters values are estimated by observing all the experiments and 

conducting a comparative study with similar published work. 

Table 5-3 summarises the facial similarity results between the generated 

faces and the ground truth faces from the FEI dataset. Note, the results reported 

in Table 5-3 are for the values _shape = 0.5 and _colour =0.5. 

Dataset CS SSIM Average 

FEI 85.161% 78.77% 81.97% 

Table 5-3: Summary of the facial similarity results between the generated faces and the ground 
truth for all the faces the FEI dataset. 

 

5.2.1 Using the FEI Database 

The FEI University is a Brazilian introduced dataset consisting of 200 faces 

of students and staff of both the male and female sex [22], more details in chapter 

4 section 4.2.1 and the sample of images in Figure 5-7. For each of the 

experiments, using the FEI dataset, three front face images were selected for 

each subject totalling to 600 facial images. The faces are then age progressed 

and regressed using the methodology described earlier. From the experimental 

results, by setting the two parameters (𝛼𝑠ℎ𝑎𝑝𝑒 and 𝛼𝑐𝑜𝑙𝑜𝑢𝑟 ) into different values, 

it is clear that for 𝛼𝑠ℎ𝑎𝑝𝑒 = 0.5 and 𝛼𝑐𝑜𝑙𝑜𝑢𝑟 = 0.5, our method consistently 
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produced the best aged face as mentioned in Table 5-2. Figure 5-8 shows a 

sample of aged faces with different parameter values for an individual whereby 

the ages considered are between 10 years and 80 years with different 

parameters. 

 

 

Figure 5-7: Example of the FEI face database images [22]. 

 

 

Figure 5-8: Schematic of changing the value of shape and colour. The first row indicates the aged 
faces when both parameters equal 0.5 which are more realistic and acceptable while the bottom 

row shows the aged faces with 𝜶𝒔𝒉𝒂𝒑𝒆 = 𝟎. 𝟓 and 𝜶𝒄𝒐𝒍𝒐𝒖𝒓 = 𝟎. 𝟐𝟓 and look significantly different from 

the original face. The red box in the first row indicates the best comparable aged face, which is 
believed to be 30. 
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As shown in Figure 5-8, it can be seen that the best choice of two 

parameters (𝛼𝑠ℎ𝑎𝑝𝑒 and 𝛼𝑐𝑜𝑙𝑜𝑢𝑟) are 𝛼𝑠ℎ𝑎𝑝𝑒 = 0.5 and 𝛼𝑐𝑜𝑙𝑜𝑢𝑟 = 0.5, which 

generate the most realistic and reliable ages. As a guide for our selection, the 

proposed method can be used to simulate face images at various ages and 

generate ages for whole datasets of varied genders and races. For the evaluation 

of the age regression and progression model, K-Fold Cross Validation was 

performed by using K = 3, which means that for each subject three original 

different images were used to produce novel faces. The FEI faces do not include 

ages for the individuals so an internet application (How-Old.net) [189] was used 

to estimated ages for each of the faces. Furthermore, similarities between the 

new faces and the ground truth face at the same ages are computed by using 

Cosine Similarity (CS) and Structural Similarity Index (SSIM) as seen in the last 

column of Figure 5-9. Note, crosses indicate that we do not have the templates 

for the black females between 70 and 80 years. Further, it is demonstrated that 

the percentage of similarity is very close to the ground truth. 
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Figure 5-9: Examples of aged face images for individuals from the FEI dataset. The first column 
represents the input images with estimated age, i.e. 30E means the estimated age is 30 years. The 

next 8 columns show the aged faces from 10 to 80 years. The faces inside red boxes correspond to 
those with matching ages between the input and the generated face. Note, crosses indicate that we 

do not have the templates for the black females between 70 and 80 years. Finally, the last two 
columns show the percentage similarities between input faces and the aged faces for the same 

ages. 

 

5.2.2 Using Morph II Database 

Similar to using the FEI dataset, experiments were repeated on the faces 

taken from the Morph II face dataset [121]. This dataset contained roughly 55,000 

faces of 13,000 subjects and was collected over four years. It has faces with a 

range of ethnicities, gender and it consists of face images of individuals between 

the age of 16 to 77 years. The quality of images in this dataset is generally poor, 

particularly because the brightness contrast of some faces is very high. As a 
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result, some of the prominent features of the face in some of the faces are poorly 

represented. After carefully analysing all the images in the dataset, we selected 

images corresponding to 200 individuals through which we conducted our 

experiments. Figure 5-10 shows sample face images from the Morph II face 

dataset. 

 

Figure 5-10: An example of samples images of Morph II Database [121]. 

 

In order to generate new ages, subjects with the most available images 

were selected. Then applied the methodology described in section 5.1, again by 

using the same setting for the two parameters (𝛼𝑠ℎ𝑎𝑝𝑒 = 0.5 and 𝛼𝑐𝑜𝑙𝑜𝑢𝑟 = 0.5). 

Figure 5-11 shows some examples of the aged faces. The first row shows the 

aged faces of a black male resulting from the input of his real face at the age of 

53 years whereby it was progressed and regressed to generate aged faces 

between 10 and 60 years. Similarly, Figure 5-11 shows the aged faces of a white 

male whereby the input was his real facial image at 57 years. Again, by utilising 

the input facial image, it was then progressed as well as regressed to generate 

aged faces between 10 and 60 years. Moreover, in Figure 5-12, we can see how 
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the generated ages are very close to the ground truth faces when two different 

classifiers were applied for matching. 

 

Figure 5-11: An illustrative example of age generated faces using two single input images taken 
from the Morph II Database [121] (Input image top: black male, Input image bottom: White male). 

 

 

Figure 5-12: The comparison of matching between the generated faces and ground truth images in 
Morph II faces. 

 

5.2.3 Evaluation and Comparison of the Proposed System 

In order to conduct an evaluation of our proposed model, two approaches 

were utilised. The first method compares with state-of-art technology and the 

second is a comparison with ground truth images. 
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5.2.3.1 Comparison with the Most Recent Work 

We rigorously compared our method with some of the most recent work in 

the literature. For comparison, we have selected the use of GANs [131], 

Recurrent Face Aging (RFA) framework [190] and Coupled Dictionary Learning 

(CDL) [128]. All these methods are reported to be examples of state-of-the-art on 

age progression and regression. 

In this experiment, firstly, investigating the effectiveness of our method by 

applying it to the method mentioned in [131]. The advantage of our proposed 

approach is the ability to progress and regress a face of older ages with wrinkles 

and make it pragmatic. In Figure 5-13, it can be seen that our method generated 

faces, which are more realistic especially at the older ages. Furthermore, wrinkles 

and visual signs of aging are clear for observation. In addition, a comparison with 

the most recent work (RFA and CDL) was done by following the same style of 

experiments as presented in [190]. In this case, images were selected from 

FGENT [14] age dataset. And our results demonstrate that our proposed 

approach outperforms previously presented methods. Figure 5-14 clearly 

displays the quality and resolution of the new generated faces. 

 

Figure 5-13: The comparison between previously published methodology on face ageing by 
Conditional Adversarial Autoencoder (CAA) [131] and our proposed experimental framework using 
FGNET face data set [14]. The left single image is the input at the age of 5 years old. The first row 

displays the evidence of ageing in ten groups of ages, as published by [131]. The second row 
illustrates the results from our method at ages started at 10, 20, ..., 80. We put the braces between 

every two images in the first row to indicate the age group and compared the ages with our 
resulted faces. 
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Figure 5-14: A comparison of proposed face ageing methods using the most recent works and 
FGNET face data set [14]. The first column in each block represents the input image, the second 

and third rows show the results of previous methods (CDL [128] and RFA [190]). Last two columns 
in each block enclosed with a red square display the results from our proposed method. 

 

 

The second part of the comparison process included training the CAAE 

system with images taken from the UTKFace database [134], which contains 

23,000 images. The CAAE system has been used to age images from samples 

taken from the FEI dataset. Then compared the resulting images with our method. 

Figure 5-15 demonstrates the resulted ages from images belonging to the FEI 

database after being passed into the CAAE system, for three females and one 

male subject. It is clear that the required ages are poorly visualised. However, 

when the same images were introduced to our system in the same order, a high 

performance was concluded. Moreover, our system was able to produce smooth 

aged faces even in a condition with facial occlusion, i.e. subject photographed 

with glasses, see Figure 5-16. 
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Figure 5-15: The results after applying the CAAE system to some faces taken from the FEI 
database [22]. The first row illustrations the input faces. The latter rows display the generated ages 

for the different age groups (left column). 
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Figure 5-16: Multiple examples of a computer generated aged-faces by applying our method to 
images taken from the FEI database [22]. The first row displays the input face and the remaining 

row show the resulted ages (10 to 80 years). 

 

5.2.3.2 Comparison with Ground Truth Images 

A comparison with ground truth images was conducted for a handful of 

celebrities by computing the similarities between the generated faces and the real 

faces at known ages for each celebrity. For this purpose, we did some 

comparative analysis of our generated faces with the ground truth facial images 

for two celebrities, namely Angelina Jolie and Brad Pitt. The face similarity 

matrices were computed between the generated faces and real faces with the 

corresponding ages of the two celebrities. Once new faces are generated, the 

VGGF model is used as described in 5.1.3 and two other methods to measure 

the similarities between the facial images. 

In the first approach, which is based on a feature map, a total of 4096 

features, using the VGGF model, are extracted for all the facial images by using 
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the convolutional layer 34 in VGGF. These feature parameters are then passed 

to the Cosine Similarity (CS) classifier to compute the percentage similarity. In 

the second approach, the Structural Similarity Index (SSIM) was used to compute 

the similarity between the ground truth and the new faces. For our final approach, 

the image map method was used in which an online web portal was used to 

identify the similarity between two facial images, which is referred to as IMG-

Online (IMG) [191]. 

Figure 5-17 shows the face images generated for four different ages for 

Angelina Jolie. It can be observed in Table 5-3, that the highest similarity measure 

obtained when comparing the ground truth with the aged faces is for age 20 years 

which is 90.63% for CS, 96.08% for SSIM and 96.46% for IMG. In contrast, the 

lowest similarity measure recorded is for the age of 15 years, which is 76.41% for 

CS, 62.02% for SSIM and 68.93% for IMG.  

In the second example, the face images of Brad Pitt were used to evaluate 

the proposed method. Firstly, four different aged images were generated using 

our proposed approach. Figure 5-18 shows the gendered faces and the 

corresponding faces of ground truth. Similar to the previous example, to compute 

the facial similarities, the features were extracted for all images by using the 

VGGF. Then compared the aged images with the corresponding ground truths 

based on the three approaches discussed earlier. 

In Table 5-4, it can be observed that the similarity measures for all the 

generated ages when compared with the ground truth are well above 70%. The 

highest similarity percentage is for age 20, which is 85.82% by using CS, and the 

lowest value obtained is 72.37% for age 40 years. 
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Figure 5-17: Comparison of aged faces with the corresponding ground truth faces for Angelina 
Jolie. The first row shows the generated faces from age 15 to 40 years with the naming convention 
NXX, where N indicates the face is computed and XX refers to the age in years. For example, N15 

indicates a newly generated face at age 15 years. In the second row, real faces for the ground truth 
are presented, which were collected from the Internet. The naming convention used here is GXX, 

where G indicates that image is a ground truth and XX corresponds to the age in years. For 
instance, G14 indicates a real face of age 14 years. 

 

 

Method of 

Comparison 

Age range and similarity 

15 20 30 40 

Cosine Similarity 

(Features) 

76.41 % 90.63 % 85.38 % 71.61 % 

Structural Similarity 62.02 % 96.08 % 85.33 % 68.36 % 
 

IMG-Online 73.46 % 96.46 % 84.03 % 68.93 % 

Table 5-4: The percentage % of similarities between ground truth and generated faces for different 
ages for Angelina Jolie. 
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Figure 5-18: A comparison between the new aged faces and the ground truth faces for Brad Pitt. 
The first row images show the generated aged faces for the age 20 to 50. In the second row, we 

illustrate the ground truth faces, which were collected from the Internet. 

 

Method of 

Comparison 

Age range and similarity 

20 30 40 50 

Cosine Similarity 

(Features) 
85.82 % 75.83 % 72.37 % 73.61 % 

Structural Similarity 80.43 % 75.57 % 83.72 % 83.36 % 

IMG-Online 80.14 % 82.28 % 76.56 % 78.63 % 

Table 5-5: The percentage (%) of similarities between the ground truth and computer-generated 
faces for Brad Pitt at different ages. 

 

5.2.4 Unrealistic Face Recognition Trials 

We have conducted a range of experiments on generated face databases. 

These datasets are the new faces, which were aged from the FEI, and Morph II 

face database and the described method in section 5.1.3 was applied to those 

faces in order to find the reliability of the generated images. 
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 The first test in the recognition stage was based on the FEI database. As 

previously mentioned, each individual had 14 images and in order to apply a 

recognition process, three images per subject were selected for an age 

generation, while the remaining images were utilized for the purpose of training. 

In the test set, to demonstrate the best values of two parameters (𝛼𝑠ℎ𝑎𝑝𝑒 and 

𝛼𝑐𝑜𝑙𝑜𝑢𝑟), the recognition process was conducted on faces which were generated 

by (𝛼𝑠ℎ𝑎𝑝𝑒 = 0.5 and 𝛼𝑐𝑜𝑙𝑜𝑢𝑟 = 0.5) and (𝛼𝑠ℎ𝑎𝑝𝑒 = 0.5 and 𝛼𝑐𝑜𝑙𝑜𝑢𝑟 = 0.25). 

Furthermore, since we have eight age groups and each group has 600 aged 

images, it meant that there are 4800 × 2 new faces for a test. 

We used the VGG-F model on all images in both the training and test sets 

to extract features and four different classifiers (see section 5.1.3) were applied. 

In all experiments, the test set was separated into individual groups 

representative of a specific age. That allowed us to test each set of age 

independently and allowed us to identify which age group concluded the best 

recognition rate. 

In case of choosing 𝛼𝑠ℎ𝑎𝑝𝑒 = 0.5 and 𝛼𝑐𝑜𝑙𝑜𝑢𝑟 = 0.5, we carried out the 

recognition phase of our experimental framework under four different scenarios 

of classification for each age and have the summarized the results in Figure 5-19 

(a). It is apparent that the recognition rate of CS is significantly higher and 

outperforms the other classifiers, reaching between 93% and 96% for the ages 

of 20 up to 50 years. However, we also observe that at the age of 60 the 

percentage of recognition decrease to approximately 75%. Further, the KNN 

classifier also has a high recognition rate, and is somewhat similar to the CS 

results. In comparison Decision Tress classifier concluded the lowest rate of the 

recognition, which indicates that the classifier is not sufficient for the task of 

classifying ageing faces. 
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Figure 5-19: The results of the face recognition process (%) based on four tested classifiers (DT, 
KNN, CS, LSVM) using the FEI database by a)  (𝜶𝒔𝒉𝒂𝒑𝒆 = 𝟎. 𝟓 and 𝜶𝒄𝒐𝒍𝒐𝒖𝒓 = 𝟎. 𝟓) and b) (𝜶𝒔𝒉𝒂𝒑𝒆 = 𝟎. 𝟓 

and 𝜶𝒄𝒐𝒍𝒐𝒖𝒓 = 𝟎. 𝟐𝟓). 

 

New age faces are generated by putting the values of the two parameters 

as 𝛼𝑠ℎ𝑎𝑝𝑒 = 0.5 and 𝛼𝑐𝑜𝑙𝑜𝑢𝑟 = 0.25, and applying the methodology for recognition. 

From the experimental results, it is clear that the performance of classification 

does decline slightly. Regardless, this shows that the best values of the 

parameters are 0.5 for 𝛼𝑠ℎ𝑎𝑝𝑒 and 𝛼𝑐𝑜𝑙𝑜𝑢𝑟, as shown in Figure 5-19(b). 

In Morph II database, the same approach as in FEI experiments (more 

information about this database in presented in section 5.2.2) was followed. As 

part of this experiment, we selected 200 subjects for an age generation task 

(including progression and regression) and the generated faces were used as a 

test set. The generated faces are separated into two groups that rely on the colour 

of skin, namely black and white). 

Again, the face recognition process was applied to the aged faces in two 

cases by changing the values of (𝛼𝑠ℎ𝑎𝑝𝑒 and 𝛼𝑐𝑜𝑙𝑜𝑢𝑟). As mentioned above, there 

are subsets of the test set; the first is for the black race for testing, while using 

mixed faces (black and white faces) for training. the classification method was 

applied to the black group ( 𝛼𝑠ℎ𝑎𝑝𝑒  =  0.5  and  𝛼𝑐𝑜𝑙𝑜𝑢𝑟  =  0.5 )  and as shown in 

a                                                                                   b
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Figure 5-20(a), the recognition rates concluded by using CS and KNN classifier 

are high especially for the ages of 20 and 30 years old. However, the percentage 

does drop marginally for the other ages. In contrast, when 𝛼𝑠ℎ𝑎𝑝𝑒 = 0.5 and 

𝛼𝑐𝑜𝑙𝑜𝑢𝑟 = 0.25 were used, the decline is below 80%, as seen in Figure 5-20(b). 

 

 

Figure 5-20:  A graph to show the application of the face recognition process to images taken from 
the Morph II dataset (black race) by setting values at: (a)  𝜶𝒔𝒉𝒂𝒑𝒆 = 𝟎. 𝟓 and 𝜶𝒄𝒐𝒍𝒐𝒖𝒓 = 𝟎. 𝟓and 

(b𝜶𝒔𝒉𝒂𝒑𝒆 = 𝟎. 𝟓 and 𝜶𝒄𝒐𝒍𝒐𝒖𝒓 = 𝟎. 𝟐𝟓. 

 

In the second subset where the white ethnicity was used as the test set, 

the recognition rate improved by utilizing  𝛼𝑠ℎ𝑎𝑝𝑒  =  0.5 and 𝛼𝑐𝑜𝑙𝑜𝑢𝑟  =  0.5 for the 

ages of 10 to 50 years and 70 years old; this is represented in Figure 5-21(a). 

However, in the case where  𝛼𝑠ℎ𝑎𝑝𝑒  =  0.5 and 𝛼𝑐𝑜𝑙𝑜𝑢𝑟  =  0.25, this rate of 

recognition declines to <80% for all the classifiers, see Figure 5-21(b). 

a                                                                                           b
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Figure 5-21: A graph to show the face recognition results (%) by using images taken from the 
Morph II (White race) by setting values at: (a) αshape = 0.5 and αcolour = 0.5 and (b) αshape = 0.5 

and αcolour = 0.25. 

 

Finally, the results of the recognition were summarized by averaging the 

ageing percentages in all cases, to decipher which phase of age may be 

problematic for recognition. There are changes that occur in the outer 

appearance of a face because of ageing, such as skin colour and perceived face 

shape. Based on the experimental outcomes the most challenging ages are 

typically between early and elderly years. Our experiments report that at age 10 

and from the ages of 50 through to 80 prove to be the most challenging, see 

Figure 5-22. The main reason is that most of the faces in the FEI dataset for 

example, are between the ages of approximately 20 to 50s years. Additionally, in 

the Morph II database, the subjects are all between the ages of 30 to 50 years 

old. Thus, the databases do not contain images of very young or extremely elderly 

participants. 

In addition, the Morph II dataset has a low proportion of recognition and 

the reason for this is the quality of the original images, which are low. However, 

the Average of Over All (AOA) illustrates the proportion of recognition by using 

a                                                                                            b
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 𝛼𝑠ℎ𝑎𝑝𝑒  =  0.5  and  𝛼𝑐𝑜𝑙𝑜𝑢𝑟  =  0.5 in both sets and the best outcome is around 

68% at age 30 and the worse case is roughly 47% for the age of 60 years. 

 

 

Figure 5-22: Summary of one to many face similarity matching tests (%) on the FEI and Morph II 
datasets. The results are for similarity rates for the generated faces in the age ranges from 10 to 80 

years for  𝜶𝒔𝒉𝒂𝒑𝒆  =  𝟎. 𝟓  and  𝜶𝒄𝒐𝒍𝒐𝒖𝒓  =  𝟎. 𝟓. Average for the FEI dataset (AFEI), Average for the 

Morph II dataset (AMII) and Overall Average overall (AOA). 

 

 

5.3 Conclusion  

This work has presented a novel framework for age progression and 

regression using face images of varied databases. The proposed approach 

addresses the problem of face-age progression and regression in a more direct 

manner, by relying on individualised face age templates. The templates are built 

based on the formulations of an average face for various ethnicities and gender 

over a range of ages. Experiments and tested the proposed method were 

conducted on two public domain face datasets of known and unknown ages, 

namely the FEI and the Morph II. The experimental results demonstrate that the 
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age generation method proposed achieves high accuracy. It is observed that 

assigning a value of 0.5 to the two controlled parameters  𝛼𝑠ℎ𝑎𝑝𝑒   and  𝛼𝑐𝑜𝑙𝑜𝑢𝑟 can 

produce optimal results. Additionally, it is noted that aged faces of high quality 

can be generated even if the input face is of low quality, e.g. as seen in some 

images from the Morph II database. To find out which estimated age could be an 

obstacle for regression and progression, all generated faces were passed into 

the pre-trained model, the VGG-Face, for feature extraction. For the purpose of 

classification four classifiers were utilized to find a recognition rate per age. It was 

concluded that the best results are achieved by using CS and the k-Nearest 

(KNN). 

The experimental results demonstrate that the age generation method 

does achieve high performance in the case of young ages by assigning the value 

0.5 to two controlled parameters. In addition, a high-quality generated face is 

achievable even if the input is of a reduced image quality. With regards to the 

face recognition, the results show that unreal face recognition can decline 

gradually especially at the ages of 10 and 60 years old. Further, there are some 

limitations in our technique, but they relate specifically to the availability of face 

image data. 

Additionally, we also benchmarked our method with the existing state of 

the art methods such as those based on GANs, RFA and CDL. Based on the 

extensive experimentation we have carried out, we can confidently claim that the 

proposed method for age progression and regression is efficient, lightweight yet 

accurate when compared to the present state-of-the-art in the field. 
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6 Model based Deep Learning for Partial Face Recognition  

One of the major applications of face recognition relate to criminal 

identification, control- access and security, including biometric security [192]. 

Given the ample number of identification mechanisms such as iris recognition, 

handwriting biometrics (i.e. signature) and fingerprint analysis, face recognition 

has earned the most popularity due to its non-invasive and ubiquitous nature. 

Over the past decade various contributions have been introduced by avid 

researchers in face recognition, mostly utilising problems with full frontal-face 

data or a significant proportion of the face [11]. However, the most exciting phase, 

which is still in an amateur stage, is the use of occluded faces, specifically when 

features of the face disappear or just some parts of a face such as the eyes, nose, 

or mouth are available. This, typically can lead to low-performance and low 

accuracy in facial recognition [193]. 

Many researchers have focused on recognizing faces with occlusion and 

tried to tackle this issue [74] [73]. Currently, there are several approaches to face 

recognition tasks [194] [102]. In general, those methods can be categorized into 

two classes based on a used methodology [195]. In the first class, methods based 

on traditional algorithms (holistic, feature-based geometry, and hybrid methods), 

such as Support vector machines (SVMs) [153] and Fisher discriminant analysis, 

have been used [196]. Such methods have limitations surrounding the use of 

good features that can be used as needed when recognising a face. The second 

category is deep learning-based methods [158], the most popular type is 

Convolutional Neural Networks (CNNs) [197]. A key advantage of using a Deep 

Learning-based approach for face recognition is that it learns the most and the 

best features for representation.  
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Linear Regression Classification (LRC) [198] is an example of face 

recognition with occlusion. The experimental results of using this method show 

that LRC can recognize full faces, but when the faces have an element of 

occlusion, or some parts of the face are missing, the recognition is very poor. 

Sparse Representation Classification (SRC) is another approach that was tested 

with occluded faces [198]. Even though a sparse face is robust against noise and 

highly occluded faces. Nevertheless, depending on SRC, there is a strong 

presumption that all faces have to be aligned accurately in advance, otherwise, 

sparsity is hard to achieve. 

More recent work has been conducted by Zhe Chen et al., [199], named 

Sparse Regularized Nuclear norm based Matrix Regression (SR_NMR), to 

relieve the effect of contiguous occlusion on face recognition issues. This method 

can impose L1-norm instead of L2-norm representation of NMR structure. The 

experimental results (as tested on three different databases) demonstrated that 

the method can achieve better performance of recognition compared with the 

traditional NMR. In addition, it can be helpful for recovering low-rank error images 

in the presence of occlusion. 

Deep learning approaches have concluded great outcomes for face 

recognition in several aspects of applications. In 2019 Cen et al., [200] proposed 

a novel deep dictionary representation-based classification scheme for occluded 

faces. The researchers utilised the convolutional neural networks model for 

features extraction and applied a dictionary to code the extracted deep features 

linearly. The suggested method was computationally effective and was robust to 

enormous contiguous occlusion. The evaluations of comprehensive experimental 

methods have demonstrated the exceptional achievement of the proposed 

method compared with other state-of-the-art techniques.  
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Wu et al., [198] proposed a method called Occluded Face Recognition 

Based on  Deep Learning. The researchers trained a face recognition model and 

learning relied on deep convolutional neural networks, which are known to be 

robust against facial expression, differences of illumination, as well as facial 

occlusion. The experimental results concluded that a recognition rate of 98.6% 

was achieved for occluded faces. 

Based on the literature above, it is apparent that most methods were 

applied to occluded face images not to isolated parts of the face, especially in 

conditions where the facial image contains only a portion of the face, such as the 

nose or eyes. In this case, methods can achieve a low performance, and the 

percentage of recognition will be lower. The main reason for this behaviour is due 

to the structure of the methods used and the way in which the models have been 

trained i.e., on the data type. Moreover, most face databases do not contain 

isolated parts of the face from which a testing model can learn new features that 

concern a specific region of the face. 

This chapter presents a method to overcome the challenge of face 

occlusion based on face parts. Our experimental framework is built on a new 

model based on Convolutional neural networks (CNNs) for each part of the face 

and those models are individually trained on individual parts of the face. Through 

testing and evaluating the criterion-specific models, it became clear that they can 

achieve high recognition results. In addition, the models use the fewest possible 

features and concluded a high recognition rate with the benefit of reduced 

computational complexity.  

This chapter is organised as follows: Section 6.1 provides a detailed 

description of the methodology for the new models. Section 6.2 presents the face 

dataset and the experimental results for each tested condition when using 
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different image datasets. Section 6.3 presents a discussion of the reported 

results. And the chapter concludes with a discussion relating to the advantages 

of the novel algorithm. 

 

6.1 Partial Face Recognition Based CNNs Models 

This section offers a comprehensive explanation of the proposed 

methodology which has been used to generate face recognition models for 

sectioned regions of the face. The novel models have been created based on 

CNNs inherited from VGG16 [40] and the models are named as follows: (1) Eyes-

CNNs (ECNN), (2) Nose-CNNs (NCNN), (3) Mouth-CNNs (MCNN), (4) 

Forehead-CNNs (FCNN), and (5) Eyes & Nose-CNNs (ENCNN) based models. 

The architecture of VGG16 was introduced by the Visual Geometry Group [41] 

for Large-Scale Image Recognition. This model consists of 13 convolutional 

layers (CONVs) with the same size filter (3x3). These layers are divided as 

follows, the first two layers have depths of 64, two layers have 128, three layers 

have 256, and six layers have 512. After these layers, there are three Fully 

Connected (FC) layers, two layers have 4096 units and last layer has 1000 units, 

which are based on several classes.  

VGG16 is considered a good example of the Convolutional Neural 

Networks architecture. In this model, instead of using an enormous number of 

training hyper-parameters, it uses the same arrangement of layers and 

hyperparameters in the whole architecture to reduce this number. This 

arrangement is structured as follows, CONV with filter size 3x3, stride 1, and 2x2 

mask for padding and max-pool layers with stride 2. 
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 The suggested experimental framework encompasses two stages as 

mentioned in Figure 6-1. In the first stage, the first model is constructed and 

trained on a dataset of eye images only. In the second stage, the generated 

model is used for building the rest of the models by utilising the same structure 

but this time with different parts of a face; this process is called Fine tuning [201]. 

 

 

Figure 6-1: An overview of the experimental architecture for our proposed method of partial face 
models. a) Initialisation stage, which is used to prepare the first model by using a dataset of eyes 

images only and b) the generation of new models based on the rest of the human face. 
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6.1.1 Initialisation Stage 

This section illustrates the configuration of the proposed CNNs model 

which have been used for all the experiments, and then, how the models are 

trained.  

6.1.1.1 Architecture of the Network Model 

Our proposed model is inspired by the VGG16 model and requires an input 

image with a pre-fixed size 224x224x3, five convolutional blocks, each containing 

a number of convolutional layers followed by non-linearities activation functions. 

As shown in Figure 6-2, in the first block there are two convolutional layers 

(conv1) with a filter size of 3x3 and 64 features maps. They produce the same 

size of the output which is 224x224x64 and a different number of trainable 

parameters which are 1792 and 36928. The resulted features maps are subjected 

to max pooling layer with kernel size 2*2 and stride 1, and the output size is (112, 

112, 64). The structure of second block (conv2) has the same structure as conv1, 

but the number of filters is 128, and the number of trainable parameters is 73856 

and 147584, respectively. After applying the same max pooling, the resulted 

shape is (56, 56, 128). The third block (conv3) has two convolutional layers with 

the same number of filters (256). The resulted shape of (con3) after applying max 

pooling (2*2) is (28, 28, 256) and the number of trainable parameters is 295168, 

and 590080. In the fourth and final blocks (conv4 & conv5), there are two 

convolutional layers with 512 filters followed by max pooling with size (2*2). Block 

four produces a total number of 1180160, and 2359808 trainable parameters 

respectively, and the output shape is (28, 28,512). Block five generated 2359808 

trainable parameters for each sub-convolutional layer and the output shape is 

(14, 14, 512). After those blocks, there are three Fully Connected (FC) layers; 

FC1, FC2, and FC3 and each one has a different number of trainable parameters; 
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20,070,600, 40200, and 40200, respectively. Thus, the final total trainable 

parameters are 29,555,992 which is less compared to the original number 

134,268,738. At the end of the model, there is a final layer known as the soft-max 

which functions to classify and predict the probability of 200 classes.  

6.1.1.2 Training Phase 

Training a CNN model is a procedure to minimize the variation between 

the ground truth label and the predicted output from within a training dataset. This 

is achieved by locating learnable parameters (kernels and weights) within the 

convolutional and fully connected layers. In our model, the weights of filters are 

initialised by using a Gaussian and standard deviation, biases are initialised to 

zero. To evaluate the performance of the model through forwarding propagation, 

the most common loss function is used for a multiclass classification problem, 

called cross-entropy function [202]. The value of the loss function identifies how 

well or poorly a model conducts after every iteration of the optimization. In 

addition, based on the error gradient in the current state of the model, all 

learnable parameters are updated during the optimization method, a process 

called gradient descent and backpropagation. Learning rate is another hyper-

parameter that has the role of controlling how fast the CNNs model learns the 

presented data. The value of this parameter is positive and in the range of 

between 0 and 1, in our case, the best value of the learning rate is 10−4. 
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Figure 6-2: A visual schematic of the network architecture for our proposed model. Each colour 
represents a different type of layer. The yellow regions indicate the convolutional layers, the pink 

regions denote activation function, the red regions represent the max pooling layers, the light 
purple denotes the fully connected layer, and lastly, the dark purple represents the softmax 

function. 

 

The last two hyper parameters are the number of epochs, which indicates 

the number of times the learning method works during the whole training dataset, 

and a batch size, which determines several batches or sets, needed to finish one 

epoch (in all experiments, batch size= 64). In our methodology, there are two 

stages to conduct the training process. In the first section, the model was trained 

using 20 epochs with a batch size of 64. After that, the resulted weights were 

saved to utilise them for initialising the weights in the second section of the 

training. During phase two, 50 other epochs were conducted to train the model 

from the last weights. Those epochs were divided into ten sections and each 

section (SN section no) has five epochs (N-epoch, which increasing by 1 each 

time up to 5) as shown in Figure 6-3. In SN1, we load the weights from the 

previous training as the initialisation phase, and train the model for five epochs, 

the resulted new weights are saved to use for next SN. This procedure continues 

until SN10 is reached, then the model is saved. For the remaining experiments, 

we follow the same methodology used for training, especially since the validation 
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and training loss reached <0.02 approximately, while the validation accuracy 

reached 85.42%. This indicates that the performance and prediction of the model 

is one of the best. More detail relating to the training phase is provided in Figure 

6-4. 

  

Figure 6-3: A flowchart to show the process of training the model by conduced iterations producer. 

 

The training data that was used to create the first model, is selected from 

the face image database named VGG-Face dataset [203]. Further details are 

provided in section 6.2.1. The first model, called ECNN (Eyes CNN), has been 

trained using eye images originating from 200 people and consist of more than 

70,000 images, see Figure 6-5. All images in the training set have different 
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dimensions, thus, before the training process, they are resized to 224*224 to fit 

the size of the input layer. The dataset was objectively split into two groups: 70% 

training group and 30% validation group. The training set was used to train the 

model, where the loss is computed by forwarding propagation and updating the 

learnable parameters by backpropagation. As far as the validation group is 

concerned, they were used for monitoring the performance of the model through 

the training process. 

6.1.2 Fine-Tune Stage 

The process of fine-tuning for machine learning algorithms is a procedure 

whereby the CNNs model already trained for a given job and/or data type, is 

utilised for performing a similar task [201]. This is done by replacing an output 

layer, which originally was trained for recognizing previous classes, with another 

layer, which can now recognize a new number of classes for a new task. An 

advantage of using fine-tuning is the reduction of computational time during the 

training phase. Subsequently, the first layers already have the efficiency to deal 

with a new task, and training will utilise the last layers, without the need of training 

from scratch. Another advantage is improved performance because the 

pretrained models are typically trained on large datasets. 

To generate new models for NCNN, MCNN, FCNN, and ENCNN we fine-

tuned the ECNN model. To train the NCNN model by means of the nose dataset, 

we removed the last layer of the eyes model (ECNN) and replaced it with the 

nose classes. After that, we trained the model using 50 epochs (see section 

6.1.1.2) with the same hyperparameters used previously. The new nose model is 

stored as NCNN and this process is then applied to all remaining parts of the face 

datasets. 
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Figure 6-4: A visual displaying the training progress by using the eyes image dataset [203]. At the top, there are two line graphs, the blue line denotes the training 
accuracy and the black line denotes the validation accuracy. The lower graph also shows two line graphs (indicated by the black and orange colour which denote training 

and validation loss). The two columns on the top right have the details about Results, Training Time, Training Time, Training Cycle, and Validation. 
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Figure 6-5: A sample of the eye images generated from VGGface data [203]. 

 

6.2 Experiments  

This section presents our experimental results and evaluate the 

performance of our proposed system. Our implementation was done by using 

Maltab R2018a and carried on a machine with the following descriptions: OS 

Name Microsoft Windows 10 Home Premium; Processor Intel(R) Core (TM) i12-

3770 CPU @ 3.40GHz, 3401 Mhz, 4 Core(s), 8 Logical Processor(s); Installed 

Physical Memory (RAM) 16.0 GB. The image data set which was used to train all 

the models originated from the VGGFace dataset, and method evaluation was 

conducted via face dataset, namely, the FEI [22]. 

6.2.1 Data Set 

Our training images originate from a large-scale face dataset namely 

VGGFace image database [203]. This database comprises of more than 2 million 

high-resolution labelled images, which belong to 2622 subjects. The images were 

downloaded from the internet and they consist of multiple variances, relating to 

age, illumination, pose, and ethnicity. Figure 6-6 shows some examples of the 

images. For the whole-face trials, randomly approximately 70000 images were 

picked and in order to achieve promising results, all images were cropped using 

Dlib algorithm [180] to remove unwanted objects (such as backgrounds). The 

resultant images after the cropping process are shown in Figure 6-7. From the 
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cropped images, five different collections were generated for each part of the face 

(Eyes - Nose - Mouth – Forehead and combined Eyes+Nose) via Dlib face 

features detection as described in section 5.1.1 of Chapter 5 (See Figure 6-8 for 

the illustrative example). 

 

 

Figure 6-6: A sample of whole-face images taken from the VGGFace image dataset( pre-cropping) 
[203]. All of the selected images still have their background, and a majority of the images have 

objects such as hands, glasses, and a mic present. 

 

 

Figure 6-7: A sample of face images taken from the VGGFace dataset [203], (post-cropping). All of 
the face images were cropped by removing their backgrounds via the Dlib algorithm. 
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Figure 6-8: An example of some facial regions originally taken from VGGface data [203] and 
cropped using the Dlib algorithm [180]. The first column shows images of eyes for five different 

people and in two cases, with and without glasses. The second column illustrates cropped noses, 
column three presents cropped mouths, Forehead crops are shown in column four, and lastly, 

images of just the eyes and nose is present in column five. 

 

6.2.2 Experiment Methodology  

For each testing condition, the data from each part of the face was divided 

into two-sets; training and a validation set with the following split: 70% and 30% 

respectively. Moreover, to validate our results, the prediction performance of the 

five generated models was compared by two different methods, and Tables 6-1 

and 6-2 in sections 6.2.3 and 6.2.4 present more details about the comparison 

and evaluation of the system. 

6.2.3 Comparison with Other Models  

The prediction performance of the five generated models were compared 

by two methods when utilising the same dataset. In the first method, the transfer 

learning approach was used to train an existing AlexNet [204]. Secondly, a 

pretrained model based method was selected for features extraction and known 

Eyes Nose Forehead Eyes&NoseMouth
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classifiers Linear Support Vector Machines(LSVMs) [153] and Cosine Similarity 

(CS) [165] were used for classification. 

A transfer learning strategy is one of the methods that is used to train 

models when a dataset does not have enough data for training. The mechanism 

of transfer learning is a transfer of previously acquired knowledge from a model 

that has been trained to perform a specific task to improve the learning process 

and perform another task, instead of training it from scratch. In this research, the 

entire model was trained for transfer learning because this approach enables the 

re-updating of all network weights and increases the performance of the model. 

The transfer learning was conducted on the architecture of pre-trained models 

with weights. The Alexnet [204] model is trained on a large database containing 

roughly 1000 categories and generates feature maps of 2048. Before the process 

of fine-tuning, we replaced the classification layer in the Alexnet model with the 

categories of our data, then the same training method referred to in Section 

6.1.1.2 was followed to train the model on five different facial databases (eyes - 

nose - mouth – forehead – combined eyes and nose). The training results show 

that the recognition rates from our models are better when compared to Alexnet 

in five chosen parts of the face. In addition, our five models generate features of 

200 dimensions compared to 2048 from Alexnet. A comparison of our results is 

presented in Table 6-1. 
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Method 

Number 

of 

Features 

Percentage Rate (%) for the Recognition of 

Each Face Part  

Mouth Nose Forehead Eyes Eyes & 

Nose 

VGGFace 

[41] & CS  

4095 25.71 28.54 16.87 38.25 76.51 

VGGFace 

[41]& 

LSVMs  

4095 32.12 39.08 13.69 51.25 80.72 

FaceNet 

[87] & CS 

128 11.91 15.16 12.11 24.97 74.46 

FaceNet 

[87] & 

LSVMs 

128 11.28 16.13 10.92 32.21 77.38 

Alexnet 

[204] 

2048 41.25 42.24 37.95 64.75 74.13 

Our Model 200 69.00 84.02 75.16 85.42 92.47 

 

Table 6-1: A table demonstrates the results of our model’s performance compared to five different 
models when using images from the VGGFace data set [203]. This comparison illustrates the 

recognition percentage (%) for each facial part (mouth, nose, forehead, eyes and eyes and nose). 

 

For the second experimental approach we used pre-trained models for 

features extraction, whereby an input image was pre-processed by a model to 

give an output i.e. vector of numbers. These features were then used as inputs 

to train a new model. In our experiments, two models were used for feature 

extraction (VGGface [41] and FaceNet [87]) and for classification CS and LSVMs 

were utilised. As shown in Table 6-1, our method outperformed all the other 

models by achieving the highest recognition within each experimental condition. 
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6.2.4 System Evaluation  

This section evaluates the results of five models on a wider face image 

dataset, namely FEI (see section 4.2.1 in chapter 4).  

In these experiments, previously generated models were utilised for the 

purpose of feature extraction by using the Fully Connected layer (FC1). Images 

from five databases were used to represent parts of the face (eyes, mouth, nose, 

forehead, combined eyes and nose). Each feature group was divided into two 

sets, the first set was used for training and consisted of 70% of the images, while 

the remaining 30% of images were used for testing. For the purpose of 

classification, two popular classifiers were applied; Cosine Similarity (CS) and 

Linear Support Vector Machines (LSVMs). From the experiments conducted 

using partial face features, the results demonstrated that 200 features are 

sufficient and credible for distinguishing between faces during multi-classes 

problems. The recognition rates for our five models (ECNN, NCNN, MCNN, 

FCNN, and ENCNN) exceeded the state-of-the-art work as published by Zheng 

et al., [106], who proposed Reinforced Centrosymmetric Local Binary Pattern 

(RCSLBP) as an efficient method for feature extraction. Furthermore, our models 

outperformed methods published by Elmahmudi and Ugail [44] who applied the 

VGG-face model for features extraction with 4095 features per face part, see 

Table 6-2. 
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Method 

Number 

of 

features 

Percentage Rate (%) for the Recognition 

of Each Face Part  

Mouth Nose Forehead Eyes Eyes & 

Nose 

Elmahmudi 

et al., [45] 

CS 4095 13.83 14.00 34.33 64.66 90.00 

LSVMs 4095 16.00 11.33 16.83 38.33 56.33 

FaceNet[87] CS 128 10.66 31.00 33.5 79.83 97 

Zheng et al., [106] XX 16.48 16.91 38.27 69.30 93.01 

Our 200 51.00 30.5 44.5 90.33 84.5 

Table 6-2: An evaluation of our models using the FEI face image dataset [22]. This table presents 
the results of testing our generated models for a face recognition task against three other methods 

based on the number of features and the recognition rate (%).  

 

6.3 Discussion 

From what is presented as part of the experiments, using a small number 

of features and reducing the number of convolutional layers concludes good 

results, when compared to using 4095 features. After building the first model 

(ECNN), it was possible to use the transfer learning process to build other models 

(NCNN, MCNN, FCNN, and ENCNN), subsequently leading to a reduction in 

training time. We noticed that by presenting the results obtained using VGGFace 

and Alexnet models, for the five parts of the face (mouth, nose, forehead, eyes, 

and combined eyes and nose), the recognition rate (%) increased from 41.25%, 

42.24%, 37.95%, 64.75% and 74.13%) for Alexnet, and (32.12%, 39.08%, 

13.69%, 51.25% and 80.72%) for VGGface model respectively, to 69.00%, 

84.02%, 75.16%, 85.42% and 92.47% when applying our models. In addition, a 

significant improvement was observed in the rate of recognition for smaller 

regions of the face such as the mouth and nose, which increased from 41.25% 

and 42.24% (using the previous models) to 69.00% and 84.02% using MCNN 

and NCNN. This indicates that when the model is trained on a specific part of the 
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face using the proposed architecture, it helps to improve the training process in 

terms of time and accuracy. Moreover, when the five generated models (ECNN, 

MCNN, FCNN, NCNN, and ENCNN) were selected for feature extraction using 

FEI face database images, and trained using SVMs and CS, the results obtained 

are greatly improved. For example, the recognition rates for the region of the eyes 

enhanced from 79.83% using FaceNet [87] to 90.33% via ECNN. 

 

6.4 Conclusion  

The work presented in this chapter was aimed to identify effective models 

for partial-face recognition issues. Five novel models were introduced for 

common regions of the face (eyes, nose, mouth, forehead, and combined eyes 

and nose), based on deep convolutional neural networks. The proposed models 

were based loosely on the VGG16 structure. By reducing the number of 

convolutional layers and the size of the features vector, this led to a reduction in 

the number of training hyper-parameters and a reduction in the training time and 

required memory. Firstly, the Eyes model structure (ECNN) was built and trained 

it on an ample dataset of eye images, then the generated model was used to fine-

tune other models. The experiments conclude that the five generated models 

surpass the other models, when trained on an uncontrolled face database 

(namely VGGFace) and evaluated using a controlled face database (FEI). The 

results show that the ability to distinguish between small parts of the face is 

improved by using only 200 features instead of 4095 features. 

Moreover, our results also indicate that small parts of the face can be used 

as biometric markers for many applications such as forensic science.  
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7 Conclusions, Limitations and Recommendations for Future 

Work  

This chapter summarizes the research work and highlights some of the 

possible limitations of the work conducted on this subject. Further discussion is 

also presented about the future direction in which the research can be taken 

forward.  

7.1 Conclusions  

Computer based face recognition is one of the most interesting subjects in 

present-day visual computing. Face recognition has come a long way but still, 

there are many challenges and hurdles to overcome. Those challenges include, 

for example, recognising faces in poor illumination, pose variations, partial face, 

inverted faces, and aged faces. This work detailed some of these challenges 

along with some of the techniques we have developed to improve face 

recognition, specifically towards enhancing computer-based face recognition. 

Through our research, we intensively studied different aspects of the above 

challenges and we have introduced efficient and robust algorithms for detecting 

and analysing face recognition.  

Firstly, we investigated the use of averaging over faces as an efficient 

computational entity for face processing. More specifically, utilising the concept 

of EVD to compute average weights over facial images in the Eigenspace. Our 

approach has a competitive advantage for face processing and analysis, e.g., 

compared to the standard average face computed in the pixel space through 

image pre-processing and transformations, the proposed method uses a handful 

of training images for computing the average weights in the Eigenspace for faces, 

resulting in a decreased level of complexity. Our approach computed the average 
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weights from a selection of known images avoiding the need to manually separate 

the face from the background. To demonstrate the capacity of this approach, face 

recognition is used as an example, i.e. recognition is performed by comparing the 

average weights of a probe face image to that of pre-computed average weights 

of the query images available within a database. Additionally, a varied image 

selection technique has been used to compute the average weights, through 

which we were able to measure the effect of image numbers on recognition rates. 

It is observed during experimentation that beyond a certain low number, 

increasing the number of images to compute the average weights has no 

significant impact on the rate of recognition. 

For dimensionality reduction, a novel modification to the method of PCA 

was introduced, utilising the inherent averaging ability of the discrete Biharmonic 

operator as a pre-processing step called BiPCA. New images of reduced size can 

be generated by applying the Biharmonic operator to images keeping the features 

in them intact. Moreover, the resulting images of lower dimensionality can 

significantly reduce computational complexities.  

We explored the question that surrounds the idea of face recognition using 

facial features. We explored them by developing novel experiments to test the 

performance of machine learning using parts of the face. In particular, we studied 

the proportion of recognition for parts, such as eyes, mouth, nose and  cheek. In 

addition, we also study the effect of face recognition subject to facial rotation as 

well as the effect of recognition subject to zoom out of the facial images. Our 

experiments are based on two approaches, the first methodology implemented 

the state of the art Convolutional Neural Network based architecture along with 

the pre-trained VGG-Face model through which we extracted features. We then 

utilised two classifiers namely the Cosine Similarity and the Linear Support 

https://www.sciencedirect.com/topics/computer-science/convolutional-neural-network
https://www.sciencedirect.com/topics/computer-science/cosine-similarity
https://www.sciencedirect.com/topics/computer-science/support-vector-machines
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Vector machines to test the recognition rates. In the second method, we introduce 

five new models for partial face recognition and each model was trained on a 

different region of the face (Mouth, Nose, Forehead, Eyes, and combined Eyes 

and Nose). Firstly, we built the Eyes model structure and trained it on a large 

dataset of eyes with a smaller number of trainable parameters, and then we used 

it to fine-tune other models. The experimental results indicate that the new 

models achieved higher performance compared to other models, by training them 

on an uncontrolled face database namely VGGFace, and evaluating them using 

a controlled face database (FEI). The results showed that the ability to distinguish 

small parts of the face has improved by using only 200 features instead of using 

4095 features. In addition, based on our results, the small parts are promising 

and can be used as part of biometric systems for many applications within 

security. 

Finally, we investigated the concept of age progression and regression by 

building a novel approach based on an average template to generate a new age 

for an input face. We conducted experiments and tested the proposed method on 

a public domain face dataset of known and unknown ages (FEI & Morph II). Our 

results demonstrate that the proposed method achieves high quality aged faces 

even if the input face is of low quality. To find out which estimated age could be 

an obstacle for regression and progression, all generated faces were tested for 

face recognition via the pre-trained VGG-Face model, for feature extraction, and 

classification utilised four classifiers to find a recognition rate per age. The results 

shown there is a high similarity between generated faces and the ground truth 

images.  

https://www.sciencedirect.com/topics/computer-science/support-vector-machines
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7.2 General Limitations  

This section lists limitations of the work which can be considered for future 

work as described below:  

7.2.1 Face Pose Correction 

Through the analysis of some face images taken from the face datasets 

and model evaluation for partial face recognition, there was some shortage of 

performance of recognition based on certain parts of the face. This shortage 

occurs when our algorithm tries to extract face features in cases such as face 

profile when it is only possible to see the cheek or one eye. Such features cannot 

probably be seen in certain situations and can affect the process of classification.  

 

7.2.2 Environmental Condition  

The age progression and regression framework report a high performance 

when addressing the ageing problem uses carefully selected images. However, 

running the method on faces taken from an uncontrolled environment such as 

illumination (faces with very high or low lighting) and cosmetic modifications are 

still a challenge. 

 

7.2.3 Face Datasets  

Our face parts datasets were generated by using face landmarks detection 

algorithm after which all extracted facial features were checked manually to 

remove unwanted items, especially the landmarks algorithm in some cases 

extracts irrelevant objects. In addition, our proposed system of age progression 
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and regression considers five different ethnicities. However, in some ethnicities 

we do not have enough representative images for different ages, for example, 

there are no images for Black Africa subjects at ages 40 and 50 years. Thus, 

dataset can be made more heterogeneous, diverse and complex, which as a 

result will increase the robustness and efficiency of the proposed model with a 

richer training.  

 

7.3 Future Work  

Firstly, following on from chapter 4 and 6, more investigation is required to 

investigate thoroughly face recognition based on parts of the face, by studying a 

combination of faced regions. There are other possibilities to combine other parts 

of the face such as the forehead and eyes or nose and mouth. In addition, 

generating new datasets of face parts can assist and save time for researchers. 

Further, we have demonstrated the robustness of CNNs, in particular, the 

application for feature extraction and the analysis of imperfect facial data. In 

addition, following on from chapter 6, this is scope for researcher to build other 

models for the rest of the face, which can be done in future by utilising Fine-

Tuning strategies for our pre-trained. Furthermore, combing all the face part 

models in one implementation system can promote a significant performance of 

the recognition. 

From an application perspective, we believe the experimental framework 

is still in its early stages, since only publicly available datasets have been utilised, 

and the images are far removed from practical scenarios. Therefore, it will be 

useful to extend this work to assess its practical applicability in terms of extending 
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our experiments where for example, images of faces from CCTV footage may be 

used as recognition cues.  

Moreover, there are other frameworks and techniques that can be 

employed to develop and test facial recognition cues, using various parts of the 

face. General Adversarial Networks (GANs) is an example, which is increasingly 

becoming popular as a tool for machine learning. It can be used as a process to 

complete missing parts of a face, based on some criteria of learning 

methodologies. 

Finally, in chapter 5, we have demonstrated the possibility of using the 

formulations of an average face of a given ethnicity, gender, and age to generate 

a new face in different ages. As we mentioned in the previous section, we used 

just five various ethnicities for given ages. However, it is plausible to extend that 

by increasing the number of ethnicities and age groups. Further, it is possible to 

develop our method to generate new ages even if an input face is just a profile 

face. There is also a suggestion to correct a pose of a face and after that apply 

the ageing process. 
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