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Abstract

The advancements in information and communication technology in the past decades have
been converging into a new communication paradigm in which everything is expected to
be interconnected with the heightened pervasiveness and ubiquity of the Internet of Things
(IoT) paradigm. As these technologies mature, they are increasingly finding its way into more
sensitive domains, such as Medical and Industrial IoT, in which safety and cyber-security are
paramount.

While the number of deployed IoT devices continues to increase annually, up to tens of billions
of connected devices, IoT devices continue to present severe cyber-security vulnerabilities,
which are worsened by challenges such as scalability, heterogeneity, and their often scarce
computing capacity.

Network covert channels are increasingly being used to support malware with stealthy be-
haviours, aiming at exfiltrating data or to orchestrate nodes of a botnet in a cloaked fashion.
Nevertheless, the attention to this problem regarding underlying and pervasive IoT protocols
such as the IEEE 802.15.4 has been scarce.

Therefore, in this Thesis, we aim at analysing the performance and feasibility of such covert-
channel implementations upon the IEEE 802.15.4 protocol to support the development of
new mechanisms and add-ons that can effectively contribute to improve the current state-
of-art of IoT systems which rely on such, or similar underlying communication technologies.

Keywords: IoT, Covert-Channel, IEEE 802.15.4, MAC, Timing, OMNeT++
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Resumo

Os avanços nas tecnologias de informação e comunicação nas últimas décadas têm con-
vergido num novo paradigma de comunicação, onde se espera que todos os intervenientes
estejam interconectados pela ubiquidade do paradigma da Internet of Things (Internet das
Coisas). Com a maturação destas tecnologias, elas têm-se vindo a infiltrar em domínios
cada vez mais sensíveis, como nas aplicações médicas e industriais, onde a confiabilidade da
informação e cyber-segurança são um fator crítico.

Num contexto onde o número de dispositivos IoT continua a aumentar anualmente, já na
ordem das dezenas de biliões de dispositivos interconectados, estes continuam, contudo,
a apresentar severas vulnerabilidades no campo da cyber-segurança, sendo que os desafios
como a escalabilidade, heterogeneidade e, na maioria das vezes, a sua baixa capacidade de
processamento, tornam ainda mais complexa a sua resolução de forma permanente.

Os covert channels de rede são cada vez mais um meio de suporte a malwares que apre-
sentam comportamentos furtivos, almejando a extração de informação sensível ou a orques-
tração de nós de uma botnet de uma forma camuflada. Contudo, a atenção dada a este
problema em protocolos de rede IoT abrangentes como o IEEE 802.15.4, tem sido escassa.

Portanto, nesta tese, pretende-se elaborar uma análise da performance e da viabilidade
da implementação de covert channels em modelos de rede onde figura o protocolo IEEE
802.15.4 de forma a suportar o desenvolvimento de novos mecanismos e complementos
que podem efetivamente contribuir para melhorar a ciber-segurança de sistemas IoT que
dependem do suporte destas tecnologias de comunicação.
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Chapter 1

Introduction

1.1 Overview

The advancements in information and communication technology in the past decades have
been converging into a new communication paradigm in which everything is expected to
be interconnected with the heightened pervasiveness and ubiquity of the Internet of Things
(IoT) paradigm. The IoT, a collection of semi-autonomous, Internet connected devices
comprised of computing, networking, sensing, and actuation capabilities, interconnected with
the physical world [U.S. Department of Defense 2016], encompasses a myriad of several
different technologies like Wireless Sensor Networks, Radio-Frequency Identification, and
Machine-to-Machine communications, and now, much more than a buzzword, is becoming a
pervasive reality, enabling applications in multiple domains such as medical care [Al-Turjman,
Nawaz, and Ulusar 2020], agriculture [Sinha, Shrivastava, and Kumar 2019], supply chains
[Muñuzuri et al. 2020], transportation [Wang 2020] and smart cities [K. Liu, Bi, and D. Liu
2020].

As these technologies mature, they are increasingly finding its way into the industrial do-
main, to support what is now dubbed as the Industry 4.0, converging IoT, Cyber Physical
Systems (CPS) and Cloud technologies into the factory floor. Industry 4.0 relates to the
exponentially technological development that constantly outputs new ways of connecting
devices and systems, that allows for new data insights, customisable products, and tech-
nological autonomy. Since its introduction it has been used to describe a massive digital
transformation of manufacturing, where interconnected processes and equipment allow a
mass-customisation of products and a faster response to the market [Masood and Sonntag
2020]. Researchers agree that digitisation, digital transformation, and Industry 4.0 initiatives
are vital for companies’ future competitiveness and their success in living up to customer
expectations. This is especially important for SMEs as these companies make up for 99%
of the companies in Europe.

While the number of deployed IoT devices continues to increase annually and is estimated
to reach 75 billion by 2025 [Statista 2022] (figure 1.1), the amount of interconnected devices
per network will exponentially increase as well.
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Figure 1.1: IoT Devices Statistics by 2025 [Statista 2022]

IoT verticals present a severe set of challenges, enhanced by the IoT scale, heterogeneity,
and its fast adoption. In addition, this trend, despite opening exciting opportunities, also
unlocks a variety of new security threats [J. Lin et al. 2017, Frustaci et al. 2018, Lu et
al. 2019], with heightened security and privacy risks, particularly in industrial and medical
scenarios [Z. Liu et al. 2020].

Unfortunately, most of these Internet connected IoT devices do not have the same expe-
rience induced resilience to intrusion, hacking and sabotage attacks that other computing
devices have acquired [Caviglione, Merlo, and Migliardi 2018]. On the contrary, they show
a significant level of vulnerability. With 70% of IoT devices found to have serious security
vulnerabilities, such as unencrypted network services, weak password requirements (figure
1.2), and since 90% of devices collecting personal information [Rawlinson 2014], there is a
critical need for improving IoT security approaches. The need is further exacerbated as bad
actors exploit this weakness to conduct attacks against IoT infrastructure [Larson 2017,
Stanislav and Beardsley 2015, Simon 2016], even taking down large swaths of the Internet
by leveraging D-DoS attacks such as the Mirai botnet [Krebs 2017, Kolias et al. 2017],
which relied upon illegitimate usage of 400 000 IoT devices.

Figure 1.2: IoT devices vulnerabilities [Gamundani, Phillips, and Muyingi
2018]
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IoT threats stem both from the intrinsic enhanced vulnerability of a system that is newly
connected to other systems (e.g., legacy systems connected to Internet gateways), and
from the incredible number of intrusion targets introduced by the IoT paradigm (e.g., home
connected appliances, wearables, connected vehicles, etc.). Superimposed to this scenario,
we have to take into account that each compromised system may be used for at least three
different malicious goals, for instance, regarding sensors and appliances deployed in Industry
4.0, devices may be used for exfiltrating sensitive data (e.g., to steal secrets and perform
industrial espionage), to physically endanger a plant (e.g., by saturating the processing power
of nodes controlling machineries) or to mount an attack to more critical parts of the same
plant or even to a completely different plant (e.g., enrolling the compromised node into a
remotely controlled botnet) [Caviglione, Merlo, and Migliardi 2018].

The popular solution to these concerns has been the introduction of cryptographic tech-
niques to support data encryption and secure authentication. However, traditional cryptog-
raphy methods for network security pose important and significant challenges. On the one
hand, IoT “things” are usually equipped with limited resources in terms of energy consump-
tion, memory capacity and computational power [Cirani, Ferrari, and Veltri 2013]. Such
limitations hinder the direct implantation of conventional Internet security techniques, like
AES or TLS, into many IoT solutions [Riahi Sfar et al. 2018, Kim, Choi, and Hong 2017], and
their absence may lead to various security and privacy attacks like eavesdropping, network
side-channel attacks, and tracking. On the other hand, encryption cannot solve all security
problems in IoT systems, as for instance, if an IoT node establishes covert communication
with another device without being detected by an adversary, encryption is insufficient to pre-
vent eavesdropping [Hu, C. Lin, and X. Li 2016]. Moreover, even if a message is encrypted,
the metadata, such as the pattern of network traffic, can reveal sensitive information. How-
ever, if the adversary cannot detect the transmission, it has no opportunity to launch an
“eavesdropping and decoding” attack even if possessing unlimited resources or capabilities
to mount quantum attacks [Z. Liu et al. 2020].

In such a troublesome scenario, particularly when physical access to the IoT infrastructure
is possible, a very important element in any attack is thus represented by the capability of the
attacker to exploit a covert channel and information hiding techniques. In fact, no matter
if the goal is exfiltration of critical information or if it is to induce unintended behavior of a
node, there is the need for communicating with the compromised node without disclosing
the fact that it has been compromised. Indeed, network covert channels are increasingly
being used to support malware with stealthy behaviours (stegomalware), for instance to
exfiltrate data or to orchestrate nodes of a botnet in a cloaked fashion [Caviglione 2021].
However, the detection of such attacks is difficult as it is unknown in advance where the
secret information has been hidden, and on the other hand, network covert channels usually
feature low data-rates which difficults the detection. Also, neutralization or mitigation is not
straightforward, as it is hard not to disrupt legitimate flows or degrade the quality of service,
particularly at the perception layer of an IIoT application. Consequently, countermeasures
are tightly coupled to specific channel architectures, leading to poorly generalized and often
scarcely scalable approaches.
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For all these reasons, in this Thesis, we argue that there is an extreme need for:

1. Analysing the performance of covert channel attacks.

2. Devising novel techniques that can leverage the usage of such techniques in innovative
ways, for instance, to devise new information security mechanisms.

Although there are several IoT enabling communication architectures that can help in
achieving an energy efficient industrial communications, the communication requirements of
these time critical processes demand improved Quality of Service (QoS) in terms of reliability,
timeliness and robustness. These stringent requirements on the communication protocols
have been increasingly supported by IEEE 802.15.4 [IEEE 2020], to address the overgrowing
demands for low-power, low-range, and robust wireless communication.

The Institute of Electrical and Electronics Engineers Standards Association (IEEE-SA)
published the IEEE 802.15.4e amendment during the fall of 2012 [IEEE 2012], aiming
at enhancing and extending the functionalities of the IEEE 802.15.4-2011 protocol. The
enhancements consist of several MAC behaviors, which besides providing deterministic com-
munication, are also designed to support multi-channel frequency hopping mechanisms, such
as in the case of the Deterministic and Synchronous Multichannel Extension (DSME) and
Time Slotted Channel Hopping (TSCH). There are also other MAC behaviors like the Low
Latency Deterministic Network (LLDN), which uses Time Division Multiple Access (TDMA)
to provide timing guarantees. DSME and TSCH were incorporated into the revised version
IEEE 802.15.4-2020 [IEEE 2020].

Unfortunately, there has been no serious analysis of the covert channel vulnerabilities
of this communication protocol. On the other hand, the few analysis of such subject in
previous versions of the protocol [Martins and Guyennet 2010, Nain and Rajalakshmi 2017,
Tuptuk and Hailes 2015] only focused upon stenography or storage-based covert channels,
not addressing a fundamental threat of network timing channels. Moreover, there is no
simulation model available that encompasses such implementations, which is fundamental
for network designers and security experts to evaluate risks, and to further support the
development of detection and mitigation strategies.

Therefore, in this Thesis, we aim at analysing the performance and feasibility of such
covert channel implementations upon the IEEE 802.15.4 protocol to support the develop-
ment of new mechanisms and add-ons that can effectively contribute to improve the current
state-of-art of IoT systems which rely on such, or similar underlying communication tech-
nologies. In order to achieve this, this Thesis starts by providing the cyber-security and IoT
communities with a simulation model, featuring several covert channel implementations,
that can be easily deployed and analysed. This implementation is then used as a baseline
to evaluate the performance of different covert-channel techniques in respect to different
networking settings. This knowledge will be fundamental to devise new mechanisms that
leverage these hidden protocol features to implement innovative information security ideas.

1.2 Research Context

This Thesis was carried out in alignment with the STOIC (Secure Trustworthy Omnipresent
Cyber-defenses), Research framework and supported by the CybersSecIP project, at the
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Porto Research, Technology and Innovation Center (PORTIC) of the Polytechnic Institute
of Porto (P.PORTO). The STOIC framework aims at developing innovative mechanisms
and technologies for achieving improved cyber-security in distributed wireless infrastructures.
This research is tightly connected with the work being pursued in the CybersSecIP project,
coordinated by P.PORTO, which aims at further strengthening the scientific competences
and innovation potential of the North region of the country, to tackle the cyber-security
challenge, through investment in a small set of enabling technologies and knowledge, in a
coherent program organized in two research lines: one related to the design and protection
of secure digital systems, and a second centered on data security and privacy.

1.3 Research Objectives

The Research Objectives aimed for this Thesis are as follows:

1. Understand the fundamentals of IoT communications, major IoT cyber-security threats
and their impact in such networks, particularly the importance of covert channels.

2. Realize and present an argumentation about the severity of the problem addressed in
the proposal in regards to IoT cyber-security.

3. Survey covert channel techniques and overview current state of the art. Compare
different approaches.

4. Develop relevant metrics for the performance evaluation and comparison of different
covert channel techniques.

5. Overview the IEEE 802.15.4-2020 standard and investigate new covert channel op-
portunities to exploit in the protocol.

6. Setup a simulation platform for the implementation and evaluation of the covert chan-
nel techniques.

7. Analyse and evaluate the performance of the selected covert channel techniques in the
IEEE 802.15.4.

8. Write and publish a research paper featuring part of the results.

1.4 Research Contributions

The contributions of this Thesis are two-fold:

1. Implementation of several covert channel techniques on a IEEE 802.15.4 simulation
model, and its public release for the cyber-security and IoT communities.

2. Performance analysis of different covert channel techniques for the IEEE 802.15.4 and
evaluation of the impact of its network settings upon the covert channels.

• Article "Exploring Timing Covert Channel Performance over the IEEE 802.15.4"
[Severino, Rodrigues, and Ferreira 2022] submitted and accepted at the 27th

International Conference on Emerging Technologies and Factory Automation
(ETFA).
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1.5 Thesis Structure

This thesis is composed of an introduction (chapter 1), where a theoretical introduction
to the subject is presented, accompanied by the problem in hands, and how this Thesis
addresses the mentioned security concerns. This is followed by an overview of the IEEE
802.15.4 communication protocol in Chapter 2, including a segment of its history and an
explanation of the newly added functionalities. Next, it provides a research background,
where covert channels as a concept are introduced, along with their history and relevant
research works (chapter 3), particularly those which focus the usage of covert channels
in the IEEE 802.15.4 protocol. Next, this Thesis introduces the network covert channel
simulation model used in this Thesis (chapter 4). This chapter presents a value analysis,
which includes a thorough analysis of several simulation frameworks. The final architecture of
the solution is then explained together with possible design alternatives. Finally, we describe
in this chapter the implementation used to carryout the performance analysis of several
timing covert channels techniques in the IEEE 802.15.4. This performance evaluation is
detailed in chapter 5). In here, a brief description of the simulation setup appears, along
with the obtained results and its analysis, featuring several observations and conclusions.
Finally, in chapter 6, several general conclusions are drawn from the obtained results, and a
few ideas are proposed for future work.
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Chapter 2

Overview of the IEEE 802.15.4
Protocol

2.1 General Description

Wireless sensor networks are a fundamental technology to support low-cost, unattended
monitoring of a wide range of environments [Baronti et al. 2007], including IIoT. One of the
main protocols established as a standard for the physical and MAC sub-layers is the IEEE
802.15.4, due to its flexibiity in adapting to different quality-of-service requirements.

2.1.1 IEEE 802.15.4-2003

Firstly created in 2003, IEEE 802.15.4 was designed for a low-data rate, low power, low-
complexity, low cost and short range radio frequency protocol of wireless personal area
networks (WPAN) [Alkama and Bouallouche-Medjkoune 2021]. This WPAN will feature a
number of devices that can be either Fully Function Devices (FFD) or Reduced Function
Devices (RFD) [Kurunathan 2021]. The FFD type devices implement the full protocol set
and act as a network coordinator. A great example of a device of the FFD type is the
network’s PAN coordinator. This device has the responsibility of controlling the additional
devices of the network, as well as time synchronizing them all between each other to guaran-
tee a smooth packet transaction [Bensky 2019, Farahani 2008]. The network’s end devices
are usually RFDs. They are intended for application that are extremely simple, such as a
sensor gathering information and are not capable of routing packages.

As said previously, the IEEE 802.15.4 protocol is responsible for specifying two OSI layers:
the physical layer and the MAC sublayer (figure 2.1).

Physical Layer

Regarding the first one, the protocol transmits in waves of three possible frequencies: 2.4
GHz (with 16 channels); 915 MHz (with 10 Channels) and 868 MHz (with only one channel)
[Kurunathan 2021]. The mainly used one, 2.4GHz, is able to transmit information at a data
rate of 250 Kbps.
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Figure 2.1: IEEE 802.15.4 Layers [Cunha et al. 2007]

MAC Sublayer

The MAC sublayer, where most of our contributions are focused, is composed by two major
components: a beacon and a superframe. The beacon is a periodic signal emitted by the
PAN coordinator of the network that enables the synchronization of the nodes and is the only
broadcasted message in the whole network. A superframe consists of a Contention Access
Period (CAP) and of a Contention Free Period (CFP). During the CAP, a CSMA/CA (Car-
rier Sense Multiple Access with Collision Avoidance) contention algorithm is implemented,
allowing for the nodes in the network (apart from the PAN coordinator) to compete in order
to allocate slots in the CFP [Valero, Bourgeois, and Beyah 2010]. In this second one, there
is a division of the superframe into Guaranteed Time Slots (GTSs). In each of this time
slots, a node can allocate it to send a message to another one, and when its time arrives,
that superframe slot will be responsible for the transmission of the packet (or set of packets)
from the node allocating to its destination. An entire superframe is composed of 16 time
slots, from which 7 are reserved for the CFP and the rest are allocated to the CSMA/CA
integration in the CAP.

2.1.2 IEEE 802.15.4e (enhanced)

In 2012, an amendment [IEEE 2012] was proposed to the legacy IEEE 802.15.4 standard, to
satisfy the requirements of emerging IoT applications. The goal was to define a low-power
multi-hop MAC protocol, capable of addressing the emerging needs of embedded (industrial)
applications [De Guglielmo, Brienza, and Anastasi 2016].

In the MAC layer (where all the upgrades performed in this amendment were realized), five
new MAC behaviours were implemented in order to improve its flexibility in accommodating
different kinds of application requirements [De Guglielmo, Brienza, and Anastasi 2016].
They are:

• Deterministic Synchronous Multi-channel Extension (DSME): aimed to support appli-
cations with requirements in terms of timeliness and reliability

• Time Slotted Channel Hopping (TSCH): that targets industrial automation and pro-
cess control and supports multi-hop and multi-channel communications
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• Radio Frequency Identification Blink (BLINK): intended for item/people identification,
location and tracking and its packets are generally sent by "transmit only" devices
through the Aloha protocol

• Asynchronous Multi-Channel Adaptation (AMCA): ideal for large deployments, such
as smart utility networks

• Low Latency Deterministic Network (LLDN): intended for factory automation, where
a critical requirement is the low-latency of network transmissions

Both the DSME and the TSCH behaviours will be explained further along, since they will
be further studied in this Thesis.

The amendment in discussion, besides the new MAC behaviours, also brought in some
enhancements:

Multi-channel access

In the legacy IEEE 802.15.4, in each time slot, a node was able to communicate by sending
a packet in the slot in itself. But, in this slot, a single allocation could be performed,
that being, several packets could be passed, but only from node A to B. In the enhanced
proposition a multi-channel access was introduced, allowing, in a single time slot, several
node allocations in multiple channels. The nodes are given the capability to access the
channel either through channel hopping mechanisms or channel adaptation mechanisms.
With channel hopping, the sequence is statically predetermined in advance. Alternatively,
with channel adaptation, the PAN Coordinator has the ability to allocate different channels
for data transmission [Kurunathan 2021].

Information Elements (IE)

Although in the existent IEEE 802.15.4, Information Elements is already a defined and
present concept, the enhanced module presents itself with some additional features, such
as some unique IE to support the new MAC behaviours, i.e. the DSME behaviour, in which
the IE contains information regarding the superframe specification, such as the number of
superframes in a multi-superframe, number of channels, time synchronization specification,
Group Acknowledgement and channel hopping specifications [Kurunathan 2021].

Low latency and low energy

The newly enhanced protocol has presented itself with some features regarding low latency
communications, more suitable for industrial control applications and low energy consump-
tion, providing a trade-off between latency and energy efficiency. The IEEE 802.15.4e allows
devices to operate at a very low duty cycle and also provides deterministic latency, which
is a main requirement for time-critical applications. This new amendment introduces two
low energy mechanisms based on the latency requirements of the applications. On one side,
we have the Coordinated Sampled Listening (CSL) that is mostly applied in contexts where
a very low latency is imperative. On the other side, there is the Receiver Initiated Trans-
missions (RIT) mechanisms, that are used for latency-tolerant applications. [Kurunathan
2021].
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Multi-purpose frames

All the new MAC behaviours introduced in the amendment of the IEEE 802.15.4 protocol are
composed by different frame formats, all designed to better accommodate the specific needs
of each behaviour. For example, the DSME variant frame formats are designed to support
applications where determinism and scalability are fundamental. This frame variant referred
thus supports guaranteed time-slots with multi-channel capability. It also contains the ability
to send several acknowledgements in a group (Group Acknowledgements (GACK)) in order
to reduce the overall delay for several GTS based transmissions [Kurunathan 2021].

Enhanced Beacons

As the name indicates, the Enhanced Beacons are an extended version of the standard bea-
cons present in the legacy IEEE 802.15.4 protocol. These new beacons contain application-
specific content to the specified MAC behaviours, in this case, the DSME and the TSCH.
They contain information regarding the status of the behaviour and if the low-energy mode
is activated and about the respective channel hopping sequence [Kurunathan 2021].

MAC performance metrics

The new enhanced protocol proposition introduces an evaluation feature to provide infor-
mation on the link performance to help the network layer in its routing decisions, performing
more efficiently. The information transmitted includes the number of transmitted packets
that required retries before acknowledgement, number of frames that did not release an ac-
knowledgement, number of packets properly acknowledged and number of received frames
that were discarded due to being considered insecure [Kurunathan 2021].

Fast Association

In the legacy IEEE 802.15.4, a device association to a network must be delayed so that
the device waits until the end of the MAC response wait time to request the association
data from the PAN Coordinator. In the new amendment, the Fast Association mechanism is
introduced. With this, the delay is removed from the connection, being that, if the resources
are available, the PAN Coordinator instantly allocates a short address to the device, followed
by the emission of an association response, containing the new device short address and the
status of the association [Kurunathan 2021].

Group Acknowledgement

Particular to the new DSME and LLDN MAC behaviours, this new feature of the enhanced
protocol allows for the grouping of several successful transmissions acknowledgements into
a single Group Acknowledgement (GACK) either within the adjacent beacon interval or as
a separate frame. The PAN Coordinator can also, for a single time-slot, assign a dedi-
cated GACK that will deal with that time-slot exclusively. With this, the number of single
acknowledgements travelling the network will significantly diminish and, therefore, it will
greatly improve the efficiency of the network [Kurunathan 2021].
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2.1.3 IEEE 802.15.4-2020

Since 2003, this protocol has suffered many amendments and has had several versions, with
the newer one being released in 2020 [IEEE 2020]. This new release of the IEEE 802.15.4
encompasses all the propositions in the enhanced amendment. According to [Choudhury et
al. 2021], one of the principal upgrades was, with the DSME and TSCH MAC behaviours,
the ability to overcome the limit of 7 guaranteed time slots in the contention free period per
superframe.

2.2 Deterministic Synchronous Multi-channel Extension (DSME)

This new MAC behaviour was introduced by the IEEE 802.15.4e enhancement, and later
made official in the IEEE 802.15.4-2020 revision. This new network approach is able to
schedule time and frequency slots to one or multiple communication partners and, therefore,
reducing or even avoiding packet collisions [Kauer, Köstler, and Turau 2018].

Superframe Structure

As said previously, in the legacy IEEE 802.15.4 protocol, the superframes are each com-
posed by 16 time slots: 1 for the beacon containing network and time information, 8 for
the Contention Access Period (CAP) and 7 for the Contention Free Period (CFP). In the
CAP section of the superframes, nodes exchange control messages via CSMA/CA using a
single channel. These messages, when addressed to the PAN Coordinator, can be alloca-
tion requests for time slots in the CFP section of the superframe. In this second period
(CFP), each node will transmit packets to the node it expressed desire to in the message
of time slot allocation sent previously [Meyer, Mantilla-González, and Turau 2021]. In order
to accommodate the needs of the newly implemented DSME, an additional structure was
developed, a multi-superframe. This new concept is defined as a set of superframes, where
the number a superframes present in a multi-superframe varies according to the defined
Superframe Order (SO) (figure 2.2). In fact, the possible configurations regarding the size
of the information channel are:

• Superframe Order (SO): A number that is used to compute the amount of superframes
are present in a given network’s multi-superframe, where:

0 ≤ SO ≤ MO

• Multi-superframe Order (MO): This order helps in calculating the amount of multi-
superframes that can be sent in a single beacon interval, where:

SO ≤ MO ≤ BO

• Beacon Order (BO): The base of all metrics, used to calculate the size in symbols of
the beacon interval, where:

MO ≤ BO ≤ 14
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Figure 2.2: IEEE 802.15.4 DSME Multi-superframe structure [Battaglia et
al. 2020]

With these values, the IEEE 802.15.4-2020 protocol [IEEE 2020] allows for the calculation
of several metrics relevant to the well flowing of the network, such as:

• Beacon Interval: Duration that will be an indicator for when a new beacon needs to
be released (2.1)

BeaconInterval = aBaseSuper f rameDuration ∗ 2macBeaconOrder (2.1)

2.1: Beacon Interval Formula

• Multi-superframe Duration: Duration, in symbols, of the multi-superframe that will
contain the several superframes to transmit information (2.2)

MultiSuper f rameDuration = aBaseSuper f rameDuration ∗ 2macMultisuperf rameOrder
(2.2)

2.2: Multi-superframe Duration Formula

• Superframe Duration: Duration, in symbols, of the superframe, value that will be
crucial in determining the size of each time slot (2.3)

Super f rameDuration = aBaseSuper f rameDuration ∗ 2macSuperf rameOrder (2.3)

2.3: Superframe Duration Formula

• Superframes in a Multi-superframe: Number of superframes that, in a given configu-
ration, can fit inside a multi-superframe (2.4)
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Super f ramesInMultiSuper f rame = 2macBeaconOrder−macSuperf rameOrder (2.4)

2.4: Superframes Number in Multi-superframe Formula

• Multi-superframes in Beacon Interval: Number of multi-superframes that, in a given
configuration, can be transmitted inside a beacon interval’s time (2.5)

MultiSuper f ramesInBeaconInterval = 2macBeaconOrder−macMultisuperf rameOrder

(2.5)

2.5: Multi-superframes Number in Beacon Interval Formula

Multi-channel Transmissions

These new superframe contexts also contain the newly added feature of transmissions over
multiple channels, allowing for a single time slot to contain up to 16 concurrent commu-
nications between nodes, with the particularity that, in a given time slot, a node that is
already enrolling in a channel cannot be in another channel, either being as a receiver or as
a transmitter.

CAP Reduction

To further maximize the available guaranteed bandwidth for time critical appplications, CAP
Reduction feature was introduced for DSME. This proposal enables the protocol to remove
the CAP on all but the first superframe of a multi-superframe, guaranteeing that this initial
CAP space is enough for the nodes to exchange allocation requests for the entire multi-
superframe (i.e. a node could allocate a time slot in the second superframe of the multi-
superframe).

To seize this opportunity to further increase the performance of the network, the IEEE
802.15.4 DSME protocol provides the CAP reduction flag. If this flag is enabled, then only
the first superframe of the multi-superframe will have the CAP space, while all the other
superframes will have the beacon slot occupied and all other 15 slots will be dedicated to
guaranteed time slots in the CFP portion of the superframe (figure 2.3).

Figure 2.3: With and without CAP Reduction comparison [Sahoo, Pattanaik,
and Wu 2019]



14 Chapter 2. Overview of the IEEE 802.15.4 Protocol

Beacon Scheduling

As [Meyer, Malessa, et al. 2021] states in his conclusions of group acknowledgements’ wor-
thiness in the context of the IEEE 802.15.4 DSME protocol that the hidden-node situation
is a very pertinent issue in the trade-off between throughput and acknowledgement delay in
a DSME network. This hidden-node issue occurs when two beacons, both being neighbours
of a third node but without being able to communicate with each other, try to allocate the
same slot to communicate to this third node. The outcome of these situations is the over-
lapping of the transmission beacon slot, that being, since the beacons of both transmissions
collide, the receiving node cannot hear either beacon transmitted, resulting in an information
loss [Hwang and Nam 2014].

The IEEE 802.15.4 DSME, to address this issue, was incorporated with a mechanism that
solves this contention problem by prolonging the received beacon allocation commands via
sending a DSME-Beacon allocation notification. This command frame is sent to all nodes
via broadcast by the PAN Coordinator in order to inform all nodes present in the network
(even the ones without direct contact within themselves) of an allocation of a node in a
superframe, in order to avoid the hidden-node problem from happening. All the nodes collect
the allocation information and add it to their own Allocation Counter Table (ACT) [Hwang
and Nam 2014].

2.3 Time Slotted Channel Hopping (TSCH)

The newly updated IEEE 802.15.4-2020 [IEEE 2020] brought the new MAC behaviours to
allow itself to be more scalable and adapt to specific situations better. One of these new be-
haviours was the Time Slotted Channel Hopping (TSCH), a particularization of the protocol
that is mainly intended for the support of process automation application with a particular
focus on equipment and process monitoring [De Guglielmo, Brienza, and Anastasi 2016].
This MAC behaviour was developed in order to improve the reliability of the network, all
while maximizing energy savings. This can be done with a static schedule that is periodi-
cally repeated [Ben Yaala, Theoleyre, and Bouallegue 2016]. It makes use of pseudorandom
channel hopping to combat external interference and frequency-selective multipath fading
[Elsts, Fafoutis, et al. 2017].

Slotframe

In this MAC behaviour, the concept of superframe is replaced by a slotframe. Each of
these slotframes consists of a number of cells, described by time slot and channel offset.
The entirety of the network schedule is a collection of one or more periodically repeating
slotframes [Fafoutis et al. 2018]. In each of the time slots contained in the slotframes,
packets transmission can occur via contention algorithms (CSMA/CA) or non-contention,
like the one available in the CFP portion of a superframe in the IEEE 802.15.4 DSME
MAC behaviour [Kurunathan 2021] (figure 2.4). Each basic communication resource has
as an identifier a pair formed by the definition of the time slot and the channel it will be
transmitting on. A very important metric for the composition of the physical channel from
the logical one is the Absolute Slot Number (ASN), that dictates the total number of time
slots elapsed since the network deployment [Vogli et al. 2018].
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Figure 2.4: IEEE 802.15.4 TSCH Slotframe structure [Daneels et al. 2017]

Similar to the extension of a superframe into a multi-superframe in the DSME, an aug-
mentation of the transmission structure also occurs here, where the concept of a multi-
slotframe is introduced. These are established in parallel to one another, where they are
sending information simultaneously in the same time slots, but differing on the channel they
are using [Meng et al. 2018]. The maximum number of usable channels for transmitting
information between nodes is 16 and, therefore, a maximum number of 16 slotframes per
multi-slotframe is also established. In networks of this kind, some channels can be left out of
usage to improve energy efficiency or in case the channel quality is deteriorated [Kurunathan
2021].

Time Synchronization

The IEEE 802.15.4 TSCH required for its operation, that nodes’ were tightly time-synchronized.
Synchronization between network nodes happens whenever a device exchanges a packet
with a time source neighbor. From here, two different synchronizations can happen: an
acknowledgement-based one, that relies on the time information received via the acknowl-
edgment frame sent from the packet receiver, or a frame-based synchronization, that gets
the correct time from the arrival time of a frame from the time source neighbor. In these
networks, a PAN Coordinator works as a time source neighbor, keeping track of the devices
of the network and as a time keeper, meaning that, to keep synchronization, the network
devices must communicate with the PAN Coordinator to keep themselves synced with the
entirety of the network [Elsts, Duquennoy, et al. 2016].

Because of that requirement, [Stanislowski et al. 2014] developed an adaptive synchro-
nization, meaning that each network node would learn its drift compared to the time source
and adaptively compensates for it. But, even with this new algorithm to solve the major
synchronization demand, there were still synchronization delay errors of up to tens of sec-
onds. [Elsts, Duquennoy, et al. 2016] developed a method that synchronizes the nodes to a
micro-second accuracy and they were successful in their implementation.
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Chapter 3

Research Background

3.1 Overview of Covert Channels

3.1.1 Principles and History of Covert Channels

These days, most information passed between two nodes all the way across the world is
subjected to being intercepted and end up in the wrong hands. Several cryptography methods
are being created and perfected, however, their vulnerabilities are also being discovered on a
daily basis, resulting in information leaks and possible losses that could mean the complete
shutdown of an entity.

A solution to this problem, is to hide the very existence of communications all together.
[Lampson 1973] developed the first concept and implementation of the covert channel, i.e.
those not intended for information transfer at all, such as the service program’s effect on
the system load.

Initially, the primordial network covert channels were mainly storage based, with the prin-
cipal target being the header of the packets. [Rowland 1997] proposed the utilization of the
IPv4 and TCP header to embed hidden information. In its conclusions, he inferred that the
method used could turn a machine into a very stealthy transmission device that would appear
to be working normally. The first evidence of an exploit of the timing features of network
packets was developed by [Wolf 1989]. In his works, he studied several LAN protocols and
inferred their vulnerability to covert channel techniques. Although an evident bandwidth
issue would appear, a simple exploit was found in delaying the acknowledgment sent in re-
sponse to a single message by a single time frame. In conclusion, he referred that covert
channels alone are not an extraordinary threat unless they can be exploited in a trojan-horse
style.

A metaphor widely used to explain cryptography, the Alice and Bob example, can also
be applied here [Simmons 1984] (figure 3.1). This metaphor states that two prisoners
(Alice and Bob), while in different cells, have a single communication method that is the
transmission of messages one to another, but with every package being thoroughly analysed
by a warden. Since they intent on escaping the prison, they must communicate through was
the warden cannot fathom what is truly being said, that being, establishing a "subliminal
channel" between them in full view of the warden, even though the messages themselves
contain no secret (to the warden) information. This warden can present itself in a passive
or an active mode [Wendzel et al. 2015]. In the first, he will simply analyse the network,
detecting any anomalies and further evidences of a covert channel and proceeds in the
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extraction of the embedded messages. The second, on the other hand, introduces himself
as an active member of the network, trying to modify the sent messages or inserting its own
fraudulent messages [Pfitzmann 1996].

Figure 3.1: Alice and Bob metaphor [Zander and Armitage 2008]

Since this date, the evolution regarding covert channels has been immense, with the
implementations varying from network to network, protocol to protocol and device to device.
As [Hou and Zheng 2020] referred in their research, covert channels have, since then, been
implemented in all kind of network protocols available and with a high range of usability,
such as the LTE for mobile communication and simple Wi-Fi (IEEE 802.11) for close range
networks.

3.1.2 Authentication

The covert channel applications can present themselves in multiple fashions and with
several connotations, such as malevolent usages like sensitive information exfiltration. [Shah,
Molina, and Blaze 2006] developed an exploit that combined keystroke loggers and covert
channels to retrieve the information assembled by those tools. The usage of a covert channel
was primal in order to successfully retrieve the information gathered by the malign software
in a covert way, since these are notoriously hard to detect or eliminate.

But a covert channel can also have beneficial applications, such as the exchange of mes-
sage integrity information and the detection and prevention of Man-In-The-Middle attacks
[D. Johnson et al. 2010]. Another beneficial application of covert channel technology is
related to the authentication of devices and, therefore, their transmissions. For example,
MITM attacks can be used to infiltrate networks and either just listen to communications
and steal information, or to manipulate nodes into thinking the attacker is the node they are
trying to communicate with. [M. Johnson, Lutz, and D. Johnson 2016] utilized a MITM
approach to the covert channel implementation, allowing two nodes to communicate be-
tween themselves over existing traffic completely concealed. Another reality is the ability
of a MITM attacker to impersonate a node in the network, manipulating other nodes into
believing that he is in fact a member of the network and communication with him freely
[Cramer and Damgård 1997]. To tackle this last issue, an authentication method can be
effective, because by granting that each node is properly insured to be himself, the trans-
missions being sent and received are guaranteed to be reaching and being emitted from the
correct individual.
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The possibility of developing an authentication methodology using covert channels has
already been studied and analysed, with the help of several techniques to authenticate a
network node. [H. Xie and Zhao 2015] designed and implemented a lightweight authentica-
tion method in the FTP protocol. This method consists of each node possessing its owns
and each other’s authentication keys and verifying them when required. These are passed
between them by use of an on-off covert channel, as shown in figure 3.2.

Figure 3.2: Framework of the Covert Channel Module [H. Xie and Zhao 2015]

In the CAN network, [Ying et al. 2019] developed a system to authenticate nodes through
the insecure CAN bus. TACAN provides secure authentication of ECUs by relying on covert
channels without modifying the CAN protocol. Here, the authentication performed is more
complex than the lightweight model presented before, utilizing keys and hashing algorithms
to generate authentication messages that will then be compared between sender and receiver
to verify each other’s identities.

3.1.3 Storage Covert Channel Techniques

Information can be passed on from a sender to a receiver without anyone involved in the
network (a warden) realising that some data went covertly from one side to the other.
Analysing the network’s protocol standard, several reserved fields can be found and some
techniques can be used to maximize that same storage covert channel, ensuring that the
maximum amount of information can be passed covertly (figure 3.3).

Figure 3.3: Storage Covert Channel [Caviglione 2021]
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[Wendzel et al. 2015] classified covert channels of this type into several different patterns,
being that these were obtained from a selection of 109 covert channel techniques:

Size Modulation Pattern

The hidden message is embedded into the size of a header element or of a PDU, adding
paddings or offsets to modify the overall size of a given element, with different sizes (or size
differences) being assigned to readable information.

Sequence Pattern

The covert channel alters the sequence of elements in the header or the PDU to encode
covert data. This can be achieved with an alteration to the position of one (or more)
elements in the header or by the number of these elements contained in the header or the
PDU.

Add Redundancy Pattern

In techniques of this type, additional header elements are created (or expanded) in order to
gain an extra amount of empty space suitable to hide information to transmit covertly.

PDU Corruption/Loss Pattern

To transmit covert information, the system generates corrupted PDUs that are embedded
with covert information, or drops network packets to signal the hidden information. An
additional technique is the drop of a certain number of network packets in order to generate
a fixed packet loss rate, that has a covert meaning to the receiver.

Random Value Pattern

The covert channel, after the system generates a random value, checks the packet for a
header that contains that obtained value and replaces that number with the information to
be covertly transmitted.

Value Modulation Pattern

Of a given element in the header of a packet, the covert channel will modulate the value
it contains, changing it to a value from 0 to the maximum it can contain. One technique
contained in this pattern is the case-modification, that simply changing the case (upper or
lower) of a letter in a packet header element could imply hidden meaning by be overlooked
by the network warden.

Reserved/Unused Pattern

A packet header is composed by many elements, with some of them being (in a given
network/protocol) unused or reserved. This means that the regular channel will overlook
any information being present in those fields. This opens an opportunity to embed covert
data into those very same fields.
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3.1.4 Timing Covert Channel Techniques

Covert timing channels include the secret messages into the timing behavior at the sender
and then extract the covert messages at the receiver. Normally, the delays in network packets
are used to deliver covert messages [Tian et al. 2020] (figure 3.4).

Figure 3.4: Timing Covert Channel Scheme [Cotroneo, De Simone, and
Natella 2021]

On-Off

A very simple covert channel was developed by [Lu et al. 2019] and it’s called the "On-Off",
where a timing interval Tc pre-negotiated between sender and receiver is the key to the
information shared. If a packet suffers a sending delay of Tc, then the receiver will interpret
this jitter as a 1 bit. If the packet is sent without waiting Tc, then it will mean bit 0.

L-bits to N-packets

Another technique is one the most seen and used ones in scientific works done over the
years, the "L-bits to N-packets" [Lu et al. 2019]. This one allows the user to send L bits
hidden in N packets, being that L <= N <= Channel length.

Jitterbug

The "Jitterbug" [Lu et al. 2019] method is based on the addition of legitimate latency to
the packets being transmitted in the channel. This latency added should be calculated given
the already existent network normal latency to manipulate the final delay to the desired one.
In the receiver side, if the latency of the channel is dividable by a pre-determined W value,
then it means the bit 0. If, on another hand, is dividable by W/2, then it means the bit 1.

Time Replay

[Lu et al. 2019] developed a method to send information covertly through timing intervals,
the "Time Replay" technique. This method, similarly to other techniques, revolves around
the latency and the packet interarrival times. But, to add an extra layer of undetectability,
the values of possible time intervals were divided in two lists, so when the delay was a value
contained in the S0 list, the covert bit was 0 and when the delay was present in the S1 list,
the bit transmitted was 1.
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Inter Arrival Time

The Inter Arrival Time (IAT) between packets could also be used to transmit some covert
information to a receiver node in the network. [Ying et al. 2019], through a covert timing
channel based on the IAT between packets, successfully authenticated the node transmitting
the information and, therefore, made the information transmitted through the typical channel
trustworthy. In this method, the authentication message is sent in the exact middle of the
authentication frame, this being possible with the help from silence bits, with these being
sent in equal number in the beginning and end of the authentication frame, encapsulating
the relevant message in the middle.

Packet Length

The possible variability of the length of the packets being transmitted in a network is also
able to be translated into covert information. With the weight of the packet header and
of the current payload already obtained, an additional piece of information is added to the
payload (without meaning) to alter the full packet length [Han et al. 2020]. Obtaining the
packet, the receiver will get the packet length and, according to that, if the length is an
even value, the covert bit is 0. If the length is an odd number, the bit is 1 [Elsadig and
Fadlalla 2018].

L-Bits to N-packets adaptive

Based on the "L-Bits to N-Packets" technique, [Tahmasbi, Moghim, and Mahdavi 2016]
developed a method that, before any covert information being transmitted, an analysis of
the network is performed in order to get the delay values of the channel and, after them
being analysed, they are split into two lists (much like in the Time Replay technique). These
delays are then applied to the packets and, according to the list they are placed in, they
transmit different information. The analysis performed beforehand allows for an extra layer
of undetectability for all the used delay values will be congruent with the regular delays of
the network.

Packet Sequence Number

The header on the packets contains a field called the "sequence number" which states the
order of sending of a series of sequential packets. If in the receiver node this order is wrong
(1,2,3,4 changes to 1,2,4,3), this could have a special meaning to the packet receiver [Zhang
et al. 2019]. [Tan et al. 2018] used this method to purposefully alter this sequence in the
emitting process to guarantee the order will not be the correct one in the other node and,
therefore, create a covertly encrypted sequence of data.

Bit-Rate

Bit-rate is a metric that can be used to to evaluate a channel’s performance. It translates
the amount of bits a channel can transfer in a given space of time. If a channel has a
higher bit-rate than another, that channel is more efficient than the latter. This bit-rate can
depend on a various number of conditions, some of which are hardware related, so variations
of this field can be considered as normal. [Tan et al. 2018] took advantage of this fact and
implemented a covert channel that, altering the bit-rate of the channel to a value more or
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less than a pre-accorded one, it would mean a different thing to the receiver node of the
network.

Packet Loss

A network can suffer from several factors that can provoke a series of consequences for the
transmission quality. One of this consequences is packet loss, that is when a packet (or a
series of packets) is lost in the network, by being sent but not being captured by the receiver
node. To create a covert channel from the number (or percentage) of lost packets it is
necessary to modify some packets so that they are supposed to be "lost" in the network
[Tan et al. 2018]. With that and considering the "sequence number" described above, the
receiver node with be on the lookout for inconsistencies on the sequence and will interpret
the change in there.

Inter-Arrival Time Probabilistic

One final method is based on probabilistic methods [Kiyavash et al. 2013]. An array of
bits is encoded using a formula based on a matrix and its values. An additional shaping
of this encrypted value is then performed to assign it to an inter arrival time and impose
it on a delay between two packets. The receiver node will then de-shape this delay using
probabilistic methods, resulting in the encrypted value of the information. With the help of
the previous matrix, a decryption will occur, revealing the original information meant to be
transmitted.

3.1.5 Covert Channels in 802.15.4 Protocol

The idea of adapting covert channels to the 802.15.4 protocol has been tried before. At
the physical layer, [Nain and Rajalakshmi 2017] developed a covert channel using the Direct
Spread Spectrum Sequence (DSSS) variant of stenography, where they also propose a secret
acknowledgement and error detection method to ensure reliable communication in the covert
channel. In the end, they concluded that, using their method, they could transfer confidential
information reliably at a significant rate without considerably affecting the performance of
primary data reception.

[Tuptuk and Hailes 2015] proposed to develop a covert channel based on link quality. The
metric used in the 802.15.4 protocol is known as the Link Quality Indication (LQI), and is
typically used in low-power radio devices to give a measure of signal strength. In this pa-
per, they develop two covert channel based attacks: modulation of transmission power and
modulation of sensor data. After the analysis of the data retrieved from the attacks execu-
tion, they were considered undetectable and thus successful methods for covertly extracting
information of an exposed system.

The disadvantage of such approaches is that access and control of the node’s physical layer
is mandatory, something that is often not possible since these features are deeply embedded
at the radio transceiver’s firmware. In this line, covert techniques that can function at the
MAC sub-layer are much more attractive, particularly since these are usually implemented
by a software stack, to which an application can much easily gain access to.
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In the 802.15.4 protocol, several types of frames exist and can be altered to embed some
secret information to pass along. A normal data frame, for instance, contains a number
of loopholes, such as the Frame Control field that contains 16 bits, each with their own
significance. From those 16, 5 of them (7-9th and 12-13th) are reserved, that meaning
they do not carry information and are disregarded by the machine, and information can be
passed covertly in those fields [Martins and Guyennet 2010].

Another example is the Sequence Number field. This contains the numbering of each
packet to identify it in the acknowledgement message. If the packet is signaled as not part
of a sequence, then this field is not initialized on the transmission and is only assigned on
reception, meaning that its value is not checked upon reception, being able to carry 8 bits
of hidden information [Martins and Guyennet 2010].

Lastly, the Address Info field. This contains information on the destination of the packet
and on the sender, including addresses and PAN coordinator references. In the source address
specifically, if the packet is specified has having a nonexistent source address, this field is not
checked and not used, but with its space still there vacant. This space can go from 16 bits
(short) to 64 (extended), opening the door on a major covert data transmission between
source and destination nodes [Martins and Guyennet 2010].

For other types of frames in the protocol, some of the same fields apply. For instance,
for a beacon frame, the Sequence Number field can still be uninitialized and used for covert
purposes. On an acknowledgement frame, not only this Sequence Number field applies, but
also the Frame Control one, also specified above [Martins and Guyennet 2010]. Storage
covert channels, however, are significantly easier to detect and mitigate than timing covert
channels.

As shown, regarding the IEEE 802.15.4 -2020, a de facto standard for the underlying WSN
infrastrucutre of many IoT and Industry 4.0 systems, little attention has been given to the
deployment of covert channels in the protocol. Available literature approaches the protocol
in its previous versions, only focusing storage-based covert channels, not addressing a funda-
mental threat of network timing channels. Moreover, there is no simulation model available
that encompasses such covert channel implementations, which is fundamental for network
designers and security experts to evaluate risks, and to further support the development of
detection and mitigation strategies.
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Chapter 4

Network Covert Channel Simulation
Model

This Chapter overviews the development of the Network Timing Covert Channel simulation
model. It presents a brief value analysis, which includes a detailed comparison and selection
of simulation frameworks using an analytic evaluation method. Furthermore, is describes the
model implementation design, along with its design alternatives. To conclude the chapter,
an experimental validation is performed and documented.

4.1 Overview

Some of the objectives of this Thesis is to thoroughly analyze the performance of known
timing covert channel techniques applied to the IEEE 802.15.4 protocol, using metrics such
as covert channel concealment, transmission efficiency and capacity, while exploring new
opportunities for innovative covert channel usage regarding authentication and authorization
techniques in a low computing power environment. To achieve this, it is fundamental to rely
on simulation tools that can support the analysis of the performance of such communication
channels. This chapter addresses this and, in addition to the model in itself, the simulation
setup and configurations, along with an utilization manual will be fully made available in
order to boost future works in regard of this very same topic. This simulation model will
feature a variety of covert channel implementations in both the DSME and the TSCH MAC
behaviours of the protocol. The referred implementations will be the target of an elaborated
performance analysis and comparison, in order to extract the most out of the covert channel
and its usages in transmitting covert information.

4.2 Value Analysis

4.2.1 Opportunity Identification

The lack of available implementations of network covert channels upon the IEEE 802.15.4,
hinders the analysis of such attacks’ impact and the development of new detection and
mitigation mechanisms. We believe it is worthwhile and of great importance to the IoT and
cyber-security community to undertake such endeavor. Furthermore, it is a fundamental step
to support the research work on these topics that is to be carried out in current research
frameworks highlighted in Section 1.2.
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4.2.2 Opportunity Analysis

To implement a set of network covert channels, it is fundamental to rely on already ex-
istent and updated IEEE 802.15.4 protocol simulation models, avoiding the extensive job
of implementing many of the complex protocol communication features. Thus, the exis-
tence of already developed and available models, which usually are connected to a particular
simulation framework, is a main criteria in the selection of the simulation framework as
implementation candidate. Since the protocol has been around since 2003 (with multiple
updates, the most recent one tracing back to 2020), several simulation models were de-
velop using a variety of tools. In what follows we present an overview of relevant simulation
frameworks along with the available models.

OMNeT++

Objective Modular Network Testbed in C++ (OMNeT++) is a discrete event simulator based
on C++ for modeling simulated networks. Everything involving communications, wired or
wireless, is passive of modeling in this open-source software. The simulator can be used
for traffic modeling of telecommunication networks, to protocol modeling, to modeling net-
works and hardware components (including multiprocessors and other distributed hardware
systems) [Varga 2003]. With the aid of the INET framework, an open-source OMNeT++
model suite for wired, wireless and mobile networks, the simulation could fulfill the necessity
of communication between the several components of the network and, therefore, simulate
the packets and the information being covertly passed between them (figure 4.1).

Figure 4.1: OMNeT++ INET Simulation [OMNeT++ 2022]

But the use of OMNeT++ as a simulation framework was only half the picture, since there
had to be a model implemented that reproduced the desired protocol communication fea-
tures, like the Guaranteed Time Slots support of the DSME protocol. After some research,
the only option available was openDSME [Köstler et al. 2016]. This was an open-source
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implementation of the latest version of the 802.15.4 DSME protocol developed by a team
of researchers in the Institute of Telematics at Hamburg University of Technology.

Since DSME is only one of the variants of the 802.15.4 protocol, TSCH had also to be
available in the form of a simulation model in the framework to be chosen. Again from the
Hamburg University of Technology, but this time from the Institute of Communication Net-
works, a team of researchers developed and made available in an open-source license a fully
functional TSCH model that integrates both OMNeT++ and the INET framework to create
interactions and send packets between simulation nodes [Krueger and Yevhenii 2022]. This
model was created to impact the development of wireless avionics intra-communications.

NS-3

ns-3 is a discrete-event network simulator for Internet systems, targeted primarily for
research and educational use. ns-3 is free, open-source software, licensed under the GNU
GPLv2 license, and maintained by a worldwide community [nsnam 2022]. It was developed
as an upgrade from the already highly used ns-2. It succeeds in improving the realism of the
models in order to make them closer in implementation to the actual software implementa-
tions they represent (figure 4.2).

Figure 4.2: ns-3 Simulation [NS3 simulations 2017]

[Hwang and Nam 2014] successfully implemented the DSME variant of the enhanced
protocol IEEE 802.15.4e in a beacon collision environment in order to schedule the beacons
and, therefore, avoid collisions and loss of information. This model was also tested and,
based on those experiments, improvements to the beacon scheduling model present in DSME
are proposed and result in an enhanced DSME.

The TSCH operational mode of the enhanced protocol 802.15.4e was implemented in the
ns-3 simulation framework by Kourzanov [kourzanov 2022]. The model was, after that, fully
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disponibilized in a public GitHub repository for the further usage by the scientific community
to extend the works developed.

CooJa

CooJa Simulator is a flexible Java-based network simulator specifically designed for Wire-
less Sensor Networks. This simulation framework is exclusive of the Contiki operating sys-
tem, this focusing primarily on low power IoT devices. CooJa is flexible in that many parts
of the simulator can be easily replaced or extended with additional functionality. Example
parts that can be extended include the simulated radio medium, simulated node hardware,
and plug-ins for simulated input/output [Osterlind et al. 2006] (figure 4.3).

Figure 4.3: CooJa Simulation [Sitanayah, Sreenan, and Fedor 2013]

Like the OMNeT++ simulation DSME inplementation performed by investigators in the
Institute of Telematics at Hamburg University of Technology, that same team also developed
the referred model (openDSME) [Köstler et al. 2016] in the Cooja simulation framework.

According to the article created by [Shih, Xhafa, and Zhou 2015], an implementation of
the TSCH version of 802.15.4 was achieved successfully and fully tested.
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4.2.3 Analytic Hierarchy Process (AHP)

In order to compare and make an appropriate decision on which simulation framework would
be the best option to carry out the works being performed in the course of this thesis, a
multi-criteria decision analysis had to be performed. This could be made with a variety of
analytic methods, but the chosen one was the Analytic Hierarchy Process (AHP) [Saaty
1994]. This method uses numeric techniques that aid the deciders in choosing an option
from a discreet set of alternatives. It allows the prioritization of alternatives in a situation of
conflicting criteria, in order to select the option that most adapts to the solution required.

Criteria

1. Knowledge of the tool (Previous usage): The knowledge of the tool as proven itself
as a fundamental metric in choosing the framework, as the usage of a tool already
studied before saves valuable time in learning of the functionalities available and the
general know-how of the framework.

2. Performance: Since the system available to run the simulations is not a high-spec
build, the performance analysis is very weighted on. Although the simulations will not
be very large in either time or number of nodes, the availability is a factor that would
be largely taken into account.

3. Flexibility: The ability for the solution to adapt to possible or future changes in
its requirements, since the work being done is highly experimental and requires a
framework that can adapt to changes either in the protocol or the covert channel in
itself, this metric is again a very important one to take into account.

4. Complexity: The amount of interaction between modules in a system. Although the
simulations that will take place in the works performed in this thesis do not contain an
high amount of modules, a simulation framework that do not possess a high complexity
factor in terms of connections between modules is also relevant.

With these criteria in place, an Hierarchic Decision Tree in its initial phase could already
be drafted to help with the understanding of the evaluation that will be taken place (figure
4.4).

Knowledge Performance Flexibility Complexity
Knowledge 1 3 5 7

Performance 1/3 1 2 4
Flexibility 1/5 1/2 1 2

Complexity 1/7 1/4 1/2 1

Table 4.1: Criteria Weights Matrix

AHP process of selection

Firstly, each metric is assigned to a weight from 1 to 10 (1 being the lowest priority and 9
being the highest) in relation to one another. In the view of the works that will be performed
in the effort of this thesis, the priorities were decided as shown in table 4.1. From this, and
after the sum performed in table 4.2, a normalization is required to achieve the matrix in its
final form with each criteria having its relative priority (table 4.3).
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Figure 4.4: Hierarchic Decision Tree

Knowledge Performance Flexibility Complexity
Knowledge 1 3 5 7

Performance 1/3 1 2 4
Flexibility 1/5 1/2 1 2

Complexity 1/7 1/4 1/2 1
Sum 176/105 19/4 17/2 14

Table 4.2: Criteria Weights Matrix With Sum

Knowledge Performance Flexibility Complexity Relative Priority
Knowledge 105/176 12/19 10/17 1/2 0,5791

Performance 35/176 4/19 4/17 2/7 0,2326
Flexibility 21/176 2/19 2/17 1/7 0,1213

Complexity 15/176 1/19 1/17 1/14 0,0670

Table 4.3: Normalized Criteria Weights Matrix

A =


1 3 5 7

0, 33 1 2 4

0, 20 0, 50 1 2

0, 14 0, 25 0, 50 1

 −→

0, 60 0, 63 0, 59 0, 50

0, 20 0, 21 0, 24 0, 29

0, 12 0, 11 0, 12 0, 14

0, 09 0, 05 0, 06 0, 07

 −→ X =

0, 58

0, 23

0, 12

0, 07


Using the formula described in 4.1, where A and X were obtained above, the obtaining

of λmax was possible and, from then the Consistency Index (CI) (4.2) and, finally, the
Consistency Ratio (CR) (4.3). In this last formula, the RI index (Random Index) is a
constant developed by [Saaty 1994] and investigated by [Alonso and Lamata 2006], where
the values used in this analysis are the ones referred as to from "Wharton".
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A×X ≈ λmax ×X (4.1)

4.1: λmax Formula

CI =
λmax − n
n − 1 (4.2)

4.2: Consistency Index

CR =
CI

RI
(4.3)

4.3: Consistency Ratio


2, 36

0, 94

0, 49

0, 21

 ≈ λmax

0, 58

0, 23

0, 12

0, 07



λmax =
(2, 36÷ 0, 58) + (0, 94÷ 0, 23) + (0, 49÷ 0, 12) + (0, 21÷ 0, 07)

4
≈ 3, 81

CI =
λmax − n
n − 1 =

3, 81− 4
4− 1 ≈ −0, 06

CR =
CI

RI
=
−0, 06
0, 90

≈ −0, 07

Given that the consistency ratio is −0, 07, and that −0.07 < 0, 1, therefore, a conclusion
can be made that the properties obtained from the calculations above are considered as
consistent.

Simulator’s results

From there, the next step is the comparison of each simulation framework in their per-
formance according to each metric to be evaluated. To conclude about the simulator’s
performance, a research had to be made to gather data about the metrics to be analysed.
[Zarrad and Alsmadi 2017] compared the OMNeT++ with the ns-3 (of the relevant simu-
lators) for integrability, reusability, testability, flexibility and complexity. In all these metrics,
the OMNeT++ was considered as a better simulator by a small margin, beating closely the
ns-3.

[D. Xie, J. Li, and Gao 2020] compared 5 simulators through different simulation scenarios
and with different outcomes. The OMNeT++ was considered a more complete simulator
with a higher economy index (the cost of establishing a simulation environment is small and
the economic cost is low). On another metric, [Khan, Bilal, and Othman 2012] compared
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the OMNeT++ with the ns-3 and concluded on performance metrics, such as CPU and
memory usage, where the ns-3 surpassed all marks and established itself as the one with the
best performance.

In [Weingartner, Lehn, and Wehrle 2009], the graphical interface of the OMNeT++ simu-
lation framework was considered as a defining factor in surpassing ns-3, for its ease of usage
and intuitiveness, while also agreeing with the previous research’s conclusion of the perfor-
mance greatness of the ns-3. Regarding the final metric, and considered as most important,
the knowledge of the tool highly favours the OMNeT++ simulation framework, has it was
used in a previous work conducted by the student performing this work.

From tables 4.4 to 4.11 are the results of each simulation framework in comparison
with one another regarding the relevant metrics, results that fill the hierarchic decision
tree developer earlier in this chapter with some new values that help furthermore in the
understanding of this evaluation (figure 4.5).

Knowledge OMNeT++ ns-3 CooJa
OMNeT++ 1 9 9

ns-3 1/9 1 1
CooJa 1/9 1 1
Sum 11/9 11 11

Table 4.4: Knowledge Weights Matrix

Knowledge OMNeT++ ns-3 CooJa Relative Priority
OMNeT++ 9/11 9/11 9/11 0,8181

ns-3 1/11 1/11 1/11 0,0909
CooJa 1/11 1/11 1/11 0,0909

Table 4.5: Knowledge Weights Normalized Matrix

Performance OMNeT++ ns-3 CooJa
OMNeT++ 1 1/3 3

ns-3 3 1 6
CooJa 1/3 1/6 1
Sum 13/3 3/2 10

Table 4.6: Performance Weights Matrix

Performance OMNeT++ ns-3 CooJa Relative Priority
OMNeT++ 3/13 2/9 3/10 0,2510

ns-3 9/13 2/3 3/5 0,6530
CooJa 1/13 1/9 1/10 0,0960

Table 4.7: Performance Weights Normalized Matrix
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Flexibility OMNeT++ ns-3 CooJa
OMNeT++ 1 3 6

ns-3 1/3 1 3
CooJa 1/6 1/3 1
Sum 3/2 13/3 10

Table 4.8: Flexibility Weights Matrix

Flexibility OMNeT++ ns-3 CooJa Relative Priority
OMNeT++ 2/3 9/13 3/5 0,6530

ns-3 2/9 3/13 3/10 0,2510
CooJa 1/9 1/13 1/10 0,0960

Table 4.9: Flexibility Weights Normalized Matrix

Complexity OMNeT++ ns-3 CooJa
OMNeT++ 1 3 6

ns-3 1/3 1 3
CooJa 1/6 1/3 1
Sum 3/2 13/3 10

Table 4.10: Complexity Weights Matrix

Complexity OMNeT++ ns-3 CooJa Relative Priority
OMNeT++ 2/3 9/13 3/5 0,6530

ns-3 2/9 3/13 3/10 0,2510
CooJa 1/9 1/13 1/10 0,0960

Table 4.11: Complexity Weights Normalized Matrix

Figure 4.5: Hierarchic Decision Tree With Priorities
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Conclusion

With the values calculated in the matrices above, came the time to perform the final calcu-
lation in order to obtain the final results of priority.

0, 82 0, 25 0, 65 0, 650, 09 0, 65 0, 25 0, 25

0, 09 0, 10 0, 10 0, 10

×

0, 58

0, 23

0, 12

0, 07

 ≈
0, 660, 25

0, 09



In conclusion, through an analytic hierarchic process decision making method in order to
obtain the most suitable simulation framework to carry on the works to be performed in
the latter stages of this thesis, the final conclusion is that the most sensible choice is the
OMNeT++ simulation framework, achieving a final score of 66% capability. In second place,
the ns-3 obtained a 25% mark and, finally, the CooJa simulator with 9%.

4.3 Architecture for DSME Timing Covert Channel Analysis

4.3.1 openDSME Overview

As presented in the previous section, in terms of simulation framework, the final decision
was to rely on the OMNeT++ tool together with INET. The IEEE 802.15.4 DSME model
was made available by [Köstler et al. 2016].

This model is composed by two fundamental layers integrated into the MAC link layer,
the DSMELayer and the DSMEAdaptionLayer (figure 4.6). The first one is responsible
for implementing the newly released DSME MAC behaviour and all its features, while the
adaption layer is liable for the base IEEE 802.15.4 functions required to perform a cohesive
link with the rest of the OSI layers [Köstler et al. 2016]. The higher layer communicates
with the lower DSME layer through two interfaces known roughly as Service Access Points
(SAP):

• MAC Common Part Sublayer (MCPS-SAP): Responsible for sending and receiving
messages that are composed with a payload, with also the availability of queueing
messages for transmission.

• MAC Sublayer Management Entity (MLME-SAP): In charge of the network manage-
ment tasks.

The DSMEPlatform module is responsible for harmonizing the whole model, interconnect-
ing both the DSMELayer and the DSMEAdaptionLayer. This module is also responsible for
the emission of timers (important in the developments to be performed in the works of this
thesis) and for the correct flow of the packets throughout the network. In the process of a
packet transmission, the message contained in said packet is an instance of a DSMEMes-
sage, with this class containing the packet and its full payload, along with some validations
regarding the status of the transmission. This messages are generated by a traffic generator
module, that creates them using a configured payload length value and releases them into
the network, emitting a signal to inform the network nodes that a new transmission started.
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Figure 4.6: openDSME architecture [Köstler et al. 2016]

4.3.2 Covert Communications Module Description

A preexistent condition of implementing the covert channel in the CFP section of the su-
perframe was in effect. This was imperative, since the guaranteed time slots provide an
assurance of available bandwidth for a given transmission compared to the CAP section,
where the contention algorithm is based on competition. Given the existent module of the
IEEE 802.15.4 DSME explained before, the approach to insert code in order to add a covert
channel had to be thoroughly planned. Some requirements had to be taken into account
regarding several factors:

Function

The main concern of this implementation is its function, that being, a functional covert
channel implementation, capable of transmitting covert information from one node to an-
other without raising suspicion and without the encoded message being generally visible to
a network warden.

Modularity

The base idea from the concept of modularity is to decouple design decisions that are
likely to change, so that they can remain independent and affect the minimal surroundings
possible [Sullivan et al. 2001]. Applying this concept to the implementation to be performed
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is imperative, due, not only to the independency of the module from the rest of the model,
but to achieve a proper responsibility segregation, since no other existent component of the
network should have the task of implementing a covert channel in itself.

Performance

[Cortellessa, Di Marco, and Inverardi 2011] defines performance as a measure of how effective
is a software system with respect to time constraints and allocation of resources, with some
relevant metrics being response time, throughput and utilization. Since the works being
discussed in this thesis have tight timeliness constraints, performance metrics relevant to
time are being highly taken into account. As referred earlier in chapter 1, IoT devices are
not capable of highly resource-consuming algorithms and functions, so the lightweightness
of the implementation is also very important for the final goal to be achieved.

4.3.3 Design Alternatives

Alternative 1

Firstly, the idea was to implement a covert channel into a traditional communication system
between two nodes. This would be achieved through the use of a delay-injecting algorithm
that is capable of retarding the packets in the right amount of time, this delay that will
be interpreted by the algorithm responsible for the receiving part of the covert channel. It
will compare the time between the current packet and the one before that and, with that
difference, it will determine the covert information sent in that transmission.

After some research and testing on the existent model, the connection to be made between
this new Covert Helper module and the ones already present in the DSME model had to
be performed in two different places, the MessageDispatcher module in the DSMELayer for
the transmitting node and the MessageHelper in the DSMEAdaptionLayer for the receptor
node (figure 4.7).

Figure 4.7: openDSME Covert Module architecture (alternative 1)
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Alternative 2

But this first alternative had two major setbacks. Firstly, it would require a communication
between the two fundamental layers of the model (DSMELayer and DSMEAdaptionLayer)
that is only possible in existence in the Service Access Points. The addition of a module
interconnecting both layers would violate the protocol’s rules of the message’s flow through
the layers of the network. Secondly, the singular model alternative would encompass both
the sender and the receiver covert channel implementations, and that presents itself as a
design flaw. They could be further encapsulated, requiring that only the designated node for
transmitting covert information possess the implementation for transmission and likewise for
the covert receiver node, resulting in a proper distribution and allocation of responsibilities.

Therefore, this new design alternative encompass this observations and further divides the
Covert Helper module into two: the Covert Helper, responsible for the transmission of the
messages with covert information and, therefore, inserting time delays into the network and
the Covert Helper Receiver, in charge of interpreting the information being transmitted in
the subliminal channel, that being, calculating the timing interval between received packets
and, with that value, decoding the information being covertly transmitted.

Figure 4.8: openDSME Covert Module architecture (alternative 2)

4.4 Implementation

The covert channel implementation was performed in the MAC layer, divided into two dif-
ferent sections, the covert channel information sender and the information receiver.

4.4.1 Covert channel transmitter

From the sender’s point of view (algorithm 4.1), a covert message to be transmitted must
be defined in the initialization of the node, being that this message, if shorter than the total
of transmitted information, will proceed to be continuously transmitted in loop.
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Being that in the simulations currently running several nodes are transmitting packets,
a limitation to a single node transmitting covert information was implemented by checking
if the current node transmitting is the desired one. Passing this checkpoint, the covert
message will be deconstructed into bits, with 2 counters to help the node acquire the bit to
be transmitted next. These 2 counters will help on the character to be transmitted of the
message and, from that character, the other counter will inform of the bit to be encoded.

In the On/Off covert channel itself, it being of the timing variety, a delay had to be
arranged to inform the receiver that the bit being passed was the one we wanted to. This
delay was studied and tested in order to achieve the lowest possible delay in order to fully
maximize the covert channel efficiency. The lowest delay possible to create a difference
recognized by the receiver is the minimum time possible, 1 symbol. So, when the desired bit
to be transmitted is 1, the algorithm will automatically create a delay of 2 symbols in before
the transmission of the message (figures 4.9 and 4.10).

Figure 4.9: Delay Implementation

Figure 4.10: Delay Intervals

The other techniques implemented, being them the Time Replay and the L-Bits to N-
Packets, involved passing additional information through the channel other than a single bit.
To achieve such, the first step of the implementation was to create and assign the delay
intervals to be considered by the model. For instance, a L-Bits to N-Packets implementation
that encodes 2 covert bits at a time requires 4 possible intervals to be assigned to all the
transmissions that can occur ("00", "01", "10" and "11"). The same logic is applied to the
technique’s 4 bit and 8 bit variants. After the intervals list is fully setup, the program will
retrieve the bits to be sent from the full string and will, from them, get the corresponding
delay from the list.

On the other hand, the Time Replay is implemented with lists of intervals to each possible
transmission, where each possible combination of bits to be transmitted can be passed with
3 different delays. So, like the previous technique, but where each interval has 2 redundant
possible delays to increase confidentiality. In its implementation, after the delay’s matrix
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filling, the module will retrieve the bits to be sent from the full phrase and get its list from
the matrix. Following that, a random number between 0 and 2 will be generated utilizing
a random number generator and its result will give the delay that will be used to pass the
desired information to the receptor node.

Since the traffic generator only starts on the thirtieth second of the simulation to guar-
antee that all the simulation is flowing correctly when the experiments are performed, an
additional delay (of 3 symbols) was added as a startup value. When the receiver obtains a
packet with this delay, it resets all its variables related to the covert channel and starts a
fresh reception. The additional delay was implemented using the OMNeT++’s self message
functionality (figure 4.11). This creates a self message to the current node, but this message
is created only after the inputted delay. In the treatment of the self message, the packet is
redirected to the normal flow of the model, but the delay is already done at this point.

Figure 4.11: Self Message Reception

In the original model, the code will be injected into the MessageDispatcher module of
the DSMELayer, more particularly, in the sendDoneGTS method (figure 4.12). In here, the
transmitter node will pop messages from the queue to be sent and, in each one, will check
the time slot for available remaining time for transmission. This native method was also
tweaked in order to account the delay, that is, if the time slot has space for a whole packet
transmission plus the maximum amount of delay to be inserted.

Figure 4.12: Covert Sender method injection

4.4.2 Covert channel receiver

On the receiver side (algorithm 4.2), a verification is also performed to ensure the packets
having their transmission interval scanned are originally sent from the node responsible of
sending the covert information. Next, the current interval (actual time - last covert packet
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reception time) is found and deconstructed using the following formulas, that will allow for
the time in milliseconds to be converted into symbols. With this value, it was possible to
gather the amount of delay inserted into the packet received (in LIFS constants).

T imePay load = (ByteSize × T imePerPay loadByte) (4.4)

4.4: Time of the Payload Formula

DelayInserted =
(CurrentInterval − ConstantNoDelayT ime − T imePay load)× 960

15.36
(4.5)

4.5: Delay Inserted Formula

In this formulas:

• CurrentInterval: Actual time - Last covert packet recorded time (in milliseconds)

• ConstantNoDelayTime: The time a packet without payload takes to travel the network
(constant 3.104 milliseconds)

• ByteSize: Packet’s payload size (in bytes)

• TimePerPayloadByte: Constant achieved through the formula below, with the time
each byte of the payload adds to the transmission time (constant 0.032 milliseconds)

With the amount of delay inserted into the message being available, a simple comparison
with the default values was sufficient to determine the bit being covertly transmitted in
the channel. If the delay embedded into the delay quantity is equal to amount set as the
first transmission, the storing variables are reset and the program becomes ready to initiate
the reception of the covert information. After a correct read, the program adds to the
storage variable the transmitted bit and proceeds to next packet, restarting the process
(figure 4.13). Depending on the technique used, the method will search different delay lists
in order to retrieve the bit (or set of bits) sent covertly.
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Figure 4.13: Decode Covert Information

In the original DSME model, this new module will be called in the MessageHelper compo-
nent, present in the DSMEAdaptionLayer (figure 4.14). In the handleDataIndication method,
responsible for dealing with a data message when it is sent to the node in question, a single
call to the module is performed, sending the payload as a parameter in order to detect the
message’s source node.

Figure 4.14: Covert Receiver method injection

An implementation particularity was dealing with the end of a time slot, because the last
packet in the time slot would still contain the covert bit, but as it never left the sender,
it never reached the receiver, and the start of the next time slot would have a ridiculous
interval, not corresponding to any of the configured intervals. To correct this, a mechanism
was implemented that, in the event of the interval between packets being too high, the
current packet is ignored by the receiver and the sender, when it also detects such a large
interval, it replays the last transmission so that the string of information stays cohesive.

In order to furthermore create a perfect environment to ensure that the simulation data
is reliable, a static scheduling of time slots was used, this one already being disponibilized
by the developers of the model in use.
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4.4.3 Pseudocode

Algorithm 4.1 Sender’s algorithm:

Delay ← 1
CharToSend ← MessageToSend [CharCounter ]
BitToSend ← GetBitsetF romChar(CharToSend)[BitCounter ]
if F irst is true then
StartDelay(CurrentT ime + 3×Delay)

else if BitToSend is 0 then
if BitCounter is greater or equal than 8 then
CharCounter ← CharCounter + 1
BitCounter ← 0

end if
SendMessage

else if BitToSend is 1 then
if BitCounter is greater or equal than 8 then
CharCounter ← CharCounter + 1
BitCounter ← 0

end if
StartDelay(CurrentT ime + 2×Delay)
SendMessage

end if

Algorithm 4.2 Receiver’s algorithm:

CurrentT ime ← CurrentSimT ime
CurrentInterval ← (CurrentT ime − LastPacketT ime)× 1000
ByteSize ← MessageTotalSymbols −HeaderSize
Delay ← CurrentInterval−3.104−(byteSize×0.032)×960

15.36

if CurrentInterval is smaller than MaxT ime then
if Delay is 0 then
BitReceived ← 0
MessageReceived ← MessageReceived + BitReceived

else if Delay is 2) then
BitReceived ← 1
MessageReceived ← MessageReceived + BitReceived

else if Delay is 3 then
MessageReceived ← EmptyStr ing

end if
end if
LastPacketT ime ← CurrentT ime

4.4.4 Work Methodology

After a successful implementation, an algorithm to retrieve analysable data from the sim-
ulations had to be created. Firstly, an input/output script in C++ was embedded into the
covert channel implementation (on both the sender and the receiver ends) that retrieved
several raw data, including the interval time between consecutive packets and the amount of
information being transmitted (both covertly and openly) by the node responsible for sending
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covert information. Then, with the assistance of the R programming language, a thorough
analysis will be performed, with several graphs and other visual aids being generated in the
process. These will help immensely in the interpretation of the data extrapolated from the
simulations and in transferring that knowledge obtained to the thesis’ conclusions.

4.4.5 Validation

To guarantee that the covert channel implementation performed and described earlier is fully
functional, several conditions were verified to validate that the covert channel is working
correctly. The main validation to be performed is the integrity of the data, that is, if the
information covertly transmitted reached the receptor node without flaws. Furthermore, the
ability to retrieve information (algorithm of section 4.4.4) of the ran simulations is to be
validated also.

Referring to the first validation, the information defined in the code to be transmitted
covertly is a sequence of 208 bits (figure 4.15).

Figure 4.15: Message (partial) to be sent in the code implementation

After several seconds of simulation, the obtained result was printed by the OMNeT++ log
system as seen in figure 4.16.

Figure 4.16: Message received in the simulation

Using a web tool designed to compare strings and check for their equality, the confirmation
that the simulation covert channel result was identical to the expected is presented in figure
4.17.
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Figure 4.17: Comparison between message sent and received

Regarding the second validation, the generated output .csv file contained successfully
extracted information of the covert channel, with metrics referring to the amount of infor-
mation covertly transmitted, time of delays between packets and between time slots (figure
4.18).

Figure 4.18: File exported with data to analyse

With both these conditions validated, an argument regarding the implementation and the
success of it was considered resolved, with the covert channel being considered functional
and ready to be further exploited and analysed thoroughly.
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Chapter 5

Performance Analysis of Timing
Covert Channels in the IEEE
802.15.4

This chapter presents the performance evaluation of several timing covert channel techniques
over the GTS service of the IEEE 802.15.4 DSME protocol.

5.1 Metrics and Information Sources

To fully test the covert channel capabilities, the major point is naturally the integrity of the
information. If the data being covertly sent is not correct upon arrival, the covert channel
is not useful and defeats its main purpose. As we are considering covert channels of the
"timing nature", timeliness is fundamental. For this the GTS service of the IEEE 802.15.4
constitutes the ideal medium for the setup. To analyse the performance of the techniques,
we considered the following metrics:

• Covert channel concealment: detectability of the subliminal channel by a network
warden, will be investigated based on transmission patterns and how often they repeat
themselves (predictability).

• Transmission efficiency: impact of the channel presence in the network, in terms of
transmission delays and overall number of packets sent with or without a covert channel
present.

• Capacity: quantity of information that can be transmitted in a certain amount of
time, to be compared not only in different environments, but also considering different
covert channel techniques.

All of this metrics will be retrieved from the simulations performed on the modified model
by an algorithm embedded that extracts the desired information and stores it in a file in an
orderly fashion. With this values, graphs and other visual aids will be crafted to improve
and further assist the comprehension of the impacts that are inflicted on the network by the
covert channel.
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5.2 Simulation Setup

The implementation performed in the openDSME model [Köstler et al. 2016] was run in
the OMNeT++ event simulation framework, supported by the INET platform. We consider
a star network topology with 11 nodes, organized in a circular shape, where the distance
between the exterior nodes and the node[0], i.e. the PAN Coordinator, is approximately
similar. This node, being placed at the center, acts as sink as presented in figure 5.1. All
the data sender nodes will be scheduled according to an incrementing schedule (node[1] gets
slot 1, node[2] gets slot 2, etc.). This data begins being generated in the 30th second of the
simulation to ensure the already flowing state. From this second, the simulation will run for
200 seconds, recording several metrics of interest described below. The default setup of the
simulation (unless changed for a metric comparison) was a packet payload length of 1 byte,
a rate of 0.01 seconds per packet created and a channel bitrate of 250k bits per second. In
terms of the protocol standard metrics, the beacon order is set to 6, multi superframe order
is 4 and the superframe order is also 4.

Figure 5.1: OMNeT++ Simulator Model

From each simulation the retrieved metrics are the number of bytes transmitted, the
number of packets from which the covert bit was read (important since the last packet
in each guaranteed time slot is enable to transmit a readable delay), the information sent
covertly (in bytes), the interval between packets in the guaranteed time slot and the interval
between time slots in which the covert node is transmitting.

5.3 ON/OFF CC Technique

We consider a single ON/OFF covert channel has been established on node[1] to exfiltrate
data, corresponding to the slot indicated in the figure 5.2.

5.3.1 Impact of SO upon the Covert Channel

We considerMO = SO for all test cases and BO = SO+1, so to guarantee that we allocate
two superframes per multi-superframe. This is enough to schedule all node’s transmissions
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in a single multi-superframe, with one GTS slot for each node, as presented in figure 5.2.

Figure 5.2: Superframe schedule (based of [Queiroz et al. 2017])

To evaluate the behaviour of the covert channel we consider varying traffic rates from
0.01 to 3 seconds, and the MO, SO, BO combinations represented in table 5.1.

SO MO BO
A 4 5 6
B 5 6 7
C 6 7 8
D 7 8 9
E 8 9 10
F 10 11 12
G 12 13 14

Table 5.1: Network DSME configurations

The graphs in the figure 5.3 present a comparison between the overall traffic transmitted by
node[1] (in red) and the covert channel traffic in KB/s in blue for each setting at different
traffic generation rates. As expected, the covert channel traffic is directly dependent of the
traffic generation rate. Being a timing covert channel, the more traffic the node generates
the more information can be passed in the covert channel, however, SO plays an important
role in the network, particularly in defining the time slot length and periodicity, which plays
a critical role in establishing the timing covert channel performance.



48 Chapter 5. Performance Analysis of Timing Covert Channels in the IEEE 802.15.4

(a) Superframe Order 4 (b) Superframe Order 5

(c) Superframe Order 6 (d) Superframe Order 7

(e) Superframe Order 8 (f) Superframe Order 10

Figure 5.3: Regular vs Covert channel traffic in several Superframe Orders

Interestingly, the covert channel efficiency in regards to the amount of legitimate traffic
sent, increases as the time slot length increases. It is clear that for lower SOs (SO = 4)
only a small portion of the amount of traffic sent is relevant for covert traffic, an amount
which increases with the network SO. This is tightly connected with time slot length. The
reduced bandwidth of the SO = 4 time slot (15.36 ms) forces the ON/OFF covert channel
to resume service on the next superframe, discarding the last sent packet. Naturally, the
amount of packets discarded will be higher the more resets the covert channel mechanism has
to perform. At the most, the ON/OFF covert channel was able to achieve a performance
of 11.9% in regards to the overall legitimate traffic transmitted, in other words, at the
most, approximately 12% of legitimate traffic could be effectively used to convey the covert
information (for SO = 6 and above). Such efficiency decreases, as expected, as the traffic
rate decreases. However, for larger SO the network can keep a good efficiency even when
the amount of traffic decreases to 1 packet every 3 s. (SO = 10, above 10%). In what
follows, this behaviour is explained in depth.

It is clear that choosing a good combination between SO and the traffic-rate is funda-
mental. For lower SO values e.g. SO = 4 and SO = 6, as traffic decreases, no covert
information can be passed at all. This is because there are not enough packets accumulated
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in each slot for transmission, and instead, the generated packet is dispatched almost imme-
diately in the first opportunity, while the next superframes remain unoccupied until a new
packet is generated. However, for higher SO values, the channel can better cope with lower
traffic as, due to its lower slot periodicity (longer superframes), packets get accumulated
awaiting service. Also given the higher slot length, more packets can be transmitted in a
single slot.

This GTS’ bursty traffic property can be easily noticed in figure 5.4 which compares
SO = 4 with SO = 10 at different traffic generation rates.

Figure 5.4: Covert Bytes transmitted over time by Superframe Order and
Traffic Generation Rate

As shown, as simulation time progresses, for lower amounts of traffic (TGR = 0.4),
SO = 4 cannot cope with covert transmissions. Interestingly, it greatly surpasses the higher
SO values (SO = 10) for high volumes of traffic. This is because of its slot frequency, which
although with smaller slots, are more frequent, resulting in more transmission opportunities.
For such higher traffic volumes, higher SOs on the other hand, tend to decrease covert
channel capacity, as the introduced delay becomes quite significant, lowering the overall
covert traffic sent during the same period. However, they still manage to support covert
traffic due to their bursty behaviour, which lets them accumulate packets for the next
timeslot. Another important component to consider is slot length.

Hence, regarding overall covert channel capacity, we now compare the overall results for
different traffic rates and SO combinations. As shown, due to above mentioned, SO/traffic-
rate balance, SO = 6 seems to provide the best results for TGR = [0.01, 0.05], achieving
187 transmitted bytes in the covert traffic. However, for a traffic generation rate of 0.1s,
SO = 7 seems to be more suited as presented in figure 5.5, achieving 119 transmitted bytes.
And SO = 8 achieves the best covert channel capacity at TGR = 0.4.
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Figure 5.5: Total Covert Bytes transmitted by Traffic Generation Rate and
Superframe Order

This is related to the slot length. Although for SO = 6, there is a higher delay between
slots than for lower SOs, its larger slot size allows for more traffic to be transmitted per
slot, which increases covert channel capacity. This is until traffic generation rate slows down
to TGR = 0.1s. Then, part of the slot bandwidth becomes wasted and SO = 7 achieves
better results at the expense of higher delay. Its larger time slot size of 122.88 ms is enough
to better accommodate the generated traffic, i.e. minimizing wasted bandwidth. Figure 5.6
depicts the delay between the covert channel time slots for different SOs. Delay is even
worsened as two superframes are needed to accommodate all nodes, which was a network
requirement.

Figure 5.6: Interval between slots by Superframe Order

Interestingly, higher SOs, on the other hand, result in lower covert traffic capacity, as
already explained, and appear less sensitive to variations in traffic generation rate. For
SO = 10, in TGR = [0.01, 0.7], the covert channel throughput is almost independent of
the traffic rate, and for SO = 12 the covert channel capacity is approximately the same
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for all traffic generation rates. This is consequence of the large time slot length’s capacity,
which is able to allocate and transmit all of the generated traffic during the multi-superframe
period. Hence, its covert channel capacity and efficiency remain approximately constant.

As presented, the timing covert channel performance is highly dependent on the overall
balance between slot length, slot periodicity, specified by the SO value, and traffic generation
rate.

Using low SO values with low packet generation rates can effectively defeat such timing
covert channel implementations, or greatly reduce their performance, while still guaranteeing
low legitimate traffic delays. This is, of course, at the expense of higher energy consumption,
as superframes are much more frequent. On the other hand, higher SO values, although they
are unable to provide high covert channel throughput, they can accommodate greater shifts
in traffic generation rate even when applications generate very little traffic. Interestingly,
for very low traffic rates, it seems one could expect SO = 4 would bring the best results
due to the high slot frequency. However, this is not the case. As SO reduces, slot length
also shortens, thus decreasing the available bandwidth (figure 5.7). While less packets are
transmitted per timeslot, reducing covert channel capacity, frequent transmissions lead to
more resets of the ON/OFF covert channel mechanism, which causes the last packet to be
dismissed, decreasing covert channel efficiency.

Figure 5.7: Packets transmitted by Superframe Order and Traffic Generation
Rate
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5.3.2 Impact of Packet length

While keeping the same network setup, we now analyse the impact of different packet lengths
on the covert channel performance. Due to the limited available bandwidth established by
the correspondent SO value, it is expected that packet length also impacts the overall covert
channel performance. Indeed, as shown in figure 5.8 for SO = 6, this impact is particularly
visible for lower traffic generation periods.

Figure 5.8: Total Covert Bytes transmitted by Packet Length and Traffic
Generation Rate for SO 6

For TGR = 0.01s, an increase on packet length dramatically decreases the covert channel
capacity, as the larger each packet, the less traffic can fit inside a time slot, thus decreasing
the available traffic to rely on for the timing ON/OFF covert channel. As the amount of
traffic decreases, the longer packets decrease their impact upon the covert channel capacity.
This is because the number of packets transmitted in each slot is already so reduced, that
the longer packet size does not significantly change the amount transmitted per slot.

The effect of increased packet lengths on covert channel capacity is particularly worse for
lower SOs, as shown in figure 5.9 for TGR = 0.01s. The already shorter time slots, will now
further reduce service by half, for the case of 75 bytes packet length. The dramatic decrease
of packets effectively transmitted naturally reduces the capacity of the timing covert channel
as already analysed in the previous section. However, for larger SO, the effect of packet
length is negligible, even at such high traffic generation rates. This immunity is related to
the large available time slot size, which is more than sufficient to accommodate all that
generated traffic.
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Figure 5.9: Total Covert Bytes transmitted by Superframe Order and Packet
Length

5.3.3 Impact of CAP Reduction

The introduction of the CAP Reduction with the new DSME MAC behaviour came with a
fundamental improvement, that being the highly increased number of GTS slots available,
replacing the CAP section of the superframes, resulting in an increase of GTS service capac-
ity. To analyse the effect of CAP reduction upon the timing channel, we now consider a total
of 15 nodes that are able to transmit time-constrained information using GTS mechanisms.
As in the analysis above, only one node is compromised and implements a binary timing
covert channel. To fit all the nodes in the multi-superframe, we use MO = SO+2 in order
to encompass at least three superframes, i.e. four due to protocol limitations as presented
in Fig. 5.2. We run several simulations for each network setting as shown in Tab. 5.1 Set
2 and Set 3, with and without CAP reduction. For each, we vary the traffic generation rate
and analyse the covert channel capacity. Fig. 5.10 presents the results with and without
CAP reduction.

Figure 5.10: CC Capacity by Superframe Order shifting MO settings and
CAP Reduction
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As presented in Fig. 5.10, with CAP reduction disabled, covert traffic capacity is limited
by the greater delay between each transmission opportunity i.e. GTS timeslot periodicity,
imposed by the higher MO. Encompassing more superframes in the multi-superframe in-
creases delay for the overt traffic. By turning on the CAP Reduction feature, it increases
the available number of GTS slots. This naturally grants GTS service to these nodes with
lower MOs, as more can now fit into a single superframe. Hence, the fundamental factor
at play is indeed the network throughput per MO. Therefore, it is expected that as the
overt traffic increases, the underlying cover traffic follows the same pattern. This is true
throughout the SO range as shown in Fig. 5.10 for frequent traffic. For SO = 6, for
instance, at TGR = 0.01s the covert channel capacity is doubled in regards to the dis-
abled CAP reduction MO setting. This is because during the same period of the MO, with
CAP reduction we have two transmission opportunities as shown in Fig. 5.2 (slot marked
in yellow) as opposed to one with the other settings. For lower amounts of generated overt
traffic i.e. below 0.4s, we see only a slight increase in the covert channel capacity for SO
above 6 when no CAP reduction is used. This is because the generated traffic is now so
sparse, the delay introduced by the longer MO setting without CAP reduction, helps packing
more overt traffic in each timeslot. This increases the Covert Channel Capacity. But for
lower SOs, i.e. SO = 4 and SO = 5, the Covert Traffic Capacity improves significantly
when no CAP reduction and higher MO is used, for low amount of generated traffic. In this
case, as we turn CAP reduction on, we can further reduce the period between each GTS
slot i.e. decreasing MO, as two superframes per multi-superframes suffice. This shortened
delay results in a faster transmission of the generated packets, which in turn decreases the
probability of multiple transmissions in the same time slot, needed to support the timing
channel. Hence, the decrease in Covert Channel capacity with CAP reduction. This is the
same behaviour we noticed in the Superframe Order Impact subsection. Conversely, when
CAP reduction is disabled, the higher MO allows more overt traffic in each GTS slot, which
significantly increases the CC Capacity.

5.4 Analysis of Additional CC Techniques

To better understand the performance limits of the timing CC over this protocol, other
relevant techniques were analysed. The Time Replay and the L-Bits to N-Packets techniques
provide additional efficiency via improved coding of the covert data, achieved by enabling
additional intervals to code 2, 4 and 8 bits at a time.
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(a) L-Bits to N-Packets 2 (b) Time Replay 2

(c) L-Bits to N-Packets 4 (d) Time Replay 4

(e) L-Bits to N-Packets 8 (f) Time Replay 8

Figure 5.11: CC Techniques capacity and efficiency comparison for Super-
frame Order 7

In figure 5.13, from (a) to (f), a comparison between the two techniques is presented. The
tests included a thorough comparison using superframe order as a variable, from which the
data presented in figure 5.11 is a summary comparing only the best configurations achieved
from each technique. An evident difference between them is the amount of covert data being
transmitted, with this one being significantly higher when the amount of bits being passed in
each transmission is also larger. With this, the covert channel efficiency (information passed
through the regular channel / information passed through the covert channel) is also higher,
with the techniques transmitting 8 bits of covert information per packet achieving efficiency
rates of 96%.
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Figure 5.12: CC Techniques efficiency comparison

Comparing all techniques in regards to CC efficiency, as shown in figure 5.12, the 8 bit
techniques present a clear encoding only a singular bit with every transmission, is the weakest
covert channel analysed in this Thesis, possessing an efficiency of little over 10%.

Regarding CC capacity, as presented in figure 5.13, the techniques that encode 8 covert
bits per CC interval present the highest capacity. The abundance of traffic in the network
allows for a maximization of the covert traffic quantity and, therefore, the highest recorded
values are related to a traffic generation rate of 0.01 seconds per packet generated. Compar-
ing superframe orders, a conclusion can be reached that an extremely high or low superframe
order can negatively impact the transmission quantity due to the reduced size of the guar-
anteed time slots (lower superframe orders) and to the very high period that separates time
slots that transmit covert traffic. Generally, from the graphs observed, the configuration
to fully maximize the covert channel to its full capacities would be the usage of an 8 bit
technique (either Time Replay or L-Nits to N-Packets), with Superframe Order 7 and a
Traffic Generation Rate of 0.01 seconds. Again, higher SO work better with reduced TGR
as the larger time slots accommodate several packets. On the contrary, with reduced TGRs,
low SO do not support adequate number of underlying traffic to maintain a high capacity
CC channel.

To further increase the understanding of how the techniques differentiate between them,
the graph in figure 5.14 presents the time interval between consecutive covert transmissions,
that is, the amount of delay inserted into each packet to transmit the desired information.
As expected, the delay inserted into the packets increments as the amount of encoded CC
information also increments. The difference between techniques and their functioning is
evident here, where it is possible to observe the impact if the redundant intervals of the
Time Replay techniques in comparison to the L-Bits to N-Packets variants.
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(a) L-Bits to N-Packets 2 (b) Time Replay 2

(c) L-Bits to N-Packets 4 (d) Time Replay 4

(e) L-Bits to N-Packets 8 (f) Time Replay 8

Figure 5.13: CC Techniques capacity comparison for different Superframe
Orders and Traffic Generation Rates

As observed for the On/Off technique, the principal and most determining factors for
the performance of the covert channel were the superframe order and the traffic generation
rate. By relying only on the studied network settings one can severely limit and mitigate
the covert channel or maximize its capacity. For the later, the recommendation is to keep a
very high load of traffic in the network in order to allow for the highest number of underlying
legit transmissions. Combining that with a mid-range superframe order (5 ≤ SO ≤ 7) and
the network is in prime conditions to maintain a timing covert channel with a high capacity
of information sharing. On the contrary, a configuration developed to restrain the usage of
timing covert channels in a network depends on the traffic restrictions in place. If traffic
can be kept to a low rate (0.7 ≤ TGR), then a superframe order of 4 will not allow for a
timing covert channel to successfully pass information covertly in the network. If such traffic
limitations cannot be placed, then a full stoppage of covert traffic is not guaranteed, but
its information sharing capabilities can be severely impaired by a configuration featuring an
extremely high superframe order (10 ≤ SO), guaranteeing that the slots will be very large
but simultaneously highly spaced-out time wise.
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Figure 5.14: CC Techniques intervals comparison

5.4.1 Impact of the CC encoding interval (α)

As referred in the Implementation section of this Thesis, the timing covert channels features
a minimum interval needed to encode information. Such value was computed as multiples
of one symbol (around 0.032 ms).

All the results presented so far feature an alpha value of 1 symbol, that was found as
the lowest possible to successfully encode a piece of covert information. But there was a
question as to what would be the impact of variations of this value upon the covert channel.
So, using a set of 3 possible different alpha values in symbols (α = 1, α = 30, α = 100),
we evaluated its impact upon all techniques.

From figure 5.15, in graphs (a) to (f), conclusions can be observed from the start as to
the difference in between the packet interval times, that being, the amount of delay induced
into each packet in order to encode hidden information into it.

Relevant to notice in graph (f) of the same figure 5.15 that, it was not possible to fit
into a time slot, packets which presented a CC interval of 100 symbols, in the Time Replay
technique if it encoded 8 covert bits at a time. Given its 3 interval redundancy, the worst
case scenario in that technique (information encoded using the biggest interval possible)
would add 76500 symbols of delay (255 possible combinations of 8 bits * 100 alpha delay
* 3 intervals to create redundancy) to a single packet, that resulted in approximately 1.3
seconds, and not even a time slot in the superframe 10 scenario could accommodate such
a large delay between consecutive packets.



5.4. Analysis of Additional CC Techniques 59

(a) L-Bits to N-Packets 2 (b) Time Replay 2

(c) L-Bits to N-Packets 4 (d) Time Replay 4

(e) L-Bits to N-Packets 8 (f) Time Replay 8

Figure 5.15: CC Techniques packet delay time comparison for different values
of α

Naturaly, this value plays a significant role in the resulting delay when encoding the covert
information. In figure 5.16 we present the covert channel capacity of all implemented tech-
niques for different alpha settings.

From a first glance, the difference between the results where α = 1 to the following
is uncanny. The best possible configuration observed was when the alpha was 1 symbol,
superframe order 6 on the L-Bits to N-Packets passing 8 covert bits at a time, presenting
a covert channel capacity of approximately 5.67 Bytes per second. Using a 30 symbol
minimum delay unit (alpha), the L-Bits to N-Packets passing 4 covert bits easily surpassed
the competition, having its superframe order 7 configuration achieving a 2.24 Bytes per
second covert channel capacity. Given the drastic increase in delay between packets to
encode covert information, some techniques (both the Time Replay and the L-Bits to N-
Packets passing 8 covert bits per transmission) have to resume transmission on the next
superframe, as they cannot fit in a single timeslot. For a 100 symbol alpha, the covert
channel capacities are overall very low, with all techniques being severely impacted by this
abrupt change in the alpha. In this group of data, the best configuration presented again
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the L-Bits to N-Packets technique, but with a higher superframe order of 8. It successfully
produced a covert channel capable of a capacity of 1.11 Bytes per second. Clearly, the
On/Off technique seems much less sensitive to changes in α. This is because only the
minimum interval is used in every case, as a single covert bit gets encoded at a time.

Figure 5.16: CC Techniques comparison on α change
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Chapter 6

Conclusions

6.1 Results

Given the obtained results it is clear that such covert channels are very capable of being
implemented in the DSME MAC behaviour of the 802.15.4 protocol. Such covert channels
can present themselves in various ways in several techniques, some with great effectiveness.
Coherent results were obtained and interesting conclusions were retrieved, such as the best
configurations for a covert channel and the insight for a proper covert channel mitigation by
relying on tuning network settings.

For instance, to fully maximize the transmissions being performed in a network covert chan-
nel, its superframe order should be low, with the highest transmitting one (SO = 6) with
the most amount of traffic running in the simulation (TGR = 0.01). In terms of the best
channel configuration to extinguish network timing covert channels, higher superframe or-
ders transmit the lowest amount of data, but regardless of the traffic present in the network,
they are still consistent in information transmission. But, for scarce traffic in the simula-
tion scenario, the lowest superframe orders (SO = 4 OR SO = 5) struggle in transmitting
information covertly.

The impact of different packet payload lengths was also measured and compared according
to the previous metrics. The payload length caused the most impact on networks with high
traffic, whereas the smallest packets could pass more information covertly than the chunkier
ones due to more frequent transmissions. But, as the traffic in the simulation scenario
diminished, the impact of different payload packet lengths was viewed as insignificant and
unable to impact the covert channel in a significant fashion.

Introduced with the addition of DSME as a MAC behaviour to the 802.15.4 protocol, the
CAP reduction was a new feature that was also target of testing and evaluation on covert
channel performance. A network with CAP reduction enables a scenario where the super-
frames (aside from the first one) are composed of only guaranteed time slots. This results
in a much more capable covert channel, that with certain high performance configurations,
such as low superframe orders combined with a high traffic support (TGR = 0.01; 0.05),
can pass almost double the covert information than a network without CAP reduction can.
But with higher superframe orders and a deficiency of traffic in the network to support the
timing covert channel, the effects of CAP reduction are sparse and barely visible.

In term of the different covert channel techniques, the best performing ones were the
Time Replay and with the L-Bits to N-Packets encoding 8 bits of covert information per
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packet interval. They presented very similar performance, and in regards to covert channel
efficiency, reach 96%. This opens new possibilities to explore further usage of such timing
covert channels in this protocol.

However, the minimum CC time interval must be chosen in a way not to jeopardize the
CC capacity, by keeping it as low as possible, while maintaining a good decoding quality
of the received covert information. The usage of a α = 1 as the base delay unit is the
best configuration possible of this metric and is able to achieve the highest covert channel
capacities.

6.2 Objectives

Regarding the main Thesis’ objectives described in the initial chapter, all were successfully
accomplished. An ample and thorough survey of both covert channel techniques and their
implementations was conducted and presented, focusing relevant covert channels in the de-
sired network communication protocol. The standard was studied and over-viewed, in order
to explore the possibility of covert channel implementations, in particular, of the presented
techniques. The final simulation platform and its model were obtained through a decision
methodology (AHP). From there, the final application design was created, with the addition
of modules to an already existent and tested simulation model, presenting different alter-
natives and approaches. After properly implementing the covert communication module,
several simulations were run to explore the performance limits of the TCC techniques.

This work enabled the publication of a scientific article. The paper "Exploring Timing
Covert Channel Performance over the IEEE 802.15.4" [Severino, Rodrigues, and Ferreira
2022], was accepted in the 27th International Conference on Emerging Technologies and
Factory Automation (ETFA).

6.3 Future Work

The model achieved with the works performed in this Thesis is already deeply tested and
functional, but several features can still be added. Mainly, the implementation of different
covert channel techniques, not only of the timing variant, but storage ones also. The
additional techniques could bring additional covert communication opportunities to increase
the flexibility of such tool.

We expect such covert channels can be used in authentication and authorization mecha-
nisms. A preliminary study of the state of the art was already performed, and this possibility
will be research next. The contents of this Thesis are fundamental to enable such mecha-
nisms, by leveraging already implemented covert channel techniques.
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