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#### Abstract

In most verifiable electronic voting schemes, one key step is the tally phase, where the election result is computed from the encrypted ballots. A generic technique consists in first applying (verifiable) mixnets to the ballots and then revealing all the votes in the clear. This however discloses much more information than the result of the election itself (that is, the winners, plus possibly some information required by law) and may offer the possibility to coerce voters. In this paper, we present a collection of building blocks for designing tally-hiding schemes based on multi-party computations. From these building blocks, we design a fully tally-hiding scheme for Condorcet elections. Our implementation shows that the approach is practical, at least for medium-size elections. Similarly, we provide the first tallyhiding schemes with no leakage for three important counting functions: D'Hondt, STV, and Majority Judgment. We prove that they can be used to design a private and verifiable voting scheme. We also unveil unknown flaws or leakage in some previously proposed tally-hiding schemes.


## 1 Introduction

Electronic voting is used in many countries and various contexts, from major politically binding elections to small elections among scientific councils. It allows voters to vote from any place and is often used as a replacement for postal voting. Moreover, it enables complex tally processes where voters express their preference by ranking their candidates (preferential voting). In such cases, the votes are counted using the prescribed procedure (e.g. Single Transferable Vote or Condorcet), which is tedious by hand but easy for a computer.

Numerous electronic voting protocols have been proposed such as Helios [6], Civitas [15], or CHVote [21]. They all intend to guarantee at least two security properties: vote secrecy (no one should know how I voted) and verifiability. Vote secrecy is typically achieved through asymmetric encryption: election trustees jointly compute an election public key that is used to encrypt the votes. The trustees take part in the tally, to compute the election result. Only a coalition of dishonest trustees (set to some threshold) can decrypt a ballot and violate vote secrecy. Verifiability typically guarantees that a voter can check that her vote has been properly recorded and that an external auditor can check that the result corresponds to the received votes. Then, depending on the protocol, additional properties can be achieved such as coercion-resistance or cast-as-intended.

Various techniques are used to achieve such properties but one common key step is the tally: from the set of encrypted ballots, it is necessary to compute the result of the election, in a verifiable manner.

There are two main approaches for tallying an election. The first one is the homomorphic tally. Thanks to the homomorphic property of the encryption scheme (typically ElGamal), the ballots are combined to compute the (encrypted) sum of the votes. Then only the resulting ciphertext is decrypted to reveal the election result, without leaking the individual votes. For verifiability, each trustee produces a zero-knowledge proof of correct (partial) decryption so that anyone can check that the result indeed corresponds to the encrypted ballots. The second main approach is based on verifiable re-encryption mixnets. The encrypted ballots are shuffled and re-randomized such that the resulting ballots cannot be linked to the original ones $[40,21]$. A zero-knowledge proof of correct mixing is produced to guarantee that no ballot has been removed nor added. Several mixers are successively used and then each (rerandomized) ballot is decrypted, yielding the original votes in clear, in a random order.

Homomorphic tally can only be applied to simple vote counting functions, where voters select one or several candidates among a list and the result of the election is the sum of the votes, for each candidate. We note that even in this simple case, the tally reveals more information than just the winner(s) of the election. Mixnet-based tally can be used for any vote counting function since it reveals the (multi)set of the initial votes. On the other hand, this is much more information than the result itself, and such systems can be subject to Italian attacks. Indeed, when voters rank their candidates by order of preference, the number of possible choices can be higher than the number of voters. Hence a voter can be coerced to vote in a certain way by first selecting the first candidates as desired by the coercer and then "signing" her ballot with some very particular order of candidates, as prescribed by the coercer. The coercer will check at the end of the election that such a ballot appears.

Recent work have explored the possibility to design tally-hiding schemes, that compute the result of the election from a set of encrypted ballots, without leaking any other information. This can be seen as an instance of Multi-Party Computation (MPC), but the context of voting adds some constraints. First, a voter should only produce one encrypted ballot that should remain of reasonable size and be computed with low resources (e.g. in JavaScript). The trustees can be assumed to have more resources. Yet, it is important to minimize the number of communications and the computation cost, whenever possible. In particular, voters should not wait for weeks before obtaining the result. Moreover, all proofs produced by the authorities need to be downloaded and verified by external, independent auditors. It is important that verifying an election remains affordable.

Related work. Even when the winner(s) of the election is simply the one(s) that received the most votes, leaking the scores of each candidate can be embarrassing and even lower vote privacy. This is discussed in [25] where the authors propose a protocol called Ordinos that computes the candidate who received
the most votes, without any extra information. In case of preferential voting, where voters rank candidates, several methods can be applied to determine the winner(s). Two popular methods are Single Transferable Vote (STV) and Condorcet. STV is used in politically binding elections in several countries, including Australia, Ireland or UK. Condorcet has several variants and the Schulze variant is popular among several associations like Ubuntu or GnuGP. These are the counting methods offered by the voting platform CIVS [1] and used in many elections. Literature for tally-hiding schemes includes [22] which shows how to compute the result in Condorcet, while [37] and [9] provide several methods for STV. They all leak some partial information, but much less than the complete set of votes. Ordinos has been extended [24] to cover various counting functions that include Borda, Hare-Niemeyer, Condorcet, and Instant-Runoff Voting (IRV, which is STV with only one seat). This shows the flexibility of Ordinos, yet at a cost: ballots are of size cubic in the number of candidates for CondorcetSchulze and even super-exponential for IRV. The last system we study, Majority Judgment (MJ) is a vote system where voters give a grade to each candidate (typically between 1 and 6 ). The winner is, roughly, the candidate with the highest median rating. Since typically several candidates have the same median, the winner is determined by a complex algorithm that iteratively compares the highest median, then the second one and so on (see [7] for the full details). In [12], the authors show how to compute Majority Judgment in MPC. All these approaches except [22] rely on Paillier encryption since it is better suited than ElGamal for the arithmetic comparison of the content of two ciphertexts.

Our contributions. First, we revisit the existing work, exhibiting weaknesses and even flaws for some of them. For example, we discovered that the scheme proposed in [22] for Condorcet breaks vote privacy for each voter that voted blank. Moreover, we found out that the approach developed in [12] for Majority Judgement fails in not-so-rare cases.

Our second and main contribution is the design of a toolbox of MPC primitives well suited for tally-hiding schemes. We provide a precise cost analysis, with various tradeoffs in terms of message size, number of communications, and computational costs. We believe this study could be useful in other settings. As an application of our toolbox, we provide new algorithms for computing vote counting functions, decreasing both the complexity and the leakage or proposing other trade-offs regarding the load for the voters and the trustees. One of our first findings is that even for complex counting functions, it is possible to use Exponential ElGamal encryption instead of Paillier. This offers a much better tool support as well as new tradeoffs in terms of computational costs.

As counting functions, we first consider Condorcet-Schulze and propose the first tally-hiding scheme that allows candidates to be ranked at equality, with a quasi-linear complexity for voters (vs cubic in [24]). We also devise several efficiency/leakage compromises. We continue by considering three major counting functions: D'Hondt, Majority Judgment, and STV. For each of them, we propose the first tally-hiding schemes with no leakage.

Security proof and implementation. The Paillier setting of our toolbox builds upon the same low-level primitive as previous works. However, in the ElGamal setting that we found to be highly relevant, the core ingredient is the CGate protocol (that conditionally sets a component to 0 ). An important contribution of our work is to formally prove that this primitive is UC-secure and verifiable. Concentrating on this ElGamal setting, this allows us to prove vote secrecy and verifiability of a voting scheme that embeds our tally-hiding protocol.

With the same goal of validating our ElGamal approach, we have implemented our building blocks in a library in this setting. As a proof of concept, we have combined them to form the tally-hiding scheme that corresponds to Condorcet-Schulze. Our experiments show a reasonable execution time. Authorities need a couple of minutes to perform the tally for 5 candidates, and about 9 hours for 20 candidates (and 1024 voters). In contrast, the code [24] developed in the Paillier setting, needed more than 9 days for 20 candidates (and was almost insensitive to the number of voters).

Finally, we emphasize that our toolbox should be suitable to implement any realistic counting method.For example, we assumed here that the desired result of the election is exactly the set of winners but our toolbox could be used to reveal more information if needed (for example, it could tell that candidate A receives between $55 \%$ and $60 \%$ of the votes).

Outline of the paper. We start (Section 2) by explaining how to obtain all basic arithmetic operations in MPC on encrypted integers, using El Gamal encryption and we show that it is UC-secure. Figure 1 in Appendix provides the cost of each basic function, that allows to derive the cost of any complex function, obtained by composition. In Section 3, we apply our toolbox to the CondorcetSchulze tally function and we provide a detailed computational cost analysis, and compare it with previous approaches (one of them suffering from a privacy breach). Due to space constraints, we overview in Section 4 how our toolbox can be applied to single voting, STV and Majority judgement, again comparing our approach to previous techniques. The exact cost of each tally function is given in Appendix. We show in Section 5 that, in all these cases, we can derive a privacy preserving voting protocol.

A companion report [18] provides a more detailed overview on how our toolbox can be applied to build MPC secure tally functions for Condorcet, single voting, STV, and Majority judgement. It also contains all the detailed algorithms and security proofs. Our source code for the implementation is available in [4].

## 2 Description of the Tally-Hiding Toolbox

We focus on the tally phase, common to most voting schemes. We assume a public ballot box that contains the list of encrypted ballots where all the traditional issues up to here have been handled: eligibility, validity of ballots, revoting policy if applicable, and so on. We concentrate on the counted-as-recorded property.

Our goal is to compute the winners of the election, while preserving the privacy of the voters, namely with no additional leakage of information about the tally. The decryption key is assumed to be shared among $a$ trustees, with a
threshold scheme, and we wish the procedure to produce a transcript such that: 1) if at least a threshold of $t+1$ trustees is honest, the result will be obtained; 2) if at most $t$ trustees are corrupted, only the result is known (no side-information is leaked); 3) even if all $a$ trustees are dishonest, if the transcript is valid then the result is guaranteed to be correct.

### 2.1 Encryption scheme: Paillier vs ElGamal

Paillier and Exponential ElGamal are the most popular asymmetric encryption schemes that are homomorphic, where multiplication or division of ciphertexts correspond to addition or subtraction of the corresponding cleartexts. They therefore allow re-encryption, by multiplying by an encryption of 0 . These are properties at the heart of the MPC protocols.

When Exponential ElGamal encryption can be used, it offers several avantages over Paillier. First, popular elliptic curves like NIST P-256 or Curve25519 are now ubiquitous in cryptographic libraries, while there is in general no support for Paillier. Moreover, in our context, it is important to split the decryption key among several trustees so that no single authority can break vote privacy. It is easy to set up threshold decryption in ElGamal, with an arbitrary threshold of trustees [16]. The situation is more complex in Paillier. The general threshold key distribution scheme [23] is of high complexity. A more efficient scheme exists [29], but only with a honest majority. Another reason for preferring ElGamal is that the underlying security assumption (Decisional Diffie Hellman) can be considered as more standard than the one for Paillier (Decisional $n$-Residuosity).

On the other hand, Paillier offers more possibilities when it comes to MPC. Therefore, in general, an algorithm based on the Paillier scheme requires less exponentiations than when based on ElGamal; however, exponentiations are more costly. Later on, we will provide the complexities of our algorithms measured by the number of exponentiations. When comparing these figures, one should remember the respective costs in ElGamal and in Paillier, that we estimate now.

Table 1. Estimation of the number of exponentiations per second in Paillier and ElGamal settings.

|  | Paillier | Elliptic ElGamal | Ratio |
| :---: | :---: | :---: | :---: |
| Native (server-side) | 200 | 10,000 | 50 |
| In browser (voter-side) | 2 | 5,000 | 2,500 |

Parameter sizes and cost of operations. For a voting system, a 128-bit level of security seems to be a reasonable choice. While 112-bit level is probably acceptable for the next decade, many certification bodies will ask for 128 bits or more. In the case of an elliptic ElGamal this translates readily into a curve over a base field of 256 bits, and usually prime files are preferred.

For the Paillier scheme, the security relies on a problem that is not harder than integer factorization of an RSA number $n$. Since the complexity of the best known factoring algorithm is hard to evaluate, there is no strict consensus about
the size of $n$ for a 128-bit security level. Generally, this goes around 3072 bits. In Table 1, we estimate the number of exponentiations per second, based on a medium level of optimization, for a native implementation on a modern processor (based on OpenSSL, using RSA for Paillier emulation), and for a JavaScript implementation in a browser (based on libsodium.js and JavaScript BigInt).

### 2.2 Key elements of ElGamal-based MPC

Our toolbox contains subroutines for both ElGamal and Paillier, but in this description, we concentrate on ElGamal, since in the end we find it more suitable for e-voting. In ElGamal-based MPC, some operations seem to be impossible to be performed efficiently, for instance comparing two encrypted integers. In order to evaluate any counting function, we will therefore restrict ourselves to manipulating encrypted bits. By the homomorphic property, dividing an encryption of 1 by a ciphertext provides an easy and cheap Not gate. The main workhorse of our toolbox is a primitive from [32] called conditional gate, that provides an And gate. We readily deduce that a Nand gate is available, which is complete, and therefore any function can be implemented by working on encrypted bits.

```
Algorithm 1: CGate
    Require: \(X, Y\) such that \(X, Y\) are encryptions of \(x, y \in\{0,1\}\)
    Ensure: \(Z=\operatorname{Enc}(x y)\)
    Compute \(Y_{0}=\operatorname{Enc}(-1) Y^{2}\), set \(X_{0}\) to \(X\)
    for \(i=1\) to \(a\), for the authority \(i\), do
        Choose \(r_{1}, r_{2} \in_{r} \mathbb{Z}_{q}\) and \(s \in_{r}\{-1,1\}\)
        Compute \(X_{i}=\operatorname{ReEnc}\left(X_{i-1}^{s}, r_{1}\right)\) and \(Y_{i}=\operatorname{ReEnc}\left(Y_{i-1}^{s}, r_{2}\right)\)
        Reveal \(X_{i}, Y_{i}\) and a ZKP that \(X_{i}\) and \(Y_{i}\) are well formed
    Each authority verifies the proof of the other authorities
    They collectively rerandomize \(X_{a}\) and \(Y_{a}\) into \(X^{\prime}\) and \(Y^{\prime}\)
    They collectively compute \(y_{a}=\operatorname{Dec}\left(Y^{\prime}\right)\)
    Return \(Z=\left(X X^{\prime y_{a}}\right)^{\frac{1}{2}}\)
```

Conditional Gates. A conditional gate [32] is a protocol which allows to compute, from two encryptions of $x$ and $y$, an encryption of $x y$. It is named this way because $y$ needs to lie in a known binary domain. We propose the CGate protocol (Algorithm 1), adapted from [32] so that we could prove its security in the SUC framework (see Section 2.4). This protocol is the main building block of our MPC protocols, which consist of CGate protocols and homomorphic operations. Note that each participant of a CGate protocol produces a Zero Knowledge Proof (ZKP) that guarantees that the correct computations were performed (including at steps 7 and 8 for example). Those ZKP can later form a transcript which can be used to verify the output of the protocol. Their exact description can be found in [18]. By concatenating the transcripts of all the CGate subprotocols, a transcript for verifiability can be obtained for all our MPC protocols.

Encrypting an integer. When ElGamal is used for a homomorphic tally, the result is an integer that is directly encrypted thanks to a natural encoding. We can still add and subtract encrypted values, but most other operations (comparison, multiplication, ...) are more difficult, or even impossible. Therefore, in our protocol we will keep intermediate integer values encrypted in the bitencoding, where each bit of the integer is separately encrypted. We denote it $X^{\text {bits }}=\left(X_{0}, \ldots, X_{m-1}\right)$, where $2^{m}$ is a bound on the integer represented by $X$, and $X_{i}$ is the encryption of the $i$-th bit of the binary expansion (index 0 for the least significant bit). Converting an integer in bit-encoding to natural encoding is done using the homomorphic property and the Horner scheme. The other direction is impossible in the ElGamal setting. However, if the Paillier scheme is used, converting from the natural to the bit-encoding is still possible [33].

### 2.3 MPC toolbox

We now present the building blocks that constitute our toolbox, such as addition, multiplication and comparison. Those building blocks can be combined to evaluate any counting function without leaking anything but the result. For each of them, we study their cost, which are summarized in the Figure 1 of the Appendix. The computation cost is the number of exponentiations, but for the communications, we distinguish the broadcast and the rounds of communications. An important information is also the size of the transcript that is created during the process and that should be checked, for example by auditors, to guarantee that the result is correct.

We believe that this toolbox is of independent interest and could be used in contexts beyond tally-hiding protocols. This gathers results from various domains, first on ZKP [11,27,30,40] and MPC [8,19,32,33,28,34] but also on hardware circuits [10]. We distinguish between the functionality (e.g. addition) and the protocol that realizes it since different options may be considered, leading to different trade-offs in terms of communications and computations. For some building blocks, we propose our own protocols, improving existing propositions.

Branch-free tools. In MPC, the algorithms must be implemented in a branchfree setting, because the result of a test cannot be revealed. We consider the following conditional operations, where $B$ is an encrypted bit.

- CondSetZero $(X, B)$, CondSetZero ${ }^{\text {bits }}\left(X^{\text {bits }}, B\right)$ : conditionally sets to zero by outputting a re-encryption of $X$ if $B$ is an encryption of 1 , or of $\operatorname{Enc}(0)$ otherwise. In the bit-encoding setting, each bit of $X$ is treated separately.
- Select $(X, Y, B)$, Select ${ }^{\text {bits }}\left(X^{\text {bits }}, Y^{\text {bits }}, B\right)$ : selects according to bit by outputting a re-encryption of $X$ if $B$ is an encryption of 0 , or of $Y$ otherwise.
- SelectInd $\left(\left[X_{i}\right],\left[B_{i}\right]\right)$ : selects in array according to bits by outputting a reencryption of $X_{i}$ for the $i$ such that $B_{i}$ is an encryption of 1. This requires that $\left[B_{i}\right]$ is such that that there is only one index $i$ for which $B_{i}$ is $\operatorname{Enc}(1)$.

The CondSetZero functionality is essentially just the CGate protocol. The other functionalities can be easily derived using the homomorphic property. If
the Paillier setting is used, a more efficient realization is possible [19,34]. More details can be found in [18].
Arithmetic. Thanks to the homomorphic property, additions and subtractions are easily handled with the natural encoding. However, they are more involved with the bit-encoding [32]. We denote the corresponding functionalities Add and Sub. They can be implemented as we would do for binary circuits.

Comparison of two integers is denoted by LT. In bit-encoding, it can be seen as a subtraction where only the final borrow bit is needed. Similarly, we define the Mul functionality that can be applied to integers in the bit-encoding, following the schoolbook algorithm for bit-wise encoded integers. Finally, a frequent operation is to compute the sum of many encrypted binary values, typically to get the total number of votes for a given option. We call this operation Aggreg. If this is the final result before decryption, the homomorphic property is enough, but in general the result is needed in the bit-encoding format. We therefore designed a dedicated tree-based algorithm with variable precision, which improves the complexity compared to a naive approach.

The cost of many variants of all of these, with different trade-offs, are given in Appendix. We also include algorithms in the Paillier setting for which more operations are available in the natural encoding.

Shuffle and mixnet. A tool that is of great use in our context is the verifiable shuffle [39,40], leading to mixnets. In electronic voting, the typical use of a mixnet is during the tally phase, just before decrypting all the ballots, one by one. Our tally-hiding schemes actually makes a thorough use of shuffe, not only on the trustees side but also on the voter's side, as shown in Section 3.

### 2.4 Security

We consider the well-known UC-framework [13] to prove security. A composable framework is particularly suitable to analyze the security of our MPC protocols since we provide building blocks that we combine. We actually use the composition framework from [14], which is a Simpler version of the Universally Composable framework (SUC), shown to imply UC-security. Participants of a protocol $P$ are modeled as Polynomial Probabilistic Turing Machines (PPT). Each of the $a$ participants has a single input and output communication tape, and interacts with a router, which in turn interacts with an adversary $\mathbb{A}$. The adversary interacts with the router and the environment $\mathcal{Z}$. It can corrupt a subset $C$ of participants of size at most $t$, where $t \leq a$ is some threshold. Non-corrupted participants are honest and follow the protocol, while corrupted participants are fully impersonated by the adversary and give away any secret they have. The process terminates when $\mathcal{Z}$ writes on its output tape. We denote $\operatorname{REAL}_{P, \mathrm{~A}, \mathcal{Z}}(\kappa, z)$ the output, where $\kappa$ is a security parameter and $z$ is an arbitrary auxiliary input.

The security of the process is guaranteed by a comparison with an ideal one, in which each party hands over their inputs to a trusted party $T$ which honestly performs the desired computation. Corrupted parties may send arbitrary outputs as instructed by the adversary, and the adversary can block or delay communications with the trusted party. Intuitively, $T$ computes some ideal function $f$,
such as Add but it cannot be just a function. Indeed, $T$ additionally takes care of failure cases (for example, when too many parties return inconsistent data). We denote $\operatorname{IDEAL}_{T, \mathcal{S}, \mathcal{Z}}(\kappa, z)$ the output of the environment in the ideal process, when it interacts with the adversary $\mathcal{S}$. Intuitively, a protocol is SUC-secure if, for all adversary $\mathbb{A}$ in the real process, there exists a simulator $\mathcal{S}$ in the ideal process such that no PPT environment $\mathcal{Z}$ can tell whether they are interacting with the adversary in the real process or with the simulator in the ideal process.

Definition 1 (Secure computation [14]). Let $P$ be a protocol, $T$ some trusted party. We say that $P$ securely computes $T$ if, for all PPT $\mathbb{A}$, there exists a PPT $\mathcal{S}$ such that, for all PPT $\mathcal{Z}$, there exists a negligible function $\mu$ such that for all $\kappa$ and all $z$ polynomial in $\kappa$,

$$
\left|\operatorname{Pr}\left(I D E A L_{T, \mathcal{S}, \mathcal{Z}}(\kappa, z)=1\right)-\operatorname{Pr}\left(R E A L_{P, \mathbb{A}, \mathcal{Z}}(\kappa, z)=1\right)\right| \leq \mu(\kappa)
$$

All our building blocks (except shuffle and mixnets, that are handled separately) rely on CondSetZero in the sense that they can all be derived as composition of this function, possibly with intermediate operations using only the homomorphic property. To compute CondSetZero, we consider the MPC protocol CGate [32] based on ElGamal, and we adapt it in order to prove, in the SUC framework, that CGate securely computes the trusted party $T_{\text {CGate }}$, that behaves as CondSetZero except when parties do not answer, in which case it returns an error. The CGate protocol also produces a transcript which acts as a ZKP that the protocol was performed correctly. The SUC security of the other building blocks then follows by composition. Actually, as detailed in [14], SUC-security is not directly composable but instead requires to introduce intermediary (composable) hybrid models, where participants have an oracle access to some ideal trusted parties. We could prove by composition of the hybrid models that each of our building blocks securely computes its corresponding ideal trusted party. However, this would require some extra work since our building blocks compute a re-encryption of the desired function (e.g. addition) and hence is not a deterministic function. Instead, we use a different proof strategy: we show that any composition of CGate, followed by a final decryption, is SUC-secure, which corresponds exactly to our needs when applied to tally-hiding schemes. All the precise definitions and proofs are provided in the full version of this paper [18].

## 3 Tally-hiding schemes for Condorcet-Schulze

The Condorcet approach is a popular technique to determine a winner when voters rank candidates by order of preference, possibly with equalities. A Condorcet winner is a candidate that is preferred to every other candidate by a majority of voters. More formally, we consider the matrix of pairwise preferences $d$ where $d_{i, j}$ is the number of voters that prefer (strictly) candidate $i$ over $j$. Then a Condorcet winner is a candidate $i$ such that $d_{i, j}>d_{j, i}$ for all $j \neq i$. Such a candidate may not exist. In that case, several variants can be applied to compute the winner. We focus here on the Schulze method, used for example for Ubuntu elections [5]. It first considers by "how much" a candidate is preferred, which can
be reflected into the adjacency matrix a defined as

$$
a_{i, j}= \begin{cases}d_{i, j}-d_{j, i} & \text { if } d_{i, j}>d_{j, i} \\ 0 & \text { otherwise }\end{cases}
$$

Then a weighted directed graph is derived from the adjacency matrix, where each candidate $i$ is associated to a node and there is an edge from $i$ to $j$ with weight $a_{i, j}$. This itself induces an order relation between the candidates by comparing the "strength" of the paths between $i$ and $j$. The exact algorithm can be found in [35]. Note that there may be several winners according to Condorcet-Schulze. We denote by $f_{\text {cond }}$ the function that returns the winners.

We propose several MPC implementations of Condorcet-Schulze, depending on the accepted leakage and on the load balance between the voters and the authorities. The different approaches are summarized in Table 2.

Table 2. Leading terms of the cost of MPC implementations for Condorcet-Schulze. $n$ : number of voters, $m=\lceil\log (n+1)\rceil$, $k$ : number of candidates, $a$ : number of authorities.

| Version | Leakage | EG/P $\begin{array}{c}\text { Voters } \\ \text { \# exp. }\end{array}$ | \# exp. |  | Authorities | \# comm. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | \(\left.\begin{array}{c}Size of the <br>

transcript\end{array}\right]\)
${ }^{\text {i }}$ [22] leaks, for each ballot, the number of candidates ranked at equality. In particular, who voted blank is known to everyone.
${ }^{\text {ii }}$ [24] does not allow voters to give the same rank to several candidates.
${ }^{\text {iii }}$ [24] originally does not take into account the cost of verifying the ZKP from the voters.

### 3.1 Ballots as matrices

A first approach is to encode the vote as a preference matrix $m$. For each candidate $i$, let $c_{i}$ be its rank, possibly with equality. Then $m_{i, j}$ is set to 1 if $c_{i}<c_{j}, 0$ if $c_{i}=c_{j}$ and -1 otherwise. The voters then encode their ballot as an encrypted preference matrix $M$. They also need to prove that $M$ is well-formed, that is, corresponds to a total order (with equalities). This requires e.g. to prove that if the voter prefers $i$ over $j$ and $j$ over $k$ then she prefers $i$ over $k$ :

$$
\left(m_{i, j}=1\right) \wedge\left(m_{j, k}=1\right) \Rightarrow\left(m_{i, k}=1\right)
$$

and similar relations when $m_{i, j}$ and $m_{j, k}$ are equal to 0 or -1 .

To discharge the voter from such a proof effort, in [22] the authorities shuffle each preference matrix in blocks and then decrypt them to check that it was indeed well formed. However, this yields a privacy breach, unnoted in [22]: for each voter, everyone learns the number of candidates placed at equality. In particular, everyone learns who voted blank since in that case all candidates are placed at equality. A costly way to repair [22] is to let the voters prove the relations with a ZKP, with a cost of $O\left(k^{3}\right)$ exponentiations to build and to check a ballot, where $k$ is the number of candidates. This is the approach of [24], that also assumes that voters do not place candidates at equality (the case $c_{i}=c_{j}$ is forbidden).

We propose an alternative approach in $O\left(k^{2}\right)$ exponentiations for both the voter and the verifier. Assume first that a voter prefers candidate 1 over candidate 2 , that is preferred over candidate 3 and so on. Then the corresponding preference matrix is $m^{\text {init }}$. We consider a fixed encryption $M^{\text {init }}$ of this matrix, where $E_{\alpha}$ is the ElGamal encryption of $\alpha$ with "randomness" 0 . Everyone can check that $M^{\text {init }}$ is formed as prescribed, at no cost, since we use a constant "randomness":

$$
m^{\text {init }}=\left(\begin{array}{cccc}
0 & 1 & \cdots & 1 \\
-1 & 0 & \ddots & \vdots \\
\vdots & \ddots & \ddots & 1 \\
-1 & \cdots & -1 & 0
\end{array}\right) \quad M_{i, j}^{\text {init }}=\left\{\begin{array}{cc}
E_{1} & \text { if } i<j \\
E_{0} & \text { if } i=j \\
E_{-1} & \text { otherwise }
\end{array}\right.
$$

Assume now that a voter wishes to rank the candidates in some order, which is a permutation $\sigma$ of $1,2, \ldots, k$. Then the voter can simply shuffle $M^{\text {init }}$ using $\sigma$. The associated proofs of a shuffle guarantee that the resulting matrix is indeed a permutation of $M^{\text {init }}$, hence is well formed. Interestingly the secret vote $\sigma$ is not encoded in the initial matrix but in the permutation used to shuffle it. Applying [40], this requires $O\left(k^{2}\right)$ exponentiations for the voter. To account for candidates that have an equal rank, the voter still shuffles $M^{\text {init }}$ according to a permutation $\sigma$ consistent with her preference order, that is such that $\sigma(i)<$ $\sigma(j)$ implies that $c_{i} \leq c_{j}$. But beforehand, she sends an additional vector $B$ of encrypted bits $\left(b_{i}\right)$, where $b_{i}=1$ if candidates $\sigma^{-1}(i)$ and $\sigma^{-1}(i+1)$ have equal rank and $b_{i}=0$ otherwise. The voter will then modify the matrix $M^{\text {init }}$ into a transformed matrix $M^{\prime}$, using $B$, so that $M^{\prime}$ corresponds to her preference matrix. The resulting cost is still in $O\left(k^{2}\right)$ (since $k^{2}$ coefficients need to be updated) instead of $O\left(k^{3}\right)$ for [24] (that, yet, does not consider equalities).

Then the (encrypted) adjacency matrix can be computed by simply multiplying all ballots. This matrix is then (provably) decrypted by the authorities and Condorcet-Schulze as well as many variants can be applied. The main cost for the authorities lies in the verification of the proofs for each ballot. We could also avoid leaking the adjacency matrix by computing the Condorcet-Schulze winner(s) in MPC. However, the cost for the authorities would be in $O\left(k^{3}\right)$. If this is considered affordable, then we can further alleviate the charge of the voters, as we shall explain now.

### 3.2 Ballots as list of integers

To minimize computations on the voter's side, we simply ask them to encrypt the list of integers $\left(c_{i}\right)$ representing their preference. In the ElGamal setting, we di-
rectly use the bit representation of each integer and encrypt each bit separately. If there are $k$ candidates, we need $\log k$ bits to encode each candidate, hence a ballot will contain $k \log k$ ciphertexts, together with ZKP which prove that they encrypt only 0 or 1 . This is to be compared with the $k^{2}$ encryptions when ballots are encoded as a preference matrix. To apply the Schulze method, the authorities transform back each ballot into a preference matrix. We consider the positive preference matrix, obtained from the preference matrix by setting negative coefficients to 0 . If $C_{i}$ denotes the encryption of $c_{i}$ then the encrypted positive preference matrix $M$ are computed by the authorities as $M_{i, j}=\mathrm{LT}^{\text {bits }}\left(C_{i}, C_{j}\right)$.

Summing up the (encrypted) matrix $M_{v}$ for each voter $v$, we obtain the (encrypted) pairwise positive preferences matrix $D$. Then the authorities can apply the Schulze method in MPC from $D$, which can be implemented from the FloydWarshall algorithm [20,36]. Indeed, the latter mostly consists in computations of min/max, and translates into an MPC algorithm using the building blocks presented in Section 2. We denote by $P_{\text {Cond }}$ the corresponding MPC protocol.

The advantage of this solution is that the load for voters remains minimal, with $O(k \log k)$ exponentiations in total. However, for the authorities, transforming each ballot into a preference matrix costs $O\left(k^{2} \log k\right)$ per voter, while computing the Floyd-Warshall algorithm requires $O\left(k^{3}\right)$ exponentiations.

To summarize, when the number of candidates and voters remain reasonable, it is actually possible to compute the Condorcet winners with no leakage. Interestingly, the costly operations performed by the trustees can be done on-the-fly, while voters submit their ballots. Note that unless the number of candidates is really large w.r.t. the number of voters, a fully-hiding tally scheme is not really more expensive than schemes leaking the adjacency matrix.

Security. We denote by $T_{\text {cond }}$ the trusted party that implements $f_{\text {Cond }}$ in the SUC framework. We show that $P_{\text {Cond }}$ securely computes $T_{\text {Cond }}$ (proof in [18]).

Theorem 1. $P_{\text {Cond }}$ securely computes $T_{\text {Cond }}$ under the DDH assumption and the random oracle model ( $R O M$ ).

### 3.3 Implementation

In order to validate our approach, we have written a prototype implementation. In the literature, most of such prototypes are based on Paillier encryption. Here, we concentrate on the ElGamal setting, in order to evaluate its practical feasibility. The libsodium library is used for randomness and all elliptic curve and hashing operations. The rest is implemented as a standalone $\mathrm{C}++$ program. It is available as a companion artefact of this paper [4] and is published as free software. Most of the primitives of our toolbox have been implemented, and as a proof of concept, we have written a fully tally-hiding protocol for CondorcetSchulze (ballots as list of integers, and no leakage, in Table 2).

We ran our software on various sets of parameters. In order to compare to [24], we also consider 3 trustees (and no threshold). Our experimental setting is a single server hosting two 16-core AMD EPYC 7282 processors and 128 GB of RAM. Each of the 3 trustees runs 4 computing threads and a few scheduling and

I/O threads. The communication between the trustees is emulated via the loopback network interface. Thus, all the network system calls are indeed performed by the program, even though this is just a simulation. The verification of the validity of the ballots is a non-MPC computation that takes a negligible time, compared to the tally. In Table 3, we summarize the cost in terms of wall-clock time and the size of the transcript, measured by the program.

Table 3. Benchmark (wall-clock time and transcript size) of fully tally-hiding Condorcet-Schulze MPC computation.

| voters | 5 candidates | 10 candidates | 20 candidates |
| :--- | :---: | :---: | :---: |
| 64 | $1 \mathrm{~m} 50 \mathrm{~s} / 49 \mathrm{MB}$ | $8 \mathrm{~m} 30 \mathrm{~s} / 0.30 \mathrm{~GB}$ | $45 \mathrm{~m} / 1.8 \mathrm{~GB}$ |
| 128 | $2 \mathrm{~m} 40 \mathrm{~s} / 87 \mathrm{MB}$ | $12 \mathrm{~m} / 0.51 \mathrm{~GB}$ | $1 \mathrm{~h} 27 \mathrm{~m} / 2.9 \mathrm{~GB}$ |
| 256 | $4 \mathrm{~m} 35 \mathrm{~s} / 160 \mathrm{MB}$ | $20 \mathrm{~m} / 0.88 \mathrm{~GB}$ | $2 \mathrm{~h} 37 \mathrm{~m} / 4.8 \mathrm{~GB}$ |
| 512 | $8 \mathrm{~m} 10 \mathrm{~s} / 305 \mathrm{MB}$ | $34 \mathrm{~m} / 1.6 \mathrm{~GB}$ | $4 \mathrm{~h} 43 \mathrm{~m} / 8.6 \mathrm{~GB}$ |
| 1024 | $15 \mathrm{~m} / 595 \mathrm{MB}$ | $1 \mathrm{~h} 05 \mathrm{~m} / 3.1 \mathrm{~GB}$ | $8 \mathrm{~h} 50 \mathrm{~m} / 16 \mathrm{~GB}$ |

This experiment demonstrates that the approach is sound and in the realm of practicability, for moderate-sized elections. With this choice of ballot representation, which is very cheap from the voter's point of view, the agglomeration of the preference matrices has to be done in MPC, and therefore the cost for the trustees grows quasi-linearly in the number of voters. Therefore, at some point, the approach of [24] using Paillier encryption becomes preferable, since the aggregation is for free, and the MPC cost is essentially independent of the number of voters. Still, their benchmark gives more than 9 days of MPC computation for tallying a 20-candidates Condorcet-Schulze election, which is more than what we provide for 1024 voters.

## 4 Other Counting Methods

We also provide fully leakage-free tally protocols for D'Hondt, Majority Judgment and Single Transferable Vote. We survey our findings and encodings for each counting functions. Full details are available in [18]. In particular, we prove that our tally protocols are SUC-secure by providing analogs of Theorem 1.

### 4.1 Single vote

A first class of counting functions applies to the case where voters simply select some candidate(s). The typical way to determine the $s$ winners is to count the number of votes for each candidate and select the $s$ ones with the most votes. This is the case covered by Ordinos [25], which however suffers from a shortcoming in case of equalities: it may return more winners than the number of seats. We correct this and we show that it is possible to rely on ElGamal, thanks to an adapted algorithm. This lowers the size of a ballot for voters at a higher cost for the authorities, which can be preferred in practice.

Things get more complex when voters select a candidate list instead of a single candidate. Indeed, the seats need to be shared among the candidates of the different lists, according to the number of votes received. One popular technique is the D'Hondt method, which is used in practice for politically-binding elections. We extend the approach initiated by Ordinos to the case of D'Hondt, building on two main ideas: the use of a more advanced algorithm and a more efficient primitive for comparison, inspired from circuits. In this case, ElGamal is a key ingredient for designing a practical tally-hiding scheme. The analysis in terms of cost is displayed in Figure 2 of the appendix.

### 4.2 Majority Judgment

Majority Judgment (MJ) [7] is a method in which candidates are each given a grade, such as Excellent, Good, Poor, etc. Then the candidates are compared based on the sequence formed by their median grades i.e. the median grade, then the median obtained when the median grade is removed, and so on. It has been recently used by more than 400000 voters in French primary elections [2]. In [12], an MPC protocol is proposed to realize MJ, but we discovered that it only implements a simplified version, called majority gauge. When the majority gauge returns a winner, then it is indeed a MJ winner but, in small elections, there is a rather high probability that the simplified algorithm does not provide any result. For example, in an election with 100 voters, [12] can fail with probability $20 \%$ [18], which not only is inconvenient (imagine an election that must be canceled because no winner is declared!) but also leaks some information (there is no winner according to the majority gauge).

To repair the approach, one issue is that the complexity of the MJ algorithm depends (linearly) on the number of voters, which may be large. Hence, [7] devises an alternative (complex) algorithm that no longer depends on the number of voters. We propose a variant of this algorithm and use it as a basis to derive a tally-hiding procedure. Our algorithm has a similar complexity to [12] while they implement a much simpler algorithm. Then we show that it is possible to adapt our algorithm to ElGamal encryption. Interestingly, the format remains unchanged for the voter (hence the resulting ballot is even easier to compute). The resulting computational costs are displayed in Figure 3 in appendix. This is a good example where working with bit-encoded integers allowed to perform all the needed operations in MPC. The load for the trustees increases but our study shows that it remains reasonable since the extra operations are more or less compensated by the fact that computations are faster in ElGamal.

### 4.3 Single Transferable Vote

In Single Transferable Vote (STV), each voter must give a strict ordering of a subset of candidates. It consists of several rounds, during which each ballot grants a (weighted) number of votes to its first candidate. If a candidate has more votes than a quota, she is selected and any exceeding votes are transferred to the next candidate in each ballot (i.e. the weight of the ballot is multiplied by a transfer coefficient and the candidate is removed from all ballots). Otherwise, the candidate with the least votes is eliminated. Many variants of STV exist,
depending on the way in which the votes are transferred. We took advise from Australian academics to choose an ideal version of STV, which is easy to analyze.

We discovered that even without any cryptography, the ideal STV algorithm is exponential and far from being practical. The reason is that the numerators and denominators of the fractions grow exponentially with the number of seats. On real data elections from the South New Wales election in Australia [3], it would take about one month on a personal computer to compute the result, and about 30 GB of central memory to store all the fractions.

Given that ideal STV cannot be efficiently computed in the clear, we considered a variant with rounding. In $[37,9]$, there are three techniques to compute the STV winners, all with some leakage. Note that [37] computes the ideal STV (with no rounding) but probably because the authors did not realize that it would quickly be impractical. $[31,24]$ cover a particular case where only one candidate is elected (IRV). Note that [24] uses a naive encoding of the possible choices: if there are $c$ candidates, they view the $c$ ! possible orders as $c$ ! possible "candidates" from which a voter makes a selection, yielding a ballot of super-exponential size, while the ballot size is $O\left(c^{2}\right)$ in [31]. We propose a fully tally-hiding algorithm for STV, with no leakage, at a cost similar to [37,9], as displayed in Figure 4 in appendix. To keep the cost reasonable, we re-used techniques of hardware circuits to implement efficiently the arithmetic functions.

## 5 Application to e-voting security

We show that our tally-hiding schemes can be used for e-voting, preserving vote secrecy and verifiability. We consider a mini-voting scheme, TH-voting, where we assume that voters have an authenticated channel with the voting server. Similarly to Ordinos [25], voters simply encrypt their vote following the expected format and the MPC protocol is used for tallying.

### 5.1 Definitions

A voting scheme consists of four algorithms and one MPC protocol (Setup, vote, isValid, $P_{\text {tally }}$, Verify) where:

- $\operatorname{Setup}(\kappa, a, t)$ takes as input the security parameter $\kappa$, the number of authorities $a$ and a threshold $t$. It returns $s k, p k,\left(s_{i}, h_{i}\right)_{i=1}^{a}$, respectively a key pair $s k, p k$ and the corresponding private and public shares $s_{i}, h_{i}$ for each authorities.
- vote $(p k, v)$ takes a public key $p k$, a vote $v$, and returns a ballot.
- isValid $(B B, B)$ takes as input a ballot $B$ and a ballot box $B B$ and returns a boolean that states whether $B$ is valid w.r.t. $B B$.
- $P_{\text {tally }}(a, t)=P_{1}, \cdots, P_{a}$ is an MPC protocol to compute the tally.
- Verify $(r, \Pi, B B)$ takes as input a result $r$, a transcript $\Pi$ and a ballot box $B B$ and returns a boolean that states whether $r$ is correct w.r.t. $B B$ and $\Pi$. This check is typically run by external auditors.

In [26], a quantitative definition of privacy is proposed, where a voting system is said $\delta$-private for some $\delta$. This definition can be turned into a qualitative one when $\delta$ is shown to be minimal, in a sense that an ideal protocol achieves $\delta^{\prime}$ privacy with a negligible $\left|\delta-\delta^{\prime}\right|$. Hence, a natural definition of privacy is to
compare the probability of success of the adversary in a real and in an ideal protocol, and to show that the difference is negligible. Just as in [26], we consider a definition where the adversary tries to guess the vote of a single voter. We consider a fixed set $V$ of valid voting options and the games defined respectively in Algorithms 2 and 3, where the differences are highlighted in blue.

Definition 2 (vote privacy). We say that a voting protocol (Setup, vote, isValid, $P_{\text {tally }}$, Verify) guarantees vote privacy w.r.t a result function tally if, for all parameters $t, a, n, n_{c}$ with $t<a$ and $n_{c} \leq n$, for all $C \subset[1, a]$ of size at most $t$, for all adversary $\mathbb{A}$, there exists an adversary $\mathbb{B}$ and a negligible function $\mu$ such that for all voting options $v_{2}, \cdots, v_{n} \in V$,

$$
\begin{aligned}
\mid \operatorname{Pr}\left(\operatorname{Real}_{\mathbb{A}, P_{\text {tally }}}^{\operatorname{Priv}}\right. & \left.\left(\kappa, n, n_{c}, a, t, C, V, v_{2}, \cdots, v_{n}\right)=1\right) \\
& -\operatorname{Pr}\left(\operatorname{Ideal}_{\mathbb{B}, \text { tally }}^{\operatorname{Priv}}\left(\kappa, n, n_{c}, a, t, C, V, v_{2}, \cdots, v_{n}\right)=1\right) \mid \leq \mu(\kappa)
\end{aligned}
$$

```
Algorithm 2: \(\operatorname{Real}_{\mathbb{A}, P_{\text {tally }}}^{\text {Priv }}\)
    Require: \(\kappa, n, n_{c}, a, t, C, V, v_{2}, \cdots, v_{n}\)
    \(1 s k, p k,\left(s_{i}, h_{i}\right)_{i=1}^{a}:=\operatorname{Setup}(\kappa, a, t)\)
    \(2 b \in_{r}\{0,1\} ; p a r=p k, h_{1}, \cdots, h_{a}\)
    \(3 v_{0}, v_{1}:=\mathbb{A}\left(\kappa, \operatorname{par},\left(s_{i}\right)_{i \in C}\right)\)
    \(B B:=\left\{\operatorname{vote}\left(p k, v_{b}\right)\right\}\)
    for \(i=2\) to \(n-n_{c}\) do
    \(B B:=B B \bigcup\left\{\operatorname{vote}\left(p k, v_{i}\right)\right\}\)
    \(\left(X_{i}\right)_{i>n-n_{c}}:=\mathbb{A}(B B)\)
    for \(i>n-n_{c}\) do
        if isValid \(\left(B B, X_{i}\right)\) then
        \(B B:=B B \bigcup\left\{X_{i}\right\}\)
    \(9 r:=\mathbb{A} \|_{i \in[1, a] \backslash C} P_{i}\left(s_{i}\right.\), par,\(\left.B B\right)\)
o \(b^{\prime}:=\mathbb{A}()\)
    Return \(\left(b==b^{\prime}\right) \wedge\left(v_{0}, v_{1} \in V\right)\)
```

```
Algorithm 3: Ideal \(\mathbb{B}_{\mathbb{B}, \text { tally }}^{\text {Priv }}\)
    Require: \(\kappa, n, n_{c}, a, t, C, V, v_{2}, \cdots, v_{n}\)
    \(1 s k, p k,\left(s_{i}, h_{i}\right)_{i=1}^{a}:=\operatorname{Setup}(\kappa, a, t)\)
    \(b \in_{r}\{0,1\} ;\) par \(=p k, h_{1}, \cdots, h_{a}\)
    \(v_{0}, v_{1}:=\mathbb{B}\left(\kappa, \operatorname{par},\left(s_{i}\right)_{i \in C}\right)\)
    \(B B:=\left\{\operatorname{vote}\left(p k, v_{b}\right)\right\}\)
    for \(i=2\) to \(n-n_{c}\) do
    \(B B:=B B \bigcup\left\{\operatorname{vote}\left(p k, v_{i}\right)\right\}\)
    \(\left(X_{i}\right)_{i>n-n_{c}}:=\mathbb{B}()\)
    for \(i>n-n_{c}\) do
        if isValid \(\left(B B, X_{i}\right)\) then
        \(B B:=B B \bigcup\left\{X_{i}\right\}\)
    \(9 r:=\operatorname{tally}\left(\left(\text { Extract }_{s k}(B)\right)_{B \in B B}\right)\)
\(10 \quad b^{\prime}:=\mathbb{B}(r)\)
    1 Return \(\left(b==b^{\prime}\right) \wedge\left(v_{0}, v_{1} \in V\right)\)
```


### 5.2 TH-voting

We define a voting protocol $V_{\text {tally }}$ for each tally function tally covered in our work (D'Hondt, Majority Judgment, Condorcet-Schulze, and STV), with $P_{\text {tally }}$ the corresponding tally-hiding protocol, in the ElGamal setting. The algorithm vote $_{\text {tally }}$ returns an encrypted ballot following the devised encoding, and a ZKP that the ballot is correctly formed. The algorithm isValid tally checks the ZKP and additionally ensures that the ballot is not already on the board. As explained in Section 2, the CGate protocol produces a transcript which acts as a ZKP that the protocol was performed correctly. By concatenating the transcripts of all CGate and the transcript of the threshold decryption, the participants produce a ZKP $\Pi$ that $P_{\text {tally }}$ has been performed correctly. This also defines a Verify $_{\text {tally }}$ algorithm which simply consists of verifying all the ZKP. Finally, we consider an ideal $\operatorname{Setup}(\kappa, a, t)$ that picks a group $G$ corresponding to the security
parameter $\kappa$, picks randomly a generator $g$ and returns $s k, p k, s_{1}, h_{1}, \cdots, s_{a}, h_{a}$ where the $\left(s_{i}, h_{i}\right)$ are distributed following Shamir's scheme with $a$ authorities and a threshold $t ; s k$ is the corresponding secret key and $p k=\left(g, g^{s k}\right)$. The setup can be further refined with a UC-secure DKG (see e.g. [38]).

Theorem 2. Let tally be one of the previously defined tally functions (D'Hondt, Majority Judgment, Condorcet-Schulze, and STV). Assuming DDH, V $\mathrm{V}_{\mathrm{tally}}$ is private w.r.t. tally.

The proof can be found in [18]. We also prove that $V_{\text {tally }}$ is verifiable for a notion of verifiability similar to [17]. Note that the key step is the fact that our tally-hiding schemes guarantees universal verifiability: auditors can check that the result is valid. Individual verifiability is straightforward in our setting since we implicitly assume that all voters verify their vote. How to achieve individual verifiability in practice is beyond the scope of this work.
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## Appendix

| Functionality | Option | Algorithm | Exp per trustee | Comm. cost | Transcript size |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Dec | P/EG | Dec | $5 a$ | B | $4 a$ |
| RandBit | P/EG | RandBit | $3 a+2$ | $R$ | $6 a$ |
| CSZ | EG | CGate [32] | $29 a$ | $R+4 B$ | $31 a$ |
|  | P | Mul [34] | $10 a$ | $2 B$ | $11 a$ |
| Select | P/EG | Select | CSZ | CSZ | CSZ |
| SelectInd | P/EG | SelectInd | $n \mathrm{CSZ}$ | CSZ | $n \mathrm{CSZ}$ |
| $\mathrm{Neg}^{\text {bits }}$ | P/EG | $\mathrm{Neg}^{\text {bits }}$ | ( $m-1$ ) CSZ | ( $m-1$ ) CSZ | ( $m-1$ ) CSZ |
| Add ${ }^{\text {bits }}$ | P/EG | Add ${ }^{\text {bits }}$ [32] | ( $2 m-1$ ) CSZ | (2m-1)CSZ | ( $2 m-1) \mathrm{CSZ}$ |
|  | Sublinear P/EG | UFCAdd ${ }^{\text {bits }}$ | $m\left(\frac{3}{2} \log m+2\right) \operatorname{CSZ}$ | $2(\log m+1) \mathrm{CSZ}$ | $m\left(\frac{3}{2} \log m+2\right) \operatorname{CSZ}$ |
| Sub ${ }^{\text {bits }}$ | P/EG | Sub ${ }^{\text {bits }}$ | (2m-1)CSZ | $(2 m-1) \mathrm{CSZ}$ | (2m-1)CSZ |
|  | $\begin{gathered} \text { LT } \\ \mathrm{P} / \mathrm{EG} \end{gathered}$ | SubLT ${ }^{\text {bits }}$ | $(2 m-1) \mathrm{CSZ}$ | ( $2 m-1$ ) CSZ | ( $2 m-1$ ) CSZ |
|  | $\begin{gathered} \mathrm{LT}+\mathrm{EQ} \\ \mathrm{P} / \mathrm{EG} \end{gathered}$ | SubLT ${ }^{\text {bits }}$ | $(3 m-2) \mathrm{CSZ}$ | $(2 m+\log m) \mathrm{CSZ}$ | $(3 m-2) \mathrm{CSZ}$ |
|  | Sublinear P/EG | UFCSub ${ }^{\text {bits }}$ | $m\left(\frac{3}{2} \log m+2\right) \operatorname{CSZ}$ | $2(\log m+1) \mathrm{CSZ}$ | $m\left(\frac{3}{2} \log m+2\right) \operatorname{CSZ}$ |
| LT ${ }^{\text {bits }}$ | $\begin{gathered} \hline \text { LT } \\ \text { P/EG } \end{gathered}$ | SubLT ${ }^{\text {bits }}$ | $(2 m-1) \mathrm{CSZ}$ | $(2 m-1) \mathrm{CSZ}$ | $(2 m-1) \mathrm{CSZ}$ |
|  | $\begin{gathered} \mathrm{LT}+\mathrm{EQ} \\ \mathrm{P} / \mathrm{EG} \end{gathered}$ | SubLT ${ }^{\text {bits }}$ | $(3 m-2) \mathrm{CSZ}$ | $(2 m+\log m) \mathrm{CSZ}$ | $(3 m-2) \mathrm{CSZ}$ |
|  | Sublinear P/EG | CLT ${ }^{\text {bits }}$ | $(4 m-3) \mathrm{CSZ}$ | $2(\log m+1) \mathrm{CSZ}$ | $(4 m-3) \mathrm{CSZ}$ |
|  | $\begin{gathered} \text { Sublinear }+\mathrm{EQ} \\ \mathrm{P} / \mathrm{EG} \end{gathered}$ | CLT ${ }^{\text {bits }}$ | ( $5 m-4$ ) CSZ | $2(\log m+1) \mathrm{CSZ}$ | ( $5 m-4$ ) CSZ |
| $E Q^{\text {bits }}$ | P/EG | $E Q^{\text {bits }}$ | $(2 m-1) \mathrm{CSZ}$ | $(\log m+1) \mathrm{CSZ}$ | $(2 m-1) \mathrm{CSZ}$ |
| EQ | $\begin{gathered} \hline \text { Precomp } \\ \mathrm{P} \\ \hline \end{gathered}$ | EQH [28] | $\begin{gathered} 21 m a+75 a \\ +4(m+1) \\ \hline \end{gathered}$ | $R+8 B$ | $(22 m+28) a$ |
| GT | Precomp P | GTH [28] | $\begin{array}{r} (27 m+146 \log m) a \\ +8 m+9 a+5 \log m \\ \hline \end{array}$ | $(2 R+13 B) \log m$ | $\begin{gathered} (28 m+50 \log m) a \\ +6 a \end{gathered}$ |
| BinExpand | P | BinExpand [33] | $12 m a+53 a+3 m$ | $R+2 m B$ | $(17 m+21) a$ |
| Aggreg ${ }^{\text {bits }}$ | EG | Aggreg ${ }^{\text {bits }}$ | $3 n \mathrm{CSZ}$ | $(\log n+1) \log n \mathrm{CSZ}$ | $3 n \mathrm{CSZ}$ |
| Mul ${ }^{\text {bits }}$ | P/EG | Mul ${ }^{\text {bits }}$ | $3 m^{2} \mathrm{CSZ}$ | $2 m^{2} \mathrm{CSZ}$ | $3 m^{2} \mathrm{CSZ}$ |
| Div ${ }^{\text {bits }}$ | P/EG | Div ${ }^{\text {bits }}$ | $(3 m-1) r$ CSZ | $2 m r$ CSZ | $(3 m-1) r$ CSZ |
| MinMax ${ }^{\text {bits }}$ | $\begin{aligned} & \hline \text { naive } \\ & \text { P/EG } \end{aligned}$ | MinMax ${ }^{\text {bits }}$ | $(8 m-2) n$ CSZ | $2 m \log n \mathrm{CSZ}$ | $(8 m-2) n$ CSZ |
|  | sublinear <br> P/EG | MinMax ${ }^{\text {bits }}$ | $(12 m-6) n \mathrm{CSZ}$ | $2 \log n(\log m+2) \mathrm{CSZ}$ | $(12 m-6) n$ CSZ |
| Mixnet | EG | [40] | $\begin{gathered} (9 n+11) a \\ +n-6 \end{gathered}$ | $R$ | $10(n+1) a$ |
|  | P | [40] | $(8 n+10) a$ | $R$ | $10(n+1) a$ |

Fig. 1. Cost of various MPC primitives: basic functionalities for logic, integer arithmetic, and a few advanced functions. The Option column includes whether this is available in Paillier (P) or ElGamal (EG). The notations are $a$ for the number of authorities, $m$ for the bit-length of the operands, $n$ for the number of operands, $r$ for the precision (in the division). All logarithms are in base 2. The communication costs are expressed in terms of broadcast (denoted $B$ ) and full-rounds (denoted $R$ ). The unit of the transcript size is the key length. This corresponds to half the size of a ciphertext in both Paillier (typically 3072 bits) and ElGamal (typically 256 bits) settings.





