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Abstract

Sound and strongly complete display calculi for basic atomic and molecular logics are
introduced with a Kripke-style relational semantics. These logics are based on Dunn’s gaggle
theory and generalize modal logics. We also provide sound and strongly complete Hilbert
calculi for basic atomic logics with a Kripke-style relational semantics. All these calculi
can be automatically computed from the definition of the connectives constituting a basic
atomic or molecular logic, yet with some restrictions on the class of molecular logics.

1 Introduction

Gaggle logics were introduced in [2]. Their definition was directly based on and inspired by
Dunn’s gaggle theory [13, [14]. The main motivation for introducing them was to provide a basic
logical framework that would be expressive and accurate enough so as to deal with and represent
as faithfully and adequately as possible any non-classical logic, in the spirit of the “universal
logic” paradigm [9] [10]. However, since then, we realized that in order to achieve this objective,
we need to generalize them. More precisely, one needs to be able to take as primitive, connectives
which are compositions of basic gaggle connectives and one needs to add types to the formulas
of our gaggle logics. These types correspond semantically to sizes of tuples of states in a model.

This led us to introduce in [5] atomic and molecular logics. They behave as ‘normal forms’ for
logics. We indeed showed in [5] that every non-classical logic such that the truth conditions of its
connectives are expressible in first-order logic is as expressive as an atomic or a molecular logic.
We also proved that first-order logic is as expressive as a specific atomic logic. Moreover, from a
model-theoretic point of view, invariance notions for atomic and molecular logics can be defined
systematically from the truth conditions of their connectives and when those are uniform we
obtain automatically a van Benthem characterization theorem for the logic considered [6]. These
results support formally our claim that atomic and molecular logics are somehow ‘universal’.

In a sense, atomic (and molecular) logics are a generalization and a ‘realization’ into a logical
framework of Dunn’s Gaggle theory. Given the close connections between gaggle theory and
display calculi [32], if one wants to develop the proof theory of these logics, it is natural to start
with the investigation of display calculi, using the results of Dunn’s gaggle theory to obtain the
display rules. Our main contribution in this article is to introduce display and Hilbert calculi for
basic atomic and molecular logics which are sound and complete w.r.t. a Kripke-style relational
semantics. An important feature of our approach is that, like for their bisimulation notions, all
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our calculi can be automatically computed from the definition of the connectives of the atomic
or molecular logics. As for display calculi of molecular logics, they are restricted to molecular
connectives which are universal or existential. As for Hilbert calculi of (Boolean) atomic logics,
the languages considered should include the closure of the connectives under an (appropriate)
action group, that is their orbit under this action.

Organization of the article. We start in Section [2 by recalling some basics of group theory.
These prerequisites will play a role in the definition of our display calculi. In Sections [3] [4 and
we introduce our atomic and molecular logics. In Section [6] we recall common logical notions
and terminology. In Sections [7] and [§] we introduce our display and Hilbert calculi respectively.
We end in Section [9] by discussing related work and conclude.

Note. The article is self-contained. It is the first part of a series of articles on the proof and
correspondence theory of atomic and molecular logics. This series continues with [4 [3]. All the
proofs are in the appendix.

2 Notions of group theory

We first recall some basics of group theory (see for instance [34] for more details).

Permutations and cycles. If X is a non-empty set, a permutation of X is a bijection o :
X — X. We denote the set of all permutations of X by & x. In the important special case when
X ={1,...,n}, we write &,, instead of &x. Note that |&,,| = n!, where |Y| denotes the number
of elements in a set Y. A permutation o on the set {1,...,n} such that o(1) = z1,0(2) =
Z9,...,0(n) = x, is denoted (z1,x2,...,x,). For example, (1,3,2) is the permutation o such
that 0(1) = 1,0(2) = 3 and o(3) = 2.

If 2 € X and 0 € Gx, then o fizes z if o(x) = x and o moves x if o(x) # x. Let j1,...,Jr
be distincts integers between 1 and n. If o € &,, fixes the remaining n — r integers and if
o(j1) = j2,0(j2) = Ja, -+, 0(jr=1) = Jr,0(jr) = j1 then o is an r—cycle; one also says that o is
a cycle of length r. Denote o by (j1 jo ... jr). A 2—cycle which merely interchanges a pair of
elements is called a transposition.

Two permutations 0,7 € Gx are disjoint if every x moved by one is fixed by the other. A
family of permutations o1, 09, ..., 0, is disjoint if each pair of them is disjoint. Every permutation
o € G, is either a cycle or a product of disjoint cycles. Moreover, this factorization is unique
except for the order in which the factors occur.

Groups. A group (G,0) is a non—empty set G equipped with an associative operation o :
G x G — G and containing an element denoted Idg called the neutral element such that:
Idgoa = a = acldg for all a € G; for every a € G, there is an element b € G such that
aob = Idg = boa. This element b is unique and called the inverse of a, denoted a~!. The set &,
with the composition operation is a group called the symmetric group on n letters.

A non-empty subset S of a group G is a subgroup of G if s € S implies s™! € S and s,t € S
imply sot € S. In that case, S is also a group in its own right.

If X is a subset of a group G, then the smallest subgroup of G containing X, denoted by (X), is
called the subgroup generated by X. For example, S, = ((12),(23),...,(ii+1),...,(n—1n)) =
(m1),(n2),....(nn—=1)) ={((n—1n),(12 ... n)). &, is also generated by (1 2) and 3—cycles.
For n > 3, the alternating group 2, is the subgroup of G,, generated by the n—cycles of G,,.



In fact, if X is non—empty, then (X) is the set of all the words on X, that is, elements of G
of the form xlilxg” ...xF" where zy,...,2, € X and 4,..., %, are either —1 or empty.

Free groups and free products. If X is a subset of a group F, then F' is a free group with
basis X if, for every group G and every function f : X — G, there exists a unique homomorphism
¢ F — G extending f. One can prove that a free group with basis X always exists and that X
generates F'. We therefore use the notation F' = (X) also for free groups.

If G and H are groups, the free product of G and H is a group P and homomorphisms jg
and jg such that, for every group @ and all homomorphisms fg : G — @Q and fg : H — Q,
there exists a unique homomorphism ¢ : P — @ with pjg = fo and ¢jg = fg. Such a group
always exists and it is unique modulo isomorphism, we denote it G * H. This definition can
be generalized canonically to the case of a finite number of groups G1,...,G,, yielding the free
product Gy % ...*x G,,.

Group actions. If X isaset and G a group, an action of G on X is a function o : GXx X — X
given by (g,z) — gz such that: Ide = z for all z € X; (g1g2)x = ¢1(g22) for all z € X and
all g1,920 € G. If z € X and a an action of a group G on X, then the orbit of x under « is
Ou(z) 2 {a(g,7) | g € G}. The orbits form a partition of X.

Fact 2.1. If a is an action of G on a set X and H is a subgroup of G, then the restriction of
«a to H, denoted ayy, is also an action of H on the set X.

Definition 2.2. Let G and H be two groups. If o and § are actions of G and H on a set
X, then the free action o * 3 is the mapping a * 8 : G * H x X — X given by a * 3(g,z) =
a(gr, B(h1,...,a(gn, B(hn,)))), where g = g1h1...gnh, is the factorization of ¢ in the free
group G x H.

This definition can be generalized canonically to the case of a finite number of actions
Qq, - .., 0, yielding the mapping aq * ... * au,.

Proposition 2.3. If ay,...,qa, are actions of G1,...,G, on a set X respectively, then the
mapping aq * ... * ay, is an action of the (free) group Gy x ...« G, on X.

3 Atomic logics

The truth conditions of the connectives of atomic logics are defined by first-order formulas of the
form Vay ... 2p(£1P121 V..oV £, Pra, V ARz L) or Tz .o xn (£1Pra A A 4 Pra, A
+Rzy ... x,2) where £; is either empty or —. We will represent the structure of these formulas
by means of so—called skeletons whose various arguments capture the different features that allow
us to redefine them completely.

Definition 3.1 (Atomic skeletons). The sets of atomic skeletons P and C are defined as follows:
P26 x {+,—} x {V,3} x N*

CAPU |J {Sns1 x {+ =} x {¥,F} x N* x N*" x {+, -}"}.
neN*

[P is called the set of atom skeletons and C is called the set of connective skeletons. They can be
represented by tuples (o, &, /B, k, £;) or (0, &, /B, k) if it is a propositional letter skeleton, where
& € {V,3} is called the quantification signature of the skeleton, k = (k,k1,...,k,) € N*"T! s



called the type signature of the skeleton and £; = (+1,...,%,) € {4+, —}" is called the tonicity
signature of the skeleton; (/, k, ) is called the signature of the skeleton. The arity of a skeleton
® € C is n, its input types are ky, ..., k, and its output type is k. The set of n—ary connective
skeletons, for n > 0, is denoted C,,.

We define the mapping - : {+,—} x{+,—-} = {+,—-} by -(+,—) = (=, +) = —and (-, —) =
‘(+,4+) = + (({+,—},) is therefore isomorphic to the group Z/27Z). For better readability,
for all £,+" € {+,—}, we write £+’ for -(£,£’). Informally, V is associated with + and 3
is associated with —. We formalize this association with the function + : {V,3} — {+,—}
defined by £(V) = +,4+(3) £ — and the inverse function & : {+,~} — {V,3} defined by
E(+) 2 V,E(-) £ 3. Also, we define the function + : {V,3} — {¥,3} by +(¥) £ V and
+(3) £ 3 and the function — : {V,3} — {V,3} by —(V) £ 3 and —(3) = V. For better
readability, we write +V, +3, =V, —3 instead of +(V), +(3), —(V), —(3).

Definition 3.2 (Action of the symmetric group). Let n € N*. We define the function a, :
G411 x C,, = C,,, (1,%) — 7x inductively as follows. Let x = (a,:l:,fE,k, (£1,..., j:n)) e C,
and let c € G, 4.

e If ¢ is the transposition r; = (j n + 1), then

rixE ((jn+1)oo,—+; £, —+; Bk, (— & +1,...,%5,...,— £ +5)) . (1)

The connective r; is called the residual of x w.r.t. its 4t argument.

e If ¢ is the cycle (ji ja ... jr m+ 1), then ex £ 1y, (v, ... (rj,%)), where r; = (j n+ 1) for
all j.

e If ¢ is a cycle fixing n + 1, then
C*é (COO’,i,PE,E, (ic(l),ic(g),...,ic(n))) . (2)

Finally, if 7 is an arbitrary permutation of &, 1, it can be factorized into a product of disjoint
cycles 7 = cico... ¢, and this factorization is unique (modulo its order) [34]. So, we define
T = C1 ((22 - (Ck*)).

Our definition is based on cycles and not on transpositions because the decomposition of
any permutation into disjoint cycles is unique modulo its order, unlike its decomposition into
transpositions. The mapping «,, is well-defined [2].

Proposition 3.3. For alln € N*, the mapping oy, : Gp41 X C,y, = C,, is a group action of &, 41
on C,.

Definition 3.4 (Atomic connectives). An (atomic) connective or propositional letter is a symbol
to which is associated a connective skeleton or a propositional letter skeleton respectively. Its
arity, signature, quantification signature, type signature, tonicity signature, input and output
types are the same as its skeleton. By abuse, we sometimes identify a connective with its skeleton.
If C is a set of atomic connectives, its set of atoms is denoted P(C). If ® is a connective, its
skeleton is denoted *.

Every set of connectives C is partitioned into a set of orbits O such that for all connectives
®,®' belonging to the same orbit O of skeletons x = (o, +,k, £;) and ¥ = (a’,i’,E/,fj/),
there are 7y,...,7, € &,41 such that 7 — ... 7,1 — 7,x = ¥’. In that case, we also write that
TL— . Thne1 — Tn® = ® and ®' is sometimes defined by this relation.

Propositional letters are denoted p, p1, ps2, etc., connectives are denoted ®, ®1, ®o, etc. and
skeletons are denoted %, x1, %2, etc.



Definition 3.5 (Atomic language). Let C be a set of atomic connectives. The (typed) atomic
language Lc associated to C is the smallest set that contains the propositional letters of C and
that is closed under the atomic connectives of C while respecting the type constraints. That is,

e P(C) C L¢ and the type of an element of P is its output type k;

e for all ® € C of arity n > 0 and of type signature (k, k1, ..., k,) and for all p1,..., ¢, € Lc
of types ki, ..., k, respectively, we have that ®(¢1,...,¢n) € Lc and ®(p1,...,¢n) is of
type k.

Elements of L¢ are called formulas and are denoted ¢, ), «, ... The type of a formula ¢ € Lc¢
is denoted k(¢). The set of all formulas of type k of Lc is denoted L.

A set of atomic connectives C is plain if for all ® € C of skeleton x = (0, £, B, (k, k1, ..., kn), (£1,..., %))
there are atoms pq,...,p, € P of types k1, ..., k, respectively. In the sequel, we assume that all
sets of connectives C are plain.

Our assumption that all sets of connectives C considered are plain makes sense. Indeed, we
want all connectives of C to appear in some formula of L¢. If C was not plain then there would
be a connective of C (with input type k) which would be necessarily composed with another
connective of C (of output type k), if we want such a connective to appear in a formula of Lc.
Yet, in that case, we should instead view C as a set of molecular connectives (introduced in the
next section).

Definition 3.6 (C-model). Let C be a set of atomic connectives. A C-model is a tuple M =
(W, R) where W is a non-empty set and R is a set of relations over W such that each n—ary
connective ® € C which is not a Boolean connective of type signature (k, k1, ..., k,) is associated
toa ki +...+ ky, + k—ary relation Rg € R such that for all connectives ®;, ®2 € C which belong
to the same orbit O, we have that Rg, = Rg,.

An assignment is a tuple (w1, ..., w;) € W* for some k € N*, generally denoted w. A pointed
C-model (M, w) is a C-model M together with an assignment @w. In that case, we say that (M, w)
is of type k. The class of all pointed C—models is denoted Mc.

Definition 3.7 (Atomic logics). Let C be a set of atomic connectives and let M = (W, R) be

a C-model. We define the interpretation function of Lc in M, denoted [-]M : Lc — |J WP,
keN*
inductively as follows: for all propositional letters p € C of type k, all connectives ® € C of

skeleton (o, &, &, (k, k1,...,kn), (£1,...,%,)) of arity n > 0 and for all ¢1,...,¢, € Lc,
R if =+
M 2 P
L#] Wk R, if+=—
[®(e1,-- o)l = folledd™, -, [enl™)
where the function fg is defined as follows: for all Wy € P(W*1), ..., W,, € P(Wkn), fo(Wy,...,W,) &

{wewk|C®Wn,...,W,,w)} where C® (Wy,...,W,,w) is called the truth condition of ® and
is defined as follows:

o if E=V: “Vw, € Wh .. 1w, € Wk (@1 by W1 V...V W@, N, W,V RE W ... W, )"
o if £=3: “TJw, € Wh...w, € Wh (@ thy Wi A... AW, thy, Wy, A RE“W; ... W0,)";
w; e Wj if :|:j =+
Wj ¢ Wj if :l:j = —
+ReWy- (1) - .- We—(n+1) With the notations +Rg £ Rg and —Rg & Whtkitthn _ po.

where, for all j € [L;n], w; h; W; = { and Rg”wl...@nﬂ holds iff



‘ Permutations of &g H unary signatures

= (1,2) t1=(3,(1,1),+)
7 =(2,1) to = (V,(1,1),+)
t3 = (vv (1’ 1)7 _)

ty = (Elv (L 1)7 7)
binary signatures |

‘ Permutations of G3 ‘

o1 = (172a3) 51 = (Ela (1’ 1, 1)v (+7+))
[ (3,2,1) SS9 = (V,(l,l,l),(—‘r,—))
g3 = (3,1,2) S3 = (V,(Ll,l),(—,‘i‘))
o4 =(2,1,3) sqa=(V,(1,1,1),(+,4))
o5 =(2,3,1) s5 = (3,(1,1,1),(+,-))
06 = (173a2) 56 = (Ha (17 1, 1)v (77+))

57 = (Ela (17 1, 1)1 (_7 _))

ss = (V, (1,1,1),(—,—))

Figure 1: Permutations of &5 and &3 and ‘families’ of unary and binary signatures

If Ec is a class of pointed C-models, the satisfaction relation |- C Ec x Lc is defined as
follows: for all ¢ € Lc and all (M, w) € &, (M,w),p) € |- iff w € [p]*. We usually
write (M, w) |- ¢ instead of ((M,w),y) € | and we say that ¢ is true in (M,w). The triple
(Lc,&c, |- ) is a logic called the atomic logic associated to Ec and C. The logics of the form
(Lc, Mc, | ) are called basic atomic logics.

Example 3.8. An example of atomic logic is modal logic where C = {p, T, L,A,V,<;,0, | j €
AGTS} is such that

e T,1 are connectives of skeletons (Id, +,3,1) and (Id, —,V, 1) respectively;

e A,V,<;,0; are connectives of skeletons (o1, +,51), (01, —,84), (72,+,t1) and (72, —,2)
respectively;

e the C-models M = (W, R) € &c are such that Ry = Ry = {(w,w,w) | w € W}, Ro, = Ry,
and Rr =R, =W.

With these conditions on the C-models of &, for all (M, w) € &,

we [O;0]M iff  Ju(v e [¢]™ A Ro,wv)

we [Ojp]M iff  Vo(ve [¢]™ V —Rg,wo)

we A, )M it Jou(v € [o]M Au € []M A Ryvuw)
iff we )M Aw e [Y]M

we [Vie, )M iff Vou(v € [o]M Vu e []M VvV —Ryvuw)
iff  we[e]Mvuwe [p]M

Other examples are given in Figure [2 as well as in [2] [5].



Atomic Truth condition Non—classical connective
Connective in the literature

The existentially positive orbit

(01,4, 81) ¢ | Fv(v € [¢] AN Rvw) O BI] € [13]
(02, —,82) ¢ | Yo (v € [¢] V—Rwv) | Op [25]

The universally positive orbit

(01,+,82) ¢ | Yu (v € [¢] V Row) +,¢ [13] [16}, p. 401]
(02,—,81) ¢ | Jv(v €[] A—Ruwv) | [13]

The existentially negative orbit

(01,4, 54) @ | Fv(v ¢ [] A Row) 7o [13][16], p. 402]
B¢ [13][11} Def. 10.7.7]

(02,4, 54) ¢ | Fv(v ¢ [p] A Ruwv) | 7y [I3][17] [16, p. 402]
Hap [11}, Def. 10.7.7]

The universally negative orbit

(01,+,83) ¢ | Yo (v ¢ [p] vV Row) | ot [13,15] ¢° [22]
o] ¢ [IT, Def. 10.7.2]

(02,+,83) ¢ | Yo (v & [e] VRwo) | ~¢ 1] ~¢ [13,05] °p [22]
o5 ¢ [11], Def. 10.7.2]

The symmetrical existentially positive orbit

(01,—,51) ¢ | Fv(v €[] A —Row) | [13]
(02,4, 52) ¢ | Vv (v € [¢] V Rwv) + [13] [16], p. 402]
©* [11, Def. 7.1.19]

The symmetrical universally positive orbit

(0'17_’32) @ | Vv (U € [[90]] v _va) U e m D¢ m
(02,4, 81) ¢ | Fv(v € [¢] AN Rwv) O [25]

The symmetrical existentially negative orbit

(01,—,84) ¢ | Fv(v ¢ [o] A —Rvw) | ?¢ [, Ex. 1.4.5] o1 [22]
(02, —,84) ¢ | Fv(v &[] A —Rwv) | 7,0 [13] [11, Ex. 1.4.5] 1o [22]

The symmetrical universally negative orbit

(01,—83) ¢ | Yo (v ¢ [o] V—Row) | [13]
(02,—,83) ¢ | Yo (v & [¢] V —Rwv) | —~p [26, B3] Lo [17]

Figure 2: The unary connectives of atomic logics of type (1,1)




4 Molecular Logics

Molecular logics are basically logics whose primitive connectives are compositions of atomic con-
nectives in which it is possible to repeat the same argument at different places in the connective.
That is why we call them ‘molecular’; just as molecules are compositions of atoms in chemistry.

Definition 4.1 (Molecular skeleton and connective). The class C* of molecular skeletons is the
smallest set such that:

e P C C* and C* contains as well, for each k,l € N*, a symbol idfc of type signature (k, k),
output type k and arity 1;

e for all ® € C of type signature (k,k?,...,k%) and all ¢1,...,¢, € C* of output types
or types (if they are propositional letters) k9, ..., kO respectively, ¢ & ®(cy,...,c,) is a
molecular skeleton of C* of output type k.

If ¢ € C*, we define its decomposition tree as follows. If ¢ = p € P or ¢ = idfc, then its
decomposition tree T is the tree consisting of a single node labeled with p or z'dfC respectively. If
¢ =®(c1,...,¢n) € C* then its decomposition tree T is the tree defined inductively as follows:
the root of T, is ¢ and it is labeled with ® and one sets edges between that root and the roots
ci,...,cy of the decomposition trees T, , ..., T, respectively.

If ¢ 2 ®(cy,...,c,) is a molecular skeleton with output type & and ki, ..., k., are the ks of
the different idﬁcs which appear in ci,...,¢, (in an order which follows the first appearance of
the idfcs in the inorder traversal of the decomposition trees of ¢y, ..., ¢,), then the type signature
of ¢is (k,k1,...,kn) and its arity is m. We also define the quantification signature HE(c) of
c=®(ci,...,c,) by Blc) £ E(®).

A molecular connective is a symbol to which is associated a molecular skeleton. Its arity,
type signature, output type, quantification signature and decomposition tree are the same as its
skeleton.

The set of atomic connectives associated to a set C of molecular connectives is the set of labels
different from id}, of the decomposition trees of the molecular connectives of C.

One needs to introduce the connective id}, to deal with molecular connectives whose skeletons
are for example of the form ®(p, zdﬁc) where p € P or molecular connectives in which the same
argument(s) appear at different places, like for example in ®(id}, . ..,id}.) which is of arity 1.

Definition 4.2 (Molecular language). Let C be a set of molecular connectives. The (typed)
molecular language Lc associated to C is the smallest set that contains the propositional letters
and that is closed under the molecular connectives while respecting the type constraints. That
is,

e the propositional letters of C belong to Lc;
e for all ® € C of type signature (k,ki,...,kn») and for all ¢1,...,¢0, € Lc of types

k1,..., kn respectively, we have that ®(p1,...,¢0m) € Lc and ®(@1,...,pm) is of type
k.

Elements of L¢ are called molecular formulas and are denoted ¢,,«,... The type of a
formula ¢ € L¢ is denoted k(p). We use the same abbreviations as for the atomic language.

Definition 4.3 (Molecular logic). If C is a set of molecular connectives, then a C-model M is
a C'~model M where C’ is the set of atomic connectives associated to C. The truth conditions
for molecular connectives are defined naturally from the truth conditions of atomic connectives.



We define the interpretation function of Lc in M, denoted [-]™ : Lc — |J WP, inductively
keN*
as follows: for all propositional letters p € C of skeleton (o, £, /&, k), all molecular connectives

®(c1,...,0n) € C" of arity m > 0 and all k,1 € N* for all ¢, p1,...,0m € Lc,

[p]"=+£R,
Lid}, ()] =[]
[[®(01’ B cn) (901’ ) (Pm)]]MéféB ([[Cl(%’%» B ‘pzll)]]M7 EERR} [[cn(()o?llv ERR) (P;ln)]]M)

where for all j € {1,...,n}, the formulas @{, cee @{j are those ¢1, ..., ., for which there is a
corresponding idfC in ¢; (the <pg s appear in the same order as their corresponding idﬁfs in ¢;).

If & is a class of pointed C-models, the triple (Lc,&c, |- ) is a logic called the molecular
logic associated to Ec and C.

As one can easily notice, every atomic logic can be canonically mapped to an equi-expressive
molecular logic: each atomic connective ® of type signature (k, k1,...,k,) of the given atomic
logic has to be transformed into the molecular connective of skeleton ®(id,1€1, ...,idy ). Note
that the id%c are in fact specific atomic connectives whose associated relations are the identity
relations.

Example 4.4. Modal logic with a neighborhood semantics, temporal logic and modal intuition-
istic logic are examples of molecular logics, but in fact all logics such that the truth conditions
of their connectives are expressible in terms of first-order formulas are molecular logics. See [5]
for more details.

5 Boolean Atomic and Molecular Logics

Atomic and molecular logics do not include Boolean connectives as primitive connectives. In
fact, they can be defined in terms of specific atomic connectives, as follows.

Definition 5.1 (Boolean connectives). The Boolean connectives called conjunctions, disjunc-
tions, negations and Boolean constants (of type k) are the atomic connectives denoted, respec-
tively:

B = {Ak, Vi, 7, Ths Li | k € N*}

The skeleton of Ay is (1,+,3, (k, k, k), (+,+)), the skeleton of vy is (1, —,V, (k, k, k), (+,+)), the
skeleton of — is (1,+,3, (k, k), —), the skeleton of Ty is (1,+,3,k) and the skeleton of Ly is
(1,—,V, k).

In any C-model M = (W, R) containing Boolean connectives, the associated relation of any
Vi or Ag is Ry, = Ry, = {(w,w,w) | w € W*}, the associated relation of any - is R-, =
{(w,w) | w € W*} and the associated relation of any Ty or L is Ry, = Ry, = Wk.

We say that a set of atomic or molecular connectives C is Boolean when it contains all
conjunctions, disjunctions, constants as well as negations Ag, Vg, Tk, Lg, 7g, for k ranging over
all input types and output types of the connectives of C. The Boolean completion of a set
of atomic or molecular connectives C is the smallest set of connectives including C which is
Boolean. A Boolean atomic or molecular logic is an atomic or molecular logic such that its set
of connectives is Boolean.



Proposition 5.2. Let C be a Boolean set of atomic connectives and let M = (W, R) be a
C-model. Then, for all k € N*, all p,% € L¢, if k(p) = k() =k, then

(g £ wh
[L]Y 20
[kl = Wr =[]
[ Ae )T & [el™ Nyl
[eVe )™ £ [el™uy]™.

It turns out that Boolean negation can also be simulated systematically at the level of atomic
connectives by applying a transformation on them. The Boolean negation of a formula then
boils down to taking the Boolean negation of the outermost connective of the formula. This
transformation is defined as follows.

Definition 5.3 (Boolean negation). Let ® be a n—ary connective of skeleton (o, 4, B, k, £1,...,4,).
The Boolean negation of ® is the connective —® of skeleton (o, —+, — /B, k,—+1,..., —=,,) where
—E £ 3if E=Vand —&E £V otherwise, which is associated in any C-model to the same rela-
tion as ®. If ¢ = ®(p1,...,p,) is an atomic formula, the Boolean negation of ¢ is the formula

—p & —®(p1,...,0n)

Proposition 5.4. Let C be a set of atomic connectives such that —® € C for all ® € C. Let
© € Lc of type k and let M = (W, R) be a C-model. Then, for allw € W*, w € [—p]M iff
w ¢ [p]™.

6 Logical generalities

These definitions are very general and apply to any kind of logical formalism. Our approach
to defining logics is somehow more ‘semantic’ in that respect than the usual proposals [9]. It
corresponds in fact to the “abstract logics” of Garcia-Matos & Véédnéanen [19] and to the “rooms”
of Mossakowski et al. [29].

Definition 6.1 (Logic). A logic is a triple L = (£, E, |= ) where

e L is a language defined as a set of well-formed expressions built from a set of connectives
C and a set of atoms P;

e F is a class of pointed models or frames;

e |= is a satisfaction relation which relates in a compositional manner elements of £ to
models of F by means of so-called truth conditions.

A L-consecution is an expression of the form ¢ |- 1, |~ or ¢ |-, where ¢, € L. O
Our definition of a calculus and of an inference rule is taken from [28].

Definition 6.2 (Conservativity). Let L = (£,E, =) and L' = (£, E’, =) be two logics
such that £ C L'. We say that L’ is a conservative extension of L when {9 € L | = L¢} =
cnf{o el | B¢} O

Definition 6.3 (Calculus and sequent calculus). Let L = (£, E, |= ) be a logic. A calculus P
for £ is a set of elements of £ called azioms and a set of inference rules. Most often, one can
effectively decide whether a given element of £ is an axiom. To be more precise, an inference
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rule R for L is a relation among elements of £ such that there is a unique [ € N* such that,
for all ¢, p1,...,¢ € L, one can effectively decide whether (p1,...,¢1,¢) € R. The elements
Y1, ..., are called the premises and ¢ is called the conclusion and we say that ¢ is a direct
consequence of p1,...,p; by virtue of R. Let I' C £ and let ¢ € L. We say that ¢ is provable
(from T") in P or a theorem of P, denoted Fp ¢ (resp. I' Fp ¢), when there is a proof of ¢ (from
T') in P, that is, a finite sequence of formulas ending in ¢ such that each of these formulas is:

1. either an instance of an axiom of P (or a formula of I');
2. or the direct consequence of preceding formulas by virtue of an inference rule R.

If S is a set of L—consecutions, this set S can be viewed as a language. In that case, we call
sequent calculus for £ a calculus for S.

Axioms and inference rules are often represented by means of aziom schemas and inference
rule schemas, that is, expressions of the following form, depending on whether we deal with
formulas of £ or L—consecutions:

Axiom schemas:

a A B

Inference rule schemas:

a1 ... Qg AFB ... A, B,
a AL B

where aq,...,ay,,a are built up from wvariables often denoted ¢,,... and the connectives of

C and, likewise, A1,...,A,, B1,...,B,, A, B are built up from variables often denoted X,Y, ...
and the connectives of C. In this representation, inference rules and axioms schemas are closed
by uniform substitution: each variable can be replaced uniformly by any well-formed expression
of £ and this yields an instance of the inference rule.

An inference rule R’ is derivable from an inference rule R in P when there is a finite sequence
of rules Ry,..., R, of P all different from R’ and with at least one of them equal to R, such that
R' = Rjo...0R,. An inference rule R is equivalent to another inference rule R’ in P when R’ is
derivable from R in P and vice versa. A calculus is equivalent to another calculus (for the same
language) when every axiom and inference rule of the first calculus is provable or derivable in
the second, and vice versa.

Definition 6.4 (Truth, validity, logical consequence). Let L = (£, E, =) be a logic. Let M € E,
@ € L. If T is a set of formulas or inference rules, we write M = T' when for all ¢ € T, we have
M = ¢. Then, we say that

e o is true (satisfied) at M or M is a model of ¢ when M |= p;
e o is a logical consequence of T, denoted I' = L, when for all M € E, if M =T then M = ¢;
e ¢ is valid, denoted |= ¢, when for all models M € E, we have M = .

Definition 6.5 (Soundness and completeness). Let L = (£, E, =) be a logic. Let P be a
calculus for £. Then,

e P is sound for the logic L when for all ¢ € L, if Fp ¢, then | L.

e P is (strongly) complete for the logic L when for all ¢ € £ (and all ' C L), if |= L, then
Fp ¢ (resp. if T' = Ly, then T p ¢).

When P is a sequent calculus for a set of L—consecutions S, we sometimes say by abuse that
P is sound and complete for (£, E, =) instead of (S, E, = ).
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7 Display calculi for atomic and molecular logics

7.1 Structures and consecutions for atomic logics

In order to provide a sound and complete calculus for an atomic logic based on a set of connectives
C C C, we will need to resort to the connectives of C which are in the orbits of the free action
ap, * B, (for appropriate ns). We introduce these extra connectives in the language as structural
connectives.

Definition 7.1 (Structural connectives). (Atomic) structural connectives are copies of the con-
nectives: for all sets of atomic connectives C, its associated set of structural connectives is denoted
[C] £ {[®] | ® € C}. For all atomic connectives ®, the arity, signature, type signature, tonicity
signature, quantification signature of [®] are the same as ®. Structural connectives are denoted
[P, 1], [p2],- .- and [®], [®1],[®2],... For each k € N*, we also introduce the (Boolean) struc-
tural connective associated to the Boolean connectives Ay, Vi, denoted ,; and often simply

by abuse and the structural constant associated to the constants Ty and 1, denoted Iy and
often simply I by abuse.

Definition 7.2 (Structural atomic language and consecutions). Let C be a set of atomic connec-
tives. The structural atomic language [Lc] is the smallest set that contains the atomic language
Lc, the structures *p for all ¢ € L as well as [P(C)] and that is closed under the structural
connectives of [C]U { ,x | k € N*} while respecting the type constraints. Its elements are called
structures and their types are defined like for formulas of Lc.

A Lc-consecution (resp. [Lc]-consecution) is an expression of the form ¢ |—1) (resp. X -Y),
where o, € LE are of the same type, for some k € N* (resp. X,Y € [Lc] are of the same type,
for some k € N*). The set of all Lc—consecutions (resp. [Lc]-consecutions) is denoted Sc (resp.

[Sc)).-
Elements of L¢ (resp. [Lc] and [Sc]) are called formulas (resp. structures and consecutions);
they are denoted ¢, v, a,... (resp. X,Y,A,B,...and X Y, A} B,...). O

Definition 7.3 (Boolean negation). Let X € [L] be a structure. The Boolean negation of X,
denoted +X, is defined inductively as follows (—® was defined in Definition [5.3)):

[-®] (X1,...,X,) UHX=[®](X1,...,X,)
(*Xl y *XQ) if X = (Xl y XQ)

*X 21 if X =1
® if X =x*¢p
*( fX=pel

Definition 7.4 (Formula associated to a structure). Let C be a set of atomic connectives. We
define inductively the function 7o and 71 from structures of [Lc] to formulas of Lc as follows: for
all i € {0,1}, all ® € C of skeleton (o, &, B, k, (+1,...,%,)),

o = T
7'1(1) é 1
7i(¢) £ ¥
i (%) £ P
(X YY) £ (10(X)Ar10(Y))
(X, Y) £ (n(X)Ve7(Y))
(@] (X1, Xn)) £ @, (X0), ., 7, (Xn)
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(X if +; =
where for all j € [1;n], 7, (X;) £ i Xs) 1 / +.
Tl—i(Xj) if :tj = —
Then, we define the function 7 from [Lc]-consecutions of [Sc| to Lc—consecutions of Sc as
follows:

TXEY) 2 nX) ()

Instead of a single structural connective , , we could introduce two Boolean structural
connectives [A], [V] as a copy of the Boolean connectives A, V, like for the other atomic connectives
®. This would not be usual but in line with our approach. This would greatly simplify the
definition of the function 7 since the interpretation of the structural connectives would then
not be context-dependent as here. In particular one would not need two functions 7y and 7
but only one. We proceed as follows on the one hand in order to stay in line with current
practice and on the other hand because it simplifies the subsequent calculus GGL¢ of Figure
we use one structural connective (, ) instead of two ([A] and [V]). This said, it would be
easily possible to adapt and rewrite the calculus GGL¢ with these two structural connectives
[A] and [V]: the structural connective , would need to be replaced by [A] in the premise
of (drz) and in (BF),(ClF),(KF),(AF),(IF) and by [V] in the conclusion of (dry) and in
(+B),(+Ch,(FK),(F V) (see below). The same comment applies to I: we could introduce two
structural connectives [T] and [L] instead of a single one and obtain a more uniform calculus.

Definition 7.5 (Interpretation of atomic structures and consecutions). Let C be a set of atomic
connectives and let M = (W, R) be a C-model. We extend the interpretation function [-]* of
Lc in M to Lc—consecutions of Sc as follows: for all ¢, € Lc and all w € W, we have that
w € [p - p]M iff if w € [p]™ then w € [¢]™, we have that w € [ | ¢]™ iff w € [¢]™ and
we have that w € [ - [M iff w ¢ [¢]™. We then extend in a natural way the interpretation
function [-]™ of Lc¢ in M to [Lc]-consecutions of [Sc] as follows: for all X € L¢, all X Y € [S(]
and all w € W, we have that w € [X | Y]™ if, and only if, w € [7(X | Y)]M. If & is a class
of C-models, then the satisfaction relation |- C &c x [Sc] is defined like for formulas of L.

7.2 Display calculi for Boolean atomic logics

Our calculus is defined relatively to an orbit of connectives by the free action v, *3,. This means
that if we have a basic atomic logic defined on the basis of some connectives C and if we want
to obtain a sound and complete calculus for that logic, we need to consider in the proof system
the following associated set of connectives. This is because in the completeness proof, we need
to apply the abstract law of residuation (of Definition for any arguments j and consider the
Boolean negation for each connective.

O(Q) 2 (CNB)U | Ou,us, (® 3)
®eC-B
(CnB)U U {rn—...—"Tm® | ®is of arity n and 71,..., 7 € &py1}
®eC—B

Definition 7.6. Let C be a Boolean set of atomic connectives. We denote by GGL¢ the calculus
of Figure [3| where the introduction rules (- ®) and (® ) are defined for the connectives ® of C,
where the rule (dry) is defined for the elements 7 of an arbitrary set of generators of &,,11 (for
each n ranging over the arities of the connectives of C) and where the structural connectives [®]
range over [O(C)].
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Structural rules:

X, V)-Uu XHU
v, xro @Y x, nro &Y
X, X)HU ILU
Ube bV .

vrv
Display rules:

S([®], X1, Xp, Xns1) (dr)) (X, V)2 (o)
S ([T@} ,X.,-(l), ‘e aXT(n)aXT(n-i—l)) ! X }7 (Z s *Y) 2
Introduction rules:

UFI
TFrtY A=
IHU

I#i‘l‘O_T) T#U(Tl_)
Uk xp xp U
vF 7 EEANE
Ule U9y p-U
UFag O wropo "
Uy U U
v Y wvoro VP

Ul}*Vl Un#Vn S([@],gﬁl,...,gﬁn,U)

(F®)

(®F)

S([®]7X1,...,Xn,®(§01,...,(pn)) S(@,QDl,...,QDn,U)

In rules (- ®) and (® I), for all ® € C of skeleton x = (o, &, B, k, (£1,...,4,)):
Xjt g if £+ (E)=-

such that, in rule (- ®), for all j X is not empty and if ¢; is empty for some j
then ®(¢1,...,¢n) is also empty.

e for all j € [1;n], we set U; |-V A{

X1, ., X)X ifB=3

fi 1l ce y ,S y X1y, X, X £
o forall cc {®,[®]}, S(c, X1 ) {XFC(Xh-n»Xn) if B=V

If X is empty then *X is empty and (X , V) and (Y, X) are equal to Y.

Figure 3: Cgleulus GGLc




Theorem 7.7 (Soundness and strong completeness). Let C be a Boolean set of atomic connec-
tives such that O(C) = C. The calculus GGLc is sound and strongly complete for the Boolean
basic atomic logic (Sc, Mc, |- ).

e The axioms and inference rules for atoms p are special instances of the rules (- ®) and
(® ) of Figure 3l With ® = p, we have that n = 0 and, replacing ® with p in (- ®), we obtain
the inference rules below. Note that (F p) is in fact an axiom.

S([p], X
.5
S (p, X)

®F-X ifE=3
XFk® iftE=V
Hence, for all p = (Id, &, &, k), if & =3 then (- p) and (p ) rewrite as follows:

= lp] =X
P L W @

and if & =V then (F p) and (p ) rewrite as follows:

Y e o) ®)

Note that in both cases, the standard axiom p |- p is derivable by applying (p ) once again
to [p] por pk [p]. If [p] is replaced by T and p by T in the first pair and if [p] is replaced by I
and p by L in the second pair then we obtain respectively the operational rules (|- T), (T |- ),
(LF)and (|- L) of Kracht [24] and Belnap [7]. This is meaningful since truth constants can be
seen as special propositional letters, those that are always true or always false. Then, one needs,
like in the calculus DLM of Kracht [24], to impose some conditions on these atoms by means of
the structural inference rules (I+) and (@ +) so that these special atoms T and L do behave as
truth constants, as intended. The reading of I, either as T or as |, could be separated by means
of two structural constants, like for the structural connective , . Alternatively, one can easily
prove that adding the following axioms to our calculus GGL¢ is enough to capture the standard
truth constants T and L:

where, if ® is p or [p], then S(®, X) £

T @h) = T

Atomic logics have four different propositional letter skeletons of type 1: (Id,+,V, 1), (Id, +, 3, 1),
(Id, —,¥,1), (Id, —, 3,1). Their eight introduction rules are the same as the eight rules (1), (L), (T), (0)
of Belnap’s display calculus for linear logic [8, p. 19]. Hence, with appropriate structural rules,
our four propositional letter skeletons of type 1 can stand for the four propositional constants of
linear logic.

e The Boolean operator * transforms the structures on which it is applied. It does not
function as an operator applied externally on structures, it modifies them internally. Hence, for
example, for any structure [®)] (X1,..., X,), * [®] (X1,...,X,) is equal to [-®] (X1,...,X,). In
that sense, it is formally different from the usual structural connective * used in display logics,
even if its semantic meaning is the same (it behaves as a Boolean negation). Moreover, because
by Definition[7.3]**X = X, the following rule is a reformulation of the display rule (drs) (premise
and conclusion are turned upside down):

X, 2)
(X, +2) Y
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e In the calculus GGL¢, we do not need to consider all permutations 7 of the symmetric
group &,41. In fact, it suffices to consider only a set of generators of &, 1 because rules
for any permutations are derivable from these rules for generators as the following proposition
shows. One could naturally consider transpositions because they generate the symmetric group
and correspond to residuation operations. One could consider as well other generators of the
symmetric group 6,1, such as the pair {(n n+1),(1 2 ... n+ 1)} or the set of generators
{(12),(23),...,(ii+1),...,(nn+1)} or (12) together with the 3—cycles (see Section [2).

7.3 Display calculi for atomic logics

Until now, our display calculi are sound and complete for logics including the Boolean connectives.
However, we would like to obtain calculi for plain atomic logics, without Boolean connectives.
Indeed, we consider the latter to be more primitive than Boolean atomic logics because even
the Boolean connectives can be seen as particular atomic connectives, interpreted over special
relations (identity relations, see Example [3.8)). These special relations are obtained at the proof-
theroretical level by imposing the validity of Gentzen’s structural rules. So, in this section, we are
going to define sound and complete calculi for (plain) atomic logics, without Boolean connectives.

Before dealing with this issue, we prove that the cut rule can be eliminated from any proof of
GGLc. This result relies on the fact that our atomic calculi are in fact display calculi and enjoy
the display property: every substructure of a consecution provable in GGL¢ can be displayed as
the sole antecedent or consequent of a provably equivalent consecution.

Theorem 7.8 (Cut-elimination). Let C be a set of atomic connectives. The calculus GGL¢ is
cut—eliminable: it is possible to eliminate all occurrences of the cut rule from a given proof in
order to obtain a cut-free proof of the same consecution.

As usual in proof theory and ever since Gentzen [20], the fact that the cut rule can be
eliminated from any proof is of practical and theoretical importance and we easily obtain a
number of significant results about our logics. This also holds in our setting.

Theorem 7.9 (Conservativity). Let C, C' be sets of atomic connectives. If CC C then the logic
(Scy, Mc, |- ) is a conservative extension of the logic (Sc, Mc, |- ).

Theorem 7.10 (Soundness and strong completeness). Let C be a set of atomic connectives. The
calculus GGLc is sound and strongly complete for the basic atomic logic (Sc, Mc, |- ).

The difference between the above theorem and Theorem [I.7] is that the set of connectives
C considered is not assumed to be such that C = O(C) (we recall that O(C) is defined by
Expression ) This said, all connectives of O(C) do appear in the calculus, but only as
structural connectives.

Definition 7.11. Let C be a set of atomic connectives without Boolean connectives. We denote
by GGLY the calculus of Figure {4 where the introduction rules (- ®) and (® F) are defined for
the connectives ® of C, where the rule (dry) is defined for the elements 7 of an arbitrary set of
generators of &,,41 (for each n ranging over the arities of the connectives of C) and where the
structural connectives [®] range over [O(C)].

The calculus GGLY is in fact the calculus of Figure [3] where the structural rules and the
introduction rules for the Boolean connectives have been removed and where the display rule dry
has been replaced by the display rule (drj).

Theorem 7.12 (Soundness and strong completeness). Let C be a set of atomic connectives
without Boolean connectives. The calculus GGL% is sound and strongly complete for the basic

atomic logic (82, Mc, |- ).
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Display rules:

S([®]’X17---aXn7Xn+1) X}fY ,
dr)  ——— (dr)
S ([T®} 7X‘r(1)7 v aX‘r(n)a X‘r(nJrl)) Y }* * X

Introduction rules:

UV ... U, bV,
S([®]7X13--~7Xn7®(9017"'79071))

S([®]7@17"'7@H7U)
S(®5§017"';§0n7U)

(- ®) (®F)

In rules (- ®) and (® F), for all ® = (0, £, (E, (£1,...,+,))) € C:

Xjfop; if 4+ (E)=-

il X5 if £+ (B) = +

such that, in rule (- ®), for all j X is not empty and with the convention that
if ¢; is empty for some j then ®(¢1,...,pn) is also empty.

*(X1,..., X)X ifE=3
X x(Xy,...,X,) ifE=V.

e for all j € [1;n], we set U; |-V A{

o for all x € {®,[®]}, S(x, X1,..., X, X) =

Figure 4: Calculus GGLY

7.4 Display calculi for molecular logics

In this section, we provide display calculi for molecular logics whose connectives are so-called
‘universal’ or ‘existential’. Universal and existential molecular connectives are essentially molec-
ular connectives such that the quantification patterns of the quantification signatures of their
successive atomic connectives are of the form V...V or 3...3 respectively. They essentially
behave as ‘macroscopic’ atomic connectives of quantification signatures V or 3.

Definition 7.13 (Universal and existential molecular connective). A universal (resp. existential)
molecular skeleton is a molecular skeleton ¢ different from any id}, for any k,I € N* such that
E(c) =V (resp. A(c) = 3) and such that for each node of its decomposition tree labeled with
® = (0,4, B, k, (£1,...,%,)) and each of its jth children labeled with some ®; € C such that
the subtree generated by this j** children contains at least one idfc, we have that E(®;) = +; /.
A universal (resp. existential) molecular connective is a molecular connective with a universal
(resp. existential) skeleton.

Example 7.14. On the one hand, the molecular connective ®(p,id.) is a universal (resp. ex-
istential) molecular connective if B(®) = V (resp. B(®) = 3). Likewise, D (id}, 0id?) and
®(<idl, p) are universal and existential molecular connectives respectively. On the other hand,
the molecular connectives 0O ~id} and D (Oid}, Did?) are neither universal nor existential molec-
ular connectives.

Definition 7.15. Let C be a set of molecular connectives which are either universal or existential.
The calculi GGL(C)’* and GGL¢ are the display calculi such that:

e the introduction rule for each molecular connective of C is the composition of the intro-
duction rules of the atomic connectives which compose it;
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e the display rules are those which are associated to each atomic connective that appears in
a molecular connective of C;

e the structural rules of GGL¢ are the same as those of GGL¢ (GG Lg’* does not contain any).
Note that if C are atomic connectives then GGL%* and GGL{ are GGLY and GGLc respectively.

Theorem 7.16 (Soundness and strong completeness). Let C be a set of molecular connectives
which are all either universal or existential. If C is without Boolean connectives then the calculus
GGL%* is sound and strongly complete for the molecular logic (82, Mc, |- ). If C is Boolean then
the calculus GGLE is sound and strongly complete for the Boolean molecular logic (Sc, Mc, | ).

8 Hilbert calculi for atomic logics

In this section on Hilbert systems, we define the notion of provability (deducibility) from a set
of formulas, i.e. T’ Fp ¢, differently, like for modal logic [12, Definition 4.4]. If L = (£, E, )
is a Boolean atomic logic and we have that I' C £ and ¢ € L of type k, then we say that
@ is provable from I' in a proof system P for L, written I' Fp ¢, when Fp ¢ or there are
n € N* and ¢1,...,0, € T such that Fp (p1 Ak ... Ak n) =k © (we use the abbreviation
© =1 Y 2 (mpp Vi ¥)). The notion of strong completeness of a Hilbert calculus is defined like
in Definition (that is, ' |- Lo implies T Fp ¢).

Definition 8.1. Let C be a Boolean set of atomic connectives. We denote by GGL¥ the calculus
of Figure 5| restricted to the axioms and inference rules which mention the Boolean and atomic
connectives of C.

Theorem 8.2 (Soundness and strong completeness). Let C be a Boolean set of atomic connec-
tives such that O(C) = C. The calculus GGL? is sound and strongly complete for the Boolean
basic atomic logic (Lc, Mc, ).

9 Related work and conclusion

The DLE-logics introduced by Greco et al.. [23] are similar to our basic atomic logics. Their
families F and G correspond in our framework to connectives of “quantification signatures” 3 and
V respectively. Likewise, their order types correspond in our framework to “tonicity signatures”.
Hence, several of their notions correspond to notions introduced by Dunn’s gaggle theory [13 [14].

The main difference between their and our work is that we prove the completeness of our cal-
culi w.r.t. a Kripke-style relational semantics. We also introduce a generalized form of residuation
based on the symmetric group which is novel. Unlike them, we originally introduce the Boolean
negation as a primitive connective, even if one can dispose of it after proving cut elimination.
An important difference between Greco & Al’s DLE-logics and our atomic and molecular logics
lies in our introduction and use of types and in the fact that we consider compositions of atomic
connectives as primitive connectives. These generalizations are motivated at length in [5]. Basi-
cally, some logics/protologics cannot be represented without the use of types, such as temporal
logic [B, Example 8], arrow logic, many-dimensional logics [27] and first-order logic. This use of
type is crucial to represent these logics and it is also instrumental in showing that any protologic
is as expressive as a molecular logic, which constitutes the main result of [5]. It complexifies the
soundness and completeness proof of the present article w.r.t. the soundness and completeness
proof of [2] for gaggle logics, which are actually atomic logics of type (1,1,...,1). This said, one
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Axiom schemas:

T,-L1 (Ao)
(= (e Ne)) (A1)
((p A1) = ) (A2)
(o =) = (=W Ax) = =(x N ) (Az)
@ (01,5 0n) & — @ (01, 0n) (Aq)
For all ® of skeleton (o, %, k, (3, (%1, . . G Ej e, ER))):

if £, = + then

(B(@1y 103 V&) > (D@15 om) VOBL, o1& 00)) (As)
if £; = — then
(®(5017)§0]/\<P;77§Dn)_>(®(5017»§0]’79071)\/@(5017)@;7’9071))) (AG)
For all ® such that B(®) = 3: ®(p1, .-, 75 ® (91, ., Pn)s- - 0n) = 95 (A7)
For all ® such that B(®) =V :¢; = ®&(¢1,...,7 ® (P1,...,@n)s--.,Pn) (Ag)
Inference rules:

from ¢ and (¢ — ), infer ¢ (MP)
For all ® of skeleton (o, %, k, (¥, (£1,...,%4,...,%n))):

if £; = 4 then from ¢, infer ® (¢1,...,95,...,¢n) (R1)
if £; = — then from —yj, infer ® (¢1,...,94,...,9¢n) (R2)

For all ® of skeleton (o, %, k, (3, (%1, . . Gty ER))):
if ;5 = + then from ¢; — v, infer ® (¢1,...,95,...,¢n) = ®(P1,...,Yj,...,n) (R3)
if £; = — then from ¢; — 1;, infer ® (p1,...,%;,...,0n) = ®(P1,...,@j,---,Pn) (Ra)

Figure 5: Calculus GGL*

of the main differences with the work of Palmigiano & Al. remains the fact that we are able to
define automatically from the connectives of a given atomic logic (or specific molecular logics)
sound and strongly complete display and Hilbert calculi in a generic fashion together with their
Kripke-style relational semantics for which they are sound and complete. In particular, they do
not provide a Kripke-style relational semantics to their DLE-logics, only an algebraic one which
more or less mimics the axioms and inference rules of their DLE-logics. Our proofs of soundness
and completeness w.r.t. the Kripke-style relational semantics resorts to the results of Dunn’s
gaggle theory and are not straightforward.

Atomic logics are logics of residuation to which types are added. Residuated logics have been
extensively studied in the algebraic approach to logic [I8]. However, it still remains to propose
and adapt these algebraic approaches and semantics to our atomic and molecular logics and
to show how a proof of completeness for atomic and molecular logics w.r.t. to our Kripke-style
relational semantics can be obtained, as well as the other results in our series of articles. In
that respect, the duality theory relating the algebraic and our Kripke-style relational semantics
remains to be developed for atomic and molecular logics, in the spirit of the one for modal logic
for example [12] Section 5] or for other non-classical logics like in Bimbo & Dunn [I1].
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Proofs of Propositions [2.3], [3.3], [5.2] and

They are without particular difficulty, it suffices to check the definitions.
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B Proofs of Theorems [7.7 and [8.2

The proof of Theorem [7.7] is similar to the proof of Theorem [8:2] and follows the same steps as
in [2]. So, we only prove Theorem The proof for that theorem needs to be changed and
is different from the proof in [2] because we need to take the types into account as well as a
different notion of provability /deducibility.

Theorem B.7 (Soundness and strong completeness). Let C be a set of atomic connectives such
that O(C) = C. The calculus GGL? is sound and strongly complete for the Boolean basic atomic
lOgiC ([’IEHMCz Hﬁ )

In this section, the set of atomic connectives C considered is such that O(C) = C and contains
a connective of input or output type 1 and a propositional letter of type 1.

We provide the soundness and completeness proofs of Theorem We adapt the proof
methods introduced in [I], based on a Henkin construction, to our more abstract and general
setting. We start by the soundness proof.

Lemma B.8. The calculus GGL? is sound for the Boolean basic atomic logic (Lc, Mc, |- ).

Proof. Without particular difficulty. It follows the same line as in [2] and relies on the results of
Dunn’s gaggle theory. O

The completeness proof uses a canonical model built up from maximal GGLéLconsistent sets.
First, we define the notions of GGLX —consistent set and maximal GGL¥—consistent set.

Definition B.9 ((Maximal) GGLY consistent set). Let k € N*.

o A kaGch"fconsz'stent set is a subset I' of £ such that there are no ¢1,..., ¢, € I' such
that |— % —(p1 A ... Apn). If ¢ € LE, we also say that ¢ is kaGL? —consistent when the
set {¢} is k-GGL¥ consistent.

o A mazimal k-GGL¥ ~consistent set is a k-GGLH¥ —consistent set T' of LY such that there is
no ¢ € Lk satisfying both ¢ ¢ T and T'U {} is k- GGL¥ consistent. O

Lemma B.10 (Cut lemma). Let I' be a mazimal kaGch'[ —consistent set. For all ¢ € T and all
e Ly if (e — ) theny €T.

Proof. First, we show that T'U {¢} is k-GGLZ¥ consistent. Assume towards a contradiction that
it is not the case. Then, there are ¢1, ..., 1, € [' such that | 4—(¥ A1 A...Aty,) (x). Then,
by the axiom Az, we have that |- ((¢ = ¥) = (2(VAYIA. . AYw) = (V1A .. AR Ap))). By
assumption, |-4;(¢ — 1). Therefore, by Modus Ponens, |— 3 (=(¥AY1A. .. Ay) — =(h1 AL A
¥m A ¢)). Now, applying again Modus Ponens with (x), we have that |— 3—(t1 A... Aty Ap).

However, since ¢, 1, ...,1¢, € I', we have that I" is not kaGLz:'Lconsistent. This is impossible.
Thus, T'U {p} is k&-GGL¥ consistent. Now, since T' is a mazimal k-GGL¥ consistent set, this
implies that ¢ € T'. O

Lemma B.11 (Lindenbaum lemma). Any k:fGGL? —consistent set can be extended into a mazi-
mal k-GGL¥ —consistent set.
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Proof. Let ©1,92,...,%n,... be an enumeration of Eé (it exists because C is countable). We
define the sets I';, inductively as follows:

Iy2TD

oA LU {pn}t if T, U{p,} is k-GGLE consistent
et T, otherwise.

Then, we define the subset I'" of £ as follows: Tt = J T'y,.
neN

We show that I't is a maximal kaGLgfconSistent set. Clearly, for all n € N, T',, is k—
GGLZ;{fconsistent by definition of I',. So, if I't was not kaGL?C'Lconsistent, there would be a
ng € N such that ', is not kaGL?fconsistent, which is impossible. Now, assume towards a
contradiction that I'" is not a mazimal k-GGLE —consistent set. Then, there is ¢ € LE such that
@ ¢ Tt and T U {¢} is k-GGL¥ consistent. But there is ng € N such that ¢ = ¢,,. Because
@ ¢ I't, we also have that ., & Tpgt1. S0, Ty U {@n, } is not k-GGLE —consistent by definition
of I't. Therefore, Tt U {¢} is not k-GGLX consistent either, which is impossible. O

Lemma B.12. The following formulas are provable in GGL™: for all ¢,¢' € L,

(o =) (6)
(= = ) (7)
(o= (¢ = (pAg)) (8)
(e A¢') = ¢) 9)
(e V) A (e V=) = @) (10)
( )

o= (e A=) V(pAg))) (11

Proof. The set of axioms and inference rule A;, As, A3 and MP is known to be a complete axiom-
atization of propositional logic [28]. Since Expressions @7 are all validities of propositional
logic, they are also provable in GGL? (more precisely with Aq, Az, As and MP). O

Lemma B.13. Let ®(p1,...,0n) € LY with x = (o,%, &, (k, k1, ... kn), (£1,...,E5)). If
®(Q1,...,n) is k-GGLH —consistent then for all j € [1;n], +p; is kijGngfconsistent, where

05 2 FE=t
—py if £5=—

Proof. We prove it by contraposition. Assume that +;¢p; is k‘ijGLéLinconsistent. If+; =+
then |- y—¢p,. If £; = — then |- 3——¢; and therefore |- 3¢; because |- y—=—p; — ¢; is
provable. So, in both cases, applying Rules Ry or R,, we obtain that |~ —®(p1,...,9j,...,¢n).
Now, by A4, we have that |2 — ®(p1,...,9j,...0n) = @ (¢1,..., ¢, ... ¢n). Therefore, by
MP, we have that 4= ® (p1,...,9),... ) and thus ®(p1, ..., @) is k;fGGL?finconsistent.
O

Definition B.14 (Canonical model). Let C C C. The canonical model associated to C is the
tuple M¢ £ (W¢ R¢) where W€ is the set of all maximal kaGLZ:'Lconsistent sets of L&, for k
ranging over the output types of the connectives of C, and R€ is a set of relations Rg over W€,
associated to the connectives ® € C (of skeleton ) and defined by:

o if x = p = (Id, 4, &, k) then for all maximal k-GGL¥ consistent set I', T’ € R;t iff p e T
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o if x = (0,%,3,(k,k1,...,kn), (£1,...,%,)) then for all j € [1;n] and all maximal k;-
GGLH consistent sets Ty,
(Ty,...,Tpht1) € R%U iff for all vy1,...,0, € L¢, if o1 hy Ty and ... and ¢, M, T',, then
®(9017 ceey Qpn) € Fn-‘,—l;

o if x = (0,+,V,(k,k1,...,kn), (£1,...,£5)) then for all j € [1;n] and all maximal k;—
GGLH consistent sets Ly,
(Fl, Ce 7F7L+1) ¢ Réﬁa iff for all ©O1,---,Pn € EC, if @(@1, ey @n) € Fn+1 then ©1 1 IT'1 or
.or w, My T
el if+; =
where for all j € [1;n], p; h; [; £ Yi€l 1 J +. O
pi g1 if £ =—
Lemma B.15 (Truth lemma). For all ¢ € L%, for all mazimal kE-GGL¥ —consistent sets T, we
have that M¢,T |- ¢ iff p € T.

Proof. By induction on ¢. The base case ¢ = p € P holds trivially by definition of M¢.
e Case T and L.
They hold trivially by axiom Ag.
e Case —p.

Assume that —¢ € I' and assume towards a contradiction that it is not the case that
Me T |- =p. Then, M€, T |- ¢. So, by Induction Hypothesis, p € I'. Now, |- »—(pA—¢p) (that
is Expression @, - 2.(¢ — »)) and —¢ € T by assumption. Thus, I is not kaGLZ{‘fconsistent,
which is impossible. Therefore, M€, T |- —p.

Conversely, assume that M¢ T |- —p. Then, it is not the case that M¢,T |~ ¢, so, by Induc-
tion Hypothesis, ¢ ¢ T". Since I' is a maximal kaGL?fconsistent set, this implies that T'U {p}
is not kaGL?fconsistent. So, there are @1, ..., ¢, € I' such that - 4—=(p1 A...Ap, Ap). Now,
because of Expression @, we have that |- 4 (=—¢ — ¢). So, by MP and axiom Aj, we have
that |- 4=(e1 A... Apn A=mp). That is, % ((p1 A...Apn) = =) (x). Then, by Expression
and an iterative application of the cut lemma, we have that —p € T

e Case (¢ A 1).

We prove the following fact. This will prove this induction step because M T |- ¢ A o iff
Me¢ T |-y and M T |- iff ¢ € T and ¢ € T by induction hypothesis.

Fact B.16. For all mazimal k—GGLc—consistent sets T, (o AY) €T iff p €T and v € T, and
(V) eTl iff el ory eT.

Proof. Assume that ¢ € T'and 1) € T'. Then, since |-4(¢ — (¢ — (@A%))), we have by a double
application of the cut lemma that (o A1) € I'. Conversely, assume that (¢ A¢) € T'. Then, since
F #((p A1) = ), we have that ¢ € T’ by the cut lemma. Likewise, since |- #((¢ A ) — 1)
by Expression @D, we have that @ € I'. The second part of the proof is proved dually using the
fact proved in the previous induction step for = that for all maximal kaGLz:tconsistent sets I,
it holds that ¢ ¢ T iff ¢ € T O

24



Algorithm 1

Require: (p1,...,¢,) € E’él X ... X E’é” and a maximal k—GGLc—consistent set I' such that
@(901, LRI (pn) el with x = (07 :l:a Hv (ka kla RER) kn)7 (:l:h ey in))
Ensure: A n-tuple of maximal k;—~GGLc—consistent sets (I'y,...,I',) such that

RE°T,...T, T and 4191 € T,..., 2,9, € Ty
Let (09, .. .,9%), ..o, (7 ..., @™),... be an enumeration of L& x ... x LE;
Y= {11} ID = {£nnks
for all m > 0 do
for all (+),...,£)) € {+,—}" do

if ® (M1 1 D7) X1 (F107) o, (M, £, T) %, (E490)) € T then
PP =D U{(E el )

10: .
DI i= DU { (), )l
end if
end for
end for
15:
D= UMy D= U I
m>0 m>0

A{w if + = + A{/\ iy =+

where for all ¢ € LE, ¢ £ ; for all j € [I;n], x; =
PEFOTE T g itk = Jellink =9y e, -

Meleel} ifd; =+
V{-~eleel} if+;=—

Mjijrgné{

e Case ®(p1,...,pn) with x = (o, %,3, (k, k1, ..., kn), (£1,...,E0))-
First, we deal with the subcase & = 4.

Assume that ®(¢1,...,¢,) € . We have to show that M, T |- & (p1,...,¥n), i.e., there
are I'y,..., I, € M€ such that R%arl IpTand Ty M i) and ... and Ty M Jo,]. We
build these maximal k-GGLZ consistent sets T'y,...,T, thanks to (pseudo) Algorithm [1] (be-
cause it does not terminate). This algorithm is such that if & (M}y £+ I'y,..., X, +,T,) € T
then for all ¢1,...,¢, € L& there are (£],...,+)) € {+,—}" such that ®((X; £1 ') x;
(o), oo, (M £, T) X, (£L,0m)) € T. This is due to Expressions (10]), of Lemma [B.12]
and Axioms As and Ag. What happens is that each X; £; I'; is decomposed into disjunctions
(M5 £ T5) Apn) V(M5 5 T) A =) and conjunctions ((M; %5 Tj) V on) A((X; 5 T5) V —en)
depending on whether +; = 4 or +; = —. Then, each decomposition of X; £, I';, is re-
placed in Expression ® (X; £+ I'y,...,X,, £, ;). This is possible thanks to rules Rz and Ry
and this yields a new expression (x). This new expression (%) belongs to I' because I" is a
maximal kaGL?C'Lfconsistent set, by the cut lemma. Then, we decompose again (*) iteratively
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by applying Axioms As and Ag. For each decomposition, at least one disjunct belongs to I’
because (¢ V 9) € T implies that either ¢ € T or ¢ € T’ by Fact Finally, after having
decomposed each argument of ®, we obtain that there is (£},...,4/) € {+,—}" such that
@ (Mg £ T7) X (F107) 5o (K 0 T X (£5,000)) € T

Now, let m > 0 be fixed and assume that I'}" is kijGLyfconsistent. Then, ®((Mq =1 ') x4
(57, oy (M A, TI) X (F,07)) is k- GGLE —consistent because it belongs to the k;j~GGLE -
consistent set I'7*. Thus, by Lemma for all j € [1;n], if £; = + then ATT A £l is

k;~GGL¥ consistent and if +; = — then ATT A (=E)) e is k;j~GGLZ consistent. That is, in
both cases, 1";»”“ is kijGL?C"*consistent. We have proved by induction that for all m >0, I'T"
is k:ijGL?C'Lconsistent. Thus, I'y,..., T, are kijGLZ;{fconsistent. Moreover, for all j € [1;n],

I'; are mazimally kijGLZ:'Lconsistent because by construction for all ¢ € L either ¢ € T'; or
Y e Fj.

Finally, we prove that Ré"l"l ..., that is, we prove that for all ¢y, ..., 9, € E’é ifapy My Iy
and ... and ¢, m, T, then ®(¢1,...,%,) € I, that is, since I'y,...,I', are maximally k;—
GGL?fconsistent sets, if 191 € I'; and ... and £,%, € T, then ®(¢1,...,¢,) € I'. Assume
that £17; € I'; and ... and £,%, € I',,, we are going to prove that ®(¢1,...,1¥,) € I'. Now
(1, ... ) € LEV X .. x LE" 50 there is mg > 0 such that (¢}, ..., ©70) = (31, ..., 1,). Since
It €Ty and ... and "+t C T, we have that the tuple (4, ...,=+/,) satisfying the condi-
tion of line [8|of Algorithm |1{is (4, ...,+), because of the way FTOH,. .., Imo+1 are defined. So,
the condition of line |8 which is fulfilled, is ® ((Xy £1 I'T™) X1 7", ..., (M, £, T70) x,, @0) €
. Then, for all j € [1;n], if +£; = + then |5 (((X; £; I‘;”O) X cp;"‘)) — ¢}") and if +; = —
then | % (<p§”° = (< £ F;””) X j @2”“)). Therefore, applying rules Rz and R4, we obtain
that | 2 ® (K5 £1 7)) x1 07", ooy (M, £, T10) X, @I0) — ® (070, ...,0™0). Since we
have proved that ® ((Xy £1 I'T") x1 @7, ..., (X, £, T70) x,, o) € T, we obtain by the cut
lemma that & (7", ..., @) € T as well, that is ® (¢1,...,¢,) € T.

Conversely, assume that M€, T' | ®(¢1, .. ., @n), we are going to show that ®(¢1, ..., p,) € T.
By definition, we have that there are I'y,...,I';, € M¢ such that R%”I‘l IR and Ty [oq]
and ... and T',, M [p,]. By Induction Hypothesis, we have that ¢; h; 'y and ... and ¢, M, Ts.
Then, by definition of R%" in Definition we have that ®(¢1,...,0,) € T.

Second, we deal with the subcase £ =V.

Assume that ®(p1,...,0,) € I'. We have to show that M, T |- ® (p1,...,9n), i.c. for
all T'y,..., T, € M¢, (T'y,...,I,,T) € R%U or I'y thy 1] or ... or Ty My, [n]. Assume that
(Ty,...,T,,T) ¢ R%”. Then, since ®(p1, ..., p,) € I', we have by Definition [B.14|that ¢q M Ty
or ... or ¢, M, I'y. So, by Induction Hypothesis, we have that 'y My 1] or ... or Ty, My, [n]-

Conversely, we reason by contraposition and we assume that ®(¢1,...,¢,) ¢ I'. We are
going to show that M¢ T |- — ®(¢1,...,¢,) (we recall that —® is a connective of C), which
will prove that it is not the case that M¢,T |- & (p1,...,pn) by Proposition

Then, by Fact and because [ (¢ V —p), we have that = & (¢1,...,p,) € T or
®(p1,-.-,9n) € L. So, by assumption, = ® (¢1, ..., ¢,) € I'. Therefore, by the cut lemma, since
by Axiom Ay 2= ® (@1, .., 0n) = —®(p1,. .., pn) we have that —®(¢1,...,¢,) € I'. Hence,
this case boils down to the case & = 3 because —® = (o, —=%, (3, (—=%1,...,—=%,))). This case
has been proved in the previous item and we thus have that M, T |- — ®(¢1,...,Pn)- O

Lemma B.17. For all ®,®' belonging to the same orbit of C, we have that Rg = Rg.
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Proof. We prove this lemma using Axioms A7 and Ag. First, we prove that for all ®, ®" € C such
that there is 7 € 6,11 such that ® = 7®’, we have that Rg = Rg/. For that, it suffices to prove
that for all transpositions 7; = (j n + 1), we have that R, g = Rg because the transpositions
generate the symmetric group. Proving Rg C R;e or Ry C Rg for all 7; = (j n+ 1) is
enough, because by double inclusion we then have that Rg C R, ¢ C R;;,& = Re and thus
R@ = R-,—J.@.

e Case x = (O’,:l:,;'7 (k},kl, .. -7kn)7 (:l:l, .. -a:l:j—17+;:|:j+17~ . 7:|:n)) Then, Tji* = (TjO’, —:l:,v,
(kvkla"'7]{%)7(7:‘:17"'57:':]'—15+a7:|:j+17"'77:|:n))

Assume that (T'q,...,Tp1q) € R@”. We are going to show that (I'1,...,Tpy1) € R%ZB, ie.
(1, Dogt) ¢ REE7 e (Tyyoe Ty, Dogn Dy, Dy 1) & RG99, Let 01,00 €

A

Lk and assume that 7; ® (¢1,...,¢,) € T; and p1 M Ty and ... and ¢, M T, where ¢; th T;
i € I, if+;,=
Since (I'y,...,I',,Th41) € R%” and o1 M Iy and ... and 73 ® (¢1,...¢,) € ['; and ...
and ¢, M T, we have that M Tyiq |- ® (01,...,7 ® (@1,---,¢n)s---,Pn). So, by the
truth lemma, ®(p1,...,7 ® (@1, @n)s---,¥n) € Int1. Now, by Axiom A7, ®(p1,...,7; ®
(P1,---3©n)s- s ¢n) = @;. Therefore, p; € I', 41 by the cut lemma.

+. We want to prove that ¢; € I'y4 1.

o Casex = (o,%,3, (k, k1,...,kn),(—,...,—)). Then, mjx = (150, £,3, (k, k1,..., kn), (—, ..., —)).

Assume that (T'q,...,Tpt1) € Rg”, i.e. for all ¢1,...,p, € Elé? if p1 ¢ T; and ... and
©n ¢ Ty then ®(¢1,...,0n) € Ty (1). We are going to show that (I'y,...,Ty41) € Rfj"@, i.e.
(Ty,...,Tptq,... T, Ty) € Rigg, i.e. forall q,...,0, € LE if o1 ¢ T1and ... and ¢, & [ypq
and ... and ¢, ¢ T then 7; ® (¢1,...,¢n) € I';. Assume that 1 ¢ 'y and ... and ¢; ¢ T'pi1
and ... and ¢, ¢ I';,. We want to prove that 7; ® (¢1,...,¢n) € T';.

Since ¢; ¢ I'nq1, we have that ®(1,..., 7@ (¢1,...,90n), .-+, ¥n) &€ I'ny1 because of the cut
lemma since ®(p1,...,7; ® (P1,-.-,¥n)s- .- ¢n) — @©; by Axiom Az. Then, either ¢; € T'y or
pa€elyor...or 7, ®(p1,...,0n) ELj0r @jpq €y or... or ¢, €'y, because of (1). How-

€ever, Y1 ¢ F17- sy Pi—1 ¢ Fj—h Pi+1 é Fj-‘rla sy Pn ¢ Fn Therefore) Tj ® (<)01’ e ’Qon) € F]

o Case x = (O’, :I:,V, (]f, kl, ey k?n), (:l:l, N :‘:jfl, +, :l:j+17 ey :tn)) Then, Ti*x = (TjO’, 7:|:, 3,
(k, ki,..., kn)7 (—ﬂ:l, R BT S = T PN —:tn))

Assume that (T'y,..., Ty, Thi1) € Rg". We are going to show that (TI'q,...,[',,Tpi1) €
R, ie. (T1,...,Tn,Tny1) € REG de (1, Togn, Tign, ... T T) € R;jgw i.e. for all
O1yeeestpn € LE if o M Ty and ... and ¢; € ['yqq and @j4q M Tj4q and ... and ¢, th I, then

vi €l ?f —Ei= * Assume that ¢; MT'; and ... and

§01¢F2 lf—:ti:—

¢ € Tpyq and @i MT 41 and ... and ¢, M T,. We want to show that 7; ® (¢1,...,¢n) € T';.
Since ¢; € I'pyq and ¢; — ®(@1,...,7 @ (P1,-..,¢n),...,¢n) by Axiom Ag, we have by

the cut lemma that ®(p1,...,7 ® (©1,---,¥n),---¢n) € Tny1. So, METhir |- ® (o1,...,7;®

(©15-+-,¥n)s- -+, pn) by the truth lemma. That is, for all T, ..., T, € M€, either (T',..., T, Tpiq) €

R%” ornot o1 MT'y or ... or 7; ® (¢1,...,¢,) € T'jor ... or not ¢, T, (p; MT; is defined

above). Take (T'f,...,T7) = (T'y,...,Ty). Then, by assumption, (I'y,..., Iy, Tpi1) € R%U

and o1 h I’y and ... and @;—1 h T';_; and @41 th T'j4q and ... and ¢, th T'y. Therefore,

7 ® (1, -, ¢n) €T

7i®(p1,...,pn) €T where p; hT; £ {

o Casex = (0, %,V, (k, k1,..., k), (—,...,—)). Then, mjx = (150, £,Y, (k, k1,...,kn), (=, ..., —)).
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Assume that (T'y,...,Tpi1) € R%”, i.e. for all ¢1,...,¢n € LE if ®(p1,...,¢n) € [ny1 and
¢1 €Ty and...and ¢, € T, then ¢; ¢ T'; (2). We are going to show that (I'y,...,[y11) ¢ Rf_[j‘é*),
ie. (T,...,Tpt1,...,T0, 1) ¢ R?_:jgg i.e. for all 1,...,0, € LEIf 7, ® (¢1,...,9n) €; and
o1 € Iy and ... and ¢, € '), then ¢; ¢ I'yiq. Assume that 7; & (¢1,...,9,) € I'; (3) and
p1 €'y and ... and ¢,, € T',. We want to prove that ¢; ¢ I'ni1.

Assume towards a contradiction that ¢; € I'yy1. Then, by Axiom Ag and the cut lemma,
(P15 ® (P12, Pn)s--s9n) € Tyr. Now, o1 € Ty and ... and ¢;_;1 € T';_; and
@j+1 € Tj41 and ... and ¢, € T',. So, by (2), because (I'y,...,Ti1) ¢ RE7, we have that
Ti ® (p1,...,0n) ¢ T'j. This contradicts (3).

Second, we prove that Rg = R_g. Again, it suffices to prove that Rg C R_g.

e Casex = (o, £, 3, (k, k1, ..., kn), (£1,...,£5)). Then, —x = (0, —£,V, (k, k1, ..., kn), (—£1,. ..

(T1,...,Tpp1) € RE7 iff for all ¢y,...,0, € LE, if oy h T and ... and ¢, M T, then
pj ¢1; if+;=—
(T1,...,Tht1) € ij”@, ie. (T1,...,Tpy1) ¢ R:g” ie. for all p1,...,0, € L& if —®
QDjGFj if*:l:j:+

®(p1,...,0n) € T'nyr where p; M T'; = We are going to show that

(p1,---yn) €Tpgq theny ' Tyor... or g, M Ty, (1) where o; ' T'; = {

So, for all j, ¢; ' T'j is (not ¢, th I';). Therefore, (1) holds iff if ®(¢1,...,¢n) € I'nyr and
w1 MI'y and ... and ¢, M T, then not ¢; h I'; by Axiom Ay

iff if p1 My and ... and ¢, M T, then ®(p1,...,0,) € Tpi

iff (Ty,...,Tpy1) € Rg” which holds by assumption.

e Case x = (0, £,V, (k,k1,...,kn), (£1,...,%5)). It is proved like the previous case. O

Lemma B.18. We recall that M€ = (W€, R€) is the canonical model. There are a C-model
M = (W,R) and bijection functions fy : Wk — (Wc)k for each type k of C such that for all
¢ € L% and all (w1, ..., w) € WF, we have that M, (w1, ..., wg) |- ¢ iff M€, fr(wi,...,wg) |- .

Proof. Because C is plain by assumption, the languages Lc and Lg are countable for all k € N*.
Therefore, there are at most 280 maximal k-GGLZ consistent sets, for each k € N*. We are
going to show that there are in fact 2% maximal k:—GGL?—consistent sets, for each k € N*. To
prove it, we are going to define 2% maximal kaGLzz'Lconsistent sets.

C contains at least a connective ®q of skeleton o = (o, £, 3, (k, k1, ..., kn), (£1,...,%5)) and

therefore also a connective ® of skeleton x(, = (o/, +', 3, (k1, k, k2, ..., kn), (£, ..., £.)) because
O(C) = C. Because C is sane, there are atoms pa,...,p, € Lc of types ko, ..., k, respectively.
Then, let us consider the molecular connective ® = ®q(®y), p2, - . ., Pn). The molecular connective

® is of type signature (k, k) and its quantification signature is of the form 33. By assumption,
there is a propositional letter p; € C of type k. We consider the countable language Lc,, where

Co £ {pr, ®}:
Lcg @ @ == pp | @0

For all S C Lc,, one can show that I's £ SU{—¢ | ¢ € Lc, — S} is k- GGLE consistent by
building a Cp—model satisfying I's. The connective ® behaves as an existential modality < and
can be treated as such to construct the Cp—model. Moreover, each I'g is distinct by definition.
Therefore, there are at least 2% distinct maximal k-GGLY consistent sets. And thus, since
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it is also an upper bound, by the Schroder-Bernstein theorem, there are in fact 28 maximal
k-GGL¥ consistent sets.

The cardinality of the real numbers R is also 2%°. Using a standard argument of cardinal
arithmetic, for all & € N*, there are also 2%° tuples (wy,...,wy) of real numbers of size k.
Therefore, for each k € N*, we can define a bijection f; between the tuples of real numbers
(wy,...,wy) of size k, that is R¥, and the kaGLgfconsistent sets of the canonical model.

We define the C-model M = (W, R) as follows. The real numbers constitute the states of the
C-model M: we define W £ R. For all types k of C, a propositional letter p € C of type k holds
in a tuple (wy,...,wy) of k states of W iff p belongs to fx(ws,...,wg) in W€. For every ® € C
of skeleton x = (o, +, B, (k, k1, ..., kpn), (£1,...,%5)), if Rg is the k + k1 + ... + k,—ary relation
associated to ® in M, then for all wy,..., Wgik +.. +k, € W, we set R%”wl oo Whp kg +.. 4k, 1T
Rggfkl (’U}l, s 7wk1) o Sk (wk1+...+kn71+1’ s 7wk1+"'+kn71+kn)fk(wkl+-~-+kn+17 s >wk1+...+kn+k)
(Rg is the relation of the canonical model associated to ®). Then, M is clearly a C-model and
one can show by an easy induction on ¢ that for all ¢ € £§ and all (w1, ...,w) € W¥, we have
that Ma (wla- .. 7wk) Hﬁ ¥ iff Mcafk(wla v awk) Hﬁ Pp- U

Completeness proof. We prove that for all sets I' C L& and all p € L&, if T' |- ¢ holds then
@ is provable from I in GGLZ:{. We reason by contraposition. Assume that ¢ is not provable
from T' in GGLY. That is, there is no proof of ¢ in GGL¥ from I'. Hence, I' U {—¢p} is k-
GGL?fconsistent. So, by Lemma it can be extended into a maximal kaGL?fconsistent
set IV such that {—p} UT C I”. Now, I is a state of the canonical model M°¢. Then, by the
truth Lemma [B.15 we have that (M¢,I") |- I' U {~y}. Finally, by Lemma we have that
(M, f7HT) |- T U {=¢}, with (M, f,_*(I")) a pointed C-model. Therefore, it is not the case
that T |- ¢. O

C Proofs of Theorems [7.8, [7.9] [7.10| and

The proofs are the same as in [2].

D Proof of Theorem [7.16

Theorem D.6 (Soundness and strong completeness). Let C be a set of molecular connectives
which are all either universal or existential. If C is without Boolean connectives then the calculus
GGLY* is sound and strongly complete for the (molecular) logic (S, Mc, |- ). If C contains
Boolean connectives then the calculus GGLE is sound and strongly complete for the (molecular)

logic (Sc, Mc, |- ).

Proof sketch. The proofs with and without Boolean connectives are the same. We first consider
the set C’ of atomic connectives associated to C and the display calculus GGL¢ . Every consecution
X Y of Sc can be canonically translated into a consecution ¢(X) |- ¢(Y) of Sc/. Since by
Theorem GGLc is sound and strongly complete for the basic atomic logic (Sc/, Mc, |- ),
if t(X) |- ¢(Y) is valid then it is provable in GGLc:. Now, we have to show that the proof of
t(X) - t(Y) in GGLc can be translated into a proof of X |- Y in GGL¢. Given a proof of
t(X) = t(Y) in GGL¢, the translation basically boils down to replace any sequence of inference
rules of the form Ro Sjo...05, o R where R, R’ are introduction rules and Si,...,S, are
structural or display rules into a sequence of inference rules of the form Ro R’ o0 S{o...05),
proving the same consecution. This follows from the fact that GGLc is a display calculus and
enjoys the display property. We provide below an example of such a translation for the case of
the strict implication of conditional logic (the strict implication p = ¢ is a molecular connective
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should follow each other.

of the form O(p — ¢) where — is the material implication [30]). The rules Ro, R{, and Ra, R}

pHp qlq
(p—=q F (p[=]9)
(p—=a),p) Fq
pEGo—a), a9
@Aﬂkﬂ(p%q)q)
(p—q), pAT))Fq
(p—=a) - ((pAr)[=]q)
poal (pAr)—q) 7
olp—q - [Ol((pAr) —q) )
op—aoto(pAr)—aq

0
S1

Ry

55

=
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pp qlq
(r—q F (p[=]9) ,
D@é@%ﬂﬂ@%ﬂw(;ﬂ
[~ 1a — ) |- (pl—=]q)
<[<>1 <qu ke
pH(x pé@ ®2R
@ATH*(K>](p%Q)Q)S
(1o —=q) , pAr)q

SE RTINS

b= 9 DA ) o
o~ o F O] ((PAT) —a) )
)

ro oA g 2
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