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ABSTRACT 
 
Transcriptional regulation is one of the primary steps in gene expression control. It is now 
appreciated that a large fraction of coding genome is transcribed in concert of other functional 
RNAs. A quantitative method for transient transcriptome sequencing (TT-seq) allows 
profiling of entire transcriptional activities, de novo transcription unit (TU) annotation, and 
estimation of transcription kinetics from initiation to termination.  
 
In Paper I, we showed the establishment of TT-seq method in mouse embryonic stem cells 
(mESCs) to understand transcriptome plasticity for both coding and non-coding RNAs. With 
external references in form of a spike-in RNA mix, we were able to estimated RNA synthesis 
and turnover rates, which consolidated the attenuation under inhibitor-induced pluripotent 
states (naïve 2i and paused mTORi). We also extended the estimation of transcription 
velocity to each annotated TU, by integration of RNA polymerase II (Pol II) quantitative 
profiles from MINUTE-ChIP (quantitative multiplexed ChIP). After explaining transcription 
velocity with chromatin features, we also evaluated its genome-wide contribution to 
termination distance.  
 
In Paper II, we mapped endogenous genomic G-quadraplex structures (G4) with CUT&Tag 
in HEK293T and mESCs. We verified the high signal-to-ratio G4 peaks to reflect the DNA 
motifs of both canonical and trans-strand putative quadraplex sequences (PQS), which 
enriched on both gene and active enhancer TSSs (transcription start sites). After stabilizing 
G4 with the small molecule PDS, we observed a genome-wide reduction of RNA synthesis 
(by TT-seq). The co-occupancy of G4 and R-loop was further verified at transcribed 
promoters and enhancers. However, promoter G4s could consistently form after transcription 
inhibition, which suggests an intricate cause-consequence relationship between G4 and 
transcription activity.  
 
In Paper III, we evaluated the regulatory role of repressive histone modifications, H2AK119 
ubiquitination and H3K27 tri-methylation. We introduced a rapid H2Aub depletion by BAP1 
pulse expression with the amber-suppression system, and observed a wide Polycomb target 
genes de-repression, especially in the bivalent chromatin state (H3K4me3 + H3K27me3). 
Further, we observed that H2Aub-mediated repression strength was associated with 
H3K27me3 occupancy. However, double depletion of H3K27me3 by Ezh2 inhibition with 
ectopic BAP1 failed to enlarge Polycomb genes de-repression. We also measured 
transcriptional responses with TT-seq and observed that H2Aub depletion immediately 
triggered transcription activation before the redistribution of Polycomb proteins and their 
associated nucleosomes decompaction. Together, our results indicate that H2Aub directly 
mediates Polycomb integrity and nucleosome barrier that limits early transcription check-
points. 
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1 INTRODUCTION 
 
Mouse embryonic stem cells (mESC), derive from inner cell mass of a blastocysts at the 
pre-implantation stage of early embryo development, are widely applied for gene regulation 
studies. While pluripotent stem cells exist only transiently in the embryo, mESC retain 
pluripotency indefinitely in in vitro cell culture. Hence, mESC are not only a model system 
for molecular mechanistic studies, but have provided a model for embryonic development 
and a platform for multidisciplinary techniques developments, from single-cell to 
population, from transcription to translation, from RNA to protein, from DNA double-helix 
to genome architecture, and from pluripotent states to developmental fates (Figure 1.1).  
 
 

 
 

Figure 1.1 A bar-plot of article numbers by the keywords “mouse embryonic stem cell + 
sequencing” in the Web of Science from 2012 to 2022. 
 
Owing to the low cost  of the mESC model, its rich biology has often been explored with 
pioneer techniques that unveiled gene-regulatory mechanisms of development. The rapid 
growth in new sequencing methods provides a tremendous amount of data, in both breadth 
and depth. But for mechanistic implications and hypothesis testing, multi-omics datasets 
crucially require bioinformatic frameworks that address the underlying biological question 
in quantitative and statistical terms, for instance, dynamics, kinetics, stability, similarity, 
localization, covariance, correlation, causality, and feature importance. 
 
In cell, transcription controls the information flow from DNA to RNA, as the first step of 
gene expression. In genome, gene positions like a raft, where transcription travels and 
unwraps numerous nucleosome packed DNA that organizes genome into higher orders. 
Inside the histone octamer, different variants and modifications overlay additional 
characteristics of nucleosome, which endorses gene selective expression and potential 
epigenomic memory. The widely studies histone modifications are closely related with 
gene activity, but their causal relation with transcription is just emerging from several case-
studies of enzymatic knock-out 12 and transcription inhibition 3.  
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Therefore, this doctoral thesis will explore transcriptional regulation mechanism in mESC, 
including transcription kinetics estimation, DNA secondary structure mapping, and histone 
modification modulation.  
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2 LITERATURE REVIEW 
2.1 EUKARYOTIC TRANSCRIPTION 

2.1.1 Transcription stages of RNA Polymerase II  
 
Transcription copies protein-coding information from DNA to mRNA with three major 
stages: initiation, elongation, and termination (Figure 2.1). Briefly, RNA Polymerase II (Pol 
II) contacts with promoter sequence and interacts with the general transcription factors 
(GTFs), TFIIA, TFIIB, TFIID, TFIIE, TFIIF, and TFIIH4. The pre-initiation complex (PIC) 
assembles upon DNA motifs, e.g. TATA box, with mediators stimulation5. The largest 
subunit of Pol II, Rbp1, contains a C-terminal domain (CTD) of 52 YSPTSPST repeats in 
vertebrate. A hallmark of initiation-elongation transition is the phosphorylation of CTD 
serine 5 by TFIIH subunit Cdk767. RNA Pol II then travels a short distance then stalls at a 
small range of promoter-proximal pausing sites (~50 bp)8,9. At the same time, 7-
methylguanosine (m7G) cap appears at the 5’ end of nascent RNA to coordinate mRNA 
processing and nuclear export10. The positive elongation factor (P-TEFb) subunit Cdk9 
kinase catalyzes Pol II CTD serine 2 and transitions Pol II pause-release to productive 
elongation. The other subunit of P-TEFb, cyclin T1, engages with Pol II CTD 
hyperphosphorylation and forms liqid-liqid phase separation (LLPS)11. Recently, RNA 
binding protein PSPC1 is also found to promote transcription condensates, therefore 
increases elongation efficiency12. Transcription termination occurs with Pol II complex 
disassembly and nascent RNA cleavage, mostly after the polyadenylation (pA) sequence. 
But the new 5’ end emerged in termination is not capped and digested by 5’-3’ exonuclease 
Xrn213,14. 
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Figure 2.1 A diagram of RNA Pol II transcriptional stages. Pol II complex with CTD tail is colored 
in grey. Nascent RNA is in blue. Core of the transcription factory15 is in a green sphere. The 
shattered Pol II complex in termination is with nascent RNA nucleolytic degradation. 
 

2.1.2 Transcription profiling methods  
 
After PIC forms at TSS, most RNA Pol II stalls shortly before release into the elongation 
phase16. Therefore, Pol II chromatin engagement can be independent of the nascent RNA 
production.  
 
Many techniques have been developed to measure the transcription activity, primarily by 
cellular fractionation and the newly synthesized RNA purification (Table 2.1). These 
methods use a variety of detection principles and produce qualitatively and quantitatively 
different reads-outs. Global Run-On (GRO) is the first method that labels nascent RNA in 
nuclei extracts after restoration to 30°C from ice17. Productive Pol II incorporates 5-
bromouridine triphosphate (Br-UTP) and enables nascent RNA purification with the 
antibody against 5-bromo-2-deoxyuridine (BrdU). After combining next-generation 
sequencing, GRO-seq can determine genome-wide transcription activity18. Precision 
nuclear Run-On sequencing (PRO-seq) achieves higher nucleotide resolution with four 
biotin-NTPs19. But the incorporation of a biotinylated nucleotide may stall the nascent RNA 
strand. 
In contrast, living cells can directly take 4-thioutidine (4sU), a precursor of 4s-UTP, and 
label the newly synthesized RNA in continuous elongation. To clean the pre-existing RNA, 
4sU pulse labeling methods uses biotinylation and streptavidin purification (4sU-seq20–22). 
Alternatively, 4sU saturated labeling methods rely on alkylation and quantification of T->C 
conversion (SLAM-seq23,24 and TimeLapse-seq25). TT-seq (transient transcriptome 
sequencing) inherits from 4sU-seq, with an extra step of RNA fragmentation before 
biotinylation, can capture the newly synthesized RNA with high confidence26. Since, the 
RNA fragmentation and extensive wash steps guarantee the purity of 4sU labeled RNA 
from a large pre-existing RNA pool. Also the biotin-purification approach lowers the 
number of 4sU incorporation thereby a shorter labeling time, as 2 hours 4sU treatment can 
just competitively label <1% of the total RNA reads by T->C conversion in MCF-7 cells27.  
 
Table 2.1 Nascent RNA sequencing methods comparison. 

Method Material Labeling Purification Variation Year Ref. 
GRO-seq · Nuclei · Br-UTP 

· 5 min 
· Anti-BrU beads GRO-cap 

fastGRO 
2008 18 

PRO-seq · Nuclei · Biotin-NTP 
· 3-5 min 

· Streptavidin beads PRO-cap 2013 19 

4sU-seq · Cell · 4-thiouridine 
· 10 min 

· Biotin 
· Streptavidin beads 

4tU-seq 
4sUBRD-seq 
4sU Chase-seq 

2011 28 

Bru-seq · Cell ·Bromouridine 
· 10 min 

· Anti-BrdU BRIC-seq 
BruChase-seq 

2014 29 



 

 5 

TT-seq · Cell · 4-thiouridine 
· 5 min 

· Biotin 
· Streptavidin beads 

- 2016 26 

SLAM-seq · Cell · 4-thiouridine 
· 45 min - 24 h 

· T->C conversion TimeLapse-
seq 
scSLAM-seq 
NASC-seq 

2017 25,30 

NET-seq ·Cell lysis - · Tagged Rpb3 
· Anti-RNA Pol II  
· CTD antibody 

mNET-seq 
POINT-seq 

2011 31,32 

 

2.1.2.1 Spike-in normalization 
 
Transcription kinetics estimation requires sample normalization to the absolute scales. 
External RNA spike-in references have been developed in many different ways (Table 2.2). 
For instance, a GRO-seq study added luciferase RNAs in the BrdU purification step to 
control sample size and background noise33. While the whole-genome RNA as the spike-in 
could decrease library complexity. A study adds 4sU labeled Drosophila and unlabeled S. 
cerevisiae total RNA to ~30% of the library34, which means 70% of reads will remain after 
sample scaling. 
 
In contrast, TT-seq mixes three 4sU labeled and three unlabeled ERCC (External RNA 
Controls Consortium) spike-ins to the TRIzol cell lysis to allow a coherent control 
throughout the procedures26. And these short spike-in sequences take ~2% of the labeling 
library and ~0.2% of the unlabeled library (in this study with serum-naïve mESCs). In 
addition, the in vitro synthesized ERCC transcripts can pre-mix in the weight and the 
labeled ratios, as the external standards for kinetics estimation35.     
 
Table 2.2 Examples of spike-in reference of the metabolic labeling RNA-seq methods. 

Method Spike-in Labeled  Unlabeled Reference 
TT-seq ERCC RNA 3 transcripts 3 transcripts 26 
TT-seq (this study) ERCC RNA 4 transcripts  4 transcripts 35 
PRO-seq Total RNA NA Drosophila 36 37 
GRO-seq Rluc RNA 1 transcript NA 33 
fastGRO Total RNA, nuclei 4sU 5min Drosophila RNA Drosophila  38 
SLAM-seq Total RNA NA Arabidopsis 30 
s4U Chase-seq Total RNA NA S. pombe  39 

 

2.1.3 Transcription unit 
 
Most transcription events occur in the known gene regions, besides intergenic intervals 
produce abundant types of pervasive non-coding transcripts40.  

2.1.3.1 TU annotation 
 
To understand the regulatory role of intergenic sequence, the genomic “dark matter,” 
transcribed genomic regions are identified by de novo transcripts annotation, which requires 
high quality and genome-wide mapping of transcription activities. In 2001, FANTOM1 
(Functional ANnoTation Of the Mammalian genome) found that the non-coding RNAs 
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(ncRNAs) out-numbered mRNAs in the complementary DNA (cDNA) libraries41. With 
next-generation sequencing (NGS), the ENCODE project found two critical messages in 
the massive RNA-seq from various cell types. Most unannotated ncRNAs are cell type-
specific, and nearly half of ncRNAs emerged from gene neighbors42.  
 
Today, biochemical enrichment methods of newly transcribed RNA help to identify 
different classes of novel transcripts. The often unstable ncRNAs can be found located in 
the nuclear and chromosomal compartment due to their high sensitivity to ribonucleolytic 
RNA exosome digestion43,44. However, cell fractionation alone is insufficient for 
quantifying transcription frequency since chromosomal RNAs represent nascent transcripts 
and RNAs interacting with DNA in trans45. Often, metabolic labeling-purification methods 
can provide direct benchmarks of transcription activity, as previously described with TT-
seq26 and GRO-seq46.  
 
After TU annotation, the downstream analysis is specific to the studies. GRO/PRO-seq 
annotation has multiple downstream processing approaches, for instance, transcripts calling 
from local peak-to-gene fold cutoff (HOMER)47, regulatory transcript discovery with 
hidden Markov model (HMM)48, regulatory intergenic TSSs annotation with support vector 
machine (SVM)46, and a follow-up work with support vector regression (dREG method) to 
monitor initiation regions49. TT-seq signal is mainly processed for TU annotation with 
HMM, enhancer annotation from epigenomic marks50, estimations of transcription 
frequency, elongation velocity51, RNA turnover, and termination35,52.  
 

2.1.3.2 Active enhancer localization  
 
Enhancer-gene shows transcriptional co-regulation35, besides the non-transcriptional but 
connected activities, for example, non-coding promoter elements and the ncRNA splicing, 
which also affect the nearby gene expression53. Enhancers boost gene expression by 
chromatin looping to gene promoters. The physical contact to adjacent gene promoters in a 
negative logarithm relation by distance54, so enhancer influence follows a power law 
decrease55. And additive activation allows multiple enhancers to amplify the target gene 
output in adjacent neighborhood50,56.  
 
When enhancer acts as spatial-temporal gene expression regulators, it exhibits multifaceted 
characteristics. Besides the chromatin characteristics H3K27ac and H3K4me1, transcription 
is also a proxy of enhancer activity50,57. However, a larger repertoire of enhancers has 
potential but lacks eRNA production in the native context58. So a broader definition can 
also include poised and primed enhancers in addition to the active enhancers with H3 
lysine-27 acetylation (H3K27ac) (Table 2.3). For instance, the poised enhancers’ 
emergence is developmental stage dependent59, with a hallmark of repressive H3 lysine-27 
tri-methylation (H3K27me3) and Polycomb-mediated chromatin interaction60. 
 
Table 2.3 Three enhancer types defined by histone modifications in mouse ES cell61. The respective 
marks are set with 1 kb threshold. 

Enhancer p300 H3K27me3 H3K27ac H3K4me1 
Poised < 1 kb < 1 kb - - 
Active < 1 kb - < 1 kb - 
Primed - - - < 1 kb 
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2.1.4 Transcription kinetics 

2.1.4.1 Transcription frequency 
 
RNA synthesis rate equals transcription frequency, in a combination of the distinct RNA 
Pol II dynamics in initiation, elongation, and termination stages. Regarding the rate-limiting 
pause-release step, transcription frequency has a synonym of “initiation frequency”22. 
However, elongation rate and transcription rate are in the velocity taxonomy62. To further 
clarify, single-cell RNA (scRNA) transcriptomics has the ability to describe stochasticity of 
transcription events with burst size and burst frequency parameters63,64. Therefore, scRNA-
seq transcription burst frequency does not represent the populational average as 
transcription frequency from bulk nascent RNA-seq. Because the labeled RNA enrichment 
method directly measures RNA synthesis. Differently, transcription burst frequency is a 
conjugated term with the burst size estimated from total scRNA distribution, which can be 
subject to the sequencing method. 

2.1.4.2 Pausing duration 
 
After the transcription PIC formation (Figure 2.1), RNA Pol II shortly moves till it 
encounters the pausing regulators (e.g., TFIID, NELF, DSIF, and Integrator), the well-
phased +1 nucleosome barrier, and specific DNA motifs9,65–67. In one transcription cycle, 
promoter-proximal pausing is the second longest event, as a case study reports that pausing 
occupies 23% of Polymerase and a median of 42 seconds16. Under a microscope, the 
paused Pol II form into clusters. And the pause-release inhibitor DRB (5,6-dichloro-1-β-D-
ribofuranosylbenzimidazole) can enlarge Pol II aggregates68. However, this phenomenon is 
unclear whether DRB accelerates premature Pol II recycling or induces additional Pol II 
pause. Transcription frequency might not increase after a prolonged Pol II pausing but will 
decrease if blocks release. In GRO-seq, Cdk9 inhibition (Flavopiridol) results in lower 
transcriptional outputs of almost all protein-coding genes and several enhancers (by 
reanalyzing)69. Additionally, the pausing index is a conventional and straightforward ratio 
of Pol II density at TSS pausing interval and gene body. It shows a weak anti-correlation 
with transcription frequency70, and suggests Pol II pause-release to be a rate-limiting step in 
transcription71–73. 

2.1.4.3 Elongation velocity 
 
In mammalian cells, gene-level transcription velocity varies in a wide range, from 1 to 4 
kb/min revealed by inhibition-release74. Many genomic features correlate with the 
elongation rate, such as histone modifications, DNA/RNA motifs, and the density of 
exons74. Interestingly, the correct pause-release checkpoint also impacts elongation velocity 
in the gene body, as Cdk9 inhibition leaked Pol II travels significantly slower75. Typically, 
the local velocity after the pause-release process immediately increases towards the gene 
body, known as “getting up to speed”76. And velocity slows down after pA signal to 
facilitate transcription termination. 

2.1.4.4 Termination distance 
 
At the last stage of transcription, slow Pol II is vulnerable to stop, which provides a window 
opportunity for exonuclease-mediated RNA cleavage and Pol II co-factors disassociation. 
The first event supports the “torpedo model,” and the second event is known as the 
“allosteric model.” Compared to the malicious translational read-through, prolonged 
transcription termination is benevolent with flexible distances. An ultimate termination site 
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lacks a sharp peak as Pol II at TSS but can be estimated from the gradual decrease of newly 
synthesized RNA coverage. In human K562 cells, the ultimate termination distance is a 
median of 3.3 kb26.    

2.1.4.5 RNA turnover and half-life 
 
Compared to proteins ~9 hours half-lives77, RNA lifespan is shorter, especially for the non-
coding types. RNA turnover from metabolic pulse labeling represents a current tendency to 
replace the pre-existing RNA. While RNA half-life from pulse-chase labeling measures the 
first-order degradation kinetics without considering RNA replacement. So RNA 
degradation rates exclude the dilution effect of cell growth, which confounds in RNA 
turnover rates. Hence, in terms of half-life, turnover is faster than decay, as TT-seq and 
SLAM-seq/TimeLapse-seq reveal (Figure 2.2)23,26. 
 

 
 
Figure 2.2 Scatter plots of the RNA turnover and the decay half-life. Published results in Paper I 
(Author response Figure 1D-E). TT-seq turnover half-life is measured in naïve state mESC, 
compared with decay half-lives in SLAM-seq23 and TimeLapse-seq25. Of note, TT-seq measures 
turnover half-lives of 10537 genes. The plots above show the intersected gene sets. Pearson’s 
correlation is calculated after log transformation. 
 

2.2 NUCLEOSOMAL REGULATION OF GENE TRANSCRIPTION 

2.2.1 Active histone code 
 
It has been almost 60 years since the first post-translational modification (PTM) histone 
lysine acetylation was characterized78. Histone modifications exist in different chromatin 
states and compositions of “histone code.” Lysine acetylation is of particular interest in 
transcription activation, since it neutralizes the positive charge on histone lysine ε-amino 
group, leads to a decompaction of the nucleosome fiber, and recruits co-activators that 
initiate the transcription machinery. The acetyl-Lys ‘readers’ (such as Brd4), the ‘writers’---
histone acetyltransferases (HATs), and the ‘erasers’---histone deacetylases (HDACs) 
together fine-tune chromosomal regulation. 
 
Nevertheless, histone acetylation is not a single cause or consequence of gene expression. 
In S. cerevisiae, transcription activates HATs and changes histone acetylation patterns79. A 
study with HDAC (histone deacetylases) inhibition (TSA, Trichostatin A) increased histone 
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acetylation and instantaneously activated a few genes by releasing RNA Pol II promoter-
proximal pausing, but further transcriptional inhibition failed to reverse the elevation of the 
histone acetylation80. Histone acetylation generally bookmarks the functional genomic 
areas related to enhancers59 and genes for rapid activation81. However, a recent study 
suggests that depletion of H3.3K27 acetylation cannot rewire the transcriptional program82, 
although the antagonistic H3K27 methylation limits enhancer activation83.  

2.2.1.1 Histone acylation manipulation with genetic code expansion 
 
The endogenous TCA (tricarboxylic acid) cycle generates acetyl-coenzyme A (CoA) as the 
source of histone acetyl groups, for lysine acetylation transferases (KATs) installation. 
Nonetheless, acetylation is under competition with other acyl-CoAs, especially when 
metabolic shifts the acyl-CoAs availability. Acylation can occur on almost every amine 
residue of histone lysine with a mixture of possibilities (Figure 2.3 A-B). So histone 
acylation could record and correspond to a transcriptional adaptation of specific 
physiological changes. However, the regulatory mechanism of histone acylation is far from 
clear. 
 
To answer this question and compare each histone acylation, the site-specific installation of 
acylation marks by genetic code expansion provides a possible route to this challenge. 
Pyrrolysyl-tRNA synthetase (PylRS) and tRNAPyl pair bio-orthogonally incorporate 
unnatural amino acid (UAA) to the tRNAPyl matched mRNA codon during protein 
translation (Figure 2.3 C)84. This method has accomplished pulse expressions of the pre-
modified H3K27ac, H3K56ac, and H3K64ac, by switching lysine codons into the amber 
stop codon. Of note, aminoacyl-tRNA synthetase has variants of AcKRS, CrKRS, HibKRS, 
and ButyKRS, corresponding to the substrates of acetylated, crotonylated, 
hydroxybutyrylated, and butyrylated lysines. Therefore, the genetic code expansion 
approach allows the manipulation of a large panel of histone acylation (Figure 2.3 D).  
   

 
Figure 2.3 Scheme of histone acylation and genetic code expansion. (A) An example of the known 
acylation sites on histone H3.3. (B) Classes of acyl groups that have been identified on histone 



 

10 

H3.385. (C) The process of Pyrrolysyl-tRNA reacts with unnatural amino acids. (D) PylRS mutants 
with the known acyl groups selectivity86. 
 

2.2.2 Repressive histone code 
 
The repressive chromatin states control gene expression equally critical as the active states. 
Histone H3K27me3 and H2A119ub1 (H2Aub) establish the repressive chromatin vicinity 
that poises developmental gene expression87; whereas H3K9me3 is found in the constitutive 
inactive regions associated with heterochromatin protein 1 (HP1)88, and in a small number 
of cases with H3.389. From the transcription aspect, H3K27me3 is essential for the long-
term transcriptional memory in mESC differentiation90; in contrast, H2Aub has a temporal 
role in transcription repression, loss of which deprives mESC self-renewal91 and viability92. 

2.2.2.1 H2A119ub1 and H3K27me3 interplay 
 
H2A119ub1 and H3K27me3 are catalytic products of the Polycomb repressive complex 1 
(PRC1) and 2 (PRC2). PRC has many compositions and plays different roles in gene 
repression. Briefly, variant PRC1 (vPRC1) binds to unmethylated CpG islands on gene 
promoters via its sub-unit KDM2B93, and de novo establishes H2Aub. The Rybp in vPRC1 
and Jarid2 in PRC2.2 recognize H2Aub and propagate H2Aub94–97 and H3K27me398–101.  
 
H2Aub and H3K27me3 interplay are mostly uni-directional. By enzymatic modulations, 
H2Aub can promote H3K27me3102, H2Aub passive depletion reduces H3K27me3103–105, 
and H2Aub passive accumulation increases H3K27me31,106,107. So their colocalization 
exists in a circuit where H2Aub is de novo catalyzed by vPRC1 and assists PRC2’s 
tethering via Jarid293,108, then condensates Polycomb domains via H3K27me3-cPRC1-
PHC1/2/3 interaction109. On the other hand, H2Aub is reported to be stable after the 
H3K27me3 depletion96, or minorly increases on PcG binding genes in the Ezh1 KO - Ezh2 
Y726D or Eed -/-, PRC2 null conditions90,94. This irreversible relation explains that H2Aub 
is prior to repressive chromatin formation before H3K27me3 emergence on developmental 
genes110,111. 

2.2.2.2 Transcriptional control by H2A119ub and H3K27me3  
 
The repressive histone marks participate in many transcription regulatory stages, from 
initiation to termination109. Recently, with scRNA-seq and PRC1/PRC2 knock-out, 
Polycomb and H2Aub are found to control transcription burst frequency104,112. Non-
catalytic PRC1 depletes H2Aub and widely de-represses Polycomb target genes92,105. 
However, H3K27me3 has not been reported to exhibit an equivalent role in mESC, since its 
depletion moderately rewires gene expression90 and promoter-enhancer interactions60. 
Furthermore, the transcriptional regulation of H2Aub also ascribes to its nucleosomal DNA 
compaction ability113,114, which is in line with the co-occurrence of H2A.Z at +1 
nucleosome and Polycomb factors binding on the developmentally important genes115–118. 

2.2.2.3 Asymmetric effect of H2A119ub1 increase and decrease  
 
H2Aub is described as a “rheostat” that fine-tunes PcG target gene expression by restricting 
chromatin potential109. However, this analogy may not be accurate since the increase and 
decrease of H2Aub fail to show reversible effects. The first evidence is observed in the 
marginal overlap between the de-ubiquitinase BAP1 conditional knock-out (CKO) down-
regulated genes and PRC1 CKO up-regulated genes106. In agreement with the general rule 
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of H2Aub, BAP1 CKO represses global transcription, increases H3K27me3, and compacts 
chromatin. However, H2Aub excessive accumulation also paradoxically activates PcG 
target genes119,120. This effect is suggested to the pervasive H2Aub that relocates Polycomb 
factors and dilutes their bindings on designated PcG targets119. Another possibility could be 
that the new PRC-associated domains form into topological clusters and activate genes in 
the new proximity121. Reversely, H2Aub depletion de-represses genes with Polycomb 
binding, but not for every PcG target gene. Intriguingly, H2Aub accumulation and 
depletion can activate the same set of PcG target genes120. This phenomenon suggests this 
subset of PcG target genes to be responsive to H2Aub’s either changes, unlikely in a 
rheostatic tuning. 
 
In sum, the repressive histone modifications, especially H2Aub, regulate the transcription 
for mESC pluripotency maintenance and developmental program. 
 

2.3 MOUSE EMBRYONIC PLURIPOTENT STATES 
 
To mimic in vivo pre-implantation pluripotency, mESC has been subject to various 
empirical conditions of feeder cells, growth factors, and inhibitors in culture media, since it 
was identified four decades ago122. The standard mES cell culture medium 
contains leukemia inhibitory factor (LIF) and fetal bovine serum (FBS) to counteract cell 
differentiation tendency. In the serum+LIF (SL) medium, mESCs exhibit the “naïve” 
pluripotency. Mitogen-activated protein kinase (ERK1/2) blockage stops the intrinsic auto 
inductive differentiation and keeps mESCs in the naïve “ground” pluripotency123. In 
contrast, the epiblast-derived stem cells (EpiSC) from post-implantation epiblasts present 
the “primed” pluripotency. Moreover, the inhibition of nutrient and energetic sensing 
mTOR pathway pauses mESC proliferation that resembles diapaused blastocysts in vivo, so 
it induces mESC into a “paused” state124. 
 

2.3.1 Epigenomic characteristics  
 
The usage of mitogen-activated protein kinase kinase (MEK ½) and glycogen-synthase 
kinase 3 (GSK3β) inhibitors in the serum-/LIF+ medium (2i-LIF) establishes distinct 
epigenomic profiles compared to SL cells.  
 
Interestingly, FGF signal blockage in 2i cells induces global hypomethylation125, similar to 
the demethylation in pre-implantation blastocysts and primordial germ cells (PGCs). SL 
cells sustain DNA hypermethylation by expressing the DNA methyltransferases, Dnmt3a 
and Dnmt3b; but 2i cells suppress Dnmt3a/b expression126, render the global methylation 
decrease.  
 
In the histone PTM aspect, an early study found a decline of H3K27me3 in the 2i-ground 
state, although with an incomplete ChIP-seq normalization127. However, 2i cells decrease 
gene expression in both bulk and single-cell RNA-seq124,128. Soon, mass spectrometry (MS) 
confirmed 2i cells to have a global increase of H3K27me3129. H3K27me3 level also can be 
feedback to reconcile DNA demethylation in 2i cells by Eed knock-out129. So transcription 
attenuation is not the only reason for the H3K27me3 increase in 2i cells, but as a 
consequence of cell signaling inhibition together with DNA demethylation130. Furthermore, 
the gene promoter H3K4me3+H3K27me3 bivalency has decreased due to H3K4me3 
decline and H3K27me3 neighbor-diffusion in 2i cells130. But their chance of co-occurrence 
still correlates well between SL and 2i cells in co-ChIP131. 
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The significant epigenomic alternation in mTORi paused cells is mainly associated with 
transcription attenuation and translation deprivation132. Accordingly, mTORi decrease 
active histone marks H3K4me3 and acetylation on H3K9 and H3K27 in mESC132. 
 

2.3.2 Transcriptomic characteristics  
 
Due to cellular RNA abundance being a balance of RNA synthesis and degradation, it is 
essential to trace the source of gene differential expression during the pluripotent states 
transitions. In the previous image-based 5-Ethynyl Uridine (EU) labeling, 2i and mTORi 
cells have shown a global reduction of transcription124. Protein translation inhibition in 
mTORi cells is suggested to induce the pronounced transcriptional reduction132. 
Accordingly, total RNA decreases in both of the inhibitory conditions. 
 
2i cultured mESCs have uniform morphology compared to SL cells (Figure 2.4) since 
serum is previously hypothesized to increase mESC gene expression heterogeneity127. 
Intriguingly, the single-cell RNA-seq studies reveal that 2i cells resemble closer blastocyst 
cells in vivo128, and the cell populational distribution in serum is slightly more 
heterogenous133. The deprivation of serum-mediated stimulation in 2i culture medium may 
explain the reduction of stochastic transcription burst134, and slowdown elongation 
velocity135, in addition to the blockage of differentiation tendency by cell signaling 
inhibitors. 

 
 
Figure  2.4  The morphology of mESC under the three pluripotent states in this study. RW4 (male, 
129X1/SvJ) cells exhibit different colony sizes and shapes in response to the culture media shifts. 
Image scale bar is 100 μm. 
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3 RESEARCH AIMS 
 
The aim of this thesis is to assess the epigenomic regulation of transcription in mouse 
embryonic stem cells. Estimate and evaluate the transcription kinetics in different 
pluripotent states. 
 
Paper I: Measurement of newly synthesized RNA and evaluation of transcription 
kinetics in three mESC pluripotent states. 
 
Paper II: Development of quantitative genome-wide G4 mapping method to assess 
endogenous G4 regulatory function. 
 
Paper III: Examination of histone H2A K119 mono-ubiquitination mediated Polycomb 
repression mechanisms. 
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4 MATERIALS AND METHODS 
4.1 MOLECULAR CLONING AND CELL CULTURE 

4.1.1 Mouse embryonic stem cell 
 
Mouse embryonic stem cell RW4 (male, 129X1/SvJ) were cultured in 0.1% gelatin-coated 
dish with Knock-out DMEM medium, 15% FBS (Sigma, F7524), 0.1mM ESGRO LIF 
(Sigma, ESG1107), 2 mM GlutaMAX (ThermoFisher, 10565018), 0.1 mM Non-Essential 
Amino Acid (Sigma, M7145), 0.1 mM β-mercaptoethanol (Sigma, M3148). 2i medium 
contains ESGRO Complete Basal Medium (Millipore, SF002), 3 μM GSK3β inhibitor 
CHIR99021 (Sigma, SML1046), 1 μM Mek ½ inhibitor PD0325901 (Sigma, PZ0162), 0.1 
mM LIF. Inhibition of mTOR was in serum-LIF (SL) medium supplemented with 200nM 
INK128 (CAYM11811-1). 
 

4.1.2 Genetic code expansion  

 
Figure 4.1 The design of the amber suppression system for site-specific histone H3.3 acylation in 
mESCs.   
 
Genetic code expansion was utilized M.mazei PylRS-tRNAPyl pair, with the protein of 
interest (POI) on a separate vector to allow the resistance selection for piggyback-mediated 
genome insertion to achieve stable in vivo expression. To enlarge the availability of 
tRNAPyl, four copies of the u6-promoter-driven tRNAPyl were designed in the upstream 
position of PylRS/POI. Inside the POI cassette (Figure 4.1), a guide-and-clip gadget was 
cloned for reporting and limiting the downstream histone expression. The fusion of 
Tobacco Etch Virus protease (TEVp) and its recognition peptide as a guide protein, GFP-
TEVp readily self-clips in translation and releases the full-length histone H3.3 with a triple 
HA tag (Figure 4.1).  
 
For studying histone acylation, four PylRS variants (CroKRS, HibKRS, PropKRS, and 
ButyKRS) were sub-cloned from wild-type PylRS and AcKRS templates. And the amber 
codon substitutes of histone H3.3 at K4, K9, K14, K18, K23, K27, K37, K56, K64, K122, 
and histone H4 at K5+K12, K8, K16, K20 were cloned for the acyl groups installation. 
2mg/mL of acetyl-L-lysine (Sigma-Aldrich, A4021), butyral lysine (Okeanos), crotonyl 
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lysine (Fluoro Chem), propynyl lysine (Okeanos), succinyl lysine (Okeanos) were 
supplemented to the culture median to initiate POI expression. 
 

4.1.3 Amber suppression expression verification 
 
For the verification of POI expression, HEK 293t cells (per 10 cm dish) were transfected 
with 10 µg histone plasmid and 1 µg PylRS plasmid by Lipofectamine 2000 
(ThermoFisher). The stable mES cell lines were constructed with the same transfection 
condition and selected with 10mg/mL Blasticidin (Invivogen) and Puromycin (VWR).  
 
Western blot assay was performed after the subcellular fractionation in the following steps: 

1. Once PBS wash of cell pellet after trypsin collection (10 cm dish). 
2. Buffer A 100 µL (10 mM Tris pH 8.0, 0.32 M sucrose, 3 mM CaCl2, 2 mM 

magnesium acetate, 1 mM dithiothreitol (DTT), 0.1 mM ethylenediaminetetraacetic 
acid (EDTA), 0.5% NP-40 and freshly added protease inhibitors (Roche)), pipette 
30 times. Vortex for 30 s, centrifuge for 1 min at 1400 g, and collect the supernatant 
as cytoplasmic fraction. 

3. NE (nuclear extraction) buffer 100 µL (20 mM Hepes, pH 7.9, 25% v/v glycerol, 
420 mM KCl, 1.5 mM MgCl2, 0.2 mM EDTA, 1 mM DTT and freshly added 
protease inhibitors), pipette 20 times. Vortex for 30 s, 1400 g centrifuge for 1 min, 
collect the supernatant as the nuclear fraction. 

4. Twice NE buffer wash: 10 s vortex, 10 s spin down. When the precipitate becomes a 
transparent gel (chromatin fraction), cook with 1x SDS loading buffer at 95ºC for 
10 minutes. 

 
Anti-HA magnetic beads (ThermoFisher, 88837) were applied to nuclear extraction lysis 
(step 2 pellet) after genomic DNA digestion (1U DnaseI at RT for 5 min) and Protein G 
Dynabeads (ThermoFisher) pre-clear. A Pull-down reaction was carried out for 4 h at 4ºC, 
then beads were triple washed with the wash buffer (20 mM Hepes, pH 7.9, 20% v/v 
glycerol, 0.2 mM EDTA, 0.2% Triton X-100, 150 mM KCl and freshly added protease 
inhibitors). Histone H3.3 (Millipore, 09-838), Histone H3 (Abcam, ab1791), and Histone 
H3K27Ac (Abcam, ab4729) antibodies were used for the western blot. 
 

4.2 SEQUENCING PREPARATION 

4.2.1 TT-seq 
 
TT-seq labeling followed the original protocol as described before26 with minor 
modifications (Figure 4.2). Briefly, mouse ES cells were cultured for 2 days in four 15 cm 
dishes; sparing one dish for cell number counting, and the rest were supplemented with 500 
µM 4-thiouridine (4sU) (Sigma-Aldrich, T4509) for 5 min at 37°C and 5% CO2, then 
immediately quenched with TRIzol (ThermoFisher, 15596018). Total RNA was extracted 
after mixing with spike-in RNAs (0.4 ng / million cells). Extracted total RNA was 
fragmented to an average of 1000 nt with Bioruptor (Diagenode, 3 cycle: 30 sec ON / 30 
sec OFF at HIGH power), then incubated with HPDP-Biotin (ThermoFisher, 21341) 
dissolved in dimethylformamide (VWR, 1.02937.0500). A small aliquot was saved as 
fragmented total RNA (FRNA), and the rest was subjected to µMACS streptavidin beads 
(Miltenyi Biotec, 130-074-101) purification. After HPDP linker uncoupling with 100 mM 
DTT, the eluted labeled RNA (LRNA) was subjected to DNase digestion (Qiagen, 79254). 
The fragmented total RNA and labeled RNA were prepared with Ovation Universal RNA-
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Seq kit (NuGEN, 0348). The pooled DNA library was cleaned and size-selected by Ampure 
XP beads (Beckman Coulter, A63881) before sequencing on Illumina NextSeq® 500/550 
platform with High Output Kit v2 (Illumina, FC-404-2005, 75 cycles).  
 

 
 
Figure 4.2 TT-seq experimental workflow of this study. 
 

4.2.2 MINUTE-ChIP  
 
The culture of 1x106 mESCs in each condition was collected and processed with the 
MINUTE-ChIP protocol130. In brief, the native cells were subjected to micrococcal 
nuclease (MNase, New England BioLabs, M0247S) to fragment genomic DNA into mono- 
to tri- nucleosomes in Lysis buffer (100 mM Tris-HCL [pH 8.0], 0.2% Triton X-100, 0.1% 
sodium deoxycholate, 10 mM CaCl2 and 1x PIC). For each condition, dsDNA adaptors 
(containing T7 promoter, 8 bp sample barcode, and a 6 bp unique molecular identifier 
(UMI)) were ligated to the DNA fragments in the same pool with blunting and ligation 
reagents. The barcoded samples were then mixed thoroughly and aliquoted for the ChIP 
procedure (sparing 5% as Input) 4 h at 4°C with the target antibody pre-coupled Protein G 
magnetic beads (BioRad, 161-4023). Next, ChIPed and input DNA were collected for the 
libraries’ construction through sequential steps of in vitro transcription, RNA 3’ adapter 
ligation, reverse transcription, and PCR amplification. After Ampure XP beads (Beckman 
Coulter, A63881) clean-up and quantification with BioAnalyzer, the DNA libraries were 
pooled at 4 nM concentration and sequenced on the Illumina NextSeq500 platform. So, the 
resulting Illumina reads demultiplexed by each sample barcode, enabling quantitative 
comparison amongst all samples in the pool.  
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4.3 DATA ANALYSIS 

4.3.1 Read alignment 

4.3.1.1 RNA-seq and TT-seq  
 
Paired-end short reads were aligned to mouse mm9 and mm10 genome references 
(GENCODE) by STAR 2.7.3a with settings: 
--outFilterMismatchNoverReadLmax 0.02 –outFilterMultimapScoreRange 0 –
alignEndsType EndToEnd. 
 
Gene level read counts were obtained from Kallisto (0.46.2) estimated counts with 
GENCODE vM21 transcriptome and aggregation by gene. For the differential expression 
analysis of non-coding TUs, the STAR-aligned bam files were subject to featureCounts 
(Rsubread 1.34.7) and analyzed by DESeq2 (1.24.0). Gene coverage extraction from bam 
files for elongation velocity analysis was performed with Bioconductor package 
“Rsamtools” and “GenomicAlignments.” 

4.3.1.2 ChIP-seq  
 
MINUTE ChIP reads were processed with the “minute” pipeline available on GitHub 
(https://github.com/NBISweden/minute). In short, each sample was de-multiplexed from 
the pool of libraries with the indicated sample barcodes and carried to reads alignment, 
global input normalization, and bigwig coverage generation. The output genomic coverage 
in the bigwig format is ready for downstream analysis. An optional fine-tune step can fine-
tune small global ChIP fold changes (|log2FC| < 1), as described in the section 4.3.10. 

4.3.2 Transcription unit annotation 
 
Mapped reads were subjected to a three-step TU annotation as described before26. “TU 
filter” R shiny app (https://github.com/shaorray/TU_filter) was developed to allow multi-
samples processing in a reproducible manner (Figure 4.3).  
 

 
Figure 4.3 The flow chart of the “TU filter” app processing nascent RNA-seq reads with three main 
steps: bins and combines replicates, calls transcribed regions with HMM, and annotates TU 
intervals with the gene reference.  
 
Briefly, the paired-end reads mid-points were binned into 200 bp genome coverage 
matrices by both strands (multiple replicates will be summed), then subjected to the HMM 
binary state calling by R package “GenoSTAN” with “PoissonLog” method. Next, the 
active states were treated as the raw TUs and joined by exons for each gene. Non-coding 
TU locations were named by their relative position to the nearby genes (Figure 4.4). 
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Figure 4.4 TU annotation steps. Non-coding TUs are named according to their relative location to 
the neighbored gene.  
 

4.3.3 Spike-in RNA design 
 
To achieve coherent normalization of total RNA and labeled RNA, 4sU labeled and 
unlabeled ERCC synthetic spike-in RNAs were used as the external references described 
before26. The six pairs of spike-in RNAs were prepared in the labeled/unlabeled mixture 
(Table 4.1): 
 
Table 4.1 Design of spike-in RNA mix, prepared with unlabeled and 4sU labeled in vitro transcripts.  

ERCC spike-in RNA Concentration (ng/µL) Labeled rate (%) 

Sp2 (ERCC-00043) 1 100 

Sp4 (ERCC-00136) 0.1 100 

Sp5 (ERCC-00145) 1 10 

Sp8 (ERCC-00092) 0.1 10 

Sp9 (ERCC-00002) 1 0 

Sp12 (ERCC-00170) 0.1 0 
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After BioAnalyzer (Agilent, 2100) verification of the mix, 0.4 ng/million cell spike-in was 
added into the TRIzol (ThermoFisher, 15596018) cell lysis to track the technical errors 
through biotinylation, RNA purification, and library preparation steps. The RNA molecular 
number and labeled rate were estimated from the designed standards of spike-in RNAs. 
  
Cross-contamination rate was estimated from the ratio between the observed LRNA reads 
of unlabeled spike-ins (Sp9 and Sp12) and the expected LRNA reads given their FRNA 
reads, assuming the labeled rates were 100% in the same linear model trained on the 
labeled rate and spike-ins TPM (transcripts per million reads).  
 
Two linear models for RNA copy number and turnover rate prediction were illustrated with 
the colored pseudo-scales (Figure 4.5), in agreements with the spike-ins weights and 
labeled rates as the parallel dashed lines indicated. Nevertheless, the tilted lines suggest that 
4sU labeled RNAs could be moderately over-represented in the total RNA library. The 
unlabeled spike-in #12 showed a technical error of reads counting in the labeled samples, so 
this spike-in was omitted for model training.  
 

 
Figure 4.5 The test of spike-in reproducibility in different samples. Each dot indicates a spike-in’s 
tpm (labeled RNA and fragmented total RNA) in a sample, and the overlaps of dots indicate the 
spike-ins’ internal scales are well preserved across the 12 samples. The dashed lines connect the 
spike-in RNAs with the same mole number and the same labeled rate. The color scales are 
generated from spike-ins trained linear models for copy number and turnover half-life predictions.  
 

4.3.4 TT-seq sample size estimation 
 
Sample relative sizes were derived from the DESeq’s size factors. In detail, the alignment-
free mapper (Kallisto 0.46.2) was applied with the indexed transcriptome of GENCODE 
transcripts, de novo annotated ncRNAs, and six spike-ins sequences. The relative sizes of 
total and labeled samples were calculated separately with DESeq’s method136, the size 
factors were obtained from spike-ins normalized transcriptomes (total RNA libraries 
normalized with all spike-ins, labeled libraries normalized with labeled spike-ins). The size 
factors of spike-ins for sample normalization were calculated with DESeq’s method.  

4.3.5 TT-seq RNA synthesis rate estimation  
 
After spike-in normalization, the gene-level estimated labeled/total RNA read counts of 
GENCODE transcripts were subjected to the linear model trained for labeled rate, which 
used labeled spike-ins (Sp2, Sp4, Sp5, and Sp8) log2 labeled (XL) and total (XF) read counts 
in response to the respective label rates r: log2(r) ~ XF + XL. After obtaining the predicted 
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labeled rates, the transcript copy number per cell was predicted with a second model trained 
on all spike-ins weight per cell, w: log2(w) ~ XF + XL. Then the RNA synthesis rate (cell-1 
minute-1, or copy/min per cell) was converted by multiplying the labeled rate and copy 
number. 

4.3.6 TT-seq RNA turnover half-life estimation 

4.3.6.1 RNA half-life definition 
 
First, the RNA half-life term by TT-seq represents neither RNA stability nor RNA decay 
rate, but the turnover rate as the reasons in Box 4.1.  
 
Box 4.1 The short pulse metabolic labeling, below 10 minutes, yields the average 
turnover momentum in the current cell population, which is confounded by cell volume, 
cell growth rate, RNA co-transcriptional processing rate, and pre-existing RNA 
degradation rate. While the long-term pulse and chase strategy, such as SLAM-seq, 
provides the average stability of individual RNA at the cell population level, irrespective 
of the cell growth dilution effect and co-transcriptional processes. Sometimes these two 
perspectives are ambiguous in terms of “half-life,” but the two concepts generate distinct 
scales of minutes. Therefore, in this thesis, TT-seq RNA half-life will be written as 
“turnover half-life” to avoid misunderstanding. 

 
 
Next, RNA turnover half-life estimation would not require the steady state hypothesis or 
coerce degradation rate to synthesis rate but can be transformed into the same equation (2) 
under classic assumptions. 
 
The steady-state model fixes total RNA abundance with equal synthesis to supplement 
degradation: 
 

X(t) = 𝑌'((1 − 𝑒,-() 
( 1 ) 

Where 𝑌'( is the steady state total RNA, 𝜆 is the degradation rate, X is the RNA synthesis 
rate. Then the classic RNA half-life 𝑡0/2 equals to: 
 

𝑡0/2 =
ln(2)
𝜆 	

( 2 )	

4.3.6.2 Assumptions based estimation 
 
Nonetheless, direct evidence is required that the cellular RNA content 𝑌'( is a constant 
given any moment, to support the steady-state model. In pulse metabolic labeling, RNA 
half-life can be approximated under two assumptions, without calculating degradation:  
 
1. no labeled RNA decays.  
2. total RNA abundance is stable after the pulse labeling.  
 
Since assumption 1, newly synthesized RNA is a linear accumulation of synthesis rate 𝜇 
with the pulse ∆𝑡: 
 

𝑋(∆𝑡) = 𝜇∆𝑡	
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( 3 ) 
After ∆𝑡, total RNA Y(∆t) will be a mix of pre-existing RNA Y′(∆t) and newly synthesized 
RNA 𝑋(∆𝑡): 
 

Y(∆t) = Y′(∆t) + 𝑋(∆𝑡)	
( 4 )	

Since the 5 minutes labeled rate r can be directly predicted from the spike-ins trained linear 
model: 
 

𝑟 =
𝑋(∆𝑡)
𝑌(∆𝑡) =

𝜇∆𝑡
Y?(0)𝑒,-∆( + 𝜇∆𝑡

 
( 5 ) 

Due to assumption 2, the initial total RNA abundance Y?(0) ≈ 𝑌(∆t). Then after 
simplification, the pseudo-degradation rate 𝜆 can be wrote as: 
 

𝜆 =
−log(1 − 𝑟)

∆t  
( 6 ) 

So the turnover half-life can be calculated with only the labeled rate: 
 

𝑡0/2 = −∆t ∗
log(2)

log(1 − 𝑟) 
( 7 ) 

Of note, this equation (7) is identical to the previous TT-seq half-life calculation in the 
“SpikeinNormalization” package, which assumed a steady-state model. But the difference 
is that the new spike-ins design in this study has wider linear space to adjust the dynamic 
range of RNA synthesis, as labeled spike-ins can occupy 2% and 20% of SL and mTORi 
cells libraries. Therefore, a single spike-in concentration may have an over-fitting issue 
when weak transcription deviates away from the spike-in scale, in both cell-level and 
transcript-level estimation.  

4.3.6.3 Simplified turnover half-life 
 
Another well-known RNA half-life approximates with the ratio between labeled RNA and 
total RNA read count,  E

F
, to represent the turnover tendency. So the simplified RNA half-

life becomes: 
 

𝑡0/2 = 	
ln(2)
𝐿
𝑇

=
ln(2)
𝑋
𝑌

=
ln(2)
𝑟  

( 8 ) 
The equation (7) denominator by the Taylor series transformation can be written as: 
 

−ln(1 − 𝑟) = 	I
𝑟J

𝑛

L

JMN

= 𝑟 +
𝑟2

2 +	
𝑟O

3 + ⋯ 

( 9 ) 
Equation (9) has the identical term 𝑟 with equation (8) denominator, therefore explaining 
why equation (8) can be used to approximate RNA half-life. Since the small magnitude of 
labeled rate 𝑟, the rest terms of equation (9), R

S

2
+	R

T

O
+ ⋯, are small. In practice, the results 

from equation (7) and (8) are highly correlated (Pearson’s r > 0.95). Only caveat of using 
this equation (8) is that it can enlarge unstable RNAs’ half-lives, in exchange of easy 
calculation.  
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4.3.7 Transcription elongation velocity estimation 
 
The principle of velocity estimation behind is that TT-seq labeled RNA measures initiation 
frequency, and Pol II ChIP represents the molecular number of transcription machinery.  
 
Let 𝑃N be the number of Pol II initiate per minute (a cell populational average), then for the 
next 𝑖	th minute, with any travel length 𝐿W, the Pol II 𝑃W in the 𝑖	th minute will equal to 𝑃N, 
 

𝑃W = 	𝑃N, ∀𝑖 ∈ {1, … ,𝑚} 
( 10 ) 

Even if backtracking and pre-mature termination occur, the average number of Pol II per kb 
is: 
 

𝑃_ = 	
∑ 𝑃Wa
0

𝑙 =
𝑚𝑃N
𝑙  

( 11 ) 
given a gene with 𝑙 kb and 𝑚 minutes transcription. Then, the average velocity is: 
 

�̅� = 	
∑ 𝐿Wa
0

𝑚 =
𝑙
𝑚 

( 12 ) 
 

�̅� = 	
𝑃N
𝑃_

 
( 13 ) 

Since TT-seq LRNA RPK represents RNA synthesis copy per minute or transcription 
initiation frequency, it is proportional to 𝑃N. The number of Pol II initiated per unit of time 
is available from the synthesis rate. Therefore, 
 

𝑣e = 	
𝑅𝑃𝐾	FF,'hi	Ejkl
𝑅𝑃𝐾	mno	pp	qrs

 

( 10 ) 
This velocity estimation method has been applied in the previous TT-seq studies51,73,137. 
The difference in this study is that we combined TT-seq LRNA coverage with Pol II S5p 
MINUTE ChIP-seq, which represents the movement of RNA Pol II rather than the 
synthesis events as mNET-seq describes.  
 

4.3.8 Pausing index and pausing duration 
 
TSS pausing intervals were obtained from the gene TSS Start-seq peaks, aligned by STAR 
2.7.3a, and called peaks by HOMER with the following parameters: findPeaks -style groseq 
-size 20 -fragLength 20 -inputFragLength 40 -tssSize 5 -minBodySize 30 -pseudoCount 1. 
Pol II S5p MINUTE-ChIP density in the TSS Start-seq peaks and the gene body intervals, 
(+500, +1500 bp), were divided and yielded the pausing index. Pausing duration was 
obtained from the pausing interval length and the estimated velocity in respective interval. 

4.3.9 Termination site detection 
 
To handle coverage skewness, sparsity, and local fluctuation, a global detection method 
was developed that enables reproducible sample comparison. This method is a lightweight 
version of the previous termination site calling by a local segmentation method with an 
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external R package dependancy26. The termination evaluation has another weighted signal 
method for comparison between samples, but calling of termination site is not available138. 
 
The new method here detects the max density contrast in the termination window, before 
and after at the termination site 𝑖: 
 

𝐴𝑟𝑔max 	(𝑑0 − 𝑑2) 
( 11 ) 

The average density of the coverage 𝑋 given the termination window length 𝐿,   
 

�̅� = 	
∑𝑋
𝐿  

( 12 ) 
The contrast at the site 𝑖, can be simplified as follows:  
 

𝑑0 −	𝑑2 = 	
∑ 𝑥WW

𝑖 −	
∑𝑋 −	∑ 𝑥WW

𝐿 − 𝑖  

= {I𝑥W
W

−	
𝑖 ∑𝑋
𝐿 | ∗

𝐿
(𝐿 − 𝑖) ∗ 𝑖 

=	I}𝑥W − �̅�~ ∗ 	
𝐿

(𝐿 − 𝑖) ∗ 𝑖
W

 

( 17 ) 
Of note, the normalized cumulative sum of coverage (left term) is multiplied by the sliding 
weight (right term) which exaggerates beginning and end positions irrespective of the body 
coverage (Figure 4.6). 
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Figure 4.6 A line plot of the weight function that introduces a position bias on the termination site 
calling. 
 
Therefore, removing this weight term can stabilize the result and increase robustness: 
 

𝐴𝑟𝑔max 	∆𝑑	 ≈ 	I}𝑥W − �̅�~
W

 

( 13 ) 
This simplified algorithm also decreases time complexity by skipping an iteration loop for 
each base-pair in the 15 kb window. In practice, only three steps are required:  
 

1. Normalize the coverage in the termination window to its mean, 
2. Calculate the cumulative sums,  
3. Call the max position35.    
 

4.3.10 Multiplexed ChIP spike-in-free normalization 
 
The background normalization method139 was adapted to correct the conventional ChIP 
sample size, and now can be used to stabilize the technical fluctuation that interferes with 
biological effect interpretation in MINUTE-ChIP. For example, time series transition can 
have less than 10% global difference, which is close to the input normalization inborn error. 
Because a global scaling against total input reads only vertically corrects the sample size, 
the horizontal technical errors still exist and require a background normalization, especially 
for the datasets that show systematic abnormalities for any ChIP target from that sample 
(Figure 4.7). Of note, this method was only applied to ChIP with genuine backgrounds, for 
example, Nanog, H3K4me3, and Pol II, if the global change was larger than technical 
fluctuation. 

 
Figure 4.7 Multi-sample normalization with background control. An example of three conditions 
(A, B, and C), with vertical scaling to correct the sample size. But the technical variance still exists 
and introduces small fluctuation. 
 

4.3.11 G-quadruplex pattern match 
 
The reference genomes mm9 and hg19 were used for G-quadruplex (G4) sequence 
annotation. The inter-strand motifs and intra-strand motifs were matched, by expanding the 
canonical G4 motif G3+L1-7 to the opposite strand. Let A = G3+ and B = C3+, 8 G4 
combinations (AAAA, AAAB, AABA, AABB, ABAA, ABAB, ABBA, and ABBB) were 
detected with the regular expression. Beyond the canonical intra-strand G4 pattern AAAA, 
the extended intra-strand PQS (Putative G-Quadruplex Sequences) G3+L1–12, and two-
tetrads G2L1–12, were assigned. The genome coverages of matched motifs were produced 
with the Bioconductor package “rtracklayer 1.46.0”. 
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4.3.12 Data availability 
 
TT-seq data in mESC pluripotent states were uploaded in GEO (GSE168378). 
Transcription kinetics analysis and figure generation scripts are available on Github 
(https://github. com/shaorray/TT-seq_mESC_pluripotency).  



 

 27 

5 RESULTS 
5.1 PROJECT ONE: TRANSIENT TRANSCRIPTOME IN MOUSE ES CELL  

5.1.1 TU annotation in mESC 
 
An embryonic stem cell has a transcription permissive genome configuration40. To perform 
reproducible TU annotation of both the known genes and de novo annotated non-coding 
transcripts, a shiny app “TU filter” was developed following the annotation steps in the first 
TT-seq study 26.  
 
In the new annotation pipeline, several minor changes have been made. The original 
procedure joins gene TUs including the weak 5’ region from the alternative TSSs and the 
diminishing 3’ termination region. To calculate an accurate transcription level, TU filter 
disjoins the flanking non-coding regions (Figure 4.2). This step helps to remove the 
influence of alternative TSSs and the decay in the termination window but creates usRNA 
and dsRNA that are from the gene transcription (Figure 5.1).   
 

Figure 5.1 An example of TU annotation with overlapped transcription termination regions of two 
convergent genes.  
 
In this study, non-coding RNAs may have slightly different names. Often, in the gene-
dense regions, the relative location of ncRNA can be in multiple cases depending on the 
neighbored gene references. So ncRNA naming is according to its position to the nearest 
gene by promoter/termination regions (2 kb) overlaps. The pre-defined order will assign a 
unique name to each ncTU: 
 

1. intergenic RNA 
2. asRNA (gene cis-antisenses RNA) 
3. uaRNA (upstream-antisense RNA) 
4. conRNA (convergent RNA) 
5. dsRNA (downstream-senses) 
6. usRNA (upstream-sense RNA) 
7. daRNA (downstream-antisense RNA) 

 
Therefore, a later name assignment could override an earlier assignment in the multi-gene-
neighbor situation. So a small number of ambiguous naming might exist in the closely 
related ncRNA types, e.g., uaRNA and conRNA (Figure 5.2). 
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Figure 5.2 An example of TU annotation results in the Tbx3 gene neighborhood. TT-seq labeled 
RNA (LRNA) and total fragmented RNA (FRNA) are spike-in normalized. GENCODE reference 
(blue) and the annotated TUs (red) are indicated.  

5.1.2 RNA turnover in a living cell 
 
Estimating RNA turnover half-life requires two assumptions (4.3.6.2) of TT-seq short pulse 
labeling. Integration RNA degradation rate is available from SLAM-seq23 resulted in an 
interesting saturation parameter. The current cellular RNA abundance 𝑌′ compared to 
theoretical steady-state 𝑌'( is a ratio of saturation: 
 

𝜌 =
𝑌′
𝑌'(

 
( 14 ) 

 
Using equation (1), then: 
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𝜌 =
1 − 𝑒,-(

𝑟  
( 20 ) 

 
For the pulse metabolic labeling, the turnover half-life can also be written as: 
 

𝑡0/2 =
ln	(1 + 𝜌)

𝜆  
( 21 ) 

 
In the equation (21), the saturation parameter 𝜌 adjusts to the shorter turnover half-life 
below the steady-state since 𝜌 < 1. The empirical distribution of 𝜌, with TT-seq labeled 
rate 𝑟 and SLAM-seq degradation rates 𝜆, centers at 0.31 in mouse ES cells (Figure 5.3). 
The unsaturated turnover suggests an individual cell accumulates total RNA abundance 
with continuous cell growth. 
 

 
 
Figure 5.3 The empirical cumulative density curve of the saturation parameter	𝜌, as a ratio between 
the observed total RNA abundance and the theoretical steady-state capacity, from the TT-seq 
synthesis rate (this study) and SLAM-seq decay rate23. 
 

5.1.3 RNA labeling efficiency verification 
 
Technical verification of RNA labeling efficiency was addressed from three aspects, 4sU 
incorporation rate, bona fide labeling time, and cross-contamination rate.   
 
First, without alkylation, 4sU has a natural mismatch rate of 10% in the complementary 
DNA (cDNA) synthesis step30. This T->C rate can be recapitulated by comparing the 
mismatch frequency between labeled RNA and total RNA reads (Figure 5.4 A). The four 
samples showed no significant difference in 4sU incorporation rate. 
 
Second, 4-thiouridine incorporation has many steps. After supplementing in the culture 
medium, 4sU experiences the free diffusion into the cell converts to 4sUTP and 
competitively incorporates into newly synthesized transcripts. Any step slowdown could 
confound into labeled RNA quantification. Since RNA splicing occurs co-
transcriptionally140, the splicing rate of labeled RNA may represent the effective labeling 
time. By extracting the splicing rate across different conditions, only a tiny difference 
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appeared among the pluripotent states (Figure 5.4 B). Hence, cell morphology and cell 
colony size will not impede 4sU incorporation or alter adequate labeling time.    
 
Third, the mix of labeled/unlabeled spike-in RNA allows cross-contamination estimation. 
The cross-contamination rates were predicted from the spike-in-trained linear model and 
appeared to consistently have low values for all biological replicates (Figure 5.4 C). Due to 
the spike-in #12 having a technical error of Kallisto’s read count (Figure 4.5), its actual 
cross-contamination could be lower.    

 
Figure 5.4 TT-seq 4sU labeling efficiency verification. (A) T->C mutation frequency rates across 
the conditions in comparison. The Student’s two-tail t-test is performed (n.s., no significance). (B) 
Labeled reads splicing rates are compared across the samples. The error bar indicates the (0.25, 
0.75) quantiles. (C) Cross-contamination rates of the unlabeled spike-in RNA across the biological 
replicates.  
 

5.1.4 Transcription kinetics change in the pluripotent state transitions 
 
RNA transcription contributes a large portion of the total RNA variation141. And mRNA 
abundance explains 40%-84% of the protein translation variance in mammalian cells28. 
Hence transcription is the main determinant of gene expression and is especially significant 
for unstable non-coding RNAs. 
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Figure 5.5 Transcription explains the majority of RNA abundance on the TT-seq annotated TUs. 
(A-B) Protein-coding RNAs log2 fold-changes comparisons between transcription and total RNA in 
the pluripotent state transitions. (C) Pearson’s correlation of log TU RPK between transcription and 
total RNA abundance by coding and non-coding TU types in the pluripotent states. (D) The pair-
wise Pearson’s correlation of log TU RPK between the pluripotent states by four TU types. 
 
Newly synthesized RNA can evaluate transcription’s contribution to RNA abundance on 
TT-seq de novo annotated TU types. For the 12007 protein-coding TUs, the changes in 
transcription correlated well with the changes in RNA abundance in the pluripotent state 
transitions (Figure 5.5A-B). In addition, the levels between transcription and total RNA 
abundance also correlated well for mRNAs, intergenic RNAs, and cis-antisense RNAs 
(Figure 5.5C). However, three non-coding RNA types (conRNA, uaRNA, and daRNA), 
derived from the opposite strand of the main genes, showed disassociated total RNA 
abundance with transcription. This result suggests a location-specific degradation of 
ncRNAs that overrides transcription’s contribution. After post-transcriptional processing, 
mRNAs and intergenic ncRNAs abundance converged better among the pluripotent states 
than transcription, but slightly not for the unstable uaRNAs (Figure 5.5D). Together, 
transcription contributes a large portion of total RNA variance under cell physiological 
buffering.     
 

5.1.5 Transcription neighboring effect 
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Enhancer elements have been found with Pol II occupancy and eRNA products142. As a 
proxy of enhancer activity, enhancer transcription shows an additive regulation of 
neighboring genes50,54,56,143. And enhancer-promoter contact frequency has been recently 
shown to follow a logarithmic decrease by genomic distance55. Before this physical 
evidence, ncRNA-mRNA co-expression in TT-seq also revealed a similar reverse relation 
by distance in SL-2i transition (Figure 5.6A).   
 

 
 
Figure 5.6 Transcription neighboring co-expression in mESC pluripotency transitions. (A). Labeled 
RNA log2 fold-change correlation between intergenic TUs (n = 14,978) and genes (n = 7,087) by 
the binned distance, the strand, and the enhancer annotations (FANTOM5, ChromHMM, and 
STARR-seq58). (B). Gene pairs covariance in single-cell RNA-seq, by random genome pairs, pairs 
in the same topological associated domain (TAD), adjacent sense-strand pairs, downstream 
convergent pairs, and divergent promoter pairs. Vertical lines are drawn at the medians of SL and 2i 
covariance. Wilcoxon signed-rank tests are performed against zero covariance. 
 
Of note, this distance-dependent co-expression appeared to have no preference for strand or 
enhancer annotation, except for downstream convergent TU pairs in closer associations 
(Figure 5.6A top). For cross-validation,  gene-pairs co-expression test was performed in an 
SL and 2i single-cell RNA-seq dataset128. The promoter-divergent gene pairs showed the 
highest covariance, and the downstream convergent gene pairs ranked the second. These 
results manifest co-expression of ncRNAs with the neighbored genes. 
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5.1.6 Transcription velocity estimation with TT-seq and Pol II S5p coverage  
 
TT-seq labeled RNA, and RNA Pol II S5p provide elongation velocity estimation at both 
gene level and local intervals (pausing window, gene body, and termination window) 
(Materials and Methods, 4.3.7). In this study, the estimated velocity has been cross-
validated. The GRO-seq dataset with a time series Cdk9 inhibition was reprocessed69. The 
ongoing transcription distances from gene TSS were annotated by the “TU filter” tool. For 
each gene, the distances and times were subjected to a linear model in response to the Cdk9 
inhibition duration, which provided the elongation velocity from the slope coefficient term. 
The resulted velocity measurements (n=1944) were used as the “measured elongation 
velocity” and appeared to correlate with the TT-seq estimated velocity (Figure 5.7 B). 
 

 
 
Figure 5.7 Transcription velocity estimation. (A) A scatter plot with RNA Pol II gene body density 
and GRO-seq externally measured velocity. Pearson’s correlation is performed after log 
transformation. (B) A scatter plot between TT-seq estimated velocity and GRO-seq measured 
velocity. Pearson’s correlation is indicated. (C) A scatter plot between TT-seq RNA synthesis rate 
and GRO-seq measured velocity. Pearson’s correlation is shown. (D) A diagram of RNA synthesis, 
elongation velocity, and Pol II density relations. 
  
Fast Pol II dilutes its occupancy and condenses Pol II chromatin binding. Accordingly, Pol 
II gene body density reversely correlated well with GRO-seq measured velocity (Figure 5.7 
A). However, transcription initiation frequency (or RNA synthesis rate) association with 
elongation velocity appeared insignificant (Figure 5.7 C), which confirms that the observed 
Pol II coverage is subjected to transcription initiation and elongation velocity (Figure 5.7 
D). Nevertheless, velocity modulation would help to evaluate if elongation velocity is a 
rate-limiting parameter. 
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5.1.7 Transcription velocity interpretation 
 
The three transcription stages appear on the estimated velocity profile (Figure 5.8 C). Pol II 
movement showed a deep stall at TSS and a quick velocity restoration after pause-release. 
Pol II traveled through the gene body at a steady velocity for all three pluripotent states. 
Beyond the transcript end site (TES), Pol II S5p accumulated, RNA synthesis diminished, 
and the elongation slowed down in the termination process.  
 

 
 
Figure 5.8 Estimated transcription velocity profile. (A-C) Average gene coverage profile of 
quantitative MINUTE-ChIP of Pol II S5p, spike-in-normalized TT-seq-labeled RNA, and the 
estimated elongation velocity (n=10,447, a.u.). (D) K-means clustering of the estimated velocity in 
the SL condition (E) A diagram of the pausing index calculation method. (F) Boxplot of pausing 
index distribution by three elongation velocity groups. Student’s t-test is perform with log-
transformed pausing index, *P < 2.2e-16. 
 
The transcription pause-release dynamics can be represented by the pausing index, a ratio 
of Pol II densities between the TSS pausing interval and gene body (Figure 5.8E). To test 
whether the successful Pol II release related to elongation velocity, we clustered average 
gene velocity into three groups and found less pausing in the fast elongation group (Figure 
5.8F). This result implies that promoter-proximal pausing is not an independent event but a 
connected step for a transcription cycle.  
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Further, to understand the estimated elongation velocities, various public genomic features 
were collected and compared (Figure 5.9A). The closest associations appeared from the 
repressive histone variant and modification (H2A.Z, H3K7me3, and H2Aub), elongation-
related H3K36me3, H3K79me2, and chromatin remodelers (Chd2 and Chd9). DNA 
sequence motifs, DNA/RNA modifications, general transcription factors, and histone 
acetylation exhibited marginal correlations with elongation velocity. Chromatin opening 
(DHS and FAIRE) and looping (Med1 and CTCF) also moderately indicated the velocity 
extent. Therefore, the chromatin determinant of velocity might also reside in the gene body 
that controls the flexibility of chromatin fiber. 
 
 

 
 
Figure 5.9 Transcription velocity interpretation. (A) A dot plot of Pearson’s correlation coefficients 
between the estimated gene elongation velocity (n = 10,611, SL state) and the genomic features in 
mESC. (B-C) Estimated velocity scaled by GRO-seq measured velocity plotted across the culture 
conditions and TU types. Boxplots are with central bands at the median, 0.25 and 0.75 quartiles box 
area, and 1.5× interquartile range (IQR) whiskers; outliers are hidden. A two-tailed unpaired 
Student’s t-test is performed on the log scale. (D-F) Estimated velocity correlation between mRNA, 
paired uaRNA, and mRNA TSS pausing interval (Start-seq peaks). The estimated elongation 
dynamic parameters are in SL state, the same as below. (G-H) Pearson’s correlations of estimated 
pausing time (in Start-seq peaks) with gene body elongation time and pausing index. (I)  Pearson’s 
correlation between the estimated mRNA gene body elongation time and the pausing index.  
 
This inhibition-free velocity estimation relied on the external scale from GRO-seq 
measurements and provided velocities in non-coding regions. For uaRNA-gene pairs, we 
found the non-coding direction transcribed slower, which might explain the lack of active 
chromatin marks (Figure 5.9B-C). However, uaRNA velocity appeared almost independent 
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of the main gene velocity (Figure 5.9D), and uaRNA elongation was marginally associated 
with the pausing dynamics. The velocity in the short pausing window might be limited with 
TT-seq and Pol II S5p ChIP. Nevertheless, at the pausing interval, velocity and pausing 
time appeared to correlate better with gene body elongation velocity and time, above the 
gene length confounding of two random variables (Figure 5.9F-G). The evidence of pause-
release dynamics with non-random velocities (Figure 5.8F, 5.9H-I) again suggests that 
promoter-proximal pausing is a connected step in a transcription cycle. 
 

5.1.8 Transcription termination site estimation 
 
Transcription termination involves DNA motif, RNA secondary structure, and 
exoribonuclease digestion26. In this study, termination distance supports Pol II elongation 
slowdown144,145, as manifested in the binned TT-seq labeled RNA coverages by the GRO-
seq externally measured velocities (Figure 5.10 A). The inhibitor-induced states (2i and 
mTORi) appeared with slower elongation and shorter termination distances (Paper I, Fig 
5G)145. Furthermore, the multi-feature comparison confirmed the top importance of velocity 
in the termination window that determines the termination distance (Figure 5.10 B). 

 
Figure 5.10 Termination distance is associated with velocity. (A) The median coverage of TT-seq 
labeled RNA (SL) in the 15 kb termination window grouped by the GRO-seq measured elongation 
velocity classes. (B) The bar plots show the Person’s correlation coefficients (upper) and R-squared 
values (lower) of termination distances with the velocity and chromatin features as the explanatory 
variables. 
 

5.1.9 Epigenome modulation of transcription kinetics in ES cells  
 
To explain transcription frequency, turnover half-life, and total RNA abundance from an 
epigenomic perspective, the protein-coding RNAs and intergenic ncRNAs in mESC were 
separately subject to Pearson's correlations and R-squared decompositions with a collection 
of genomic features (Figure 5.11A). The combined features explained 72.4% of mRNA 
transcription variance and 46.5% of mRNA abundance variance. However, the intergenic 
ncRNAs transcription and RNA abundance variances were only explained by 16.9% and 
30.8%. Intriguingly, chromatin accessibility and histone acetylation are anti-correlated with 
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intergenic ncRNA abundance. Although RNA metabolic turnover might be indirectly 
associated with the chromatin features, 16.1% of intergenic RNA turnover half-life variance 
was explained compared to the 5.2% explanation of mRNA half-life. Of note, H3K27me3's 
weakly positive correlation with intergenic RNA half-life might suggest that the repressive 
chromatin vicinity protects ncRNA from degradation. 
 

 
 
Figure 5.11 Epigenomic features distinguish mRNA from intergenic ncRNA. (A) The genomic 
features' heatmaps of Pearson’s correlation (dot) and decomposed R-squared values (color tile) 
explain transcription frequency, turnover half-life, and total RNA abundance. (B) Mclust groups 
separate the mix of mRNA and intergenic ncRNA with 25 genomic features. The clusters are sorted 
by transcription frequency and annotated with promoter directionality, ChromHMM states, and 
several selected histone modifications. (C) UMAP two-dimensional space with the 25 genomic 
features separates mRNAs from intergenic ncRNAs. (D) Boxplots contrast the difference between 
mRNAs and intergenic ncRNAs with the indicated features after log-Z-transformation. 
 
Next, to test the connectivity between transcriptome and epigenome, we kept the 25 non-
redundant features (with positive R-squared values in mRNA transcription explanation) and 
clustered mRNAs and intergenic RNAs together with a Gaussian mixture method. After 
ranking by transcription levels, the 6 clusters separated mRNAs (C1, C2, C5) and 
intergenic RNAs (C3, C4, C6) (Figure 5.11 B). With the predefined ChromHMM states146, 
active promoter states (red) were prominent in the highest transcribed cluster (C1) and 
lowly transcribed clusters (C4 and C5) enriched with enhancer and bivalent states. And 
active mRNA cluster (C1) and enhancer cluster (C4) were predominant with bidirectional 
promoters147, compared to the uni-directional bivalent promoters (C5). The clustering result 
was further integrated with the selected chromatin features. mRNA TSSs distinguished 
from ncRNAs by CpG dinucleotide and H3K4me3 enrichment; lowly transcribed mRNAs 
(C2) were coated with higher levels of H2A.Z, H3.3, and repressive histone modification; 
in addition to H3K27ac; the enhancer cluster (C4) also enriched with H3K9me3, H2A.Z, 
and H3.3 (Figure 5.11 B). The 25 chromatin features were further projected to the UMAP 
two-dimensional space and separated mRNAs and ncRNAs with a clear gap (Figure 5.11 
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C). These results suggest that although lowly transcribed mRNAs (C2) and a small fraction 
of ncRNAs (C3) share repressive chromatin features, their epigenome compositions were 
intrinsically distinguishable in terms of active marks and turnover kinetics (Figure 5.11 D). 
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5.2 PROJECT TWO: HISTONE ACYL-MODIFICATION WITH GENETIC CODON 
EXPANSION  

5.2.1 Pre-modified protein acylation with genetic code expansion  
 
The hydrophobic pocket of PylRS catalytic cavity has UAA selectivity86. To engineer bio-
orthogonal PylRS catalysis of aminoacyl-tRNAPyl as a histone acylations tool, we tested the 
affinities of five PylRSs with six acyl-lysine substrates.    
 
The respective constructs of PylRS variants and histone templates were cloned as described 
(Material and Methods, 4.1.2). Our preliminary test showed that acetyl-lysine, crotonyl-
lysine, and propinyl-lysine could efficiently be incorporated into the GFP reporter with the 
AcKRS (Figure 5.12 A). And ButKRS specifically incorporated butyryl-lysine with high 
efficiency. β-hydroxyisobutyry-lysine only showed a weak reactivity with its enzyme 
HibKRS (Figure 5.12 B). Thus the combination of AcKRS and ButKRS could allow 
histone acylation incorporation to a wide extent (Figure 5.12 C). 
 

 
 
Figure 5.12 Acylation incorporation reactivity profiling. (A-B) A single amber stop codon (150) 
GFP reports the acyl-tRNAPyl reactivity in HEK293t cells with the amber suppression system 
(Materials and Methods 4.1.2). Different mmPylRS variants were treated with 2 mg/mL acyl-
lysines for 24 hours. Western blots indicate the GFP expression levels of each combination. (C) A 
radar plot of the relative ratios of GFP fluorescence emission values scaled to total protein weight 
(BCA) and the wild-type GFP florescence as a reference. Axis labels are acyl-lysines, and line 
groups are the specified PylRS variants.     

5.2.2 Install histone acylation in vivo  
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Next, histone H3.3 were expressed with acetyl-lysine and butyryl-lysine supplementation to 
test endogenous activity in HEK293t cells. After 24 hours, the expression of H3.3 reached 
~10% of the total H3.3 amount (Figure 5.13 A, left, input lane). However, HA-tagged 
H3.3K27ac were incomparable to total endogenous H3K27ac (Figure 5.13 A, middle). 
Moreover, the missing signal of butyryl-lysine treated cells suggests that anti-H3K27ac 
antibody cannot cross-react with the butyryl group. In the HA-IP lanes, HA-tagged H3.3 
overwhelmed the endogenous H3.3, but this gap diminished for H3K27ac (Figure 5.13 B). 
So these results suggest that the pre-modified H3.3K27ac is deacetylated to more than 40% 
(Figure 5.13 C). Hence, the in vivo expressed histone H3.3 confronts a challenge for further 
functional readouts (e.g., TT-seq and mass spectrometry). Because: 
 

1. H3K27ac is highly unstable with the endogenous expression system. 
 

2. 24 hours pulse expressed H3.3 only takes up 10% of total histone H3.3. Proteomic 
signal could be difficult to detect under total H3 background with mass 
spectrometry. 
 

3. The nucleosomal histone H3 non-specific binding on beads mixes in a large fraction 
of H3K27ac signal and predominates HA-tagged H3.3 (Figure 5.13 A, right, anti-
H3 WB). 

 

 
 
Figure 5.13 Measurement of in vivo expression H3.3 with K27-acylation. (A) HA-IP western blots 
of 24 hours pulse expression of HA-tagged H3.3 in HEK293t. Input and pull-down lanes are 
indicated. (B) The proportion bar-plot of relative HA-tagged H3.3 amount in the input and HA-IP 
histone H3 pool. (C) The relative amount of HA-tagged H3.3 with K27ac modification. 
 
Given the facts above, histone acylation pre-modified strategy could be inevitably limited 
to changing hardwired transcription programs. It is still inspiring to further investigate the 
native responses to the pre-occupation of one acyl residue on the same site that precludes 
the alternatives, e.g. H3K27me3, without introducing a mutant histone. 
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5.3 PROJECT THREE: RAPID H2A DE-UBIQUITINATION BY BAP1 PULSE 
EXPRESSION 

 
Active or repressive histone modification is named with gene expression states, but the 
causal relation is still largely unclear. Here, we evaluated the direct role of the repressive 
histone modification H2Aub (Histone H2A lysine 119 mono-ubiquitination) in mESC, by 
pulse expressing the H2Aub-specific de-ubiquitinase BAP1 (Materials and Methods, 4.1.2). 
The results confirmed the central role of H2Aub in Polycomb-mediated gene silencing. 

5.3.1 Active H2Aub depletion reverses Polycomb mediated repression 
 

 
Figure 5.14 BAP1 pulse expression depletes endogenous H2Aub and reverses PcG-mediated 
repression. (A) Experimental design after BAP1 induction with CpK (Nε-(1-methylcycloprop-2-
enecarboxamido)-lysine), after 12 hours pulse and 36 hours chase with two batches of sequencing 
readouts, batch 1 (right) and batch 2 (left). (B) Western blots of GFP, BAP1, H2AK119ub, and total 
histone H3 in the pulse-chase periods. (C) PcG enriched genes (intersection of Ring1b and Ezh2 
enriched genes) are labeled for the gene responses in the BAP1 pulse-chase RNA-seq series. (D) 
RNA-seq MA plots show the differential gene expression at the indicated time points. 
 
The previous studies designed with H2Aub writer PRC1 (Polycomb repressive complex 1) 
conditional knock-out (CKO) or Ring1b catalytic-null mutants inevitably affect the 
assembly of Polycomb group proteins, confounding with repressive effect from PRC1-
mediated chromosomal compaction92,104,105. Due to Ring1b catalytic-null mutants 
attenuated in chromatin binding, whether gene de-repression requires PRC1 relocation is 
unknown. With BAP1 mRNA microinjection, a recent study successfully depleted H2Aub 
in the early mouse embryo and de-repressed half of PcG target genes110. To record H2Aub 
depletion responses (Figure 5.1.4 A), we expressed the BAP1-complex with the amber-
suppression scaffold PylRS-tRNAPyl (Paper III, Fig 1A). Ectopic BAP1 rapidly removed 
endogenous H2Aub, and stably de-repressed half of PcG enriched genes in the pulse-chase 
periods (Figure 5.1.4 B-D). So this method provides a platform for evaluating H2Aub in 
transcription repression.  
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Figure 5.15 Differential expression gene set analysis. (A) Venn diagrams of the BAP1 pulse-chase 
up-regulated genes intersection with the combined gene list of BAP1 CKO up and down-regulated 
genes107,120,148, and the combined PRC1 CKO up-regulated genes92,105. (B) Venn diagrams BAP1 
pulse-chase up-regulated genes intersection with 3 days PRC1 CKO92,105, 8 hours PRC1 CKO104, 
and BAP1 mRNA over-expression in pre-implantation mouse embryos110. (C-D) Top gene ontology 
terms for BAP1 pulse-chase up-regulated genes specific to the ectopic BAP1 expression (C) and 
shared with Ring1b CKO (D), which suggest that BAP1 induces both cytoplasmic Ca2+ flux and 
H2Aub depletion. 
 
Interestingly, H2Aub direct depletion appeared to have higher convergence with PRC1 
CKO responses from H2Aub passive depletion rather than with the BAP1 CKO that 
passively accumulates H2Aub (Figure 5.15 A). In the early PRC1 CKO, gene responses 
were less reproducible with H2Aub depletion (Figure 5.15 B). H2Aub direct depletion in 
the early mouse embryos also showed cell-type specific responses. Of note, BAP1 pulse 
expression in mESC induced two parallel pathways, IP3R3 de-ubiquitinating induced Ca2+ 
signaling149 and H2Aub repressed developmental pathways (Figure 5.15 C-D). Together, 
these data consolidate the critical role of H2Aub in Polycomb-mediated transcription 
repression. 
 

5.3.2 H2Aub is required for Polycomb assembly  
 
Non-catalytic Ring1b mutant leaves a question of whether H2Aub is required for PRC1 
chromatin binding92,105. Therefore we examined the Polycomb factors genome occupancy 
after H2Aub depletion. Consistently, H2Aub removal caused the loss of Polycomb factors 
(Ring1b and Ezh2) enrichment on their targets, which emerged from P12 and remained 
stable decreases (Figure 5.15 A). In addition, Rybp showed a minimal decline, confirming 
cPRC1 and H2Aub association as previously reported105. Moreover, H3K27me3 manifested 
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a passive dilution due to cell division on PcG-enriched genes. However, at the global level, 
Polycomb factors exhibited stable genome-wide occupancy, implying Polycomb factors’ 
loss of assembly but not the elimination of chromatin binding due to H2Aub depletion. 
 

 
 

Figure 5.15 Polycomb domain disassembly after H2Aub depletion. (A) Boxplots of log2-
transformed reads density in ±1 kb TSS regions of PcG enriched genes, along the BAP1 pulse-chase 
series. Relative median ratios to the control are indicated. (B) Boxplots of log2-transformed reads 
density in ±1 kb TSS regions of all genes. The same dataset and style as A. 
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5.4 PROJECT FOUR: CUT&TAG MAPS G-QUADRUPLEX IN MOUSE ES 
CELLS  

 
G-quadruplex (G4) forms a secondary nucleic acid structure associated with gene 
expression regulation150,151. G4s have dynamic nature and sequence-dependent antigenic 
profile; the endogenous detection is often challenging even though many G4-specific 
antibodies have been developed152–156. Previous endogenous genome-wide G4 capturing 
methods by BG4 antibody and G4 probe were performed with formaldehyde cross-linked 
cells157,158, which left a caveat of masking or denaturing G4 profiles. To solve these issues, 
CUT&Tag method was applied to map native G4 structures and achieved highly sensitive 
readouts151,159. 
  
In this study, BG4 antibody was used as the primary antibody in CUT&Tag for G4 
mapping in mESC, following the procedure as described before160. As expected, most G4 
CUT&Tag peaks formed on the gene promoters with considerable overlap with the 
canonical G4 sequence pattern (Figure 5.16 A-C). Although most bona fide canonical G4s 
appeared at gene TSSs, surprisingly, G4 stabilizer PDS immediately inhibited transcription 
elongation only after 5 minutes treatment (Figure 5.16 D). 
 

 
 
Figure 5.16 Most G4s occur at promoters. (A) mESC G4 CUT&Tag MACS2 peaks are annotated 
with gene references and G4 sequence patterns. (B) The rank of MACS2 scores of G4 CUT&Tag 
peaks is color-labeled by G4 sequence pattern matches. (C) MACS2 called G4 peaks coverage on 
the gene regions. (D) TT-seq spike-in normalized labeled RNA coverage before and after PDS (50 
μM) treatments. 
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However, G4 is ambiguous in transcriptional regulation. Due to the high CG content at the 
promoter regions, G4 formation has high chances with G-rich single-strand sequences of 
melted DNA double helix at active gene promoters161. But it is more likely that G4 
stabilization by PDS limits RNA Pol II elongation efficiency as TT-seq shows (Figure 
5.16D), besides a recent study claimed that TMPyP4 G4 stabilizer precludes initiation151. 
Intriguingly, transcription inhibition does not decrease G4 formation159. So the stable 
promoter G4s is unlikely sensitive or linked to downstream gene transcription. Given that 
G4 can also form with RNA structures that recognized by PRC2, RNA G4 mediates PRC2 
enzymatic inhibition and decreases H3K27me3 with nascent RNA precursing162–164. So 
future study might need to distinguish DNA and RNA G4 with either short-term local-
response or long-term transcriptional memory across cell development stages. 
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6 DISCUSSION 
6.1 TRANSCRIPTION KINETICS WITH A MULTI-OMICS APPROACH 

6.1.1 Transcription frequency measurement  
 
As explained earlier (2.1.3.1), transcription frequency represents the number of full-length 
RNA synthesis per unit of time. To this end, nascent RNA metabolic labeling is required to 
exclude the pre-existing RNA fraction, otherwise, the unlabeled nascent RNA will carry a 
bias from elongation velocity22 (Figure 6.1). Hence, a flat gene body coverage and high 
intronic reads density are benchmarks of bona fide transcription output38, as described in 
Paper I (Figure EV2 B-C). In addition, TT-seq can keep cross-contamination rates below 
1% (Figure 5.4 C), which again ensures accurate transcription frequency estimation. 
 

 
 

Figure 6.1 RNA fragmentation assists transcription frequency estimation. Elongation rate (kb/min) 
can be estimated with the pause-release inhibition (DRB) and washout approach. But a previous 
study using 4sUDRB-seq found that the nascent RNA reads gene body distribution is subject to 
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both transcription velocity and initiation frequency22. As the authors observed a skewed coverage of 
labeled reads at gene 5’ end. They also found if transcription frequency is fixed, the slope is 
negatively associated with elongation velocity (Figure 6.1, top). Later Bru-seq recapitulated this 
skewed reads distribution with the same experimental design165. Also, a sloped coverage can occur 
with Pol II-associated RNAs in a labeling-free nascent RNA-seq approach32. After RNA 
fragmentation, labeled RNA reads coverage will anchor to transcription frequency for any 
elongation velocity (Figure 6.1, top), therefore providing a uniform mapping of transient 
transcription (Figure 6.1, bottom). 
 

6.1.2 Limits of transcription velocity estimation 
 
An accurate velocity estimation in TSS pausing window is challenging, which requires both 
RNA synthesis and Pol II occupancy at base-pair resolution. Compared to RNA synthesis, 
Pol II TSS occupancy is more obscure, since miscellaneous states could exist in the short 
pausing window. A study with exonuclease reveals the Pol II stall footprint between 20-51 
nt and can slide back along DNA template166. With MNase (micrococcal nuclease), a study 
refines mNET-seq by preliminary size-selection of captured RNAs and discovers that Pol II 
has a 20-30 nt footprint from TSS for the short RNA library (20-60 nt), but in the longer 
RNA library (60-160 nt) Pol II shows ~60 nt footprints without pausing peaks167. Since a 
nascent RNA has to be 15 nt long to reach the Pol II surface and 23 nt long to be protected 
by the capping enzymes from MNase digestion168, the nucleotide oligo mixtures inside Pol 
II imply disparate fates of early RNA production. Therefore, Pol II S5p and mNET-seq may 
measure different mixtures of Pol II TSS activities, although the estimated gene body 
velocities from TT-seq/mNET-seq align with TT-seq/Pol II-S5p estimates (Paper I, Fig 
EV4 C).  
 
Promoter-proximal pausing might not be simply stationary, as non-productive Pol II exists. 
Interfering pause-release with P-TEFb inhibitors prohibits new rounds of Pol II initiation169 
and increases Pol II TSS occupancy69,170,171. However, both the short RNA production in 
PRO-seq75 and the fraction of paused Pol II in “methyltransferase footprinting”172 are stable 
after pause-release inhibition. Accordingly, a short-capped RNA 4sU labeled method 
reports non-productive turnover of early RNAs from the paused Pol II, in a median half-life 
of 5 minutes and an average of ~80% premature termination rates173. Hypothetically, the 
early elongation stage may have many flimsy steps that can be distinguished by different 
transcription measurements (Figure 6.2). The similar TSS peaks in Pol II S5p ChIP, PRO-
seq, and mNET-seq actually represent a series of decisions before a full-length 
transcription. 
 
TT-seq profile is absent of TSS peak because promoter high GC content disfavors 4sU 
labeling in addition to the removal of 5’ end pre-existing RNA fraction. Plus the 
isopropanol precipitation after biotinylation in TT-seq might also filter out the short paused 
RNA (<50 nt), as benchmarked for micro-RNA recovery174. These features could make TT-
seq devoid of premature terminated RNA. Since TSS short RNAs are readily lost after 
Triptolide-mediated initiation block, again suggesting a fast turnover of the non-productive 
nucleotides from the paused Pol II172.  
 
In addition to pause-release dynamics, the low resolution of estimated local velocity may 
compromise the explanation of other local transcription mechanisms, for example, 
backtracking. Transcription can spontaneously discontinue when confronted with 
elongation obstacles and backtrack a few base-pair175,176. Backtracked Pol II generates a 
peak pattern in the gene body in NET-seq31. To alleviate backtracking and stimulate 
elongation, RNA folds into secondary structures62, requires the cleavage of the short 
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flanking 3’ end by Pol II complex subunit TFIIS177, and with the aids of elongation factors 
(PAF1, RTF1, and STP6) to pass nucleosomal roadblocks51,178,179. Of note, the DNA 
melting energy per se can predict Pol II backtracks180. TT-seq labeled RNA coverages 
frequently decline at the high GC content loci throughout gene body and termination 
window. So a base-pair precision evaluation of the backtracking is challenging with our 
MNase digested Pol II ChIP, but it might be feasible with the published NET-seq and TT-
seq datasets51,73,137,181. Nevertheless, Pol II backtracking frequently appears near the pause-
release check-point165, to what extent backtracking participates in the termination 
slowdown is unclear. Hence, the short reads sequencing is limited to address whether RNA 
cleavage in the termination window accompanies by a discontinuous elongation velocity. 
This question could be answered by the long-read nascent RNA sequencing methods138,182, 
which might unveil the termination cleavage site at base-pair resolution. 
 

 
 
Figure 6.2 Pol II pause-release steps revealed in different sequencing methods. A high-resolution 
Pol II ChIP-nexus allows for dissecting the initiation and pausing engagements169. Pol II S5p 
captures the initiated Pol II, but might inevitably contain physically stalled non-productive Pol II. In 
support, RNA synthesis in the pausing window can decrease with stable Pol II occupancy by 
backtracking enforcement165. PRO-seq and mNET-seq may capture non-capped early RNAs. Even 
after capped RNA enrichment, a fast turnover nature of paused Pol II might contribute a 
considerable fraction of non-elongated transcripts as STL-seq reveals173. While the pre-mature 
terminated RNA is neglectable in TT-seq. 
 
Albeit elongation velocity has not been widely recognized as a rate-limiting factor for gene 
expression, it can respond to cell-intrinsic and extrinsic signals. An appropriate 
transcription velocity provides RNA binding factors “window opportunity,” mediating the 
exon junction usage during co-transcription splicing183, which might be valuable for the 
alternative splicing study.  
 

6.1.3 Non-steady-state RNA turnover in a living cell 
 
For simplicity, the steady-state hypothesis is widely applied for RNA turnover 
estimation25,184,185. But verification of it is rare in publications. In the TT-seq mESC dataset, 
we observed highly variable cellular RNA abundance of mESC biological replicates. 
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Although the assumptions of short pulse metabolic labeling are compatible with the steady-
state hypothesis (section 4.3.6.2), a recent study found that only half of the genes can meet 
steady-states in Hela cells up to 12 hours of RNA metabolic labeling186.  
 
RNA degradation rate is presumably a constant in mESC, as the agreement between 
SLAM-seq and TimeLapse-seq half-life units. Moreover, total RNA abundance is anchored 
with cell size to achieve mRNA concentration homeostasis187. So in our mESC, RNA 
synthesis is expected to be larger than total RNA decay and pushes total RNA in a non-
steady-state (Figure 6.3 A). This merits cellular RNA to accumulate before a subsequent 
cell division (Figure 6.3 B). More importantly, it also allows transcription to shape the non-
steady-state total RNA pool faster in response to environmental stimuli. 
 
So far, many single-cell RNA-seq methods has been adapted with 4sU labeling (scNT-
seq188 / scSLAM-seq189 / sci-fate190 for 2 hours, NASC-seq191 for 30 minutes), and with 5-
ethynyluridine labeling (scEU-seq192 for 2 hours). Importantly, scEU-seq pulse-chase 
experiment shows that the non-steady-state assumption can achieve a better fitting of 
synthesis and degradation rates192, which again instantiates a possible non-steady-state 
turnover at single-cell level.  
 

 
 
Figure 6.3 Turnover strategy in a proliferating cell. (A) For an individual gene or a cell under the 
state-state, total RNA degradation equals RNA synthesis. In contrast, a smaller pool of total RNA 
with the same synthesis rate is not only able to accumulate total RNA abundance but also ready to 
respond to environmental cues. (B) With cell cycle progression, every division splits 50% of total 
RNA. To sustain cellular RNA abundance, the populational average of growing cells may retain 
total RNA beneath the theoretical steady-state. But the ceiling capacity may decrease when RNA 
synthesis attenuates in high cell confluence or serum starvation, manifesting a cell volume 
shrinkage.   
 
The pulse labeling estimated turnover kinetics has many drawbacks. First, the RNA 
turnover represents only the current tendency to replace pre-existing RNA, which is 
specific to the cell culture condition (Figure 6.3 B, Figure 2.4). Second, the labeling time 
must be short enough to avoid nascent RNA loss before post-transcriptional processing. A 5 
minutes 4sU labeling increases the requirement of cell number, especially low cost-
effective for weakly transcribed cell types. Third, the turnover estimation of extremely 
unstable RNA species requires a deep sequencing of both newly synthesized RNA and total 
RNA to assist TU annotation and reads quantification precision. 
 

6.2 TRANSCRIPTIONAL RESPONSE TO REPRESSIVE HISTONE 
MODIFICATION LOSS 
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Transcription activation can also obtain from repressive histone marks ablation. In this 
thesis, H2Aub direct depletion broadly activates Polycomb repressed genes that as observed 
in Ring1b CKO92,104,105. The consequential loss of cPRC1-PRC2.2 aggregation occurs after 
H2Aub depletion suggests that Polycomb disassembly is a prerequisite for every gene de-
repression. On contrary, several Hox genes up-regulation accompany by minimal Ring1b 
binding changes. So H2Aub direct depletion can unveil H2Aub-mediated Polycomb 
integrity from many aspects.  
 
First, H2Aub is associated with nucleosome compaction113 and precludes FACT 
(FAcilitates Chromatin Transcription) mediated nucleosome disassembly193. Efficient 
transcription elongation needs to overcome nucleosome barriers51. So the loss of bulky 
ubiquitin on H2A could facilitate nucleosome reassembly and remodeling during 
transcription. 
 
Second, most de-repressed Polycomb target genes can maintain up-regulation through 
BAP1 pulse-chase periods in response to global H2Aub decrease (Figure 5.14 B-D). In 
contrast, BAP1 pulse expression elicits Ca2+ signaling and transiently up-regulates non-PcG 
genes. The Ca2+-induced gene expression disturbance readily disappeared in BAP1 chase 
periods. Also, the cellular RNA abundance showed a ~25% decrease at BAP1 12 hours 
pulse and recovered after 12 hours chase. Albeit BAP1 pulse expression stressed the global 
transcription, a few Polycomb target genes increased in elongation velocity (Paper III, 
Figure S8B).  
 
Third, Polycomb factors relocation may self-reinforce via nucleosome decompaction 
initiated transcription activation. Since transcription machinery can evict PRC2 chromatin 
binding194,195, but not H2Aub. So H2Aub initiates transcriptional response upstream to 
Polycomb disassociation, as well as nucleosome decompaction (Figure 6.4). In support, 
H3K27me3 depletion fails to establish activate transcription, even if it is required for long-
range chromatin interaction and nucleosome compaction. Therefore, H3K27me3 is 
downstream to both Polycomb occupancy and transcription impermissive Polycomb-
associated nucleosomes. 
 

 
 
Figure 6.4 Hypothetical diagram of H2Aub-mediated gene repression. 
 
Last but not least, H2Aub and H3K27me3 deficiency have cell-type-specific gene 
responses. For example, drosophila requires H2Aub writer (Sce) in embryogenesis but not 
H2Aub per se in epidermal differentiation103. In embryonic stem cell development, 
H3K27me3 depletion shows a more profound impact on the gene expression program in 
human pluripotency than in mouse background196. Hence, our observation supports a 
pivotal role of H2Aub in Polycomb-mediated immediate transcription repression, which is 
critical for mESC pluripotency and self-renewal91.  
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7 CONCLUSIONS 
 
In summary, TT-seq maps the newly synthesized RNA in mESCs (Paper I). With a careful 
test of 4sU labeling efficiency, the inhibitor-induced pluripotent states have lower 
transcription frequencies than the serum-naïve state. The SL-2i transition has a widespread 
gene differential expression compared to the homogenous decrease in mTORi cells. 
Moreover, the gene neighbor co-regulation with adjacent intergenic ncRNAs shows a 
power law decrease with distance. This neighbor co-expression mechanism is stably 
hardwired for both gene-ncRNA and gene-gene pairs in the SL-2i transition. With the new 
spike-in standards, we estimate RNA synthesis and turnover rates and hypothesize that total 
RNA abundance is in a non-steady-state for a growing cell. Transcription velocity can be 
estimated with transcription frequency and Pol II occupancy. And the shorter termination 
distances in 2i and mTORi cells instantiate the decreases in termination velocity. 
 
Using TT-seq, we also found that G4 stabilization inhibits transcription elongation, 
although most G4s form at gene promoter regions (Paper II). The new CUT&Tag method 
established by Jing Lyu performs with native chromatin, recovers G4 localization with 
melted DNA duplex, and enriches higher signal to noise than cross-linked G4 mapping 
methods.  
 
In addition, H2A lysine 119 mono-ubiquitination is pivotal to the Polycomb-mediated 
repression in mESCs. The direct depletion of H2Aub by its de-ubiquitinase BAP1 induces 
Polycomb target genes activation measured by TT-seq (Paper III). The mechanism behind 
the H2Aub-mediated repression is hypothetically arising from Polycomb-associated 
nucleosome decompactions that facilitate Pol II crossing nucleosomes. 
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8 POINTS OF PERSPECTIVE 
 
The projects included in this thesis focus on transcription measurement in many scenarios, 
mouse embryonic stem cell pluripotent states, histone modifications, and G4 quadruplexes. 
The new biological insights benefit from improvements in breadth and depth, and 
experimental/analytical integration. Owing to the popularity of mESC, this thesis can 
investigate transcription regulation in a concert of multi-omics data.  
 
First, the priority is integrating homemade sequencing data with correct and reproducible 
workflows. This requirement will appear from the experimental design step. For example, 
MINUTE-ChIP allows dozens of protein targets to be profiled in a couple of conditions 
with technical replicates. The epigenomic features and transcription machinery were 
profiled altogether during the establishment of the MINUTE-ChIP method. The original 
plan did not include the velocity integration with TT-seq,  but it is graceful for one 
colleague’s (Banushree) sharing of her data. So a careful experimental design would save 
many efforts in the downstream analysis.  
 
Moreover, the integration with public data for method benchmarking and cross-validation is 
increasingly necessary. Over the past decade, published datasets explosively grew with new 
sequencing methods, since sequencing became a low-cost experimental readout. So making 
a sufficient claim will inevitably require re-analysis and cross-validation of the published 
data. Above this, meta-analysis provides bird-eye’s views upon a domain of knowledge, 
and the data integration work can deserve an independent project if the cost is beyond the 
budget. So a small exploration stage often detours before finishing a specific task which is 
to answer a biological question while collecting evidence for ten new questions. A specific 
and novel question can circumvent the dimensional curse that leads to high repetition and 
costs. For example, predicting mRNA half-life from RNA sequence and epigenetic features 
might be achievable by rebuilding a wheel with deep learning methods197–199, but the cost of 
data collection and method adaptation is overkill for a descriptive task of transcription 
kinetics in mESC pluripotent states.  
 
Finally, the divergence of techniques, rather than convergence to a universal standard, 
expand the scope of knowledge. If data integration is a dimension reduction process, 
developing new methods is the birthplace of dimensionality. For instance, single-cell 
sequencing methods introduce many dimensions, by cell, allele, and spatial position, to 
diversify measurements of a particular gene expression. Bulk sequencing lacks cell 
information, but specifying a single read can also achieve a dimension on single molecule 
precision. As “methyltransferase footprinting” can describe  populational TSS architecture 
from individual Pol II occupancies. In the future, a “master technology” might not win out 
and abolish the rest. But ascribing to the development of methods, the enlarging boundaries 
of knowledge depict impossibility that aids the formation of complexity, as an emergent 
universe with an obscure number of dimensions. Stephen Hawking described in The Grand 
Design, “The Feynman sum allows for all of these, for every possible history for the 
universe, but the observation that our universe has three large space dimensions selects out 
the subclass of histories that have the property that is being observed.” Perhaps a hundred 
years later, RNA-seq becomes an unfamiliar technique, while every cell in the body has an 
ID. 
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11 APPENDIX  
 

11.1 SPIKE-IN DESIGN  
 
Spike-in 2 ERCC-00043 1023 nt 33% GC  1 ng/μL 100% labeled 
AATACCTTTACAAATGCTTTAACAAGAGGAAATTGTGTTTTTGCCAATTTAAGACCTAATTTAATAGTTAAACCATTAA
CCTTAGTTGTTCCAAGGCATAATATAGAGAGTGAGATACAGGATGAGCTATTTCAGGGAGTTATTCAGTATGCAGTTGC
CAAGGCAGTTGCTGATTTAGATTTAGATGAAGATTTAAAGGTTGTTGTCTCTGTTAATGTCCCAGAGGTTCCAATAACC
AATTTAAATAAAAGAAAACTCTTCCAATACTTCTATGCCTCAGCAAAGTTAGCTATAAACAGAGCTTTAAATGAATATC
CTTCAAAAGAGAAGGTAAAGAAAGAGAAATATAGAGCTTTGCATCCATTAGTTGGATTTAGGGATGTTAGATTGGAGT
ATCCTCCATATCTACAAATTGCTTTGGATGTCCCAACTATGGAGAATTTGGAATTTTTGTTACAAACAATTCCAAATAG
CGACCACATCATCTTAGAGGCTGGAACACCACTAATTAAAAAGTTTGGTTTAGAGGTTATTGAAATAATGAGAGAATA
TTTTGATGGCTTTATTGTTGCTGATTTAAAAACCTTAGACACTGGAAGGGTTGAGGTAAGATTGGCATTTGAAGCAACA
GCTAATGCAGTGGCAATAAGTGGAGTAGCACCAAAATCAACAATAATTAAAGCTATCCACGAATGTCAAAAATGTGGT
TTAATCAGCTATTTGGATATGATGAACGTCTCTGAACCTCAAAAATTATATGATTCATTAAAATTAAAGCCAGATGTTG
TTATCTTGCATAGAGGGATTGATGAGGAGACATTTGGAATTAAAAAGGAATGGAAATTTAAGGAAAACTGCTTATTAG
CAATTGCTGGAGGAGTTGGTGTGGAGAATGTTGAAGAGCTTTTAAAAGAATATCAAATATTAATCGTTGGTAGAGCAA
TTACAAAATCAAAAGACCCAGGAAGAGTAATTAGGATTTTATAAACAAGATGGGTTAAAAAAAAAAAAAAAAAAAAA
AAA 

Spike-in 4 ERCC-00136 1033 nt 42% GC 0.1 ng/μL 100% labeled 
TTTCGACGTTTTGAAGGAGGGTTTTAAGTAATGATCGAGATTGAAAAACCAAAAATCGAAACGGTTGAAATCAGCGAC
GATGCCGAATTTGGTAAGTTTGTCGTAGAGCCACTTGAGCGTGGATATGGTACAACTCTGGGTAACTCCTTACGTCGTA
TCCTCTTATCCTCACTCCCTGGTGCCGCTGTAACATCAATCCAGATAGATGGTGTACTGCACGAATTCTCGACAATTGA
AGGCGTTGTGGAAGATGTTACAACGATTATCTTACACATTAAAAAGCTTGCATTGAAAATCTACTCTGATGAAGAGAA
GACGCTAGAAATTGATGTACAGGGTGAAGGAACTGTAACGGCAGCTGATATTACACACGATAGTGATGTAGAGATCTT
AAATCCTGATCTTCATATCGCGACTCTTGGTGAGAATGCGAGTTTCCGAGTTCGCCTTACTGCTCAAAGAGGACGTGGG
TATACGCCTGCTGACGCAAACAAGAGAGGCGATCAGCCAATCGGCGTGATTCCGATCGATTCTATCTATACGCCAGTTT
CCCGTGTATCTTATCAGGTAGAGAACACTCGTGTAGGCCAAGTTGCAAACTATGATAAACTTACACTTGATGTTTGGAC
TGATGGAAGCACTGGACCGAAAGAAGCAATTGCGCTTGGTTCAAAGATTTTAACTGAACACCTTAATATATTCGCTGGT
TTAACTGACGAAGCTCAACATGCTGAAATCATGGTTGAAGAAGAAGAAGATCAAAAAGAGAAAGTTCTTGAAATGAC
AATTGAAGAATTGGATCTTTCTGTTCGTTCTTACAACTGCTTAAAGCGTGCGGGTATTAACACGGTTCAAGAGCTTGCG
AACAAGACGGAAGAAGATATGATGAAAGTTCGAAATCTAGGACGCAAATCACTTGAAGAAGTGAAAGCGAGACTAGA
AGAACTTGGACTCGGACTTCGCAAAGACGATTGACTAGTTTCCCTTGTGAACTAGGATTTTCCCGGGTACAAAAAAAA
AAAAAAAAAAAAAA 

Spike-in 5 ERCC-00145 1042 nt 44% GC 1 ng/μL 10% labeled 
ACTGTCCTTTCATCCATAAGCGGAGAAAGAGGGAATGACATTGTTCTTACACGGCACAAGCAGACAAAATCAACATGG
TCATTTAGAAATCGGAGGTGTGGATGCTCTCTATTTAGCGGAGAAATATGGTACACCTCTTTACGTATATGATGTGGCT
TTAATACGTGAGCGTGCTAAAAGCTTTAAGCAGGCGTTTATTTCTGCAGGGCTGAAAGCACAGGTGGCATATGCGAGC
AAAGCATTCTCATCAGTCGCAATGATTCAGCTCGCTGAGGAAGAGGGACTTTCTTTAGATGTCGTATCCGGAGGAGAG
CTATATACGGCTGTTGCAGCAGGCTTTCCGGCAGAACGCATCCACTTTCATGGAAACAATAAGAGCAGGGAAGAACTG
CGGATGGCGCTTGAGCACCGCATCGGCTGCATTGTGGTGGATAATTTCTATGAAATCGCGCTTCTTGAAGACCTATGTA
AAGAAACGGGTCACTCCATCGATGTTCTTCTTCGGATCACGCCCGGAGTAGAAGCGCATACGCATGACTACATTACAA
CGGGCCAGGAAGATTCAAAGTTTGGTTTCGATCTTCATAACGGACAAACTGAACGGGCCATTGAACAAGTATTACAAT
CGGAACACATTCAGCTGCTGGGTGTCCATTGCCATATCGGCTCGCAAATCTTTGATACGGCCGGTTTTGTGTTAGCAGC
GGAAAAAATCTTCAAAAAACTAGACGAATGGAGAGATTCATATTCATTTGTATCCAAGGTGCTGAATCTTGGAGGAGG
TTTCGGCATTCGTTATACGGAAGATGATGAACCGCTTCATGCCACTGAATACGTTGAAAAAATTATCGAAGCTGTGAAA
GAAAATGCTTCCCGTTACGGTTTTGACATTCCGGAAATTTGGATCGAACCGGGCCGTTCTCTCGTGGGAGACGCAGGCA
CAACTCTTTATACGGTTGGCTCTCAAAAAGAAGTGGATAAGCTGTACAATCGTTTCATCATTCGGCGTGCGAATTAAAA
AAAAAAAAAAAAAAAAAAAAAA 

Spike-in 8 ERCC-00092 1124 nt 50% GC 0.1 ng/μL 10% labeled 
AGATGTATATATGATGTCCTTGGACGGGGTGGCGCAGTATTACTGCAAGAGAGCGGACAGATTAGTGTGTTGGAGCCG
ACACATCAAAGGTTCGTCCGGGGACCGATCTGCAGCCTACGGGACATTTATCCGTAAAAGCATGGCGCTGTTTCGTACT
TATCGGAGGCCAGGTATCGTCGCGGCGAGTCTCCCCGACGACGGAGATGGGCGTTACTATCTGGGCCGTCTCGTACTCT
GTTACTTGGCACAGATGCGAGCCCTCGTAATGTGCATCAGCTAAGGGCGATATTATAATGCGACGTTTGTACGGATTCG
TTACTAACGTGTTGGACGCTAGTGGAATATGTGTCGTTGGTTAGCCTACCCATGGCTTTCGCGGCGACACATGCTTAGA
CTCTTTCAAAACTTCGGTGAAGTTCACTCAAGCCGCGGAGCGCCGTCGTAATTCACTAGGGATGGCGGTACCCGTGCCC
GTCCGATTCGTAGCAACCTGCATCACGATTTTGTCTTCGGGCGACTTATCAGATACGGTAATGTAAATACCTGGCATTT
GGGCACTTCTTGCGTTTAAGCGGGAAAGATCGCGAGGGCCCGCTATTTGCGATACTTCCCATGTCGGTGCCGTCGCCTC
TATGTACTCGGAGACGTTAATGCAGAGGCTAAGGACAATTTACCATGACTCGGTAATCCGTTCGTCAAGCAGGTAGCT
CGAGTCTCCCCACGGACACGTAGTGGGTTTGTAACGATCGATACCGAGTCTTTTTGTCTAGTAGAACCAACCAACCATT
AAGGAGTTCACTAGCACATCTTTGCGACCCGATCGTCCGTGTGTCGCGTAATACTTTTGTTATGACGAGACATACGCTC
AAGCCCTGGGTAGCTAGTCGCGGAGGCACGTTACCGCGCACAACCCCTATTCGTTTACATGTACATCGCATCTGAGGTA
GTACACTTCCGGCGTACGTGAGTATTTGCGCGTAATAAGCGCGTGTTTAGCTGATCCCCTCTCGTATCGAGGTTAAGGC
AGATTAGTGCCCAGTAATTGCGTTTTTTTGTCGTTGTCGCAGAACGCGATTTGCTCCGAAAGCTTTAAGCCGTGGAAAA
AAAAAAAAAAAAAAAAAAAA 

Spike-in 9 ERCC-00002 1061 nt 51% GC 1 ng/μL 0% labeled 
TCCAGATTACTTCCATTTCCGCCCAAGCTGCTCACAGTATACGGGCGTCGGCATCCAGACCGTCGGCTGATCGTGGTTT
TACTAGGCTAGACTAGCGTACGAGCACTATGGTCAGTAATTCCTGGAGGAATAGGTACCAAGAAAAAAACGAACCTTT
GGGTTCCAGAGCTGTACGGTCGCACTGAACTCGGATAGGTCTCAGAAAAACGAAATATAGGCTTACGGTAGGTCCGAA
TGGCACAAAGCTTGTTCCGTTAGCTGGCATAAGATTCCATGCCTAGATGTGATACACGTTTCTGGAAACTGCCTCGTCA
TGCGACTGTTCCCCGGGGTCAGGGCCGCTGGTATTTGCTGTAAAGAGGGGCGTTGAGTCCGTCCGACTTCACTGCCCCC
TTTCAGCCTTTTGGGTCCTGTATCCCAATTCTCAGAGGTCCCGCCGTACGCTGAGGACCACCTGAAACGGGCATCGTCG
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CTCTTCGTTGTTCGTCGACTTCTAGTGTGGAGACGAATTGCCAGAATTATTAACTGCGCAGTTAGGGCAGCGTCTGAGG
AAGTTTGCTGCGGTTTCGCCTTGACCGCGGGAAGGAGACATAACGATAGCGACTCTGTCTCAGGGGATCTGCATATGTT
TGCAGCATACTTTAGGTGGGCCTTGGCTTCCTTCCGCAGTCAAAACCGCGCAATTATCCCCGTCCTGATTTACTGGACTC
GCAACGTGGGTCCATCAGTTGTCCGTATACCAAGACGTCTAAGGGCGGTGTACACCCTTTTGAGCAATGATTGCACAAC
CTGCGATCACCTTATACAGAATTATCAATCAAGCTCCCCGAGGAGCGGACTTGTAAGGACCGCCGCTTTCGCTCGGGTC
TGCGGGTTATAGCTTTTCAGTCTCGACGGGCTAGCACACATCTGGTTGACTAGGCGCATAGTCGCCATTCACAGATTTG
CTCGGCAATCAGTACTGGTAGGCGTTAGACCCCGTGACTCGTGGCTGAACGGCCGTACAACTCGACAGCCGGTGCTTG
CGTTTTACCCTTAAAAAAAAAAAAAAAAAAAAAAAA 

Spike-in 12 ERCC-00170 1023 nt 34% GC 0.1 ng/μL 0% labeled 
TATTGGTGGAGGGGCACAAGTTGCTGAAGTTGCGAGAGGGGCGATAAGTGAGGCAGACAGGCATAATATAAGAGGGG
AGAGAATTAGCGTAGATACTCTTCCAATAGTTGGTGAAGAAAATTTATATGAGGCTGTTAAAGCTGTAGCAACTCTTCC
ACGAGTAGGAATTTTAGTTTTAGCTGGCTCTTTAATGGGAGGGAAGATAACTGAAGCAGTTAAAGAATTAAAGGAAAA
GACTGGCATTCCCGTGATAAGCTTAAAGATGTTTGGCTCTGTTCCTAAGGTTGCTGATTTGGTTGTTGGAGACCCATTGC
AGGCAGGGGTTTTAGCTGTTATGGCTATTGCTGAAACAGCAAAATTTGATATAAATAAGGTTAAAGGTAGGGTGCTAT
AAAGATAATTTAATAATTTTTGATGAAACCGAAGCGTTAGCTTTGGGTTATGAAACTCCATGATTTTCATTTAATTTTTT
CCTATTAATTTTCTCCTAAAAAGTTTCTTTAACATAAATAAGGTTAAAGGGAGAGCTCTATGATTGTCTTCAAAAATAC
AAAGATTATTGATGTATATACTGGAGAGGTTGTTAAAGGAAATGTTGCAGTTGAGAGGGATAAAATATCCTTTGTGGA
TTTAAATGATGAAATTGATAAGATAATTGAAAAAATAAAGGAGGATGTTAAAGTTATTGACTTAAAAGGAAAATATTT
ATCTCCAACATTTATAGATGGGCATATACATATAGAATCTTCCCATCTCATCCCATCAGAGTTTGAGAAATTTGTATTA
AAAAGCGGAGTTAGCAAAGTAGTTATAGACCCGCATGAAATAGCAAATATTGCTGGAAAAGAAGGAATTTTGTTTATG
TTGAATGATGCCAAAATTTTAGATGTCTATGTTATGCTTCCTTCCTGTGTTCCAGCTACAAACTTAGAAACAAGTGGAG
CTGAGATTACAGCAGAGAATATTGAAGAACTCATTCTTTAGATAATGTCTTAGGTTAAAAAAAAAAAAAAAAAAAAAA
AA 

 
 
 
 


