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German summary III

Deutsche Kurzfassung der Arbeit

Die Signifikanz von modularen Stromrichtern hat in verschiedenen Anwendungen wie der
elektrischen Energieverteilung, industriellen Antrieben und More Electric Aircraft (MEA)
aufgrund der Vorteile wie Skalierbarkeit, Designflexibilität, höherer Fehlertoleranz und bess-
erer Wartung drastisch zugenommen. Darüber hinaus hat der Paradigmenwechsel des Gesch-
äftsmodells in der Leistungselektronik vom Produktlieferanten zum umfassenden Servicean-
bieter die Forschung im Bereich der Zuverlässigkeitstechnik in der Leistungselektronik ver-
stärkt. In diesem Zusammenhang haben die Herausforderungen für den zuverlässigen Be-
trieb modularer Stromrichter und die Lösungen zur Verbesserung ihrer Zuverlässigkeit in
den letzten Jahren die notwendige Aufmerksamkeit erhalten. Wartungszyklen in modularen
Systemen führen zu einem System von Stromrichterzellen mit unterschiedlicher Alterung.
Ein System mit unterschiedlich gealterten Zellen birgt die Gefahr von Mehrfachwartun-
gen, geringerer Zuverlässigkeit und Verfügbarkeit sowie hohen Wartungskosten. Um die auf
thermischer Belastung basierende Alterung modularer Stromrichter zu kontrollieren, wurde
eine Power-Routing Strategie vorgeschlagen. Die vorliegende Arbeit befasst sich mit den
verschiedenen Implementierungsstrategien des Power Routings für modulare Stromrichter.
Leistungshalbleiter sind eine der zuverlässigkeitskritischsten Komponenten in Stromrichtern,
und thermische Beanspruchung - Temperatur und Temperaturwechsel - wurde als Hauptur-
sache für deren Ausfall identifiziert. Diese Arbeit konzentriert sich auf die Algorithmen
zur Verbesserung der Zuverlässigkeit von Leistungshalbleitern. Im Vergleich zu einzel-
nen Stromrichtern haben modulare Stromrichter eine große Anzahl von Komponenten, die
aufgrund von Fertigungstoleranzen und unterschiedlichen Betriebsbedingungen mit unter-
schiedlichen thermischen Spannungen arbeiten. Die Auswirkung solcher Parametervariatio-
nen von Leistungshalbleitern auf die thermische Belastung und folglich auf die Lebensdauer
des modularen Systems wird im Detail untersucht. Um die Lebensdauer des Systems zu
verbessern, wurden auf virtuellen Widerständen basierende Power-Routing-Algorithmen für
einstufige und mehrstufige modulare Architekturen durch Simulationen untersucht und mit
Experimenten validiert. Basierend auf der Graphentheorie wird ein einheitlicher Rahmen für
das Routing der Leistung in komplexen modularen Wandlerarchitekturen definiert. Beliebte
Umrichterarchitekturen für Smart Transformer (ST) und MEA Anwendungen werden als
Graphen modelliert, um als Grundlage für die Entwicklung der Leistungsflussoptimierung
zu dienen. Die Wirksamkeit der Graphentheorie für die Optimierung des Leistungsflusses in
modularen Systemen wird mit Hilfe von drei Algorithmen demonstriert. Der erste Algorith-
mus konzentriert sich auf die Verbesserung der Zuverlässigkeit des ST ohne Einschränkung
der Effizienz. Der zweite Algorithmus hat das Ziel, die Wartungsplanung des ST durch
Regelung des internen Leistungsflusses zu verwalten. Die Optimierung des Leistungsflusses
zum Erreichen einer hohen Zuverlässigkeit für eine MEA-Anwendung wird im dritten Al-
gorithmus untersucht. Modulationsstrategien für Stromrichter sind weit verbreitet, um ein
Power-Routing auf Stromrichterebene zu erreichen. Ein fortschrittliches diskontinuierliches
Modulationsschema, das für mehrstufige modulare Umrichter geeignet ist, wird diskutiert.
Die Auswirkungen des Modulationsschemas auf die Lebensdauer von Stromrichterzellen in
einer CHB-DAB Architektur werden durch Simulationen und Experimente validiert.



IV English summary

English Summary

The significance of modular power converters has escalated drastically in various applica-
tions such as electrical energy distribution, industrial motor drives and More Electric Aircraft
(MEA) owing to the benefits such as scalability, design flexibility, higher degree of fault tol-
erance and better maintenance. Moreover, the paradigm shift of power electronics business
model from product supplier to comprehensive service provider has boosted the reliability
engineering research in power electronics. In this context, challenges for the reliable opera-
tion of modular power converters and the solutions for improving their reliability are getting
the required attention over the past years.

One of the main advantages of modular systems is the ability to replace the faulty converter
cells during maintenance instead of the entire system. However, such maintenance cycles
will result in a system of converter cells with different aging. A system with cells having
different aging arises the threats of multiple maintenance, lower reliability and availabil-
ity, and high maintenance costs. For controlling the thermal-stress based aging of modular
power converters, power routing strategy was proposed. The thesis focuses on the different
implementation strategies of power routing for modular converters.

Power semiconductors are one of the most reliability critical components in power convert-
ers, and thermal-stress; temperature and thermal cycling, has been identified as the main
cause of their failure. This thesis work concentrates on the power semiconductor reliability
improvement algorithms. Compared to single converters, modular power converters have
large number of components which operates with different thermal-stress due to manufac-
turing tolerances and variations in operating conditions. The impact of such parameter vari-
ations of power semiconductors on the thermal-stress and consequently the modular system
lifetime is studied in detail. For improving system lifetime, virtual resistor based power rout-
ing algorithms for single stage and multi-stage modular architectures have been investigated
through simulations and validated with experiment.

A unified framework for routing the power in complex modular converter architectures is
defined based on graph theory. Popular converter architectures for Smart Transformer (ST)
and More Electric Aircraft (MEA) applications are modeled as graphs to serve as the basis
for developing power flow optimization. The effectiveness of graph theory for optimizing the
power flow in modular systems is demonstrated with the help of three algorithms. First al-
gorithm focuses on improving the reliability of ST without sacrificing the efficiency. Second
algorithm has the objective of managing the maintenance scheduling of the ST by controlling
the internal power flow. Power flow optimization for achieving high reliability for an MEA
application is investigated in the third algorithm.

Power converter modulation strategies are widely employed for achieving power routing
on converter level. An advanced discontinuous modulation scheme suitable for multi-stage
modular converters is discussed. The impact of the modulation scheme on the lifetime of
converter cells in a CHB-DAB architecture is validated through simulations and experi-
ment.
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General symbols

General symbols

u(t) Instantaneous value

Superscripts

∗ Reference value
th Order

Subscripts

dc DC-link related
d related to diode
i index for converter cells
sys system level parameter
x percentage of samples failed
exp related to experimental result
period related to the control period
η efficiency related parameter

Special symbols

∗ Convolution
tr Rise time
β Weibull parameter
V̂g Peak grid voltage
KBayerer Fitted parameter in Bayerer lifetime model
α Weibull parameter
αv Coefficient of virtual resistor
βv Exponential coefficient of virtual resistor
β1 Fitted parameter in Bayerer lifetime model
β2 Fitted parameter in Bayerer lifetime model
β3 Fitted parameter in Bayerer lifetime model
β4 Fitted parameter in Bayerer lifetime model
β5 Fitted parameter in Bayerer lifetime model
β6 Fitted parameter in Bayerer lifetime model
∆Tj Junction temperature swing



VI Used symbols and abbreviations

η Efficiency factor
λ failure rate
λm Maintenance interval factor
ω Grid frequency in radians
ΨG Incidence function of graph G
ρ Reliability factor
θ Angular displacement between voltage and current
A(G) Adjacency matrix of graph G
a1 Fitted parameter in lifetime model
a2 Fitted parameter in lifetime model
a3 Constant parameter in lifetime model
Bx Bx lifetime
C Thermal Capacitance
Cdc Cell DC-link capacitance
D Accumulated damage
Dbond Diameter of bond wire of the power semiconductor device
ddiode Duty cycle of anti-parallel diode
dIGBT Duty cycle of IGBT
Dini,i Initial accumulated damage
Dold Total accumulated damage till last sample
Dperiod Damage accumulated during current period
di Change in current
dt Change in time
dv Change in voltage
E(G) Edges of graph G
Eoff Turn-off energy of IGBT
Eon Turn-on energy of IGBT
Erec Diode recovery energy
Esw,igbt Switching energy loss of IGBT for one switching instance
F(t) Unreliability at time t
fsw,DAB Switching frequency of DAB
fsw Switching frequency of power converter
gm Transconductance
I(G) Incidence matrix of graph G
idevice Current flowing through device under consideration
Irated,sys Rated current of the modular converter system
ic Collector current of IGBT
i f Diode forward current
Kp,bal Proportional constant of PI controller
Kr Resonant controller gain
kA kiloampere
kV kilovolt
Li, j Edge connecting nodes i and j



Used symbols and abbreviations VII

Lg Line inductance
LTexp Expected remaining useful lifetime
m Modulation index
N Number of cells in modular converter
n Order of thermal network
N(G) Nodes of graph G
Nun Number of unloaded converter cells
N f Number of cycles to failure
N f i Durability of the i-th stress range
Ni Number of cycles of the i-th stress range
Prec,diode,avg average reverse recovery diode losses
Psw,igbt,avg Average switching loss in IGBT
Pcond,device Conduction loss of device under consideration
Pcond,diode,avg Average conduction loss of diode
Pcond,IGBT,avg Average conduction loss of IGBT
Pcond,IGBT Conduction losses of IGBT
Pmax Maximum power unbalance limit
Pmin Minimum power unbalance limit
Prated Rated power of a converter
Ptot Total loss of device under consideration
R Thermal resistance
r Number of Monte-Carlo simulations
R(t) Reliability at time t
Rth Thermal resistance
Rv Virtual resistor
Rg Line resistance
T Time period
Tbal Integral time constant of PI controller
Tdevice Junction temperature of device under consideration
Ths Heatsink temperature
Tj,av Average junction temperature
Tj Junction temperature
ton On-duration of power cycling test
Ton On-time of a device in a switching period
Tsw Switching period
Td Junction temperature of diode
Vc Output DC voltage of H-bridge cell
Vce,sat Collector emitter saturation voltage
VDC,i DC-link voltage of cell i
Vdevice Voltage range of the device in power cycling test
Vg RMS grid voltage
VGE,th Gate threshold voltage
Vf Diode forward voltage drop



VIII Used symbols and abbreviations

Wi, j Weight of edge connecting nodes i and j
Zth, jhs Thermal impedance from junction to heatsink

Abbreviations

ADPWM Advanced Discontinuous Pulse Width Modulation
ATC Active Thermal Control
CBM Condition Based Maintenance
CCSN Center-Clamped Side-Non clamped
CDF Cumulative Distribution Function
CHB Cascaded H-bridge
CL Constant Loads
CM Condition Monitoring
CNSC Center-Non clamped Side-Clamped
CTE Coefficient of Thermal Expansion
DAB Dual Active Bridge
DBC Direct Bonded Copper
DER Distributed Energy Resource
EMI Electro-Magnetic Interface
FEM Finite Element Method
FTA Fault-Tree Analysis
HVDC High Voltage Direct Current
IGBT Insulated Gate Bipolar Transistors
IPOP Input Parallel Output Parallel
ISOP Input Series Output Parallel
ISOS Input Series Output Series
LED Light Emitting Diode
LESIT Leistungs Elektronik Systemtechnik und Informations Technologie
LFT Low Frequency Transformer
LVAC Low Voltage Alternating Current
LVDC Low Voltage Direct Current
MAB Multiple Active Bridge
MEA More Electric Aircraft
MMC Modular Multilevel Converters
MPC Model Predictive Control
MTTF Mean Time To Failure
MVAC Medium Voltage Alternating Current
MVDC Medium Voltage Direct Current
NPC Neutral Point Clamped
PCB Printed Circuit Board
PDF Probability Density Function
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PDS Power Distribution System
PI Proportional Integral
PMSM Permanent Magnet Synchronous Machine
PoF Physics-of-Failure
PR Proportional Resonant
PRC Power Routing Control
PV Photo-Voltaic
PWM Pulse Width Modulation
QAB Quadruple Active Bridge
RUL Remaining Useful Lifetime
SM Sub-Module
ST Smart Transformer
SST Solid-State Transformer
THD Total Harmonic Distortion
TSEP Temperature Sensitive Electrical Parameter
UPS Uninterrupted Power Supply
VL Variable Loads
ZCS Zero Current Switching
ZVS Zero Voltage Switching
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1 Introduction

Past decades have witnessed a radical change in the key performance indicators of power
electronics systems. Apart from efficiency and power density, reliability has become the
third pillar for the design in power electronic applications [1, 2]. The main focus of power
electronics research over the years has been the improvement of efficiency and power density
driven by power device technologies, magnetic solutions, topologies and control schemes.
Motivated by carbon emission reduction policies worldwide, power electronics has emerged
as the backbone of numerous industrial sectors such as renewable energy generation and dis-
tribution, electric vehicles, more electric aircraft, smart grids etc [3]. The business model
of power electronics applications from mere product suppliers to comprehensive service
providers has motivated the designers and researchers to give necessary importance to re-
liability engineering to guarantee reliable operation during the product life-cycle [2]. The
evolution of reliability engineering in power electronics over the years illustrated in Fig. 1.1
depicts the gained momentum of reliability research in recent years.

In this context, this thesis work aims to investigate the impact of control strategies to optimize
the reliability of the modular converter systems without compromising the efficiency. The
importance of power electronics reliability and the application of modular power converters
are motivated in this chapter. The necessity of an optimization control strategy through the
management of power flow among the modular converter cells is explained to formulate the
research proposal of the thesis. The final section of the chapter presents the structure of the
thesis including the list of publications resulting from this work.

1.1 Importance of Power Electronics Reliability

Reliability is defined as the ability of an item to perform its designated function for the
specified period under the given conditions [4, 5]. The reliability is usually measured using
reliability metrics such as the probability of failure, frequency of failure, or availability of the
item. The automotive and aerospace sectors demand very high reliability constraints since
the failures could potentially result in fatal accidents. In the energy sector, power electronics
based Smart Transformer (ST) is a promising solution for the various challenges posed by the
high renewable energy penetration. However, ST needs to meet the high reliability standards
set by its counterpart, the Low Frequency Transformer (LFT) [6].

Figure 1.1: Evolution of reliability engineering over the years [2].
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In general, the methodology of reliability engineering in power electronics can be broadly
divided into three steps: 1) understanding the reasons of the failure with the help of an-
alytical and empirical models, 2) reliability-oriented design of the system to account for
the application specific stressors, and 3) active methods involving condition monitoring and
control to enhance the reliability during the life-cycle of the product [6, 7]. As shown in
Fig. 1.1, the reliability analysis heavily depended on the failure statistics in the past. Today,
it is well-established that the pure statistics-based constant failure rate reliability methods
are not relevant to power electronics systems as they do not address the cause of failure.
Therefore, the Physics-of-Failure (PoF) approach has been introduced in power electronics
to understand the physical causes of the failure and to evaluate the power electronics relia-
bility systematically [1]. Based on the PoF approach, many industrial and academic studies
have identified that the main challenges for the reliability in power electronic systems are the
power semiconductors and capacitors [8, 9]. The failure mechanisms of the power devices
and capacitors have been thoroughly studied in the literature leading to the development of
many lifetime models. The major cause for the failure of the power semiconductor devices
has been identified as the thermal stress caused by the thermal cycling [9, 10, 11].

The methods for reliability improvement in power electronics can be broadly classified into
two categories, 1) passive methods, and 2) active methods [12, 7]. The passive methods
mainly focus on designing the hardware of the power converters for enhanced reliability.
Such approaches evaluate the reliability of critical components according to the application
specific mission profile and lifetime requirements. Reliability-oriented design mainly fo-
cuses on optimizing the hardware design for fulfilling the lifetime criteria, and could poten-
tially increase the cost of total hardware [2, 13, 14]. The active methods are mainly software
based methods to actively control the failure causes of critical components. In contrast to the
reliability-oriented design, the active methods such as the software based Active Thermal
Control (ACT) uses the existing hardware and uses control algorithms to reduce the thermal
stress of the power devices [15, 16, 12]. Software based thermal stress control methods can
be deployed with marginal requirement of additional hardware and even could potentially be
incorporated into the existing converter systems resulting in a cost effective solution.

In this thesis, active methods for improving the reliability of the power electronics system
are investigated in detail due to their cost-effectiveness and the ability to respond to changes
in the working condition of the converter.

1.2 Motivation for Modular Power Converters

The concept of modularity is not new and it has been widely employed in different fields
such as automotive, computer technologies, electric power distributions, solar panels etc.
primarily due to the offered benefits such as scalability, re-usability, cost-effectiveness, de-
sign flexibility, and augmentation [17, 18, 19, 20]. The motivation for the use of modular
solutions in the field of power electronics arises from a multitude of reasons. The main
benefits of modular architecture can be summarized as follows.
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• Better availability due to a higher degree of fault tolerance and potential derated oper-
ation

• Potential increase in efficiency

• Voltage and power scalability

• Superior power quality

• Reduced voltage and current stress (dv/dt and di/dt)

• Decrease in filter size and reduced Electro-Magnetic Interface (EMI) emission

The Smart Transformer employs a multi-stage modular architecture to compete with the
high reliability and efficiency benchmarks set by the LFT [6]. The studies show that the
use of a lower blocking voltage power device can result in better efficiency compared to
the higher blocking voltage devices [21, 22]. Moreover, the voltage and current scalability
offered by the modular solutions combined with the unavailability of a single semiconductor
power module for the medium voltage applications drives the industry to adopt modular
architectures for high power applications [23]. For example, Modular Multilevel Converters
(MMC) is one of the main topologies for high voltage applications such as High Voltage
Direct Current (HVDC) transmission [17, 18].

Modular topologies/architectures increase the degree of failure tolerance and facilitate post
fault operation without system shutdown [24, 25]. The faulty building block/cell of the mod-
ular converter can be replaced with another cell during maintenance [6, 26]. The cost of
an additional building block to increase redundancy is much lower than that of adding re-
dundancy to a non-modular system. Moreover, reduced voltage/power stress in the modular
converter architectures also decreases the probability of failures [25]. With respect to effi-
ciency, the reduced output filter size in modular architectures increases the system efficiency.
The superior electrical parameters of the lower blocking voltage devices result in a better ef-
ficiency compared to the non-modular systems [22]. In the case of Input Parallel Output
Parallel (IPOP) modular topologies, the light load efficiency is improved by deactivating the
modular cells and this technique is popularly known as phase shedding [27].

In short, modular topologies are a necessity when the voltage levels are higher than the
available power semiconductor blocking voltage limits. However, for high reliability and
high efficiency applications, modular power converters offer cost-effective solutions with
superior power quality and better maintenance opportunities.

1.3 Motivation for Optimal Power Flow Solutions

Even though modular converters offer higher flexibility of redundancy, the potential for ef-
ficiency improvement, and better maintenance opportunities, some challenges need to be
addressed for high reliability applications. For any power electronics system, failures can be
classified into random and wear-out based failures according to the bathtub curve [28]. To
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Figure 1.2: Failure and replacement cycle of modular power converters without and with
power routing control [6].

ensure the reliable operation of the modular converter, the failure cases and replacement cy-
cle are analyzed and are shown in Fig. 1.2. In the case of any failure, the replacement cycle
follows the illustration in Fig. 1.2. It is logical that when one cell fails, it is sent to mainte-
nance and replaced irrespective of the failed component. Consequently, a modular converter
system comprises cells with different aging [6]. Fig. 1.2 also shows the failures due to the
wear-out-based aging of converter cells. For a modular power converter system with N cells,
the power device dependent parameters such as the average on-state voltage drop and on-
state resistance vary between these cells due to the tolerances in the manufacturing process.
The heatsink temperatures also differ between the cells, even when they process the same
power, depending on the spatial configuration of the heatsinks and the direction of flow of
the coolant. These electrical and thermal parameter variations result in different junction
temperatures among the cells, and thereby different accumulated damages even if they pro-
cess equal power [29]. Therefore, some cells fail earlier than the other ones, even when the
power is equally distributed among them [30, 29].

Therefore, both the failure replacement cycles and asymmetric wear-out due to the differ-
ences in electrical and thermal parameters lead to cells with different aging in a modular
converter. This has an impact on the maintenance scheduling and can result in intermittent
failures leading to higher maintenance costs and possible service interruptions. The solution
proposed to overcome this challenge is through power routing: "uneven loading of the cells
of a modular converter to control the thermal stress among cells" [6]. With the help of power
routing, the thermal stress based failures can be delayed, maintenance can be scheduled op-
timally and abnormal operation of the converter due to changes in ambient conditions or
auxiliary system failures can be controlled.

The thesis work explores different power routing strategies in modular converters to increase
system reliability. Since thermal stress is not the only challenge in modular systems, factors
such as efficiency and maintenance scheduling shall be considered while developing power
routing techniques. To tackle this multi-objective optimization problem, graph theoretic
models are used in this work to develop optimal power flow solutions.
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1.4 Research Proposal

The thesis aims to develop a generalized method to optimize the reliability and efficiency of
modular power converters. The reliability analysis is mainly focused on the thermal stress
of the power semiconductor devices for different modular converter architectures with dif-
ferent operating conditions. Based on the reliability studies, new algorithms for system level
control of the reliability of the modular converters without compromising the efficiency are
presented. The main targets of the thesis can be classified into two as follows:

Target I: Analysis, design and implementation of power routing based active thermal control
in modular converters

The first research objective is to motivate the necessity of power routing in modular power
converters and subsequently develop system level power routing algorithms to control the
thermal stress in modular converter cells. The developed algorithms shall be validated by
simulation and experimental methods. Challenges to the implementation of power routing
algorithms shall be investigated and necessary improvement strategies shall be explored.

Target II: Modeling and development of graph theory based optimal power flow solutions
for modular power converters

Another target of this work is to develop a unified modeling technique for the power routing
of modular converters using graph theory. Graph theory is well-known for its application in
several fields such as computer science and communication, and is typically used for solving
network flow problems. The goal is to model the modular power converter as a graph con-
sidering the power flow analogous to the information flow in data networks. Afterward, the
graph model of modular converters can be used for developing optimal power flow solutions
to improve system reliability and efficiency.

1.5 Structure of the Thesis

The topics investigated in this thesis are organized into 7 chapters as depicted in Fig. 1.3
along with their associated publications.

• Chapter 2 provides the necessary theoretical background for this work focusing on the
fundamentals of power electronics reliability, condition monitoring techniques, and
prognostic maintenance. The active thermal control methods are reviewed and the
methodology of thermal stress and reliability analysis of the power converters adopted
in this work is presented [J8, C3].

• Chapter 3 introduces the selected modular power converter topologies for Smart Trans-
former and more electric aircraft applications. A novel approach for the representation
of the modular power converters is proposed using graph theory for developing optimal
power flow algorithms [J5, C6].
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Figure 1.3: Structure of the thesis.

• Chapter 4 explores the power routing strategy for the system level active thermal con-
trol in modular power converters. The necessity for power routing is motivated and a
virtual resistance based power routing strategy is proposed of modular converter sys-
tems [J2, J9, C1, C2, C8].

• Chapter 5 describes the development of graph theory based optimal power flow al-
gorithms in modular converters. Starting from the fundamentals of graph theoretical
optimization, three power flow optimization algorithms are developed for improving
the reliability, efficiency, and maintenance scheduling of modular systems [J1, J5, J6,
J7, C4, C5, C6].
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• Chapter 6 depicts the reliability analysis of a novel modulation strategy to implement
power routing in multi-stage modular converter systems without compromising system
efficiency [J3, J4, C7].

• Chapter 7 summarizes the main findings of this thesis work followed by conclusion
and future research.

1.6 List of Publications

The list of scientific papers associated with this thesis which have been published are given
as follows:
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2 Reliability in Power Electronics

Power electronics is becoming the backbone of a multitude of fields such as the automotive
industry, energy sector, aerospace, industrial drives, railway, and shipping sector to achieve
higher efficiency, performance, power density, and reduced carbon footprint [3, 31]. With
the increased number of power electronic components, reliable operation of power electron-
ics for the designated lifetime becomes more crucial for safety critical applications. There
are many stressors identified for the failure of power electronics systems such as temperature
cycling, high temperatures, humidity, vibration, pollution, and radiation. According to the
latest industrial survey covering various areas such as wind power, Photo-Voltaic (PV), elec-
tric vehicles, Uninterrupted Power Supplies (UPS), aviation, and energy transmission, power
semiconductor devices are identified as the most vulnerable component to failure [32]. These
findings corroborate the earlier studies which have identified power semiconductor devices
being one of the most fragile components in a power converter along with the capacitors
[9, 1, 33]. The industry believes that the future reliability research of the power converters
should mainly focus on the power semiconductors and capacitors as indicated in Fig. 2.1,
since about 40% of the failures arise from the power semiconductors [32]. Since it is well-
established that the power semiconductors are one of the most vulnerable components in a
power converter system, the main focus is on the power semiconductor reliability to evaluate
the power converter reliability.

The chapter presents the theoretical background for the reliability analysis and methodology
of reliability evaluation followed in this work. First, a brief discussion about power mod-
ule reliability, condition monitoring methods, and maintenance strategies are given. Then,
Physics of Failure based reliability analysis using lifetime models, mission profiles, and
electro-thermal models is explained in detail. The chapter ends with the fundamentals of
Monte-Carlo based reliability analysis relevant for this thesis. The publications [J8] and
[C3] contribute to the content of this chapter.

Power 
Semiconductors

40%

Gate Drivers
4%

Magnetics 4%

Sensors 2%

Cooling 
system 8%

Power 
Supplies 4%

Mechanical 
connections 6% Others

6%

Figure 2.1: Industry perspective: Normalized failures in power electronics components [32].



10 2 Reliability in Power Electronics

}

Figure 2.2: Standard structure of an IGBT module.

2.1 Power Semiconductor Reliability

Among the power semiconductor devices, Insulated Gate Bipolar Transistors (IGBT) are the
most commonly used ones owing to their high performance, low cost, better reliability and
wide power range. Since its invention in 1982, IGBTs have penetrated the power converter
market with devices available up to voltage and current ratings in the range of kilovolt (kV)
and kiloampere (kA) respectively [4]. For the modular power converter topologies analysed
in this thesis, IGBT modules have been considered due to their power rating compatibility.

In several applications, the power devices are used as power modules with special packag-
ing. The module packaging provides the necessary electrical connection between the semi-
conductor chips, guarantees the necessary insulation, facilitates the dissipation of generated
heat, protects the semiconductor chip from ambient conditions, and reduces the costs [34].
One of the widely popular packaging technologies for power devices is the use of Direct
Bonded Copper (DBC). Fig. 2.2 shows the Direct Bonded Copper structure of an IGBT
module. The DBC structure is adopted to provide good electrical and thermal properties for
the IGBT module. The ceramic provides the electrical insulation between the power and
cooling components and is usually made of aluminium oxide or aluminium nitride. Copper
conducts the current and also provides a good thermal connection to the heatsink. The base
plate is an optional component in the low power range. The IGBT chips are soldered to the
DBC and the DBC is soldered to the base plate. The chips are connected to the upper copper
substrate with the help of solder and the top of the chips are connected electrically using
bond wires. The power modules are usually encased with a molding material, and for low
voltage applications, open module construction is also followed. [35].

The most fragile connections in the IGBT structure are the bond-wire, chip solder and base-
plate solder, and are marked in red in Fig. 2.2 [36]. The main failure mechanisms identified
in the IGBT modules are:

• Bond-wire liftoff

• Chip solder fatigue

• Base plate solder fatigue
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(a) (b)

Figure 2.3: IGBT failure mechanisms (a) Bond-wire lift-off (b) Solder joint cracking [34].

• Metallization reconstruction

Bond-wire liftoff is perhaps the most prominent failure mechanism of IGBT power modules.
It is clear that the IGBT module consists of different materials with different Coefficient
of Thermal Expansion (CTE) as shown in Fig. 2.2. The IGBT and diode chips produce
losses during the operation, which results in the heating of the materials in the module. The
CTE mismatch of the Aluminium bond wires and the silicon IGBT chip is the largest in the
module and this leads to the bond wire crack failure or liftoff. Thermal cycling has been
identified as the main cause of bond wire liftoff [34]. When one bond wire fails due to crack
or liftoff, the remaining bond wires need to carry the full device current, thereby accelerating
the degradation due to higher thermo-mechanical stress. An electron microscope image of
the bond wire liftoff is illustrated in Fig. 2.3 (a).

Many solutions have been investigated to prevent bond-wire related failures. Since the CTE
mismatch between Aluminium and Silicon is the main reason for higher thermo-mechanical
stress, copper has been used to replace Aluminium to provide better performance [37]. Other
approaches involve avoiding bond-wires through direct bonding, and increasing the contact
area offering a lower resistance path [38]. Solutions with an intermediate layer to act as strain
buffer and optimal design of bond-wire geometries are also considered [39]. However, the
alternatives have not been successful in replacing the Aluminium bond wires in high power
IGBT modules due to the simple packaging procedure, flexibility and low cost.

Solder fatigue has been identified as another major failure mechanism in IGBT which occurs
at the chip solder joint and baseplate solder joint as indicated by the red color in Fig. 2.2. The
main reason for the solder fatigue is the thermo-mechanical stress introduced by the thermal
cycling and the CTE mismatch between the solder, substrate, silicon chip, and baseplate.
The solder fatigue results in cracks and voids in the solder joints as shown in Fig. 2.3
(b). Once the degradation starts, the additional stress on the non-affected part accelerates
the damage similar to that of the bond-wire fatigue. The solutions for preventing solder
fatigue include replacing the solder interface with sintering technology. The solder interface
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between the chip and the substrate is replaced using silver diffusion sinter technology to form
a homogeneous layer without voids [40].

Metallization reconstruction is the result of thermo-mechanical stress at the interface of
silicon chips and electrical connections. In order to facilitate electrical connection with the
Silicon, the standard technique is to add a film of Aluminum through vapour deposition and
thermal annealing. Similar to other fatigue mechanisms, the CTE mismatch between Alu-
minium and Silicon creates high thermo-mechanical stress at this interface when subjected
to thermal cycling. Prolonged thermal cycling results in the creation of voids or extrusion
of aluminium grain at the metallization interface and is called metallization reconstruction.
[41].

Since the main failure mechanisms of power devices have been recognized, the next step is
to detect and prevent these failures in the field. The following section details the methods for
detecting the failures in advance by suitable condition monitoring techniques.

2.2 Condition Monitoring for Power Devices

Condition Monitoring (CM) is defined as a technique used to monitor the relevant parameter
of an operating system for scheduling maintenance before failure or performance degradation
[42, 43]. CM is a multidisciplinary strategy that includes the knowledge of the physics of
failure of the components and the system, sensor technology, data acquisition and analysis,
and the capability to determine the health of the system. As illustrated in Fig. 2.1, power
semiconductor devices constitute the majority share of failures in a power electronics system.
Hence, only the CM techniques relevant to the power devices are discussed in this section.

Power semiconductor devices and power converters are striving to improve the power den-
sity by reducing the size and increasing the rated power which makes the design of CM
techniques more challenging. For any CM technique, the nature of the physical degradation
of the device and its impact on the converter operation shall be investigated. The principle
behind condition monitoring can be categorized into three types [44];

• Monitoring of device parameters indicative of degradation: Instead of directly mea-
suring the degradation of the component itself, usually it is easier and less invasive to
monitor the electrical or mechanical parameters that are sensitive to the device degra-
dation. For example, thermal resistance Rth and on-state collector-emitter voltage drop
Vce,sat of the IGBT modules are used to monitor solder cracks and bond wire liftoff re-
spectively.

• Direct monitoring of device degradation: This can be done using sensors embedded in
the device to monitor any physical degradation; for instance, mechanical stress moni-
toring of the power modules using sensors.

• Model-based Condition Monitoring: Model-based CM plays a major role in system
level lifetime estimation and fault-detection strategies. For example, the degree of
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Table 2.1: Condition Monitoring Techniques for Power Devices.
CM Parameter Detected Failure Challenges Pros

Vce,sat Bond wire liftoff/crack Difficult to guarantee accuracy and Less invasive with
immunity to switching transients medium implementation effort

Rth Solder fatigue/crack Internal temperature and Less invasive
power loss data required

Tj Indirect Bond wire liftoff Direct sensing is invasive and Multiple techniques
solder fatigue detection indirect methods pose inaccuracy available

Bond wire Bond wire liftoff Highly invasive Higher accuracy
resistance

degradation can be estimated by the comparison of the response of measurement data
with that of prediction by the model.

One of the most promising CM techniques for the IGBT power module is the on-state
collector-emitter voltage drop measurement. The power cycling tests show that the Vce,sat

changes significantly with bond wire liftoff degradation. When the Vce,sat increases by 15%,
IGBT is considered to be seriously damaged [44]. The on-state voltage drop is also used to
calculate the junction temperature of the IGBT since it is a Temperature Sensitive Electrical
Parameter (TSEP). The Vce,sat varies with the junction temperature and by using calibrated
Vce,sat vs. junction temperature curves, device junction temperature can be estimated during
the operation of the power converter [45, 46, 47, 48]. In this work, the Vce,sat sensing circuit
illustrated in Fig. C.4 is used to estimate the device junction temperature and health status.

The thermal resistance of the power modules also varies with the degradation of the solder
joints. Therefore, thermal resistance based condition monitoring is preferred to detect solder
cracks or fatigue within the module. A 20% increase in the Rth from the initial value is
considered as the end-of-life of the power device [49, 50]. However, the main challenge for
the calculation of the Rth is the knowledge of the internal temperature of the module and
the power dissipation. One method to overcome the challenges is to embed thermal sensors
within the module and measure the load current for power loss estimation.

Another popular monitoring parameter for the power device is the junction temperature, but
it is difficult to measure directly [51, 46]. Therefore, many research works focus on the in-
direct measurement of junction temperature with the help of TSEPs such as the Vce,sat , gate
threshold voltage VGE,th and transconductance gm [44]. The Vce,sat varies almost linearly with
the temperature and VGE,th decreases as the temperature rises [45, 52]. The measured/esti-
mated junction temperature can be used to calculate the Rth or as an input for the lifetime
models for predicting the health status of the power device [53]. The importance of CM has
encouraged power module manufacturers like Semikron to produce intelligent power mod-
ules with sensors to detect bond wire liftoff [54]. In these intelligent modules, the DBC
layout is modified to incorporate additional sensing elements to detect bond wire liftoff by
monitoring the change in resistance. Selected CM techniques for the power devices have
been summarized in Table 2.1.

To utilize the advantages offered by CM techniques, and to prevent unwanted disruption of



14 2 Reliability in Power Electronics

DAS
7%

ACD
21%

System
8%Juntion 

Box
12%

PV 
Panel
15%

PV Inverter
37%

(a)

DAS
14%

ACD
12%

PV Inverter
59%

(b)

Figure 2.4: PV plant maintenance experience (a) Unscheduled maintenance event share of
subsystems (b) Unscheduled maintenance cost share of subsystems [33].
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Figure 2.5: Wind power plant failure share among subsystems (a) Failure rate (b) Downtime
[55].

services due to power converter failures, maintenance based on condition monitoring needs
to be in place. The next section discusses common maintenance practices and presents the
advancements in the field of condition monitoring based maintenance.

2.3 Prognostic Maintenance in Power Electronics

In industry, the conventional maintenance strategies can be broadly classified into two cat-
egories; corrective and preventive maintenance [26]. Corrective maintenance is performed
when a failure occurs whereas preventive maintenance focuses on the maintenance sched-
uled at predefined intervals to prohibit failures. Even though corrective maintenance does
not have the cost burden for condition monitoring and scheduled maintenance routines, the
cost of unexpected downtime and repairs may not be acceptable for most of the industries.
The preventive maintenance is usually performed after a particular period of time, hours of
operation, or kilometers driven. Although preventive maintenance improves the system re-
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Table 2.2: Overview of Maintenance Strategies [56].
Maintenance Strategies

Condition Based Maintenance
Corrective Preventive

Diagnostic Prognostic
Principle Maintenance based Based on field Identify impending failures RUL prediction based

on demand experience based on CM data on CM data
Advantages No CM costs Control over maintenance Reduced unexpected Higher availability

schedules, labor and cost failures
No special maintenance Reduced chances of No prognostic know-how Higher reliability and

requirement failures required fewer secondary failures
Disadvantages Lower reliability Scheduled repairs replace High initial High initial

and availability healthy components cost cost
High repair costs Cannot prevent Overall system health Requires system model

unscheduled faults is unknown or data-driven methods

liability through inspections, tests, replacements etc., risk of failures remain high since the
health of the system is unknown. For instance, maintaining power electronics in systems
such as large fleets of aircraft and remotely located STs can be very challenging.

The maintenance activities require trained personnel with expertise, and according to level
of fault, the system downtime can vary. Unscheduled maintenance can result in revenue loss
and unavailability of the systems and these facts become crucial with increasing operational
demands and lack of fiscal resources. For instance, [33] presents maintenance data from
a large PV power generation plant. As illustrated in Fig. 2.4 (a), the power converter is
the reason for the major share (37%) of unscheduled maintenance events. The impact of
unscheduled maintenance events on the maintenance cost is summarized in Fig. 2.4 (b),
which clearly shows that the maintenance of the power converter is the most expensive (59%)
among all the subsystems. In wind turbine systems, the power converter is responsible for
13% of total failures and 18% of total system downtime as shown in Fig. 2.5 [55]. In short,
the power converters play a crucial role in the reliable operation of renewable energy systems
such as wind and solar power plants.

Due to increasing reliability requirements and costs associated with unexpected failures,
newer maintenance policies based on Condition Based Maintenance (CBM) have gained im-
portance in the last decades. CBM can be again classified into two sub-categories, namely,
diagnostic and prognostic maintenance [56]. Diagnostic maintenance is defined as mainte-
nance based on the current condition of the system under consideration. The definition of
prognostics is the ability to provide early detection of the incipient faults of a component and
to predict the progression of such a fault resulting in the component failure [26]. With prog-
nostics, the remaining useful life of the system can be predicted with an acceptable degree
of confidence and when such a piece of information is used to schedule maintenance, it is
termed prognostic maintenance [57]. Prognostic maintenance becomes an essential require-
ment of systems, which require high reliability and availability.

The major maintenance strategies followed in the industry are summarized in Table. 2.2
clearly indicating the principle, advantages and disadvantages of each maintenance policy.
The CBM based on prognostic is preferred in applications requiring high availability and
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reliability since the health of the system is evaluated based on physical models, data-driven
methods or hybrid approaches. In contrast to the diagnostic approach which monitors im-
pending failures based on CM data, prognostics provides a more concrete picture of the
failure probability of the system based on RUL. Prognostics can help to optimally schedule
maintenance, procure spare parts and labour optimally, and use the system components to
their end of life while keeping the failure probability within limits.

Several papers have discussed optimizing the maintenance schedules and predicting failures
based on the monitored data considering operational constraints [58, 57]. In [58], mainte-
nance schedule optimization of an aircraft fleet focusing on a trade-off analysis considering
cost, capacity expansion and other key performance indexes in aircraft fleet management is
discussed. Engine fault prediction of aircraft using CBM and machine learning has been
proposed in [57]. Compared to the traditional data-driven prognostic algorithms, a compu-
tationally efficient and real-time RUL estimation of the IGBTs using the degradation profile
from the power cycling tests is presented in [59]. Remarkably, Vce,sat is considered as the
CM parameter indicative of power device degradation in this approach [59]. In summary,
condition based maintenance has opened up new research frontiers for power electronics
reliability.

Although prognostic maintenance relies on the physics-of-failure to detect and prevent fail-
ures based on condition monitoring, the root-cause of failures is not addressed. In this con-
text, active thermal control methods have been proposed in the literature to act directly on the
failure root-cause, thereby aiming to prolong the power device lifetime. A short overview of
active thermal control strategies is detailed in the following section.

2.4 Active Thermal Control Strategies

As discussed in the previous sections, thermal cycling has been identified as one of the
major causes of failures of power devices. Therefore, it is necessary to develop methods to
improve the thermal performance of the power devices by reducing the potentially damaging
stresses. These methods shall also safeguard other operating performance indices at the same
time. The methods developed to improve the thermal performance of the power electronic
devices by controlling the junction temperature cycling are termed active thermal control
strategies. The active thermal control methods can be classified into three levels depending
on the hierarchy of implementation, namely, device level, modulator level and system level
[15, 60, 61].

2.4.1 Device Level

The device level active thermal control methods directly act on the device characteristics to
reduce the thermal cycling. This requires modifications in the hardware to directly influence
the operation of the device and hence, most of the literature focus on active gate driver meth-
ods [62, 63, 64, 65]. A temperature dependent gate driving of power MOSFETs is developed
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Figure 2.6: Case temperature measurement of GaN device without and with active thermal
control for a given load profile [J8].

in [63] to decrease the thermal stress and losses. In [65], an active gate driver is proposed
to balance the current among parallel IGBTs since the losses are different due to the toler-
ances of the semiconductor. The turn-on and turn-off of the devices are controlled to achieve
transient current balancing among the paralleled IGBTs. Another method to achieve thermal
balance among parallel devices by controlling the gate voltage and resistance is demonstrated
in [62]. The main advantage of the gate driver based ATC is that the thermal stress reduction
effort is independent of the converter control or modulation strategies. Therefore, these ATC
strategies can be used for any converter topology without modification in the control system.
The main challenge with device level ATC methods is the hardware efforts while designing
the system.

Another popular technique to thermally balance the power devices is active cooling. A dy-
namic cooling system has been developed in [66] to reduce the thermal cycling of power
modules by actively varying the cooling fan speed. This method uses a state observer for
estimating the junction temperature and is demonstrated to reduce the thermal cycling under
varying load conditions. The development of the required hardware for an active cooling
system is described in detail in [67]. Compared to the active gate driver methods, the main
disadvantage of the active cooling methods is the inability to reduce the high frequency ther-
mal cycles due to relatively slower cooling time constants.

To limit the thermal cycling induced failures in solder joints, an active thermal control
scheme using a two-step gate driver designed for GaN is presented [68]. In contrast to
the active thermal control techniques employing variable switching frequency control, this
method does not alter the converter operation frequency, instead, it merely controls the GaN
device slew rates. The two-step gate driver designed and developed is for GS66508T (top
side cooled GaN device from GaNSystems) [69, 70]. The two-gate driver provides a stepped
voltage during turn-on to actively control the rise time tr of the GaN device. Thus, by varying
the rise time tr, the switching loss variation is ensured.

The impact of the active thermal control on a bidirectional single-phase DC/DC converter is
validated experimentally using the prototype of the two-step gate driver based buck converter
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shown in Fig. C.5. In order to show the effectiveness of the thermal cycle minimizing the
effect of active gate driver, a mission profile with varying load current is chosen as shown
by the red trace in Fig. 2.6. The blue trace in Fig. 2.6 shows the case temperature thermal
cycling without active thermal control for the given load profile. When the aforementioned
active thermal control scheme is active, the gate driver increases the switching losses to min-
imize the thermal cycling. The impact of active thermal control is evident by the reduction
of temperature swings indicated by the green trace in Fig. 2.6. The result demonstrates a
reduction of thermal swing from 13◦C to 7◦C with the proposed active gate driver.

2.4.2 Modulator Level

One of the well-known modulation based method to control the losses in the power devices
is by actively changing the switching frequency. Switching frequency based active thermal
control methods are investigated in [71, 72, 73], where the switching frequency is varied to
reduce the thermal cycling due to load fluctuations. A novel switching frequency variation
based ATC without a priori knowledge of the mission profile for a single phase converter
is demonstrated in [71]. An electro-thermal model based junction temperature estimation is
developed for realizing ATC for an electric vehicle application is studied in [72]. Another
approach combines switching frequency based ATC with active cooling to reduce the ther-
mal stress in wind power converter [73]. The main drawback of the switching frequency
variation methods are the varied current spectrum, higher mean temperature, and lower effi-
ciencies at higher switching frequencies. Rather than directly reducing the switching losses
by reducing switching frequency, switching losses of power devices in a power converter
is reduced through different modulation techniques. For the converter in an electric vehicle
application, discontinuous PWM is employed to reduce the switching losses of the power
devices during the start-up procedure to safeguard the converter thermal limits [74].

2.4.3 System Level

System level ATC methods focus on adjusting the control parameters to reduce thermal
stress. One opportunity to control the device losses of the power devices in a converter is
by changing the applied voltage. In the case of a Permanent Magnet Synchronous Machine
drive, the DC-link voltage is dynamically adapted to achieve thermal cycling reduction and
higher efficiencies in [75]. The losses of the power devices can be reduced by lowering the
DC-link voltage, particularly at lower motor speeds. The control system design to provide an
optimal torque while reducing the thermal cycling of the devices with a variable DC-link is
challenging in this approach. In parallel Neutral Point Clamped (NPC) converters for wind
power application, the thermal swing of the most stressed devices is reduced by increasing
the generated losses using the reactive power circulation method [76]. The main drawback
of the reactive power circulation method is the resulting higher mean junction temperatures
of the stressed devices and the increase in thermal stress of the other devices.
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2.5 Physics-of-Failure based Lifetime Analysis

Previous sections discussed the major power device failure mechanisms, condition monitor-
ing of the relevant physical parameters to schedule maintenance, as well as active thermal
control methods to influence the failure root cause. However, it is essential to quantitatively
determine the expected lifetime of a device during the design stage, and to establish scientific
methodologies for evaluating the reliability impact of aforementioned ATC approaches. In
this context, this section elaborates on the lifetime and reliability evaluation methods adopted
in this thesis.

First, a short theoretical background about the reliability metrics is presented. Subsequently,
motivation to adopt the Physics-of-Failure (PoF) approach is given. The is followed by the
lifetime modeling of power devices based on the physics of failure. The reliability analysis
of converters with the help of mission profile and PoF based lifetime models is covered in
the final part of the section.

2.5.1 Reliability Metrics

Before venturing into the reliability analysis, the fundamentals of reliability engineering are
presented first. For reliability analysis, it is imperative to understand the Weibull distribu-
tion and its properties. The distinguishing feature of the Weibull compared to the normal
distribution is that the cumulative distribution function (CDF) of Weibull is bounded, which
hence makes it attractive for predicting the failure probability. Depending on the number of
parameters, Weibull distribution can be classified into a three-parameter distribution and a
two-parameter distribution. The CDF of a three-parameter Weibull is expressed as

F(x) = 1− exp

[
−
(

x− γw

αw

)β
]
, (2.1)

where x > γw, and γw is called the threshold or location parameter which indicates that the
failure occurs only when the x is greater than the threshold value γw. Assuming that the
failure can occur from the beginning of operation of a component, γw becomes 0 and the
aforementioned Weibull distribution reduces to a two-parameter version. The parameters αw

and β are respectively known as the scale parameter and shape parameter. When β is 1,
the Weibull distribution transforms into an exponential distribution. The Weibull distribu-
tion offers the flexibility to model different lifetime behaviours by adjusting the parameters
[77].

In order to quantify the reliability of power electronics systems, different metrics such as
reliability, failure rates, unreliability, Mean Time To Failure (MTTF) and Bx lifetime are
employed. It is common practice to use Weibull distribution to define these reliability met-
rics. However, to derive these metrics, aspects such as failure criteria, environment factors,
stress conditions, confidence interval, and time are critical. If any of these factors vary, the
reliability description can vary.
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Reliability R(t) is defined as the percentage of samples under consideration that can function
properly at an instant t. For each sample, R(t) is the probability that the sample functions at
time t. The unreliability F(t) is defined as the probability of failure of a sample at an instant
t. It is calculated as [5]

F(t) = 1−R(t). (2.2)

The variation of unreliability F(t) in time is expressed as the cumulative distribution function
curve and in the case of a two-parameter Weibull distribution, the F(t) can be given as

F(t) = 1− exp

[
−
(

t
αw

)β
]
. (2.3)

In industrial applications, MTTF is the most commonly used reliability metric which denotes
the average time at which a sample fails. However, it does not reflect the variation of the
reliability over time and the root cause of failure is ignored. MTTF can be calculated as
[5, 28]

MT T F =
∫

∞

0
R(t)d(t). (2.4)

Today, the use of Bx lifetime is gaining popularity over the MTTF metric. Bx lifetime of a
group of samples is defined as the time at which x percentage of samples have failed. For
instance, B10 lifetime is defined as the time at which 10% of the samples under the test have
failed. The Bx lifetime can be obtained from the CDF curve and therefore the time-varying
nature of the reliability function is reflected in the Bx lifetime [78, 1].

Another important reliability metric is the failure rate λ (t) which defines the frequency of
failure of the sample under consideration. Mathematically, the failure rate is expressed as

λ (t) =
1

R(t)
d(1−R(t))

dt
. (2.5)

2.5.2 Motivation for the adoption of PoF based approach

In the case of power electronics components, the plot of failure rate λ (t) against time results
in a bathtub shaped curve as shown in Fig. 2.7 [28]. The bathtub curve is composed of three
types of failures; namely early failures, random failures and wear-out failures. Depending
on the dominant failure mechanism, the overall lifetime of the electronics component can be
divided into three stages; infant mortality, useful life and end of life respectively as indicated
in Fig. 2.7. In the early stages of the product life, the majority of failures occur due to
the defects arising out of the manufacturing processes or improper installation or operation.
Such failures are termed early failures. The second stage is dominated by the random failures
and this period is termed the useful life of the product. As shown in Fig. 2.7, the wear-out
failures increase as time progresses and towards the end of life of the component, wear-out
failures become the dominant failure mechanism [28, 2].

As discussed in Section 2.1, thermo-mechanical stress in power modules leads to failures
over time because of the CTE mismatch of different materials used in power module con-
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Figure 2.7: The bathtub curve or failure rate curve of typical power electronics component.

struction. However, conventional reliability prediction methods for electronics such as MIL-
HDBK-217, FIDES and PRISM utilize collected failure data from the field and adopt con-
stant failure rate with some factors to account for the environmental and operating conditions
[79]. These traditional handbooks do not consider the root cause of failure or any uncertainty
analysis, but rely purely on statistical methods. Due to heavy criticism, MIL-HDBK-217 was
officially canceled in 1995 for reliability analysis by the Army. However, the usage of con-
stant failure rate for reliability analysis is still popular. One of the reasons for its popularity
could be due to the fact that the system level reliability prediction methods such as Fault-
Tree Analysis (FTA) and state-space analysis are conventionally applicable only to constant
failure rates [1]. Recent literature mentions that the latest revision of MIL-HDBK-217 shall
also include the PoF based reliability analysis [80, 1].

An important assumption of the traditional reliability handbooks is the constant failure rate
over the operational lifetime. Hence, the MTTFs are directly calculated irrespective of the
knowledge of the exact application or mission profile of the system. Although this method
is easier to use, it is considered incorrect for most practical applications [10, 81]. This is
evident from the bathtub curve in Fig. 2.7 since the wear-out failures become dominant
towards the end of useful life.

The PoF approach is based on the analysis of root-cause of failures and the effect of mate-
rials, stress, operating and environmental conditions on the product reliability [1, 10]. For
a power electronic converter system, the failure mechanisms of each component are investi-
gated and thereby the system failure is modeled as a combination of component level failure
mechanisms. The failure mechanisms could also transcend component level to packaging
level and Printed Circuit Board (PCB) level. Therefore, the PoF based failure mechanism
model of a power electronics system can be complex and challenging. Hence, it is impor-
tant to differentiate critical failure mechanisms and critical components for each application
[1].

2.5.3 Lifetime Modeling of Power Semiconductor Devices

For industrial applications, it is necessary to know the relationship between the usage and
failure of power electronic devices. Since the major failure mechanisms of power electronic
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Figure 2.8: Power cycling results from LESIT [82].

modules are known from the power cycling studies, researchers have been deriving lifetime
models from the power cycling tests, which mathematically establishes the relationship be-
tween thermal cycling and the number of cycles to failure. The project Leistungs Elektronik
Systemtechnik und Informations Technologie (LESIT) was one of the first power cycling
tests performed in the 1990s to identify the physics behind the failure of power modules
[82]. In this test, modules were tested at different mean junction temperatures Tm and dif-
ferent thermal cycling amplitudes ∆Tj. The results of the LESIT tests are shown in Fig. 2.8
which illustrates the number of cycles to failure N f for different ∆Tj and Tm. From the re-
sults, it is clear that the N f has two dependencies; Coffin-Manson term which depends on the
thermal swing and an Arrhenius term which is a function of the mean junction temperature.
Based on the experimental data shown in Fig. 2.8, a lifetime model is derived as [83]

N f = a1 · (∆Tj)
a2 · e

a3
Tj,av+273◦C , (2.6)

where a1 and a2 are the experimentally determined parameters which are related with the
physical characteristics of the power module, whereas a3 is a constant denoting the influence
of the Arrhenius factor. The values of a1 and a2 used in this work are 3.025 · 105 and −5.039
respectively [35]. The constant a3 is calculated by dividing activation energy (≈ 0.8eV )
by the Boltzmann constant (8.314J/mol ·K) [4]. Here, Tj,av denotes the average junction
temperature of the power semiconductor device.

Construction of power modules has undergone a lot of advances over the years which resulted
in modifications to the lifetime model (2.6). The power cycling test conducted to derive the
lifetime models can have different test conditions and module parameters which make the
derivation of a single lifetime formula applicable for all the power modules a difficult task.
To account for the various parameters during the power cycling tests, Bayerer et.al. has
proposed a new lifetime model given by [11]

N f = KBayerer · (∆T )β1 · e
β2

Tlow+273◦C · ton
β3 · Ibond

β4 ·Vdevice
β5 ·Dbond

β6. (2.7)

Apart from the Coffin-Manson and Arrhenius terms, the on-duration of the power cycling
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Table 2.3: Lifetime model benchmarking results for Wind-power application [85].
Lifetime model Total consumed lifetime/year Deviation [%]

Benchmark 9.22E-02 0
Coffin-Manson Arrhenius (2.6) 1.49E-01 62

Bayerer (2.7) 1.28E+01 13783

test ton, the current per bond wire of the chip Ibond , the voltage range of the device Vdevice

and the bond wire diameter Dbond are considered for the model derivation. The coefficients
KBayerer, β1−β6 are obtained experimentally [11]. However, the Bayerer model (2.7) is valid
only for DBCs with Al2O3 substrates. It is worth noting that the model (2.7) is an outcome of
pure statistical analysis, and therefore cannot be presumed as a physics-based failure model
since the parameters are not physically independent [4].

Numerous lifetime models have been proposed in the literature by power module manu-
facturers and researchers, which essentially modify the Coffin-Manson-Arrhenius lifetime
model (2.6) according to the test results. For the power modules with sintered chips and alu-
minum bond wires, a new lifetime model has been proposed in [84]. Even though there are
many lifetime models available, it is important to know which lifetime model can be used
for a particular application. Benchmarking of various lifetime models for MMC is inves-
tigated in [85]. The consumed lifetime of the IGBT modules for the MMC in wind-power
application according to the manufacturer aging data has been compared with several models
such as the Coffin-Manson-Arrhenius (2.6) and Bayerer model (2.7). The results are sum-
marized for both the aforementioned lifetime models in Table. 2.3 [85]. The Bayerer model
has resulted in a large deviation compared to the Coffin-Manson Arrhenius model for this
particular application. This is due to the fact that the power-on time for the wind profile is in
hours whereas the ton time of the Bayerer model has a limited range. Therefore, the use of
analytical lifetime models for the lifetime calculation need to be checked for relevancy in a
particular application.

In this thesis, the Coffin-Manson-Arrhenius (2.6) lifetime model has been utilized to evalu-
ate the lifetime of power semiconductor devices. Even though there are numerous lifetime
models available, all other models are obtained through modifications of the Coffin-Manson-
Arrhenius lifetime model. As described in [85], use of lifetime models with ton may result in
large errors if the thermal cycle on-time of the application and the employed model are not
in agreement. Therefore, the lifetime model (2.6) has been chosen to prove the effectiveness
of the reliability improvement algorithms.

2.5.4 Mission Profile Based Reliability Analysis

System level reliability prediction with conventional methods such as the FTA, Markov chain
analysis etc. use constant failure rate of the system components [8, 1]. Over the past decades,
PoF based failure mechanisms of power electronics components have been widely accepted
as the de facto standard for reliability prediction. The PoF based component level failure
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Figure 2.9: Method for estimating device wear-out from thermal cycling based on mission
profile and PoF approach [C8].

mechanisms need to be translated into system level reliability prediction and this is accom-
plished through mission profile based reliability analysis [2]. In [86, 13], state-of-the-art for
mission profile based reliability analysis of PV inverters and MMCs have been presented.

Steps involved in PoF and mission profile based reliability analysis is illustrated in Fig. 2.9.
In order to analyze the lifetime consumption resulting from thermal stress based wear-out,
a mission profile is considered to generate the working condition of the power converter.
Depending on the mission profile, the thermal loading of the converter is obtained using an
electro-thermal model of the system. Once the junction temperature fluctuations are known,
the lifetime consumption is calculated using the cycle counting method and lifetime model
of the power device. Steps necessary for the conversion of the mission profile into lifetime
consumption are described in detail in the latter part of the section.

Mission Profile

Mission profile represents the operating/environmental conditions of the power electronics
system and the relevant stress experienced during the expected life cycle which includes
manufacturing, transportation, installation and operational phase [2]. However, it is often
difficult to acquire the entire data for the expected life cycle, and therefore the reliability
predictions are carried out by representative data. Mission profile parameters vary according
to the application. In the case of renewable energy applications, wind profile or solar irradi-
ance are the typical mission profile parameters. However, for an electric vehicle application,
speed and torque profiles describe the operating condition of the system. Ambient factors
such as temperature, humidity, vibration, etc. and the control algorithm to determine the
voltage and currents in the power electronics components shall also be taken into account for
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Figure 2.10: (a) Grid mission profile for 7 days. (b) Grid mission profile for 100s. [89, 90].

accurate reliability evaluation [87]. In short, the mission profiles shall emulate the working
condition of the electronics component in the field as close as possible.

In [88], a comparison of reliability analysis using military handbook MIL-HDBK-217 and
IEC-TR-62380 standard for a PV application has been presented. Compared to the MIL-
HDBK-217, the IEC-TR-62380 approach also considers the impact of mission profile into
account. Nevertheless, the IEC-TR-62380 approach is not a pure PoF based method, but
incorporates the impact of mission profile for the calculation of constant failure rate. There-
fore, it is interesting to discuss the outcome of the study to highlight the importance of
mission profiles for reliability prediction. Four converter prototypes with different power
devices were investigated using the above-mentioned approaches. According to MH217, the
power devices with the lowest on-resistance and better thermal impedance is the best reli-
able choice. The analysis using IEC-TR-62380 considering the PV mission profile shows
that four power devices have similar failure rates even though they have different electrical
and thermal parameters. The large difference in failure rates obtained from the two method-
ologies is due to the selection of influence factors for reliability prediction; MH217 has the
component temperature as the largest contributing factor whereas IEC-TR-62380 considers
thermal cycling as the prominent factor. In short, the investigation asserts the importance of
mission profile to evaluate the reliability of power electronic components compared to the
traditional pure statistics based reliability prediction methods [88].

For investigating thermal cycling based wear-out failures, it is the state-of-the-art practice
to use mission profiles as the input to emulate the real working conditions of the power
electronic system [79, 91, 86, 92]. The importance of mission profile based analysis lies
on the fact that the electronics component stress is application dependent. Therefore, each
design needs to be evaluated individually to ensure reliability and to avoid over-design. For
example, if same inverter design criteria is used for two inverters operating predominantly
at ambient temperatures 25◦C and 100◦C respectively, the latter will fail quickly and can
adversely affect product reputation. On the other hand, designing all the power electron-
ics inverters to withstand the worst-case operating conditions could be an over-design and
costly solution for many applications. Therefore, understanding the mission profile of an
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application is vital to ensure the desired reliability at a minimal cost.

For analysing the reliability of Smart Transformer converter topologies, mission profile of a
smart grid system is considered [89, 90]. Since no real field data from ST is available yet,
and ST is mainly designed to cater distribution grid, the data from a smart grid is found to
be the closest match to the mission profile for ST. Fig. 2.10 (a) shows the normalized active
power in one of the phases of a smart grid for 7 days. It can be seen that the weekend power
consumption is different from the rest of the week as indicated by the first and second day
profile. The smart grid data is recorded with a sampling rate of 1s and the power variation
for a period of 100s is illustrated in Fig. 2.10 (b). For analysing grid-connected modular
converter topologies, the mission profile in Fig. 2.10 is utilized. The resolution of the mission
profile plays an important role while translating the mission profiles to junction temperature
profiles, which is covered later in this section.

Power Electronics Circuit Modeling

As shown in Fig. 2.9, the mission profile is applied on a converter model following state-of-
the-art practices [91, 86]. Since the mission profile can have timescales ranging up to years,
the power electronics converters need to be modeled for simulating the converter loading.
From the converter model, the power loss in each component is calculated and then converted
into thermal loading with the help of electro-thermal models of power devices assembled on
the heatsink. The modeling of the converters is state-of-the-art and hence it is not attempted
to give a detailed description of power converter system modeling in this section. However,
all the converter models used in this work namely inverter, CHB and DAB topology models
are presented in A. The approach used in this work for modeling the power device loss from
the mission profile is discussed in the following part.

Power Semiconductor Loss Modeling

The semiconductor device losses can be generally classified into conduction and device
losses while neglecting the driver losses and losses due to leakage current. In this thesis,
the loss calculation with the analytical averaged method and numerical circuit simulation
method are presented and compared.

When the semiconductor device is used as a switch, the conduction losses incur when the
device is in on-state. For IGBT, the conduction losses (Pcond,IGBT ) at any time instant t is
calculated by multiplying the on-state voltage drop across the collector and emitter terminals,
Vce(t), with the current flowing through it, termed as the collector current, ic(t), given by

Pcond,IGBT (t) =Vce(t)ic(t). (2.8)
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Average conduction loss modeling When the device voltage and current waveform are pe-
riodic signals, as is the case with most of power electronic applications, the simplest method
is to calculate the average conduction loss (Pcond,IGBT,avg) for the period T using

Pcond,IGBT,avg =
1
T

∫ T

0
Vce(t)ic(t)dt. (2.9)

For the anti-parallel diode across the IGBT, Vf is the forward voltage drop and i f is the
forward current flowing through it. Similar to the IGBT, the average conduction losses for
the diode (Pcond,diode,avg) is computed by

Pcond,diode,avg =
1
T

∫ T

0
Vf (t)i f (t)dt. (2.10)

Usually, in the device datasheets, the on-state voltage drop Vce of the IGBT and the forward
voltage drop Vf of the diode are given as the function of the current flowing through the
device and the junction temperature. Therefore, in order to include these dependencies, the
conduction loss is modeled using polynomial fits as described in [93]. The characteristic
curve of the voltage drop is multiplied by the corresponding device current at the given
temperature to obtain the instantaneous conduction losses as a function of the current. Using
a linear relationship between the polynomial fits for conduction losses at different junction
temperatures given in the datasheet, the junction temperature dependency is also taken into
account for the loss calculation.

Considering the on-state voltage drop dependency on device current and junction tempera-
ture, the average IGBT and diode conduction losses are calculated as follows:

Pcond,IGBT,avg =
1
T

∫ T

0
Pcond,IGBT (ic(t),Tj)dt (2.11)

Pcond,diode,avg =
1
T

∫ T

0
Pcond,diode(i f (t),Tj)dt (2.12)

Conduction loss modeling with numerical simulation The averaged loss calculation of
power devices is popular for analysing the power converter efficiency and cooling system de-
sign [35]. However, for accurate electro-thermal modeling and analysis, the averaging of the
losses may cause a loss of information. Accurate loss calculation of the power devices can
be performed using an electronic circuit simulation environment using the device physical
models available from the manufacturer or from experimental measurements [94]. How-
ever, these simulations are computationally demanding and are not suitable for simulating
the operation of a power electronic converter for hours, days, or even more.

In this thesis, loss modeling with a numerical simulation is performed to improve the accu-
racy of the electro-thermal modeling. The instantaneous current through the device (idevice),
either IGBT or diode and the device junction temperature (Tdevice) are fed to the polyno-
mial fit of the device conduction losses as illustrated in Fig. 2.11 to compute the device
instantaneous conduction losses (Pcond,device) [93].
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Figure 2.11: Scheme for numerical calculation of conduction losses.

When the semiconductor switch is turned on or off, losses occur in the device due to non-
ideal characteristics of the device. In an ideal switch, when the device is turned on, the
current instantaneously starts flowing and the voltage across the switch becomes zero. How-
ever, in real devices, during turn-on the current does not instantaneously achieve the required
value, and the device voltage does not drop to zero as well. Depending on the nature of the
load and commutation characteristics attributed to the topology, switching losses occur in
the device. In case of hard switching, the voltage and current overlap during the switching
process, leading to higher losses and device stress.

For the computation of the switching losses, the turn-on (Eon), turn-off (Eoff) energies of the
IGBT and the diode recovery energy (Erec) are usually given in the device datasheets. The
switching energy depends on various factors such as the voltage across the switch, the current
flowing through it, junction temperature, parasitics in the circuit, and the gate bias parame-
ters. Neglecting the effect of circuit parasitics and assuming that the gate bias parameters are
constant, the switching energy can be described as a function of the IGBT collector-emitter
voltage Vce, junction temperature Tj and collector current Ic using polynomial fit [93]. The
switching energy loss for one switching cycle is given by

Esw,igbt = Eon
(
Vce,Ic,Tj

)
+Eoff

(
Vce,Ic,Tj

)
. (2.13)

Average switching loss modeling The average switching losses (P(sw,igbt)) of the IGBT
during hard switching is given as [93]

Psw,igbt,avg =
1
T

(
∑

Nsw
n=1 Eon

(
Vce,Ic,Tj

)
+∑

Nsw
n=1 Eoff

(
Vce,Ic,Tj

) ) , (2.14)

where Nsw is the number of switching instants of the IGBT for the time interval T , Vce is
the collector-emitter voltage, Ic is the current flowing through the IGBT and Tj is the IGBT
junction temperature.

The average reverse recovery diode losses (Prec,diode,avg) is expressed as

Prec,diode,avg =
1
T

(
∑

Nsw
n=1 Erec

(
Vf,I f ,Td

) )
. (2.15)

In equations (2.14) and (2.15), the switching energies are averaged over the fundamental
period T and multiplied by the number of switching events to obtain the average switching
losses.

To reduce the switching losses, soft switching is employed by making one electrical param-
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Figure 2.12: Scheme for calculating switching losses with numerical simulation.

(a) (b)

Figure 2.13: Equivalent thermal network (a) Cauer model (b) Foster model.

eter such as voltage or current to zero before the switching action. When the voltage across
the switch is made zero before switching, usually using the conduction of the anti-parallel
diode, it is termed Zero Voltage Switching (ZVS) [95]. Another type of soft switching known
as Zero Current Switching (ZCS) can occur when the current flowing through the switch be-
comes zero before turn-off or when the rise of the current is delayed by a series inductor while
turn-on [96]. Thus, the switching losses are considerably reduced and can be neglected for
loss calculations. Hence, it is critical to differentiate between soft and hard switching while
performing loss calculations.

Switching loss modeling with numerical simulation In contrast to the averaged switch-
ing loss calculation, in the case of numerical loss modeling, the switching losses are not
averaged for the fundamental period. The method of numerical switching loss modeling is
illustrated in Fig. 2.12. For each switching cycle, the turn-on and turn-off losses are calcu-
lated from the curve-fitted polynomial functions. The advantage of calculating the turn-on
and turn-off separately compared to [93] is the straightforward inclusion of soft turn-on/off
if applicable. After computing the switching energy for a switching instant, it is multiplied
with a unit pulse having a width of ∆T and is divided with the pulse-width ∆T as shown in
Fig. 2.12 to obtain the switching power loss. The power loss is independent of the selected
pulse width ∆T [93]. The advantage of loss modeling with numerical simulation compared
to that of averaged loss modeling is explained later in this section.

Thermal Network Modeling

The thermal network modeling of the power semiconductor switches is a challenging topic
for lifetime evaluation. Mostly followed approaches for modeling of the thermal impedance
fall into two categories, namely Finite Element Method (FEM) based modeling and heat-
ing/cooling curve based model extraction [91, 97]. Since the heat flow in a power device is
three-dimensional, it is quite challenging to extract precise models in a system with multiple
heat sources adjacent to each other. With knowledge of the material properties in power
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Figure 2.14: Typical equivalent thermal network of thermally coupled IGBT and diode in a
power module [93] .

electronic modules, FEM based models can simulate the thermal dependencies of the vari-
ous physical layers in a typical device assembly shown in Fig. 2.2 [98, 35]. However, power
module manufacturers usually do not provide the exact material properties which makes
the simulation studies challenging. To model the temperature hotspots at different layers in
power modules such as the junction, solder joints, or DBC, a Cauer thermal network is used.
Depending on the physical layers and temperature hotspots, nth order Cauer network is mod-
eled which consists of a combination of thermal resistances (Ri, i ∈ [1,n]) and capacitances
(Ci, i ∈ [1,n]) as shown in Fig. 2.13 (a) [98].

Either from FEM simulation or experimental thermal step response, when a thermal impedance
curve is available, an equivalent thermal network can be obtained by a Foster model consist-
ing of thermal resistances and capacitances by curve fitting as shown in Fig. 2.13 (b). The
Foster model does not have any direct physical relationship to the temperature flow in the
power electronics assembly. The thermal impedance of the Foster network in Fig. 2.13 (b)
can be mathematically represented as

Zth, jhs =
n

∑
i=1

Ri

(
1− e

−t
RiCi

)
, (2.16)

where t denotes time.

To incorporate the influence of thermal coupling between the IGBT and the anti-parallel
diode in a power module, a coupled thermal network can be used as described in [93]. Such
a model can be obtained from FEM studies. In a power module, the IGBT die and the diode
die are soldered to the DBC very close to each other. The thermal coupling through the DBC
between IGBT and diode is represented by a thermal resistance Rc as shown in Fig. 2.14
[93].

The junction temperature Tj of the device at time t is calculated from the losses and the
thermal model as

Tj(t) = Zth, jhs ∗Ptot(t)+Ths(t), (2.17)

where Zth, jhs is the equivalent impedance of the Foster network, ∗ represents convolution,
Ptot is the total losses in the device comprising switching losses and conduction losses, and
Ths is the heatsink temperature.
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Figure 2.15: Junction temperature profile for a day.

Table 2.4: Simulation parameters of CHB
converter.

Parameter Value
Grid voltage (rms), Vg 1.1kV
Power rating, Prated 60kVA
Line inductance, Lg 6.8mH
Number of cells, N 3
Cell DC-link voltage, VDC,i 800V
Switching frequency, fsw 5kHz

Table 2.5: Thermal network parameters
[99].

IGBT Diode
Ri [K/W ] Ci [J/K] Ri,d [K/W ] Ci,d [J/K]
0.09025 0.026 0.1375 0.024
0.3612 0.0781 0.888 0.0385
0.2031 0.5554 0.2558 0.5062
0.1403 2.010 0.0810 9.4593

As discussed in [87], the power electronics system has multiple timescales of device loading
which makes the translation of mission profile to device-stress difficult. The timescales in a
thermal profile can be classified into short, medium, long and very long time scales.

• Very long time scale (range: months to years) includes the temperature fluctuations
owing to seasons and environmental changes over the years. The exact replication of
these variations in the mission profile is challenging.

• Long time scale (range: days to weeks) temperature variations are typically caused by
the change in the consumption behavior over the days and weeks and environmental
factors. This is evident in Fig. 2.10 (a) where the power consumption over weekdays
and weekends are different. The power consumption changes over the week could be
applicable for many sectors such as industrial drives or traction applications. There-
fore, to make the lifetime analysis more accurate, these long time scale temperature
variations shall be considered.

• Medium time scale (range: minutes to hours) variations in junction temperature consist
of the power consumption or generation variations in the range of minutes to hours.
Fig. 2.10 (a) shows the variation of a typical grid profile having the peak power con-
sumption during morning and evening. The junction temperature variation of a grid-
connected converter for a typical day is shown in Fig. 2.15 which gives an indication
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Figure 2.16: (a) IGBT losses with averaged and numerical simulation models (b) IGBT junc-
tion temperature with averaged and numerical simulation models.

of the low frequency temperature variations over the minutes and hours.

• Short time scale (range: milliseconds to seconds) fluctuations in the temperature are
usually caused by the fundamental frequency of the converter and sudden changes in
load/generation. To demonstrate the significance of the short time scale temperature
variations due to fundamental frequency, a simulation study is performed with a grid-
connected CHB converter having 3 cells with 1200V IGBT modules FP25R12KT3
[99]. Simulation parameters of the CHB system and the equivalent thermal network
parameters of the IGBT module are given in Table 2.4 and Table 2.5 respectively.
IGBT loss calculation is performed with an averaged model at fundamental frequency
and numerical simulation models (see Section 2.5.4 for details). The result is presented
in Fig. 2.16 (a). To demonstrate the impact of the loss modeling method on short
time scale temperature fluctuations, the junction temperature of the IGBT is calculated
with averaged loss model and using a numerical simulation model. A comparison
of the junction temperatures with loss averaged at the fundamental frequency (50Hz)
and numerical simulation is illustrated in Fig. 2.16 (b). With averaging of losses
at fundamental frequency, these high frequency temperature fluctuations are ignored.
In this work, the short time scale temperature cycling is included with the help of
numerical simulations of device losses.

Cycle Counting and Miner’s Rule

The thermal profiles as illustrated in Fig. 2.15 consist of various stress cycles resulting from a
range of thermal cycles with different thermal swings and mean temperatures. However, the
lifetime models obtained through power cycling tests can consider only one thermal cycle
with a mean temperature and cycle amplitude at a time as indicated by (2.6). Therefore,
cycle counting algorithms are required to count thermal cycles in a thermal profile so that
the lifetime model can process each thermal cycle separately [79].

There are several cycle counting methods available for lifetime estimation such as peak
counting, level counting, simple range counting and rainflow counting [100, 101]. In [101], a
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Figure 2.17: Result of rainflow counting algorithm of the thermal profile in Fig. 2.15.

comparative study of the temperature cycle counting methods such as rising edge, half-cycle,
maximum edge and rainflow counting were performed with Finite Element Method (FEM)
simulation. It is demonstrated that the rainflow counting algorithm provides higher accu-
racy than the other algorithms. Rainflow counting is one of the most commonly used cycle
counting method to identify the stress levels of power electronic devices [102, 103]. It is a
statistical method to model the stress strain behavior of the material. Each cycle is defined by
a closed hysteresis loop which has an amplitude and a mean value. From the thermal profile,
rainflow counting algorithm extracts the statistics of the thermal cycles including the type
and number of thermal cycles. Fig. 2.17 illustrates the result of rainflow algorithm applied
to the thermal profile shown in Fig. 2.15. The mean value and the amplitude of the thermal
cycles are shown on the X and Y axis respectively, whereas the Z axis represents the number
of cycles.

Once the necessary input (cycle amplitude and mean value) for the thermal model (2.6) is
obtained using the rainflow algorithm, the total number of the cycles to failure of the power
device is calculated. The total wear-out of the power device resulting from the thermal profile
is calculated using the Miner’s rule [104] as given by

Dacc = ∑
i

Ni

N f i
, (2.18)

where Dacc is the accumulated damage, Ni is the number of cycles to failure in the stress
range i and N f i is the durability of the i-th stress range. According to the Miner linear
accumulation damage theory, when the accumulated damage becomes 1, the device is said
to be failed. The Remaining Useful Lifetime (RUL) of a power device at any point in time is
defined as

RUL = 1−Dacc. (2.19)

The use of linear accumulated damage is still a topic of interest in power electronics. In
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[105], superimposed power cycling tests are performed on power modules with different
stress levels to validate the linear accumulation of damage. The test results show that the
expected lifetime from the model with linear damage accumulation and that from the super-
imposed power cycling tests are in agreement. The major failure mechanism for these power
cycling tests was bond-wire cracks. Another combined power cycling tests with different
stress conditions are performed in [106] on IGBT modules to verify the linear accumulation
of damage. The study verifies the linear accumulation of damage and the failure mechanism
was bond-wire cracking. However, it is worth noting that the accumulation of damage can
be non-linear when different failure mechanisms such as solder fatigue and bond-wire cracks
act together to accelerate the aging process [106, 83]. In this work, the state-of-the-art linear
damage accumulation method is followed.

Limitations of Mission Profile based Reliability Prediction

Before concluding the section, it is worth discussing the limitations of mission-profile based
reliability prediction followed in this thesis [2].

• The thesis mainly focuses on wear-out based failure mechanisms and other failures due
to vibration, environmental contamination or cosmic rays are not covered. Hence, the
reliability prediction is not comprehensive since only limited failures are investigated.

• The damage accumulation is assumed to be linear as given by (2.18). But it is still
unclear whether this assumption is valid over the lifetime of the system [106, 83].

• The system level reliability analysis with PoF based mission profile analysis needs to
be investigated more deeply. The interconnection of different failures on system level
is usually neglected in most studies [13]. However, failures can be more complex and
are interconnected on system level.

2.6 Monte-Carlo based Reliability Analysis

As mentioned in the previous sections, traditional system level reliability prediction is carried
out using handbooks such as MIL-HDBK-217which relies on constant failure rate. However,
this methodology of reliability prediction is discouraged through the cancellation of MIL-
HDBK-217F in 1995. The PoF based lifetime models are used to predict the reliability
of power electronics systems which are obtained through accelerated power cycling tests.
These lifetime models are also obtained through statistical analysis of the power cycling data
and hence contain some uncertainties due to the fitting factors and adopted test conditions
[11, 107].

After estimating the number of cycles to failure of the power device resulting from a certain
mission profile, further reliability assessment is necessary to efficiently utilize the obtained
result. This is required due to the following reasons:
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• There are uncertainties and parameter deviations in the converters operating on the
field compared to the simulated converter models. The power devices, capacitors,
passive and active electronic devices, etc. have manufacturing tolerances that are not
easy to consider in the simulation models [108].

• Deviations in the lifetime models owing to the variations in the power cycling test
conditions and curve fitting parameters [11].

• The complexity of the power electronic systems demands system level reliability eval-
uation considering possible uncertainties and variations on system level.

• Mission profiles considered for evaluating the reliability of a system is a representa-
tive of the stresses experienced by the converter. However, it is almost impossible to
generate a mission profile representing the exact working condition for a particular
application over the lifecycle. Hence, the impact of possible variations in the mission
profile on the field needs to be considered for a comprehensive reliability prediction.

There is still a lack of investigation regarding the impact of electrical and thermal parameter
variations in IGBT on the lifetime model [107]. One of the popular technique to include
variances into consideration is the Monte-Carlo method. Monte-Carlo simulations are state-
of-the-art in reliability prediction [7, 108, 107, 109, 110, 111]. In [109], the variations in the
geometry of the IGBT module is considered with Monte-Carlo simulations. The variations
in the mission profile is analyzed through Monte-Carlo simulations in [111]. The lifetime
model fitting coefficients are considered as Gaussian distributions with 3σ = 0.05, where σ

denotes the standard deviation of the Gaussian distribution. This implies that the curve fitted
parameters with ±5% tolerance band are modeled as normal distributions with 99.7% confi-
dence. Subsequently, the lifetime is derived as a probabilistic function with the Monte-Carlo
method [108]. Monte-Carlo method can be considered as the state-of-the-art for system level
reliability analysis with PoF based lifetime models [111].

A general scheme of Monte-Carlo simulation for a modular converter system followed in
this thesis is graphically represented in Fig. 2.18 [107]. In Monte-Carlo analysis, the desired
parameter variations are modeled as probability distributions and the results are simulated for
a very large number of samples. When the simulations are performed with a large enough
sample size, the results converge to an expected value. The input for the Monte-Carlo simu-
lation is the mission profile and the required parameter variations. The parameter variations
include all the factors with uncertainty in the evaluated system such as in lifetime model,
power device manufacturing tolerances, or ambient conditions. For each input set, the sim-
ulation outputs the remaining useful lifetime following the methodology described in Fig.
2.9. In Monte-Carlo analysis, the simulation is repeated for a sufficiently large number of
times, denoted as r cases, for r sets of inputs.

The process of system level reliability evaluation is graphically illustrated in Fig. 2.18. In a
modular system, each converter cell has an RUL probability distribution and this is converted
into an unreliability curve at the converter level. Finally, a system level unreliability/CDF is
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Figure 2.18: Monte-Carlo reliability analysis of a modular converter system.
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expressed as

CDFsys = 1−
N

∏
i=1

(1−CDF i), (2.20)

where CDFsys denotes the system level CDF and CDF i indicates the CDF of a cell i.

Following the state-of-the-art methodology, the impact of lifetime model fitting parameter
variations is analyzed with Monte-Carlo simulations. [107, 108]. The lifetime models in
(2.6) are obtained from the accelerated lifetime tests with a certain number of sample de-
vices and the obtained experimental data is curve fitted to derive the relationship between
lifetime and thermal stress [82, 11]. This implies that there is a degree of uncertainty in
the derived parameters and hence the calculated lifetime is not a single deterministic value.
The device-dependent parameters a1 and a2 are curve fitted variables from the power cycling
tests [82]. Assuming that these parameters have 5% tolerance, they are modeled by Gaus-
sian distribution considering that 3σ = 0.05 , following the state-of-the-art methodology
[107, 108, 112].
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The impact on the lifetime while considering these parameter variations is demonstrated us-
ing a Monte-Carlo simulation of 10000 samples in a modular converter system with 10 Dual
Active Bridge converter cells is illustrated in Fig 2.19(a)-(c) [30]. The number of samples
for the Monte-Carlo simulation is chosen to keep a minimum of 90% confidence interval
[107]. Annual accumulated damage from the Monte-Carlo simulations is shown in Fig 2.19
(a). Fig 2.19 (b) shows the estimated lifetime of the samples which can be approximated by
a Weibull distribution. Subsequently, unreliability or cumulative percentage of failure can
be calculated using the Weibull distribution parameters as in Fig 2.19 (c), and can be noted
that 10% of total cells are predicted to fail at 21 years and 50% at 27 years. Rather than
expressing the lifetime of the power converter by a single value, Bx lifetime can be obtained
from the unreliability curve shown in Fig 2.19 (c) where x denotes the percentage of samples
failed.
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3 Modular Power Converters: Applications and Graph
Theory Representation

This chapter focuses on the modular power converter topologies for the Smart Transformer
and More Electric Aircraft (MEA) applications. As a prerequisite for the development of
intelligent control algorithms in modular power converters, a novel approach for the repre-
sentation of the modular power converters is proposed using graph theory. The graph theory
representation forms the basis of power flow management solutions for improving the re-
liability and efficiency of modular converters. Starting with the review of modular power
converter topologies for the Smart Transformer, traction and MEA applications, the funda-
mentals of graph theory and systematic modeling of power converters with graph theory are
discussed. The proposed graph theory representation of modular converters in [J5] and [C6]
forms the basis of this chapter.

3.1 Review of Modular Power Converters

The significance of modular power converters has escalated drastically in various applica-
tions such as electrical power distribution, industrial motor drives and more electric aircraft
[113, 96]. Today, MMC is popular in high voltage systems owing mainly to the excellent
power quality, the simple realization of redundancy, lower device losses and smaller filter
size. In energy distribution applications, power electronics based modular Smart Trans-
former is gaining popularity due to their ability to offer a myriad of grid services [6]. Mod-
ular converter systems have already been proposed for traction, electric ships and MEA for
achieving higher redundancy and availability [114, 96].

The rapid penetration of modular power converters can be attributed to a number of defin-
ing qualities such as reduced dv/dt, improved power quality, cost-effectiveness, easy main-
tenance and higher redundancy. For instance, in HVDC applications, modular converters
made up of a large number of individual converter cells are considered to be cost-effective
due to scalability [24]. In such systems, maintenance is easier, since only the individual
faulty cells are replaced in case of failure. Furthermore, redundancy is achieved by simply
adding additional cells. When modular multilevel topologies such as MMC and Cascaded H-
bridge (CHB) converters are utilized, the voltage across the individual converter cell can be
controlled, thereby ensuring voltage balancing across the power electronic devices. Instead,
if series connected power electronic devices are used, complex gate drivers and additional
components are necessary to ensure a safe operating voltage across the devices. Some of the
most popular modular topologies in the Smart Transformer and DC-DC conversion applica-
tions relevant to MEA are described in detail as follows.
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(a)
(b)

Figure 3.1: (a) CHB converter (b) Modular Multilevel Converter [C6].

3.1.1 CHB

The CHB multilevel modular converter topology was first introduced in [115] and almost a
decade later, started receiving more popularity and attention [116, 117]. The CHB converter
originates from the cascaded connection of the H-bridges as shown in Fig. 3.1 (a). Each
phase consists of a series connection of H-bridges and the neutral point is obtained by the star
connection of the converter cells 3 phases as illustrated in Fig. 3.1 (a). Each H-bridge cell can
produce an output voltage of +Vc, 0 and −Vc, where Vc represents cell voltage. Therefore, for
the phase to neutral connection, a connection of N cells results in 2N +1 voltage levels and
for the phase-to-phase connection, 4N + 1 voltage levels are obtained. Each H-bridge cell
in a CHB provides an isolated DC source. Thus, when the CHB is connected to the MVAC
grid, the DC-link voltage is distributed among the H-bridge DC-link capacitors, which act as
an isolated DC source. The absence of a common DC-link is one of the main features of the
CHB topology. The main characteristics of the CHB topology are summarized as follows.

• Simple construction based on the series connection of H-bridges

• The required blocking voltage of the power semiconductor device is limited by the
DC-link voltage of a cell

• Easier addition of redundancy by increasing the number of cells

• No common DC-link available
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• Shares common features of cascade-connected modular topologies such as better volt-
age/power quality, reduced filter requirements, lower Electromagnetic Interference
(EMI) and potential device loss reduction.

3.1.2 MMC

MMC topology started gaining importance as a topology suitable for high voltage applica-
tions at the beginning of the 2000s [17, 18]. MMC can be seen as a modified CHB with
the availability of a common DC-link. The DC-link connection is obtained by a double star
configuration of CHB legs as shown in Fig. 3.1 (b). Each submodule (SM) of the MMC
can be a half-bridge, full-bridge or any other custom topology. The most commonly used
submodule topology is the half-bridge topology. When the load is connected, DC current
flows through it. The DC current sums up to the AC currents in the arms, which form the
circulating current, and does not reflect in the input AC current which is purely sinusoidal.
The main characteristics of the MMC topology are summarized as follows.

• Voltages in the arm of the MMC are homopolar and generate a unipolar phase to
neutral voltages. Therefore, the MMC requires twice the number of cells per arm
compared to the CHB to operate under given DC and AC voltages. In total, four times
the number of cells of a CHB topology is required for an MMC.

• For the basic cell or submodule, the voltage produced must be bipolar in the case of a
CHB and hence a full bridge is necessary. Since MMC requires only a unipolar voltage
at the cell level, half bridge topology can also be used. This decreases the number of
components.

• Availability of an MV/HV DC-link.

3.1.3 Modular Dual Active Bridge Topologies

Dual Active Bridges (DAB) are featured as an ideal candidate for modular converter archi-
tectures in several applications [118]. DAB is a DC-DC converter with galvanic isolation
and has a symmetrical structure with two H-bridges connected through a high frequency
transformer. It offers many advantages such as high power density, soft switching, simple
control structure and bidirectional power transfer capability. The bidirectional power flow
capability enables the use of DAB when active loads are present, and the simplest and most
popular control technique is the phase-shifted modulation. Each full bridge is switched with
a constant 50% duty cycle to generate high frequency square waves on the primary and sec-
ondary winding of the transformer. Utilizing the leakage inductance of the transformer, the
square wave voltages are phase shifted to control the power transfer between the H-bridges.
Simply by changing the sign of the phase shift, bidirectional power flow between the pri-
mary and secondary of the transformer is achieved [19]. Although there are several isolated



3 Modular Power Converters: Applications and Graph Theory Representation 41

(a) (b)

Figure 3.2: (a) Modular DAB in IPOP configuration (b) Modular DAB in ISOP configuration
[C6].

(a)
(b)

Figure 3.3: (a) Symmetrical QAB configuration (b) Unsymmetrical QAB configuration.

DC-DC converters, DAB is widely popular in modular converters mainly due to its symmet-
ric structure and simple control requirements. Comparison of DAB with other topolgies are
presented in [119, 120].

A modular DAB converter architecture for the interconnection of the HVDC and MVDC grid
has been proposed in [121]. It is shown that the modular DAB converter is able to achieve
very high efficiencies up to 99.2% [120]. Input Parellel Output Parallel (IPOP) modular
DAB converter architecture shown in Fig. 3.2 (a) is suitable to achieve very high current
rating. An exemplary Input Series Output Parallel (ISOP) DAB architecture for connecting
HVDC and MVDC grids is shown in Fig. 3.2 (b). For SST and ST applications connecting
MVDC and LV grids, it is imperative to provide galvanic isolation between the grids, and
therefore, isolated DC-DC converter topologies such as DAB and multiple active bridges are
preferred. Moreover, the usage of high frequency transformer in DAB reduces the overall
size of the power electronics based transformers.

3.1.4 Multiple Active Bridge Topologies

Multiple Active Bridge (MAB) topologies can be seen as an extension to the DAB topology
with a coupled transformer. As the name suggests, MAB has multiple active bridges, and
as an example, Quadruple Active Bridge (QAB) having four H-bridges coupled by a single
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transformer is shown in Fig. 3.3. The motivation for the development of MAB topologies
was primarily governed by the inability of DAB to cater to a wide input voltage range without
sacrificing soft switching. Therefore, multi-port active bridges were proposed to cater to
multiple loads while maintaining soft switching properties [95]. QAB is a special case of
MAB and it has been very popular in the SST/ST applications [122, 123, 124]. In the SST
applications, a clear advantage of using MAB topology is the integration of several sources
with minimum conversion stages resulting in a higher power density. In the case of Smart
Transformer, QAB topology enables the use of intelligent control algorithms to improve the
reliability of the system [124].

In general, the salient features of the MAB converters can be summarized as:

• Facilitates connection of different sources or loads by adjusting transformer turn ratios

• Soft switching capability

• High power density

However, as the number of active bridges increases, the complexity of the transformer and
the controller design also aggravate. Therefore, the choice of the number of active bridges
mainly depends on the application. In this regard, QAB has been selected as the preferred
MAB topology for the ST application. The QAB can be configured symmetrically as il-
lustrated in Fig. 3.3 (a), where there are two active bridges on the input and output side
respectively. In an unsymmetrical configuration, there are three active bridges on the input
side and one bridge on the output side as shown in Fig. 3.3 (b). For the power flow control in
QAB, phase shift modulation similar to the DAB topologies can be utilized. The modeling
and control of MAB and QAB topologies are analyzed in detail in [122].

3.2 Motivation for the Application of Graph Theory in Modular
Converters

In this section, the necessity of modeling modular power converters using graph theory is
presented. The reliability challenges in a modular converter system are addressed and the
different techniques for the proposed power routing technique are evaluated.

3.2.1 Reliability Challenge and Power Routing Technique

Even though modular converters offer better power quality, higher redundancy, fault-tolerant
capabilities and better maintenance opportunities, there are many open questions concerning
the reliability of the system. For applications with high reliability requirement such as ST
and MEA, the system failure due to the failure in a modular converter cell is unacceptable.
The typical replacement cycle of a modular converter together with the failure cases are
shown in Fig. 1.2. In the case of a failure, taking the advantage of modularity, the failed
component is replaced with a new component as illustrated in Fig. 1.2. Consequently, a
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modular converter system consists of cells with different aging [6]. Moreover, the individual
converter cells can have different wear-out due to several electrical and thermal parameters
(see Section 4.1 for details). When the converter cells have different aging due to random
failures or unsymmetrical aging, they can fail at different instants. This leads to multiple
maintenances and may even lead to the unavailability of the power converter.

To address this challenge, a novel power routing strategy has been proposed in [6]. In the
conventional control strategies, the power is shared equally among the converter cells as
indicated in Fig. 1.2. With the power routing technique, the cells of the modular converter are
loaded unequally to control the thermal stress of individual cell. By controlling the thermal
stress, the wear-out based failures can be delayed, and thereby the frequency of maintenance
is reduced. Moreover, any abnormal thermal behavior of an individual converter cell can
be monitored and controlled. To summarize, the power routing strategy is optimizing the
reliability, aging and maintenance of the modular converters.

3.2.2 Review of Reliability and Efficiency Optimization Algorithms in Power
Electronics

For the implementation of the power routing algorithm in a modular converter system, it is
necessary to search for a suitable generic methodology applicable to all modular topologies.
Even though the focus is to improve the reliability of the system, the efficiency shall not be
sacrificed in due process. Hence, in this section, state-of-the-art optimization techniques in
power electronics are evaluated to identify the best method for implementing power routing
in modular converters.

The optimization of power electronics for efficiency and reliability is a vast field with a
myriad of available techniques as possible candidates for solving the problem. For instance,
Model Predictive Control (MPC) is a technique that has gained popularity in recent years to
solve optimization problems in power electronics. In [125], an MPC based droop controller
has been proposed to improve the efficiency and faster response of current sharing control
for multiple power sources connected to a single DC bus. MPC is applied in a microgrid
framework to optimally manage the energy among the sources to improve system efficiency
by considering cost, profiles and constraints in [126]. For improving the reliability of the
system, MPC based inverter fault detection algorithm without extra hardware is discussed
in [127]. For drive applications, [16, 128] introduces a finite control set model predictive
control strategy for reducing the thermal cycling of the IGBTs in the converters to decrease
the thermal stress, and thereby increasing the converter reliability.

Apart from the model predictive control techniques, there are several works focusing on ef-
ficiency and reliability optimizations using modulation strategies, topology design, etc. For
example, [129, 130] proposes modulation techniques to achieve higher efficiency in the DC-
DC converter topologies. In a system level approach, the efficiency of the parallel connected
converters is optimized by a current sharing method [131]. Apart from this, other works
focus on improving the efficiency of modular power converter systems by optimizing the
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topologies [132, 120]. In order to optimize the reliability of the converters, control strate-
gies are employed to reduce the thermal stress of the converters [133, 134]. Optimizing the
reliability and efficiency in the design stage of the converter is presented in [135]. A re-
configurable DC-DC converter system has been presented in [136] to optimize the efficiency
and reliability, but the reliability assessment is based on the military handbook, which is now
considered to be obsolete.

Most of the above-mentioned techniques focus on optimizing the efficiency and reliability on
the converter level and when the system becomes more complex with many components and
different operating conditions, modeling of the system for optimization and control becomes
a bottleneck. With the evolution from the conventional uni-directional grid to the present
bidirectional multi-agent internet based grid, the research on energy routers has attracted
attention from both academia and industry. The electric vehicles, battery storage systems,
renewable energy sources, etc. with intermittent loads and transmission constraints have ren-
dered the energy routing into a complex multi-objective optimization problem. For instance,
a minimum cost flow algorithm is proposed in [137] to route the energy in the network with
electric vehicles and a graph theory based energy routing algorithm with the convex cost is
adopted in [138] for a local area energy network. Improving the drawbacks of congestion
management and time-consuming computation in [138], a minimum loss routing algorithm
has been introduced in [139]. The energy routing algorithms are based on graph-theoretic so-
lutions since graph theory solutions take into account the network structure of the power grid
while performing multi-objective optimization. Graph theory models are extensively used in
various fields such as communication, transportation, power systems etc. [140, 141].

From the literature review, it is evident that the potential of graph theory in energy routing
problems is well-established. Since power routing in modular converters can be considered
to be similar to an energy routing problem in electrical-network, graph theoretic methods
remain a strong candidate for implementing optimal power flow solutions in modular con-
verters.

3.3 Fundamentals of Graph Theory

The development of graph theory dates back to 1736 with the graphical solution of the ‘Seven
Bridges of Königsberg’ problem by Euler. The application of graphs in electrical engineering
was pioneered by Gustav Robert Kirchhoff in 1847 when he associated electrical circuits
with graphs for developing a new methodology to solve electrical network problems. Apart
from devising voltage and current network laws, Kirchhoff made a significant contribution
to the foundation of graph theory [142]. It is worth mentioning the significance of graph
theory developments such as Tellegen’s theorem, Signal-Flow Graph, Bond Graph, Petri
Nets, etc. in the field of electrical and control engineering. In short, Graph theory is an
essential element in solving modern applied mathematics problems in computer science,
combinatorial optimization, communication, etc. [143].
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Figure 3.4: Diagram of the graph G.

A graph G is usually denoted as G(N(G),E(G)) and consists of a set N(G) nodes and a set
of E(G) edges. Another way of graph representation is by an incidence function ΨG that
associates the relationship of each edge in G with the nodes/vertices. For instance, if e is an
edge connecting the nodes x and v, then ΨG(e) = {x,v}.

A graph G with nodes and edges is shown in Fig. 3.4. The graph G is represented as

G = (N(G),E(G)), (3.1)

where N(G) = {u,v,w,x,y} and E(G) = {a,b,c,d,e, f ,g,h}. The incidence function ΨG for
each edge will be the pair of nodes at the end of the edge. For storing the graph in computers
and for calculations, a matrix representation is used and can be represented as an incidence
matrix I(G). The incidence matrix size depends on the number of edges and nodes and it is



a b c d e f g h

u 1 2 0 0 0 0 1 0
v 1 0 1 0 1 0 0 0
w 0 0 1 1 0 1 0 0
x 0 0 0 1 1 1 1 1
y 0 0 0 0 0 0 0 1


I(G): Incidence Matrix of G



u v w x y

u 1 1 0 1 0
v 1 0 1 0 0
w 0 1 0 2 0
x 1 1 2 0 1
y 0 0 0 1 0


A(G): Adjacency matrix of G

clear that each entry in the matrix represents the number of times the edge and the node are
incident. For example, the edge a is incident only once on the node u, which corresponds
to value 1 in the I(G). Whereas, edge b forms a self-loop on node u and thus results in an
incidence value 2 in the matrix I(G).

Another way of the matrix representation of the graph for computation is using an adjacency
matrix. In the adjacency matrix representation, the relation between two nodes is given as
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AC
LOAD

(a) (b)

Figure 3.5: Exemplary modular converter architecture (a) Electrical schematic (b) Graph the-
ory representation [J5].

shown in the matrix A(G) of graph G. The adjacency matrix is a square matrix and the graph
without any self-loop must have 0s in the diagonal.

For solving the problems such as traffic flow or power flow in the case of electric circuits,
a graph-theoretic formulation without any specific direction is meaningless. Therefore, a
directed graph consists of edges with a specific direction having a head and a tail. Formally,
a directed graph is an ordered pair D(N(D),E(D)) consisting of a set of nodes N(D) and
a set of edges or arcs E(D) disjoint from N(D). The incidence function ΨD(a) = {p,q}
represents an edge a connecting p to q and the node p is said to be the tail and q forms the
head. In this work, arc and edges are used interchangeably for digraphs.

Many applications require a cost to be associated with the edge of the graph and this cost is
termed the weight of the edge. The weights may represent the length of the route, capacity of
the line or the losses in the flow network, etc., and such a graph is called weighted graph. For
representing the power flow in a modular converter, a directed graph with weights is required
to depict the direction of power flow along with the cost associated with each power path.

3.4 Graph-Theoretic Representation of Modular Power Converters

3.4.1 Graph-Theoretic Definitions

The idea behind the graph-theoretic representation of modular power converters is to visu-
alize the power flow in the converter as a graph-theoretic network flow problem and subse-
quently formulate the optimal power flow for improving the system reliability and efficiency.
The modular power converters consisting of many cells with power flowing from the source
to load can be visualized as a graph with nodes and edges.

In order to define the graph-theoretic equivalent of a modular power converter, a two stage
modular AC-AC converter with 2 power flow paths is considered as shown in Fig. 3.5 (a).
Here, the source is the AC grid and the load can be any AC load.

The graph theoretic model of the modular converter system is defined as follows:

• Definition of Node: The modular converter cells form the nodes of the graph. The
basic building block of each modular topology has been considered as a node. For
example, each H-bridge in a CHB cell and each submodule in an MMC is treated as a
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node. In the case of DAB and QAB converters, each H-bridge cell is taken as a node
since the reliability of each H-bridge can vary according to the power flow conditions.
Since the objective of the graph theory representation of the modular converter is to
develop a power routing algorithm considering reliability and efficiency, it is critical
that each node definition is able to incorporate these factors while modeling the system.
Apart from the converter cells, the source and load points are also defined as nodes as
illustrated in Fig. 3.5 (b).

The nodes of the graph G consisting of the AC source, load and the converter cells
shown in Fig. 3.5 (b) are given by

N(G) = {S,C11,C12,C21,C22,T}, (3.2)

where S denotes the Source, T indicates the sink/load and C11,...,C22 represents the
converter cells.

• Definition of Edge: The edge between two nodes represents the power flow path be-
tween them. It is to be noted that the edges between the nodes do not represent the
exact electrical connections. The edge shall be visualized as the path followed by the
power to flow from the source to the load. For instance, the edges of the modular
converter graph representation given in Fig. 3.5 (b) are given by

E(C) = {...,Li, j,...}. (3.3)

Here, Li, j is the edge connecting nodes i and j where i, j ∈ N(G). Unless otherwise
specified, the graphs illustrated in this work has the direction from source to sink and
the direction arrows are not shown in the graphs explicitly.

• Definition of Weight: Weights are assigned to the edge in a graph to denote the cost
associated with it. Weights can be associated with any parameter relevant to the opti-
mization problem associated with the graph. In the case of a modular system consisting
of many converter cells, each converter cell can have different aging and efficiency. In
the power routing optimization algorithm, converter efficiency and reliability are cho-
sen as the parameters for optimization. Therefore, it is necessary to assign weights
to the edges considering the reliability and efficiency aspects. The weight Wi, j of the
edge connecting a node i to j is given as

Wi, j = f (η j, ρ j), (3.4)

where Wi, j is a function of the efficiency factor η j and reliability factor ρ j of the
destination node.
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(a)

Figure 3.6: (a) Graph representation of MMC topology shown in Fig. 3.1(b), (b) Graph
representation of Modular Dual active bridge topology shown in Fig. 3.2 [C6].

3.4.2 Graph Theory Representation of Selected Modular Topologies

In order to demonstrate the implementation of graph theoretic representation in power elec-
tronic systems, popular modular converter topologies and their graph theory representation
are discussed here.

Fig. 3.6 (a) illustrates the graph representation of the MMC topology shown in Fig. 3.1 (b).
Here, each submodule is represented by a node. The phases A, B and C are considered as
the source nodes and the MVDC-link is the sink node. The connection between the nodes
indicates the power flow path from the source to the sink. Even though the submodules
are electrically connected in series, the power flow paths are shown as parallel in Fig. 3.6
(a). Owing to the series connection of the SMs, the current in each SM is equal. However,
the power redistribution among the SM can be achieved through voltage variation, switch-
ing frequency control or modulation techniques [144]. Since the power processed by each
individual submodule can be controlled independently of the other, the power flow paths
between the source and sink are considered as parallel. The power handling constraints im-
posed by the topology/operating conditions of a node can be formulated mathematically and
are considered for the optimization function. The path from source to sink is given as

path(S → T ) := S ≡


M1

...

M2N

≡ T. (3.5)

Fig. 3.2 (a) and (b) show Dual Active Bridges in IPOP and ISOP configuration respectively,
and their graph representation is shown in Fig. 3.6 (b). It is worth noting that both IPOP
and ISOP configurations share the same graph representation even though they have differ-
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(a)

(b)

Figure 3.7: Power electronic transformer for traction (a) Electrical schematic (b) Graph the-
ory representation [C6].

ent electrical connections. In case of IPOP configuration, power routing can be achieved by
controlling the distribution of current among the cells, whereas in ISOP configuration, volt-
age or modulation methods are employed to route the power [19]. Therefore, in both IPOP
and ISOP topologies, thepower flow of the individual converter cells can be controlled and
this gives rise to the same graph representation as shown in Fig. 3.6 (b). The power flow
path between source and sink is represented as

path(S → T ) := S ≡


C11,C12

...

CN1,CN2

≡ T. (3.6)

The graph representations of CHB and QAB converters are described through an architecture
of power electronics traction transformer proposed in [145]. Power electronics transformer
with CHB and QAB converters for the traction drive is shown in Fig. 3.7 (a). The power is
fed from the medium voltage AC grid to drive the traction motors. The power conversion
stages include the Cascaded H Bridge for rectification, Quadruple Active Bridges for DC-
DC conversion and inverters for DC-AC conversion. The equivalent graph is drawn in Fig.
3.7 (b), which provides a comprehensive understanding of system level power flow. CHB
converter cells are indicated by the nodes C11 - C41, QAB converter cells by D11 - D22 and
inverter cells by I1 and I2. The MVAC grid forms the source node (S) and the two traction
motors are the sink nodes (T1, T2). Power flows from each CHB cell to the connected QAB
cell. The symmetrical QAB configuration has two input cells, and they are coupled to the
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two output cells through a common transformer. Therefore, the power can flow from one
input QAB cell to the two output QAB cells as indicated by the connections between D11,
D12 and D22. The power flow paths between MVAC and two traction motors are represented
as:

path(S → T1) := S ≡


C11,D11,D12,I1

C21,D21,D12,I1

...

≡ T1 (3.7)

path(S → T2) := S ≡


C11,D11,D22,I2

C21,D21,D22,I2

...

≡ T2 (3.8)

3.5 Application of Modular Power Converters in Smart Transformers

3.5.1 Concept of Smart Transformers

The power electronics based transformer, also known as Solid-State Transformer (SST), was
originally proposed by McMurray in 1968 by using a high frequency transformer and solid-
state switches. SST boasts reduced volume and weight while providing additional functions
which are not provided by passive low frequency transformer. Utilizing the aforementioned
advantages, companies such as ABB, Alstom, Siemens, Bombardier, etc. have developed
SSTs for traction applications [146, 147, 20, 148]. However, even after 50 years, the SST has
not been able to replace the traditional LFT in energy transmission and distribution systems,
mainly due to efficiency, reliability and cost concerns.

Recent penetration of renewable energy and electric vehicle charging stations has changed
the dynamics of a conventional electrical grid. Traditionally, electric power had a unidi-
rectional flow; from the power plants to the end consumers. Distributed Energy Resources
(DER) integrated by power electronic systems in the grid has altered the conventional uni-
directional power flow into bidirectional one. Moreover, the transition from deterministic
power generation by power plants to probabilistic power generation owing to renewable re-
sources such as solar and wind has challenged the conventional concept of an electric-grid.
Furthermore, the inclusion of DC-grids has been gaining momentum due to the integration
of electric vehicles and power electronics enabled DER.

The transformation of the electric grid has motivated the research fraternity to investigate
more into the potential of the SST for managing the grid. FREEDM center has been a strong
advocate of the SST to manage the electric grid analogous to an energy internet [149]. The
proposed energy router facilitates the plug-and-play connection of residential and industrial
end users through AC and DC grids. SST utilizes the communication network to coordinate
the activities of energy management. Further advancements in the SST designs have been
reported in the literature such as UNIFLEX [150], EPRI [151] and GE [152]. The SSTs
from FREEDM, UNIFLEX and EPRI are based on multilevel inverters with the capability
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Figure 3.8: ST architecture classification based on conversion stages and modularity.

to provide network functionalities such as reactive power compensation, voltage regulation,
harmonic isolation, fault isolation etc., but have an average efficiency compared to that of
GE. However, the increased efficiency of the GE SST comes at the cost of some system
functionalities due to the line frequency commutation in its high voltage rectification stage.

Nonetheless, the aforementioned designs don’t provide a comprehensive solution to make
the SST reliable, efficient, easy to maintain and capable of delivering ancillary grid services.
To make SST a more economically viable solution, the smart transformer concept was in-
troduced in the "Highly Efficient And Reliable Transformer" project [6]. The ST is a power
electronics based transformer that offers DC-link connectivity and additional services to the
grid and has advanced control and communication capabilities to improve reliability and ef-
ficiency. One of the distinguishing features of the ST is the increased reliability and easy
maintenance through intelligent algorithms such as power routing. In energy distribution
applications, Smart Transformer is gaining popularity due to its ability to offer a myriad of
grid services and the potential to reduce infrastructure costs [6, 153].

From the system architecture perspective, the power electronics based transformers are typ-
ically classified according to the number of power conversion stages and modularity. The
classification of the SST architectures based on the conversion stages and modular con-
nection is illustrated in Fig. 3.8. The single stage SST can be realized by simple AC-AC
full-bridge converters, AC-AC flyback converters or direct matrix converters. As all these
single stage topologies lack the bulky DC-link capacitors, the power density is high and
requires only fewer number of components. On the other hand, lack of DC-link results in
direct coupling of the input disturbances to the output and the absence of power factor correc-
tion. Thus, this topology does not justify the deployment of a power electronic transformer
in the distribution system. Two stage architecture comprises an AC-DC stage and DC-AC
stage connected through a DC-link capacitor. The electrical isolation can be considered ei-
ther in the AC-DC stage or DC-AC stage and depending on this, either MVDC or LVDC
link is available. This architecture can provide reactive power support to the grid due to
the availability of the DC-link. However, the DC-link voltage regulation is limited due to
the lower bandwidth of the cascaded control structure. Power electronics transformers with
three conversion stages comprising MVAC to MVDC, MVDC to LVDC, and LVDC to LVAC
conversion stages are also popular to the ability to provide additional grid services.

One of the distinguishing features of the ST is that it adopts a three-stage architecture with
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Figure 3.9: Three-stage ST architecture.

modular converters. The three-stage architecture enables the ST to decouple the MVAC
grid and LVAC grid. It also provides the provision for direct connection of the MVDC and
LVDC grids. Moreover, since both the MVDC and LVDC-links are available, independent
control of the MVAC grid and LVDC grid reactive power is possible. Even though a three-
stage architecture results in an increased number of components compared to the others, the
controllability and functionalities offered are much required for a modern-day SST or ST.

Since the power electronics based transformer is meant to cater to high power applications in
the electric grid, many proposed topologies have the modular connection of power converters
[150, 151, 152]. As shown in Fig. 3.8, the aforementioned modular SST architectures can be
classified into ISOP, IPOP, and Input Series Output Series (ISOS) configurations based on the
connection of modular power converters. However, there are non-modular SST topologies
that are primarily based on Silicon Carbide (SiC) devices [23]. Compared to the state-of-the-
art SST topologies, modularity is a vital characteristic of the ST. The ST is designed to cater
to the needs of the electrical distribution grid which ranges typically from 2.3kV to 35kV . As
of today, the semiconductor technology has not been able to offer single devices capable of
blocking such high voltages. For the Silicon based IGBTs, the maximum blocking voltage
of the commercially available device is 6.5kV . The widebandgap based Silicon Carbide
MOSFETs and IGBTs offer higher blocking voltages up to 15kV . However, these devices
are available only for research purposes and not for commercial use. Even with the available
power device with the highest blocking voltage, a two-level converter cannot operate under a
grid voltage of 35kV . Moreover, high frequency transformer with distribution grid voltages
are also not readily available. A modular approach can be used to solve this problem by
using lower blocking voltage devices in series or parallel connections to attain voltage/power
scalability.

Together with multi-stage architecture and modularity, the ST aims to tackle the main chal-
lenges of conventional solid state transformer configurations such as reliability, efficiency
and cost. The ST architectures provide the flexibility to implement intelligent control algo-
rithms to optimize maintenance, failures and efficiency.

3.5.2 Application of Graph Theory in ST Architectures

Since ST adopts a modular three-stage architecture, the opportunity to apply intelligent al-
gorithms such as power routing becomes more evident and challenging at the same time. As
discussed in Section 3.4, graph theory representation of modular converters enables the iden-
tification of power flow paths from one module to another. In this section, the application of
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(a)

(b)

Figure 3.10: (a) CHB-DAB based ST architecture (b) Graph theory representation of CHB-
DAB based ST.

graph theory to model the most commonly discussed ST architectures in [60, 154, 15, 25] is
introduced. The selected ST architectures are listed below.

• CHB DAB based ST

• CHB QAB based ST

• CHB QAB based interphase ST

• MMC DAB based ST

CHB-DAB based ST

The medium voltage AC-DC stage of the ST controls the active and reactive power con-
sumption from the MV grid and converts the AC voltage into an appropriate DC voltage
level demanded by the isolation stage. Considering modularity as a vital characteristic of
ST, CHB and MMC have been identified as the most suitable topologies for the ST appli-
cation [25]. As discussed in Section 3.1, both converters are an outcome of the cascaded
connection of the basic converter topologies but provide different functionalities owing to
their configuration. In this CHB-DAB based ST, CHB topology is chosen as the MV side
AC-DC converter.

The DC-DC stage of the ST shall provide galvanic isolation between the MV and LV grids
since the AC-DC stage does not offer galvanic isolation. Additionally, high efficiency and
bidirectional power flow capability shall be considered for the selection of DC-DC stage
topologies. Considering all these aspects, the Dual Active Bridge is an ideal candidate as
described in Section 3.1, and constitutes the DC-DC stage of CHB-DAB based ST.
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In this architecture, each CHB cell is connected to the DAB cell as shown in Fig. 3.10 (a).
Therefore, the power from one CHB cell flows directly to the primary side of the DAB cell.
The secondary sides of the DAB converter cells are connected in parallel to form the LVDC-
link. The equivalent graph of the CHB-DAB based ST is illustrated in Fig. 3.10 (b). Here,
a CHB cell connected to a DAB converter constitutes one power flow path, and the power
flow paths from MVAC to LVDC are given by

path(S → T ) := S ≡


C11,C12,C13

...

CN1,CN2,CN3

≡ T. (3.9)

The graph shown in Fig. 3.10 (b) has the three-phase of the MVAC side as source nodes and
LVDC-link as the sink node. The converter cells of the CHB and the primary and secondary
sides of the DAB converter cells are represented as nodes. The modularity of the CHB-DAB
based architecture is evident in the graph theory representation since no converter cells are
shared among the power flow paths given in (3.9).

CHB-QAB based ST

By replacing the DC-DC stage of a CHB-DAB based ST with a Quadruple Active Bridge,
a semi-modular ST architecture known as CHB-QAB based ST is obtained as illustrated in
Fig. 3.11 (a). An asymmetrical configuration of the QAB is used in this architecture with
three QAB cells connecting the MV CHB cells and one QAB cell catering the LV side. The
LV sides of the QAB cells are connected in parallel to form the LVDC-link.

Following the methodology for modeling the modular converter as a graph, the equivalent
graph of CHB-QAB based ST is illustrated in Fig. 3.11 (b). Here, a basic power flow unit
consists of 3 CHB cells connected to the QAB as highlighted in Fig. 3.11 (a). The power
flow paths from source to sink are given as:

path(Sa → T ) := S ≡



C11,C14,C17

C12,C15,C17

C13,C16,C17

...

CN1,CN4,CN7

CN2,CN5,CN7

CN3,CN6,CN7


≡ T (3.10)

By analysing the power flow paths from source to sink given in (3.10, the following obser-
vations are obtained.

• For each unit consisting of 3 CHB cells connected to a QAB converter, the LV side
QAB cell, for example C17, repeats three times. The repetition of a node in the power
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(a)
(b)

Figure 3.11: (a) CHB-QAB ST architecture (b) Graph theory representation of CHB-QAB
ST [J5].

flow path will automatically multiply its weight in the optimization algorithm. Since
the failure of the LV side QAB cell will lead to the failure of a power flow unit, it is
vital to consider its importance in power routing algorithms.

• Unlike the DAB based ST architectures, QAB provides multiple opportunities for
power routing. As shown in Fig. 3.11 (b), the power can be shared unequally by
each power flow unit, and within one unit itself, again there is a possibility of power
routing through the three available paths.

• The disadvantage of this architecture is evident from the power flow paths given in
(3.10) since a single point failure of the LV QAB cell will lead to the unavailability of
one unit or 3 power flow paths.

CHB-QAB based Interphase ST

In order to achieve easier power exchange between the MVAC phases and simpler control
effort for a three-phase power balance loop, an interphase ST architecture with CHB and
QAB is proposed in [155, 6]. The schematic of the CHB-QAB based Interphase ST shown
in Fig. 3.12 (a). In this architecture, the MV QAB cells in a single power flow unit are
connected to the three phases instead of a single phase as in CHB-QAB based ST. The
equivalent graph theory representation of the CHB-QAB based interphase ST is shown in
Fig. 3.12 (b). Here, the power flow paths between the power flow units can be visualized
more clearly. It is evident that each QAB converter process the power flowing from all three
phases. Therefore, in case of power imbalance among the three phases, the power flowing
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(a)

(b)

Figure 3.12: (a) Interphase ST architecture (b) Graph theory representation of interphase ST
[J5].

through each unit can be adjusted to regain power balance. The power flow paths for phase
Sa for this architecture is given as

path(Sa → T ) := S ≡


C11,C14,C17

C12,C25,C27

C13,C36,C37

≡ T. (3.11)

Similarly, power flow paths for the other two phases are obtained.

The essential features of this architecture from power routing perspective are as follows:

• For the power flow paths from a phase to the LVDC-link as given in (3.11), no nodes
are repeated. This implies that a single point failure cannot result in the shut down of
power flow from the phases to the LVDC side. For instance, the failure of the LV port
of the QAB C17 does not result in the complete shut down of all the phases. The failure
of node C17 results in the absence of three power flow paths, but all the three MVAC
phases are still connected to the LVDC through other 2 paths. Therefore, the ST can
still potentially function in a de-rated mode.

• The graph representation enables potentially simple formulation of the power balance
control algorithms among the three phases.



3 Modular Power Converters: Applications and Graph Theory Representation 57

(a)

(b)

Figure 3.13: (a) MMC-DAB ST architecture (b) Graph theory representation of MMC-DAB
ST.

MMC-DAB based ST

As the name indicates, MMC-DAB based ST utilizes MMC converter for the MVAC to
MVAC stage and DAB converters for the MVDC to LVDC stage. Fig. 3.13 (a) shows the
block diagram of an MMC-DAB based ST. Compared to the CHB based ST architectures,
MMC provides an MVDC-link as shown in Fig. 3.13 (a). The DAB converters are connected
in ISOP configuration to fulfill the input voltage requirement of the MV side and the current
requirement of the LV side. The equivalent graph representation is a combination of MMC
graph and ISOP DAB system and is shown in Fig. 3.13 (b). In this case, the power flow
is split into two parts; from MVAC to MVDC and from MVDC to LVDC. The power flow
paths are obtained as a combination of power flowing through MMC and DABs as given
below.

path(S → T2) := S ≡


1

...

2N

≡ T1,

T1 ≡


C11,C12

...

CN1,CN2

≡ T2.

(3.12)

The distinguishing characteristics of the MMC-DAB based ST architecture graph are as
follows:

• Power flow paths from S to T1, and T1 to T2 can be considered as independent of each
other. This implies that the power flow within the converter cells of the MMC can be
controlled independently of the power flow control within DAB cells.

• Any single point failure of a converter cell within this architecture affects only that
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converter cell. For instance, failure of a DAB cell does not affect the MMC converter
cells directly as in the case of a CHB-DAB based ST architecture. When redundant
cells are available for replacement, any single converter cell failure can be repaired by
replacing that cell only.

3.6 Brief Summary of the Chapter

A new approach for the modeling of the internal power flow through the modular converter
cells has been discussed in this chapter. Since the power flow between the individual con-
verter cells can be considered analogous to the information or energy low, graph theory is
identified as a suitable candidate for converter modeling. Starting with the fundamentals
of graph theory, the representation of simple and complex modular converter topologies/ar-
chitecture with graph theory is explained. Graph theory is used to represent and identify
the distinguishing features of the selected ST architectures. This chapter forms the basis of
graph theory based optimization algorithm development in Chapter 5.
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4 System Level Active Thermal Control by Power Routing

This chapter introduces the concept of system level active thermal control for modular power
converters. In contrast to the active thermal control methods reviewed in Chapter 2, the
system level active thermal control focuses on equalizing the aging of the modular converter
cells. First, the reasons for the difference in aging of the converter cells of a modular system
are discussed in detail. Subsequently, the proposed solution to route the power internally in
a modular converter system is explained and the limitations of the power routing capability
of modular topologies are analyzed [C1, C2]. A virtual resistor based power routing control
developed for the power conversion stages of the modular ST is discussed and the impact of
the power routing on the system lifetime is analyzed [J2, J9, C8]. The publications [J2, J9,
C1, C2, C8] have contributed to the content of this chapter.

4.1 Reasons for Unequal Aging in Modular Converters

Modular converters are composed of a number of converter cells and when each cell has
different aging, it can lead to multiple maintenance instants. For high reliability applications
such as ST and MEA, unscheduled maintenance and failures are unacceptable. Power de-
vices have been identified as one of the major failing component in a power converter, and
hence this study focuses mainly on the reliability of power devices. According to the bathtub
curve for the reliability of the power semiconductor devices, there are mainly three failure
mechanisms; namely, initial failures, random failures and wear-out based failures [28].

The initial failures happen in the early stage of the lifespan of a power device. These failures
are mainly due to manufacturing defects or incorrect installation or operation of the devices.
The initial failures can be substantially reduced by better manufacturing practices, correct
design and operation of the converter system. Random failures occur due to several factors
such as cosmic rays, faults etc. The advantage of having modularity is that the failed cells
can be replaced with a new module as illustrated in Fig. 3.14(a). Thus, the whole converter
system does not need to be replaced and only the failed cell needs to be exchanged. In the

(a) (b)

Figure 3.14: (a) Failures and replacement cycle (b) Wear-out based failure distribution due
to parameter differences [J5].
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Figure 4.1: Temperature distribution of modular converter processing equal power (a) cell 1
(b) cell 2.

lifespan of the converter system, many such random failures can result in a modular system
with cells having unequal aging.

The wear-out based failures are based on the Physics of Failure (PoF) approach which has
been discussed in Chapter 2. Thermal cycling is identified as the major cause of wear-out
based failures of power devices. In a modular system, the cells can have different thermal
cycling due to the differences in the thermal and electrical parameters of the power converter.
The impact of the variation of the thermal and electrical parameters on the aging of the
converter cells is discussed as follows.

4.1.1 Impact of Parameter Variations on Converter Lifetime

The electrical parameters of the power devices such as the collector-emitter voltage (Vce),
turn-on and turn-off energies vary around a typical mean value. The datasheet of the power
devices indicates a maximum variation of 20% from the mean value for the collector-emitter
voltage (Vce) [99]. The turn-on and turn-off energies also vary from one device to the other.
These variations in the device electrical parameters result in the difference of losses gener-
ated by the power devices even when they process equal power. The difference in loss gener-
ation in turn results in different thermal cycling for each device, and thereby unequal aging.
This is illustrated in Fig. 4.1, where two H-bridge converter cells of a CHB converter process
equal power with equal heatsink temperatures, but have a junction temperature difference of
6.38◦C. The temperature distribution of the open IGBT module DP25H1200T 101667 is
captured with an IR camera.

Another major concern in a modular system is the temperature distribution of the heatsink.
The heatsink temperatures are maintained by the cooling system; either water or air cooling.
In a modular system, the heatsink temperatures can vary since the temperature at the inlet and
outlet of the coolant are different. In addition to this, typically the modular cells are arranged
in a converter rack and the geometrical positioning of the cells can also affect the degree of
cooling. Thus, it is logical to assume that the heatsink temperatures of each converter cell in
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Figure 4.2: (a) Probability density function with different degree of variations (b) Probabil-
ity of failure with Vce variation (c) Probability of failure with switching energy
variation (d) Probability of failure with heatsink temperature variation.

a modular system are not necessarily equal. This will result in a difference in the junction
temperature of the cells, and thereby different thermal cycling and aging.

To analyze the impact of parameter variations on the lifetime of the power semiconductor
device, a simulation study is performed on a CHB converter system with system parameters
given in Table 2.4 and Table 2.5. The mission profile shown in Fig. 2.10 is used as the
input for the electro-thermal simulation. The general scheme for the Monte-Carlo simulation
given in Fig. 2.18 is followed to analyze the impact of parameter variations. The electrical
and thermal parameter variations are modeled with a Gaussian probability density function
(pdf) in Fig. 4.2 (a). Here, three cases are presented with 5%, 10% and 20% variation of the
parameter from its mean value. The nominal values of the parameters, namely Vce, heatsink
temperature, switching energies are considered as 1 p.u. and hence the mean value of the
probability distribution is taken as 1 p.u. in Fig. 4.2 (a). Here, µ represents the mean value
and σ represents the standard deviation.

Using the pdf of the parameters, a Monte-Carlo simulation is performed to evaluate the
lifetime variation of the CHB converter for the three cases. The probability of failure with
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Table 4.1: B10 lifetime with electrical and thermal parameter variation.

Parameter B10 lifetime B10 lifetime B10 lifetime
(5% variation) (10% variation) (20% variation)

Vce 22.14 years 20.96 years 18.86 years
Switching energy 21.58 years 20.11 years 17.36 years

Heatsink temperature 21.66 years 19.99 years 17.83 years

the variation in Vce is shown in Fig. 4.2 (b). The mean and standard deviation of the Weibull
fits of the Monte-Carlo simulation indicates the trend of failure probability with the increase
in variation of the parameters from 5% to 20%. The mean lifetime remains almost equal
with increasing variation whereas the standard deviation of the failures increased by almost
4 times from 5% to 20%. The failure probability of the power device with switching energy
and heatsink temperature variations are given in Fig. 4.2 (c) and (d) respectively. Since the
inverter is hard switched, the switching energy variation has a high impact on the lifetime.
The heatsink temperature variations also result in a considerable increase in the standard
deviation of failure probability.

The B10 lifetime of the converter is calculated from the unreliability curve obtained from
the Weibull pdf (see Chapter 2 for details) and the results are summarized in Table 4.1.
As the parameter variation increases, the B10 lifetime of the system decreases. The failure
probabilities with parameter variations quantify the impact of different parameters leading
to unequal aging of the modular system.

4.2 Power Routing for Modular Systems

The active thermal control methods for individual converter cells introduced in Chapter 6
focus on increasing the lifetime of a converter. In the case of modular power converters,
which consist of many converter cells, the individual goal of increasing the lifetime of each
converter is not sufficient. The active thermal control strategies aim to achieve reduced
thermal cycling of a converter, but it is clear from Section 4.1 that each converter can have
different thermal cycling even while processing equal power. Therefore, even when we use
independent active thermal control for prolonging the lifetime of each converter, they can fail
at different instants. This motivates the requirement of a system level active thermal control
to prolong the lifetime of the converter cells to achieve goals such as lower maintenance
schedules and delaying early failures caused by thermal stress.

When the converter is located in remote areas, frequent maintenance schedules can result in
very high costs. There are many scientific publications regarding the prognostic maintenance
scheduling in high reliability industrial applications, aviation sector, etc. [26, 156]. However,
fewer references investigate the maintenance scheduling focusing on the system level control
algorithms to delay the maintenance.
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Figure 4.3: Exemplary probability of failure distribution of the converter cells in the modular
converters (a) Under normal operation (b) With power routing control.

For improving the reliability of a modular converter system consisting of many cells, the ag-
ing of the cells can be actively controlled by unequal sharing of the power depending on the
remaining useful life of each module, and is termed power routing [6, 157]. This concept is
further explained by using an exemplary failure probability distribution of individual cells of
the modular power converter without and with power routing control. Fig. 4.3 (a) shows the
probability of failure of a modular system with N cells without any power routing control.
As explained in Chapter 2, the lifetime model itself is obtained from the power cycling tests
with curve fitting of the experimental data. Thus, the RUL calculation for a given converter
cell and mission profile with fixed electrical and thermal parameters can be represented by a
Weibull failure probability curve (see Chapter 2). Considering the parameter variations for
the cells in a modular system, the failure probabilities of N cells are distributed in time as
illustrated in Fig. 4.3 (a) even while processing equal power. It is evident that such a fail-
ure probability distribution results in frequent maintenance and the number of maintenance
increases with the number of cells. The objective of power routing is to equalize the ther-
mal stress so that the failure probabilities of the individual converter cells are concentrated
around a common point in time as shown in Fig. 4.3 (b).

For the series and parallel connected modular topologies, methods such as the multi-frequency
power routing, discontinuous modulation based power routing, advanced discontinuous mod-
ulation technique, virtual resistance based power-sharing etc. have been proposed to achieve
unbalanced power share among the cells [158, 159]. Although these techniques are proposed
to achieve power routing, an in-depth analysis of the need for the power routing strategy for
different modular topologies/architectures are missing. Therefore, in the following section,
the impact of parameter variations on the reliability of series and parallel connected modular
topologies are analyzed. Subsequently, the effect and limitations of power routing on these
topologies are also investigated.
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Figure 4.4: CHB converter connected to the AC grid (a) IGBT and diode losses (b) IGBT
and diode junction temperatures.

4.2.1 Analysis of Power Routing on Series Connected Modular Topologies

The series connected modular structure is used to achieve the required voltage rating by the
use of power devices with a lower rating in series. For the HVDC and MVDC applications,
it is the de facto solution to achieve the required voltage level since devices with such high
power ratings are not yet available in the market. In this section, the power semiconductor
reliability of the converter cells of series connected modular converters feeding AC loads is
studied considering electrical and thermal parameter variations. Subsequently, the scope of
power routing is analyzed.

The series connected modular power converters such as CHB or MMC can be connected to
an AC grid or an AC motor drive. For any converter feeding alternating current, the losses
generated in the power device carrying the current follow the current shape. For example,
consider a switch carrying sinusoidal current with power factor 1, when the current is zero,
the device losses are minimum and when the current reaches the maximum amplitude, the
losses are at maximum. This is illustrated with the help of simulation of the IGBT and diode
losses of a CHB cell connected to the AC grid in Fig. 4.4 (a). The simulation parameters
of the CHB system and the equivalent thermal network parameters of the IGBT module are
given in Table 2.4 and Table 2.5 respectively. The IGBT conducts for the positive current and
the diode conducts for the negative half of the grid current resulting in the loss distribution
as shown in the figure. The resulting IGBT and diode junction temperatures are shown in
Fig. 4.4 (b) using the thermal network parameters in Table 2.5 and considering an ambient
temperature of 50◦C.

Fig. 4.5 (a) shows the junction temperature of an IGBT in a power module when subjected to
variations in the thermal impedance. As explained in Section 4.1.1, the thermal and electrical
parameter variations affect the lifetime of the converter. However, in the case of a converter
feeding AC load, these variations have a stronger impact due to the low-frequency cycling
caused by the alternating nature of the current. The equivalent Thevenin impedance Zth, jhs

is varied up to 20% in discrete steps of 10% keeping the losses and heatsink temperature
constant. The resulting junction temperature with thermal parameter variations is depicted
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Figure 4.5: IGBT junction temperature of a CHB cell (a) with thermal impedance variation
(b) with device losses, thermal impedance and heatsink temperature variation.

in Fig. 4.5 (a) and it is evident that even a 10% increase in the thermal impedance leads to
an increase of 5◦C in the maximum junction temperature, and thereby causing a significant
increase in the thermal wear-out.

The worst case for lifetime degradation occurs when all the factors affecting the thermal cy-
cling are at their maximum value. This implies that the power device has maximum switch-
ing losses and conduction losses values (compared to the nominal datasheet value) and is
connected to a heatsink assembly having a higher thermal impedance and ambient temper-
ature than the nominal value. To demonstrate the impact of such a worst-case scenario, the
device losses, thermal parameters, and heatsink temperatures are considered as 10% higher
compared to the nominal value. The resulting thermal cycling behavior of these parame-
ter variations is illustrated in Fig. 4.5 (b) with the magenta curve. The maximum junction
temperature has increased by 15◦C compared to that of the operation with nominal values.
Using rainflow counting algorithm and lifetime model (2.6) together with the Miners rule
(2.18), the accumulated damage of the device with 10% parameter variations is found to be
4.9 times that of the device with nominal values in the datasheet.

It is worth noting that the decrease in the lifetime is due to the alternating nature of the load
and not due to the variations in the mission profile. Therefore, the lifetime of any modular
power converter feeding an AC load is affected due to the thermal cycling corresponding
to the fundamental frequency of the load. Another important remark is that this junction
temperature cycling is not reflected in the case temperature [16]. Hence, these junction
temperature fluctuations might be overlooked while designing the system and can potentially
lead to failures before the intended lifespan of the converter.

In order to mitigate such variations in the lifetime among the converter cells, power routing
has been proposed. In the case of a CHB converter system, power routing can be achieved
by various methods such as sinusoidal modulation, multi-frequency modulation and discon-
tinuous modulation techniques. Sinusoidal modulation is a widely used modulation for CHB
due to its superior power quality and ease of implementation.

Since the AC current flows through all the series connected CHB cells, the variation in device
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Figure 4.6: (a) IGBT and diode loss variation with power unbalance in a CHB cell [159] (b)
IGBT thermal cycling with equal and unequal power sharing.

loss with sinusoidal modulation based power routing is minimal as shown in Fig. 4.6 (a).
Here, loss variation with the power unbalance is analyzed for a 3-cell CHB with system
parameters given in Table 2.4. It is clear from the device loss variation for unloading and
overloading of the CHB cells that the overall losses of the device do not vary significantly.
However, the loss share between the diode and IGBT changes by almost 16% when the CHB
cells is unloaded up to 50% compared to the balanced operation [159].

To demonstrate the effect of unbalancing power, the worst case scenario with a 10% in-
crease in electrical and thermal parameters presented in Fig. 4.5 (b) is considered. In order
to compensate for the increase in junction temperature due to the variation in losses, heatsink
temperature and thermal impedance, the CHB cell is unloaded by 40%. The junction tem-
perature of the unloaded cell is presented in Fig. 4.6 (b) along with an equal power-sharing
scenario with and without parameter deviations. It is clear from the waveform (blue and
black) in Fig. 4.6 (b) that the unbalancing of power is able to compensate for the variations
in junction temperatures of different converter cells.

In nutshell, the impact of parameter variations is not negligible for converters feeding alter-
nating loads and power routing has the potential to address the unequal thermal stress among
converter cells in a series connected modular system.

4.2.2 Analysis of Power Routing on Parallel Connected Modular Topologies

The uninterruptible power supply system was one of the first major applications of parallel
power converters to increase the output power capacity and reliability of the system. Parallel
connected DC/DC converters are also popular due to the increase in the current capacity,
reliability, power quality, and filter size reduction. Therefore, an investigation about the im-
pacts of parameter variations on the reliability of the parallel connected modular topologies
is essential. In this study, IPOP configuration of the modular DC/DC DAB topologies is
considered. However, without the loss of generality, the study is applicable to other IPOP
topologies as well.
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Table 4.2: Simulation parameters of parallel DAB converter.

Parameter Value
Input voltage 800V
Output voltage 800V
Rated power per cell 20kW
Number of cells, N 3
Switching frequency, fsw,DAB 20kHz
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Figure 4.7: Loss distribution of the power semiconductors in DABs (a) Unloaded cell pri-
mary side H-bridge (b) Unloaded cell secondary side H-bridge.

The IPOP DAB topology is illustrated in Fig. 3.2 (a). Since the output and input side of each
DAB is connected in parallel, each converter has equal input and output voltage. The main
purpose of an IPOP system is to increase the current capacity and reliability of the system.
To improve the light load efficiency, activation and deactivation of the cells or also known
as phase shedding is proposed in the literature [160, 161, 162, 163]. In the case of modular
interleaved DC-DC converters, the modular cells are activated and deactivated according to
the operating points. Thus, the converter cells can be completely unloaded according to the
load profile. The maximum current Iun at which a specific number of converter cells can be
unloaded is given by

Iun = Irated,sys

(
1− Nun

N

)
, (4.1)

where Irated,sys is the rated current of the modular system, Nun is the number of cells to be
unloaded and N is the total number of converter cells. For example, consider a modular
system of 3 cells (N = 3) and 2 cells that need to be unloaded (Nun = 2), then using (4.1), the
maximum current up to which 2 cells can be unloaded is 33%Irated,sys. From (4.1), it is clear
that as the total number of cells in the modular converter increases, the flexibility to unload
more cells at higher load current increases. For instance, when N = 15 and Nun = 2, the
system can be operated up to 86.6% of the total current without activating the two converter
cells.

To study the impact of loss variation of parallel connected DABs, a simulation study is
performed using the system and power device parameters given in Table 4.2 and Table 2.5
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Figure 4.8: (a) Thermal cycling of IGBT in a DAB cell under constant load (b) IGBT thermal
cycling with equal and unequal power sharing.

respectively. The loss variation of the power devices in the case of unloading for the primary
and secondary side of a DAB is illustrated in Fig. 4.7 (a) and (b) respectively. When the
power flows from the primary side to the secondary side, the IGBT of the primary side and
the diode of the secondary side conducts the most, and hence the losses are more as seen in
Fig. 4.7 (a) and (b). The most distinguishing feature compared to the loss distribution of the
unloaded cell in series connected modular topology is the linear reduction of losses according
to the power reduction. Therefore, differing from the series connected modular structure,
parallel converters offer higher flexibility in terms of power routing control strategies.

Before analyzing the impact of parameter variations, it is necessary to discuss the thermal
performance of parallel connected modular converters. Since the load connected to the con-
verter system is a DC load, the impact on semiconductor reliability is different compared to
a system with an alternating current load. In the case of DC loads, the RMS value of the cur-
rent flowing through the power devices in a switching period remains constant. Unlike AC
loads, there is no fundamental frequency variation in the load current, and thus the average
losses over the switching period remain constant as long as the load is constant. The current
through the switches changes at every switching period and the current shape depends on the
topology, modulation technique, circuit parameters, load, etc.

An exemplary IGBT junction temperature for a modular DAB feeding a constant DC load
is shown in Fig. 4.8 (a). In contrast to the modular converter feeding AC load, there is no
fundamental frequency thermal cycling in the junction temperature of a DC/DC converter
feeding constant current loads. Thermal cycling of a smaller magnitude in accordance with
the switching frequency is visible, however, the magnitude of thermal cycling is very small
as illustrated in Fig. 4.8 (a). Therefore, in the case of modular converters feeding DC loads,
the major concern is the average junction temperature when the mission profile is assumed
to be constant.

To demonstrate the impact of power routing, an example scenario is considered with pa-
rameter deviations. The equivalent Thevenin impedance Zth, jhs is increased by 10% and the
resulting junction temperature with thermal parameter variations is depicted in Fig. 4.8 (b).
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It is evident that even a 10% increase in the thermal parameters leads to a significant increase
in the average junction temperature compared to that without any parameter variations and
equal power share. In order to equalize the junction temperatures amid parameter variations,
the power routing technique is applied by reducing the power by 14.5% of the cell with
higher junction temperature. As shown in Fig. 4.8 (b), the reduction in the processed power
results in the reduction of losses, and consequently reduces the junction temperature achiev-
ing thermal balance among the converter cells. It is worth noting that this is an example only
to demonstrate the impact of power routing. The exact values for power reduction/increase
for thermal balancing depend on the operating point of the converter, ambient conditions and
thermal and electrical parameters of the converter system.

Since the parallel connected modular converters have a higher degree of flexibility to un-
balance the cells according to (4.1), and loss reduction has a linear relationship with power
reduction as indicated in Fig. 4.7, the junction temperature of the individual cells can be con-
trolled easier than the series connected topologies. Therefore, the impact of power routing is
more dominant in parallel connected modular topologies.

4.3 Power Routing Capability of Modular Converters

The amount of achievable power unbalance in the modular converters depends primarily on
the converter architecture. The power routing can be achieved either by changing the voltage
or current or both processed by the modular converter cells. In the case of parallel connected
cells, the degree of power routing is mainly determined by the operating point. It is to be
noted that the partial load operation is a primary requirement of power routing and the degree
of unbalance depends on the number of cells and operating point.

For series connected cells, the current flowing through them is equal, and thus the power
routing capability is limited to changing the voltage level of the cell. However, the minimum
and maximum input and output voltage deviations of the system are dictated by the applica-
tion and the selected topology. The power routing capability of different series and parallel
connected modular power converters have been already discussed in [164] under the project
HEART [165]. Therefore, the focus is given to the analysis of power routing capability due
to commonly used modulation methods.

As explained in [164], the series connection of the cells imposes major limitations for un-
even loading of the power. Usually, each cell has a voltage margin and this can be used to
unbalance the power among them. Modulation methods utilize this voltage margin in differ-
ent ways leading to different unloading/overloading capabilities. Two modulation strategies
for the CHB converter are analyzed to evaluate their power routing capability.

4.3.1 Power Routing Capability of CHB with Sinusoidal PWM

Sinusoidal modulation is the state-of-the-art modulation technique used for the CHB topol-
ogy due to its simplicity, easier implementation and satisfactory performance. For the anal-
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Figure 4.9: Single phase CHB converter.

ysis, a CHB modular topology for the rectification of AC grid voltage to DC voltage is
considered. The CHB controls the input power factor, input AC current and regulates the
DC-link voltage. The maximum power, Ptot_max, that can be processed by the converter is
given by

Ptot_max = V̂g

√
(∑N

i=1Vdci)2 −V̂g
2

2ωLg
, (4.2)

where V̂g is the peak grid voltage, Vdci is the DC-link voltage of each CHB cell and ω is the
grid frequency in radians. But the power distribution among H-bridges is determined by the
modulation scheme.

For the sinusoidal PWM, assuming the converter is operated without over-modulation, the
maximum power delivered by each cell is given as [166]

Pmax =
N

∑
i=1

Pi
V ∗

dc

V̂g

√
1−
(

ωLgIg

NV ∗
dc

)2

, (4.3)

where V ∗
dc is the reference DC-link voltage of each cell, Ig is the RMS grid current and N is

the total number of CHB cells.

The minimum power delivered by a CHB cell is expressed as

Pmin = Ptot −
N−1

∑
i=1

Pmax,i. (4.4)

In order to validate the theoretical power limits, a 7-level CHB experimental setup with 3
CHB cells as shown in Fig. C.1 is used (see attachment C). For experimental validation,
the control system for the voltage and current control for the grid-connected CHB needs
to be implemented. Several control strategies have been discussed in literature [167, 168,
169, 170], and here, a cascaded control structure is considered as shown in Fig. 4.10. For the
current control loop, Proportional-Resonant (PR) current controller is used. The Proportional
Integral (PI) controllers cannot track sinusoidal reference without error, and since the single-
phase CHB system has a sinusoidal current reference, a PR controller is preferred. The
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Figure 4.10: Single phase CHB controller structure with resonant current controller.

Table 4.3: CHB experimental system parameters.

Parameter Value
Grid voltage (rms), Vg 230V
Power rating, Ptot 2.1kVA
Line inductance, Lg 3.8mH
Line resistance, Rg 1mΩ

Cell DC-link voltage, Vdc 130V
Cell DC-link capacitance, Cdc 0.5mF
Switching frequency, fsw 10kHz

controller design process is given in detail in Appendix B.

Fig. 4.10 shows the configuration of capacitor voltage balancing with PI controllers for each
H-bridge. The idea is to adjust the duty cycle of individual H-bridges to balance the DC-
link capacitor voltage according to the power fed to the load. When the theoretical power
unbalance limits are violated, the modulation index becomes larger than 1 and goes into
over-modulation, and causes the deviation of DC-link voltages from the reference value.
The modulation index of the individual H-bridge m∗

i is defined as

m∗
i = m∗−m∗sign(I∗g )Kp,bal

(
1+

1
Tbals

)(
1
N

N

∑
i=1

Vdci −Vdci

)
, (4.5)

where m∗ is the reference modulation index, sign(I∗g ) says whether grid current is positive
or negative, Kp,bal and Tbal are the proportional and integral time constants of the voltage
balancing controller. The voltage balancing controller must have a bandwidth much lower
than that of the voltage control loop to avoid mutual coupling. Since the focus is not on the
controller dynamics, and instead on the steady state operation for evaluating power unbalance
limits, it has not been attempted to vividly show the dynamics of the developed controller.

For the laboratory validation, system parameters for the 7-level CHB prototype are given
in Table 4.3. The cascaded controller with PI-based voltage balancing keeps the DC-link
voltages of the H-bridges equal to the reference voltage, 130V , as shown in Fig. 4.11 (a).
The three DC-link voltages (Vdc1−3) are balanced and the 7-level converter output voltage
(Vg,conv) follows the reference voltage. To find the maximum power processed by each cell
without voltage unbalance and over-modulation, the power delivered by one cell is increased
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Figure 4.11: (a) CHB with sinusoidal PWM modulation Vdci - (50V/div), Vg,conv -
(200V/div), (b) Ig - (10A/div) [C2].

Table 4.4: Processed power of CHB for PI-based voltage balancing controller.
Parameter Power Power (in terms of Ptot)
Pmax 839W 0.40Ptot

Pmax,exp 820W 0.39Ptot

Pmin 420W 0.20Ptot

Pmin,exp 460W 0.22Ptot

by varying the load resistance while keeping the total power constant. When the power
through the cell is increased beyond the permissible power unbalance limits, the controller
enters into over-modulation. This is verified by using a flag for checking over-modulation
as shown in Fig. 4.11 and the grid current becomes non-sinusoidal. Thus, the maximum
power unbalance limit of each bridge without entering over-modulation is experimentally
calculated. The minimum power unbalance limit is the power processed by the third H-
bridge cell when the other two cells are operating at their maximum power unbalance limit
Pmax.

Table 4.4 shows the experimentally obtained maximum power unbalance limit (Pmax,exp) and
minimum power unbalance limit (Pmin,exp). Compared to the analytical power unbalance
limits Pmax and Pmin obtained using (4.3) and (4.4) respectively (see Table 4.4), it is clear that
the experimental results are in agreement. With sinusoidal PWM, for a 7-level CHB with the
parameters in Table 4.3, the maximum power unbalance limit is ≈ 40% of the total power
processed and the minimum power unbalance limit is ≈ 20% of the total power.

4.3.2 Power Routing Capability of CHB with Direct Modulation

Since the power unbalance limit depends on the modulation method employed, a popular
direct modulation method for CHB converter is analyzed in this section. In this direct mod-
ulation scheme, the voltage balancing scheme is embedded in the modulator to balance the
DC-link voltages under unequal power-sharing. The aim of modulator-embedded voltage
balancing algorithm is to synthesize AC voltage Vg using the DC-link voltages Vdci. The
switches of H-bridge are operated in 3 modes to generate +Vdci, −Vdci and 0 voltage at the
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Figure 4.12: Direction modulation with modulator-embedded voltage balancing algorithm
[171].

input. The capacitor voltages are sorted in ascending order and only one H-bridge operates
in PWM mode at any instant. The rest of the cells are charged, discharged or operated in zero
modes according to the current direction to follow the grid voltage. The cascaded controller
maintains the total DC-link voltage. Since only one cell operated in PWM mode at any in-
stant, device switching losses are reduced [171]. An illustration of the direct modulation with
modulator embedded voltage balancing algorithm indicating the inputs and outputs is shown
in Fig. 4.12. The maximum power ( ´Pmax) and minimum power ( ´Pmin) that can be delivered
by each H-bridge for a 7-level H-bridge under consideration are as follows [171]:

´Pmax =
Îg

π
[
∫

γ

θ

V̂gsin(ι)sin(ι −θ)dι +
∫

π−γ

γ

V1sin(ι −θ)dι

+
∫

π

π−γ

V̂gsin(ι)sin(ι −θ)dι ]

(4.6)

´Pmin =
Îg

π
[
∫

θ

0
V̂gsin(ι)sin(ι −θ)dι +

∫
π−κ

κ

V̂gsin(ι −V1 −V2)sin(ι −θ)dι ]. (4.7)

Here, V1 < V2 < V3 represent the sorted DC-link voltages in ascending order, γ and κ are
the angles at which the reference AC voltage crosses the voltage levels V1 and V1 +V2 re-
spectively. The angle θ is defined as the angular displacement between the synthesized CHB
voltage and grid current. These parameters are represented as follows:

γ = sin−1
(

V1

V̂g

)
, κ = sin−1

(
V1 +V2

V̂g

)
, θ = sin−1

(
ωLÎg

V̂g

)
. (4.8)

The equations (4.6) - (4.8) can be extended to CHB with N number of cells by simply adding
the additional voltage levels. For laboratory validation of the unbalance power limits, the 7-
level CHB experimental setup shown in Fig. C.1 is used (see attachment C). To maintain con-
sistency, the experimental system parameters remain the same as that of the sinusoidal PWM
test given in Table 4.3. Since only the modulation method has changed, the cascade con-
trol structure with PR current controller and PI voltage controller as illustrated in Fig. 4.10
is used to generate the common modulation signal for all cells. The modulator-embedded
voltage balancing algorithm produces the individual gate signals for each H-bridge converter
cell by taking grid current (Ig), grid voltage (Vg), DC-link voltages (Vdc1−3) and the common
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Figure 4.13: (a) Current sharing in CHB cells with cell 1 operating at ´Pmax,exp, , Idc1−3-
(5A/div) (b) CHB with direct modulation Vdci-(50V/div), Ig-(10A/div) [C2].

Table 4.5: Processed power with direct modulation.
Parameter Power Power (in terms of Ptot)

´Pmax 1038W 0.49Ptot

´Pmax,exp 1020W 0.48Ptot

´Pmin 276W 0.13Ptot

´Pmin,exp 300W 0.14Ptot

Table 4.6: Comparison of power unbalance limits with two modulation methods for the CHB.
Method Maximum unbalance power Minimum unbalance power THD
Sinusoidal modulation 0.39Ptot 0.22Ptot 3.1%
Direct modulation 0.48Ptot 0.14Ptot 6.1%

modulation signal (d) as input as shown in Fig. 4.12 [171]. In order to validate the maxi-
mum power unbalance limit, the output current of the cell 1 is increased while reducing the
output currents of cells 1 and 2. Fig. 4.13 (a) shows the output currents (Idc1−3) of the CHB
cells and it is clear that the cell 1 is processing much higher power than that of the other two
cells. Fig. 4.13 shows the grid current and the balanced three DC-link capacitor voltages
using the modulator-embedded voltage balancing algorithm for the unbalanced operation.
When the power through the cell is increased beyond the permissible power unbalance lim-
its, the controller enters into over-modulation and the DC-link voltages start to deviate from
the reference value. Similar to the sinusoidal PWM, a software flag is used to detect the
over-modulation and the maximum power unbalance limit ( ´Pmax,exp) is calculated. Similarly,
the minimum power unbalance limit ( ´Pmax,exp) is also experimentally verified and the results
are given in Table 4.5. It is clear that the analytically calculated values, ´Pmax and ´Pmin are in
agreement with the experimentally calculated values given in Table 4.5.

Table 4.6 summarizes the power unbalance limits and THD obtained by experiment for the
two methods. The direct modulation with modulator-embedded balancing algorithm pro-
vides an extended range of power unbalance, but the THD is much higher than the conven-
tional PI based on PWM modulation. Therefore, a larger filter inductance is required for the
modulator-embedded balancing algorithm method to comply with the grid code.

In short, it is practically demonstrated that the modulation methods can influence the power
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Figure 4.14: (a) System of three power converters for the LV stage. (b) Topology of one two
level VSI [J9].

unbalance limits of the series connected modular converters. The identification of power
unbalance limits lays the foundation for the development of the power routing algorithms.

4.4 Virtual Resistance based Power Routing of Modular Converters

In order to develop a system level controller to route the power among the building blocks,
a virtual resistance based power-sharing strategy is proposed. In the proposed strategy, each
converter cell in the modular converter is represented by a resistor indicating the aging of that
particular cell. The more the age of a cell, the higher the virtual resistance value. The power
or current reference for each converter is modified according to the virtual resistance value of
that cell. When the aging of the converter cells are equal, the virtual resistances are equal and
so is the power-sharing. When the virtual resistance is higher in one power path, the power
flowing through that path is lower, and therefore the aging of the converter cells in the path
is reduced. Since the resistors are implemented in software to generate the current/power
references, they are termed as virtual resistors. In this section, the virtual resistance based
power routing controller design for parallel connected inverters and a multi-stage input series
output parallel modular architecture are presented. The impact of the proposed power routing
controller on the lifetime of the system is evaluated.

4.4.1 Virtual Resistance based Power Routing for IPOP Modular Converters

For the analysis of IPOP connected modular converters, the LV stage of the three-stage ST
architecture is considered here. The LV stage of the ST is forming the LV grid and consists of
three parallel converter cells as schematically shown in Fig. 4.14 (a). The converters require
access to the fourth wire, because of the numerous single-phase loads in the grid. Using the
two-level voltage source converter, as it is commonly done for motor drives, enables to add a
fourth half bridge to the converter as it is shown in Fig. 4.14 (b). This half bridge is connected
to the star point of the DC link for preventing high common mode voltages. The loading of
the power semiconductors is symmetrical over time, which requires only investigation of the
effect on one IGBT T1 and one Diode D1 in a half bridge.
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Figure 4.15: Example for a mission profile of an ST fed micro-grid [J9].

Since the ST operates at partial load for most of the time as shown in Fig. 4.15, the parallel
converters allow redundancy at partial load operation. However, since there is no oversizing
of converters, all the converters are required to cater to the full power operation. The pos-
sibility of interleaved operation of the converters enables a reduction of either the switching
frequency or the filter size in comparison with a single power converter. Apart from the ad-
vantages of parallel converters, there are issues, such as circulating currents if a shared DC
link is used for the three converters [172]. However, this is not within the scope here, and
the known solution to use single phase inductors for each converter is applied to overcome
this problem.

Power Routing Controller Design Using Virtual Resistance

The main control objective of the LV stage converter of the ST is to form the LVAC grid.
Therefore, the shape of the grid voltage needs to be controlled and the active power depends
on the connected loads. A cascaded control structure with voltage control using the outer
control loop and the current performed by an inner control loop is adopted. However, the
cascaded controller design is not the focus here, and attention is given to the power routing
based on the current control loop. The implementation of the power routing in the current
controller is shown in Fig. 4.16. The virtual resistors are used to route the power similar
to current divider in the basics of electronics by distributing the current references for the
three converters. A closed loop control for the power routing is necessary to prevent power
circulation among different converters.

To define how the power is routed in the system, the virtual resistors need to be tuned based
on the condition of the converters in the parallel power paths. High resistance of a path leads
to low loading and a low resistance leads to high loading of the path. For similar conditions of
the converter, the power needs to be distributed equally and all virtual resistors need to have
the same size. As an example for the current transferred in converter 1, i∗c1, is dependent on
the overall reference current generated by the voltage controller i∗re f and all virtual resistors
in the parallel paths. This is expressed as

i∗c1 = i∗re f ·
Rv2Rv3

Rv2Rv3 +Rv1Rv2 +Rv1Rv3
. (4.9)
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Figure 4.16: Control diagram of the power routing algorithm based on condition monitoring
[J9].

Table 4.7: ST LV stage simulation parameters.

LVDC LVAC Grid frequency Power device No: of converters
800 V 400 V 50Hz Danfoss DP25H1200T 101667 3

The power routing for all three reference currents is shown in a matrix representation given
by 

i∗c1

i∗c2

i∗c3

=
i∗re f

Rv2Rv3 +Rv1Rv2 +Rv1Rv3


Rv2Rv3

Rv1Rv3

Rv1Rv2

 . (4.10)

It needs to be pointed out that the power routing does not require an oversizing of the con-
verter system. In case that a converter receives a higher current reference than the maximum
current, the power exceeding the limit is redistributed to the other converters. Consequently,
under full load, every single converter is processing the rated power, independently of the
tuning.

In order to establish the relation between the virtual resistance and the estimated lifetime of
the converters, first, a simplified electro-thermal model of the parallel converters is devel-
oped in MATLAB. The simulation parameters of the parallel converter system are given in
Table 4.7. The inverter modeling described in Section A is followed to determine the duty
cycle of the power devices for the mission profile given in Fig. 2.10 (a). The power semicon-
ductor losses are subsequently modeled using the numeral simulation technique described in
Section 2.5.4. The thermal parameters of the IGBT given in Table 2.5 serve as the inputs
for thermal modeling. Finally, the junction temperature is simulated with the help of the
developed electro-thermal model.

The number of cycles to failure can be calculated from the junction temperature using (2.6).
Since the mission profile of an ST is affecting different thermal cycles, which are not recur-
ring, the Rainflow algorithm is used as the cycle counting method and Miner’s rule (2.18) is
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applied to calculate the accumulated damage.

The virtual resistor based power routing algorithm uses the sensed junction temperatures Tj

of the power semiconductors to estimate the accumulated damage of each converter for a
fixed time period. This accumulated damage D gets updated after a fixed time period given
by

D = Dold +Dperiod. (4.11)

The virtual resistors which facilitate the power routing are expressed as a function of the
accumulated damage as

Rvi = f (D). (4.12)

In order to define the function, f (D), one approach is to define a linear relationship given
by

Rvi = D. (4.13)

The linear relationship is used for easy implementation. An exponential relationship for the
function f (D) is also evaluated as

Rvi = αv · (D)βv, (4.14)

where the parameters αv and βv depend on the coefficients a1 and a2 since (4.14) is derived
from (2.6) considering D = f (N f ), ∆T = f (I) and I = f (Rvi).

Impact on Reliability and Power Quality

Case studies to establish the relationship between the accumulated damage, virtual resis-
tance, and its effect on the aging of converters are carried out in this subsection. For this
analysis, a three-day mission profile of an ST-fed micro-grid, as shown in Fig. 4.15, is con-
sidered [89, 90].

First, the three converters are fed with balanced power distribution, irrespective of the initial
accumulated damages, the accumulated damages and end-of-lifetimes are calculated. Then
virtual resistors are introduced according to (4.13)-(4.14), and the accumulated damages and
RULs are calculated.

Three cases with different initial damages for each converter are considered here. Fig.
4.17(a), (b) and (c) show the damage accumulation over the years for a modular converter
system with different initial damages for cases 1− 3. It is evident that without power rout-
ing, the converters will fail at different time instants. With the virtual resistor method, the
accumulated damages converge resulting in the control of the processed power dependent
failure mechanisms of the system. The impact of power routing on the lifetime extension of
the total system of the cases 1−3 is summarized in Fig. 4.17 (d). The exponential function
describes the relationship between damage and virtual resistors more accurately and hence
the RULs are better compared to the linear one in all three cases. The percentage increase in
the total RUL of the system is depicted in Fig. 4.17 (d). In all the cases with different initial
RULs, there is an increase in the total RUL of the system up to 44%.
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Figure 4.17: Variation of accumulated damage of parallel converters without and with Virtual
Resistor (VR) power routing for (a) Case 1 (b) Case 2 (c) Case 3, and (d) RUL
of parallel converters for cases 1-3 [J9].

It is assumed that the modular system reaches its end-of-life when the module with the lowest
RUL fails. The results clearly show that the virtual resistors can increase the lifetime of the
most aged cell and most importantly, decrease frequent maintenance schedules. However, it
is evident that the increase in RUL of the system comes at the expense of lowering the RULs
of the higher loaded cells.

To validate the performance of virtual resistors for a parallel converter system with different
thermal characteristics, another case study is performed. Here, all converters are assumed to
have identical initial accumulated damages. Due to the difference in thermal characteristics,
the converters have different RULs, which is shown as case 4 in Fig. 4.17 (d). Here, the
heatsink temperature of one of the parallel converters is assumed to be 5◦C higher than that
of the others. This is a reasonable assumption since the heatsinks are cooled with air/water
entering from one end and leaving at the other, resulting in an uneven distribution of the heat.
The RULs of the converters without power routing are 86 and 117 months for the converter
with higher heatsink temperature and others respectively. A significant increase of the total
lifetime of the system of 22% or 19 months is obtained with the virtual resistor based power
routing. Thus, the power routing strategy does not only increase the reliability of systems
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Figure 4.18: THD variation of line current with virtual resistance unbalance for entire power
range. The virtual resistance of converter 1 and converter 2 is normalized to
Rv1 = Rv2 = 1 p.u. [J9].

with different initial aging but also for systems with different thermal behavior.

It can be concluded from the case studies that the linear and exponential functions of virtual
resistors provide comparable results. The linear function does not require any tuning based
on the expected mission profile of the system, which makes the implementation simple and
straightforward. The exponential function instead offers one more tuning parameter, which
can be tuned based on the expected mission profile and the remaining useful lifetime of the
other parts to control the convergence time of the different lifetimes.

Effect of power routing on line current ripple

To demonstrate the effect of a power unbalance on the line current ripple and consequently
the THD, a simulation study with unbalanced virtual resistors is carried out. Two of the
three virtual resistors are constant Rv1 = Rv2 = 1 p.u., while the third one is varied to show
the effect on the current ripple. The result is illustrated in Fig. 4.18, where the x-axis shows
the output power and the y-axis shows the virtual resistor of converter 3. For Rv3 = 1 p.u.,
the system is operated under balanced condition and as the value decreases, the power dis-
tribution changes according to (4.10). The THD (in %) is shown on the z-axis. As expected,
the THD of the line current increases for a reduction of the output power. For an increasing
power imbalance, an increase in the THD of the output current can be seen. Under full load,
this does not occur, because the power is equally distributed in the converters in order to
prevent the oversizing of components.

Experimental Validation of Virtual Resistance Based Power Routing

The concept of power routing is validated experimentally on three parallel converters with
open IGBT modules that share the same DC link and have single-phase inductors at the out-
put of each phase. The IGBT modules are not filled with gel for direct measurement of the
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Figure 4.19: Infrared camera picture of the power electronic module showing the thermal
distribution of a full power electronic module highlighting the temperature on
the IGBTs [J9].

Table 4.8: Parameters of the laboratory setup.

Parameter Value
Rated current per converter 25 A

DC link voltage 200 V
Filter size 1.8 mH

Load R 3.5 Ω

Fundamental frequency 50 Hz
Switching frequency 20 kHz

Power Semiconductor module Danfoss DP25H1200T 101667

junction temperature, which is reducing the voltage blocking capability of the power mod-
ule. However, the removal of silicone gel does only marginally affect the thermal behavior,
because the thermal conductivity of silicone gel or air is very low. A three-phase resistive
load is fed by the converters and the parameters of the setup are shown in Table 4.8.

The infrared camera is used to detect the hottest spots in the power electronic module. An
image of the power electronic module is shown in Fig. 4.19. The highest temperature is
indicated with the measurement point ”P2” and measures the temperature of IGBT 1. For
this reason, in each of the converters the junction temperature of the IGBT T1 is measured.

For the implementation of power routing, the reference current i∗re f is varied for different
virtual resistors and the resultant power distribution is expressed as

Rv1

Rv2

Rv3

=


0.5

0.5

1

→


Pc1

Pc2

Pc3

=


40 %

40 %

20 %

 . (4.15)
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Figure 4.20: Detailed schematic of CHB and DAB converter unit in the ST [J2].

In this case, only the current is varied, while all other parameters are kept constant. The
power cycle is causing a thermal cycle in the junction temperature measurements as ex-
pected. The thermal cycling shows a proportional behaviour to the power distribution, which
results in a ∆T = 10 K for converter 1 and converter 2, while the thermal cycling in con-
verter 3 is only ∆T = 5 K. Also, the average temperature of converter 3 is reduced. As a
consequence, the lifetime of the power semiconductors is consumed unequally. Following
the simple lifetime model expressed in (2.6), the ∆T influences the lifetime consumption
exponentially with a factor a2 ≈ 5, leading to 32 times higher damage for the power semi-
conductors in converters 1 and 2 in comparison to those in converter 3. This is even amplified
by the difference in the average junction temperature, which is also higher for the two highly
loaded converters. Consequently, a relatively high remaining lifetime requires only a very
small imbalance of the power in the converters. A small remaining lifetime results in the
potential to effectively unload the thermal stress from the device for extending its lifetime.

4.4.2 Virtual Resistance based Power Routing for Multi-Stage ISOP Modular
Converters

For the analysis of multi-stage Input Series and Output Parallel modular converters, the
MVAC-MVDC and MVDC-LVDC stages of the three-stage ST architecture is considered
here. The investigated architecture is composed of modular CHB and DAB converters. AC-
DC stage is realized by the CHB converter and the DC-DC stage by the DAB converter.
CHB converter connected to the MVAC grid rectifies the AC voltage into DC. DAB DC-DC
converters convert the rectified DC-link voltage of each CHB cell into low voltage DC while
providing the isolation between MV and LV sides. Fig. 3.10 shows the system architecture.
Fig. 4.20 shows the detailed schematic of a unit composed of one CHB cell and one DAB
cell. The unit is taken as the building block for MVAC to LVDC conversion because if one of
the cells in a unit fails, the power cannot flow through that unit since the cells are connected
in series. For the simulation/analytical studies, the system parameters are given in Table.
4.9.

Power routing has been implemented on the CHB in [159]. It is evident that the total losses
of the power semiconductors do not vary much with unequal power-sharing for the CHB.
For the selected IGBT in [159], even 80% unloading of a cell leads to only ≈ 5% decrease
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Table 4.9: ST specification.

Rated Power MVAC LVAC Grid frequency LVDC
1 MVA 10 kV 400V 50Hz 800V

CHB Cell DAB Pri DAB Sec

Unit 1

Unit 2

Unit n-1

Unit n

Figure 4.21: Equivalent circuit design of virtual resistor based power routing in the modular
converter with CHB and DAB [J2].

in the total losses as illustrated in Fig. 4.6 (a). In general, since the H-bridges in a CHB are
connected in series, the power routing has limited effect on the device losses.

Design of Virtual Resistance based Power Routing Controller

The methodology for estimating the device wear-out from thermal cycling is illustrated in
Fig. 2.9 (see Chapter 2 for details). The mission profile of the converter system for a time
period generates the junction temperature profile for each converter. Since the converters
are equipped with Vce junction temperature sensing system as shown in Fig. C.4, the junc-
tion temperature profiles are obtained directly. This junction temperature profile of the past
time period can be used to calculate the consumed lifetime ∆Di of each cell using rainflow
counting and the lifetime model as described in Chapter 2 [104]. Subsequently, the total
accumulated damage can be calculated for each converter using

Di = ∑
i

∆Di, (4.16)

where Di is the accumulated damage of the ith cell. Based on the accumulated damages of
the semiconductor modules, the power distribution is changed to delay the power dependent
failures.

As depicted in Fig. 4.21, Rvi,CHB,IGBT , Rvi,CHB,DIODE , Rvi,DABPri and Rvi,DABSec are calculated
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from their respective accumulated damages using the relation

Virtual resistor ∝ Dacc,i. (4.17)

Rvi,CHB,IGBT and Rvi,CHB,DIODE are the virtual resistance values for the IGBTs and diode
in the CHB respectively, whereas Rvi,DABPri and Rvi,DABSec represent the virtual resistance
values of primary and secondary sides of DABs. For the next step, a weighted average of the
virtual resistances of CHB and DAB modules in one power path is considered for the total
virtual resistance calculation as

Rvi = wi,CHB,IGBT ·Rvi,CHB,IGBT +wi,CHB,DIODE ·Rvi,CHB,DIODE

+wi,DAB ·max(Rvi,DABPri,Rvi,DABSec), i ∈ [1 N].
(4.18)

The maximum virtual resistance value among the two bridges, (max(Rvi,DABPri,Rvi,DABSec)),
is chosen for calculation (4.18) because both bridges process the same power, and the bridge
with higher virtual resistance is expected to fail first. For the CHB, power routing has rela-
tively little impact on the total losses [159]. However, the loss distribution among IGBTs and
diodes can be affected by routing the power. The damage accumulation of the most damaged
IGBT and diode in a cell is considered for modeling the CHB virtual resistance.

Finally, the power reference P∗
i is obtained by solving the virtual resistor network as illus-

trated in Fig. 4.21. For a system with N = 3 cells, the power references P∗
1 , P∗

2 P∗
3 are given

by 
P∗

1

P∗
2

P∗
3

=
P∗

Rv2Rv3 +Rv1Rv2 +Rv1Rv3


Rv2Rv3

Rv1Rv3

Rv1Rv2

 . (4.19)

Therefore, the higher the value of virtual resistance, the lower the processed power through
each unit. The total power of the system is divided among the cells according to the value of
the virtual resistance for the cell.

The equation (4.18) is used for the design of virtual resistance for routing the power in
CHB and DAB virtual resistors based modular converter. The influence of weights for the
CHB and DAB in (4.18) on the system lifetime is analyzed. Fig. 4.22 shows the results of
the simulation study on the influence of weights of CHB and DAB virtual resistors on the
system lifetime. When both the CHB and DAB cells in one unit have equal weights, the first
DAB cell fails at 230th month. As the weight of the CHB virtual resistance decreases, the
RUL of the DAB cells increases considerably. Even with an increase in the weight of the
CHB virtual resistor from 0.1 to 1, the increase in RUL of CHB is marginal, ≈ 4.5 months.
The result is in agreement with the loss variation with power unbalance for CHB connected
to the DAB architecture. Since the influence of CHB power unbalance has a lower impact
on the loss CHB distribution, a higher weight of the CHB has less impact on the lifetime
variation of the CHB. However, since the DAB cell is connected in series to the CHB cell,
the power imbalance in CHB affects the DABs more than that of the CHB cell.
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Figure 4.22: Influence of weight of virtual resistors on the failure of first cell of CHB and
DABs in multi-stage modular converter [J2].

Table 4.10: System parameters.

Symbol Description Value
Vg (rms) Grid voltage (rms) 230V, 50Hz

Lg Filter inductance (MV side) 3.8mH
VDC,1 =VDC,2 DC-link voltage reference 250V

V0 DC-link voltage (LV side) 250V
nDAB Transformer turns ratio 1 : 1

fsw,CHB Switching frequency of the CHB 3kHz
fsw,DAB Switching frequency of the DAB 12kHz

Experimental Validation of the Proposed Virtual Resistance based Power Routing

In order to realize the testing of the proposed power routing controller with virtual resistors, a
control scheme for a scaled-down prototype of the modular converter with five level CHB and
two DABs has been developed. The system parameters of the laboratory prototype are given
in Table 4.10. The overall control strategy for CHB and DAB converters in the ST application
is shown in Fig. 4.23 (a) and (b) respectively. The CHB rectifier stage controls and shapes
the input AC current and controls the total MVDC-link voltage. Current and voltage control
are achieved through cascaded controller structure with proportional-resonant controller and
Proportional-Integral (PI) controller respectively (see Section 4.3.1 for details) [173]. Power
references (P∗

i ) generated by the virtual resistors are given to the power routing controller
as depicted in Fig. 4.23 (a). The modulation index, m, produced by the PR controller is
modified by the PI-based power routing controller to achieve different power flow through
the DC-links of CHB.

A control scheme with output and input voltage control is adopted for the DAB as shown in
Fig. 4.23 (b). The input MVDC-link voltages are balanced by the DAB, which is critical for
stability while processing unequal power through each H-bridge of the CHB. For the output
LVDC-link voltage control, a PI voltage controller is designed using pole-zero cancellation
technique [174].
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(a) (b)

Figure 4.23: (a) CHB control scheme with power routing controller (b) DAB control scheme
[J2].
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Figure 4.24: Vce variation with junction temperature [J2].

The small-scale laboratory prototype of a five level CHB connected to two DABs is illus-
trated in Fig. C.3 (see attachment C). The H-bridges of CHB and DAB are made with
open-module DP25H1200T101616 from Danfoss to facilitate direct junction temperature
measurements. A high speed infrared thermal camera is used to obtain the thermal response
of the power semiconductors of the open module. The camera is controlled by an automatic
positioning system for fast and accurate measurements. The setup is controlled by dSPACE
SCALEXIO system. The Vce measurement board integrated to each converter cell provides
the junction temperature information and this is validated using the thermal camera. The
variation of the Vce vs. temperature is shown in Fig. 4.24 and subsequently, the junction
temperature is estimated using a fitting model for the selected device.

The controller of the ST should be able to maintain the reference LVDC voltage even when
the power flowing through each unit is different. Moreover, the CHB DC-link voltages
should be balanced and must be equal to their reference value. The proper functioning of
power routing controller is tested by changing the power distribution among the ST units.

When the power routing is not activated, the DABs share the power equally, as shown in Fig.
4.25. Here, a mission profile with a step change from Pn = 1.2kW to Pn = 2.4kW with each
power cycle lasting for 10s is applied as the input for the modular architecture. Fig. 4.25(a)
shows the output currents of DAB,1 (io,1) and DAB,2 (io,2) along with voltage across the
load resistor (vo) for the applied mission profile. Fig. 4.25(b) shows the zoomed image of
the DAB currents when delivering balanced power. When the power references are changed,
io,1 and io,2 change accordingly while vo maintains the reference voltage of 250V .
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Figure 4.25: (a) The output currents of both DABs (io,1−2) and the load voltage (vo) for
equal power sharing for the given mission profile (b) The output currents of
both DABs (io,1−2) and the load voltage (vo) with time scale 5µs/div [J2].
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Figure 4.26: The output currents of both DABs (io,1−2) and the load voltage (vo) with acti-
vated power routing controller for the given mission profile [J2].
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Figure 4.27: Variation of primary side IGBT junction temperatures over time of the DAB
cells for (a) Balanced operation (b) Lightly loaded cell (c) Over loaded cell
[J2].

Fig. 4.26 shows the output currents of DABs and the output voltage when the power routing
strategy is activated. The DAB,1 process ≈ 70% more power than the DAB,2 in this case.
The DC-link voltages of the CHBs are controlled and kept equal to the reference value, even
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Table 4.11: Normalized number of cycles to failure (N f ) for equal and unequal power shar-
ing.

Case N f (norm.)
Balanced 1

Over-loaded cell 1
10

Lightly-loaded cell 38

with the unequal power-sharing. This validates the proper functioning of the control scheme
developed in Section 4.4.2.

The temperature changes in the primary sides of the DABs in both cells are measured during
the equal and unequal power-sharing. The results of the high speed infrared camera mea-
surement for DAB cell 1 showing the temperature of the IGBTs are shown in Fig. 4.27 (a),
(b) and (c). The results show a difference of ∆Tb = 4◦C in the junction temperature for the
balanced power-sharing mode with average junction temperature Tb,avg = 83.5◦C as in Fig.
4.27(a). When the power routing controller is activated, the average junction temperature of
the DAB cell 2 has reduced to Tl,avg = 80.7◦C and the temperature swing has also reduced
to ∆Tl = 2◦C as illustrated in Fig. 4.27(b). Fig. 4.27(c) shows the temperature profile of the
overloaded cell DAB,1, which has a higher average junction temperature of Tb,avg = 87.7◦C
and a temperature swing of ∆Tl = 6◦C.

This results in the different remaining useful lifetimes of the cells and the Table 4.11 depicts
the number of cycles to failure for the three cases using (2.6). The lifetime in Table 4.11
is normalized with respect to that of balanced power-sharing. By lowering thermal cycling
in the lightly loaded cell, the RUL has increased by a factor of 38 times. In this case, the
lifetime of the overloaded cell has been reduced by 10 times compared to that of balanced
operation. The reduction in lifetime of the overloaded cell is less than that of the increase
in lifetime for the lightly loaded cell. The IGBT is rated for 25A rms and is operated with
a much lower current, and hence the lifetime reduction of the overloaded cell is lower. This
shows that at lower power levels, a net increase in the system lifetime is achieved through
power routing.

The objective of the experiment is to validate the design of power routing controller and its
effect on the junction temperature, and consequently the aging. It is clear that the power
routing controller can influence the junction temperature of the modules, and thereby the
stress on the semiconductors in different cells of the modular converter.

Evaluation of the Impact on System Level Reliability

To evaluate the impact of power routing on wear-out based failures in the ST, a RUL estima-
tion study without and with the power routing control has been carried out. The methodology
shown in Fig. 2.9 is used for lifetime analysis. The multi-stage modular converter with 10
units consisting of 10 CHB cells connected to 10 DAB cells are fed with the mission profile
given in Fig. 2.10 to evaluate the wear-out based failure. It is assumed that all the cells
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Table 4.12: Estimated RUL in p.u. for multi-stage modular converter without and with power
routing control (PRC).

Unit CHB RUL (p.u.) DAB RUL (p.u.)

Without PRC With PRC Without PRC With PRC
1 1.00 1.19 (+0.19) 1.00 1.28 (+0.28)
2 1.06 1.22 (+0.16) 1.07 1.28 (+0.22)
3 1.14 1.23 (+0.10) 1.12 1.28 (+0.17)
4 1.21 1.28 (+0.07) 1.18 1.28 (+0.10)
5 1.28 1.30 (+0.01) 1.25 1.28 (+0.03)
6 1.36 1.35 (+0.01) 1.32 1.28 (-0.03)
7 1.44 1.38 (-0.06) 1.38 1.28 (-0.10)
8 1.54 1.44 (-0.10) 1.47 1.28 (-0.18)
9 1.64 1.51 (-0.14) 1.55 1.28 (-0.27)
10 1.74 1.57 (-0.17) 1.63 1.28 (-0.35)

Mean∆RUL (p.u.) = +0.005 Mean∆RUL (p.u.) = -0.013

have zero wear-out due to thermal cycling at the beginning of the operation. The electrical
parameters affecting the losses of the converters and the heatsink temperatures are different
for each cell according to the normal distribution. When the accumulated damage reaches
unity according to (2.18), the cells are assumed to reach their end of life.

Without any thermal stress control, the individual CHB and DAB cells have different thermal
cycling due to the differences in electrical and thermal parameters. Therefore, the wear-out
of each cell is different and this leads to their failure at different times. The electro-thermal
model of the modular converter generates the thermal cycling profile of the cells in accor-
dance with the mission profile, and subsequently, the wear-out based remaining useful life-
times are calculated. Table 4.12 summarizes the results of the thermal stress based lifetime
evaluation. The RUL values are normalized for CHB and DABs by the failure of the first
CHB and DAB cell respectively. The first CHB cell fails in 19th year and the first DAB cell in
18th year and these values are considered as the base value for per unit (p.u.) calculations.

Lifetime models such as (2.6) are obtained from the accelerated lifetime tests with a certain
number of sample devices and the obtained experimental data is curve fitted to derive the
relationship between lifetime and thermal stress [82, 11]. This implies that there is a degree
of uncertainty in the derived parameters and hence the calculated lifetime is not a single
deterministic value. The lifetime model fitting coefficients are considered as Gaussian dis-
tributions with 3σ = 0.05, as discussed in Section 2.6. Then the estimated number of cycles
to failure (2.6) follows the Weibull distribution and the failure probability of the cells can be
represented as unreliability curve or cumulative distribution function given by (2.3) [108].

The unreliability curves for the DAB cells without and with thermal stress based power
routing control are as shown in Fig. 4.28 (a) and (b) respectively. Here, the cells are replaced
when they reach 10% failure probability, also commonly known as the B10 lifetime [108].
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Figure 4.28: Unreliability of the DAB cells (a) without power routing (b) with power routing
[J2].
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Figure 4.29: Monte-Carlo analysis without and with power routing control (a) Distribution
of failures over time (b) Unreliability or cumulative probability distribution over
time [J2].

Without power routing it is clear from Fig. 4.28 (a) that the DAB cells are replaced at
different instants.

In order to control the thermal stress based aging, the power-sharing between the units of the
multi-stage modular converter are dynamically changed according to the developed virtual
resistor based power routing. The results of the case study are given in Table 4.12. Compared
to the conventional equal power-sharing, the power routing method can effectively converge
the RUL of the DAB cells, whereas it results in an improvement of the total RUL of the CHB
cells. The power routing has a lower impact on changing the loss distribution among the
CHB cells due to the series connection of the cells. Whereas, for the DAB cells, the unequal
power-sharing can effectively vary the device losses, and hence the thermal cycling based
wear-out is actively controlled. Failure of the first CHB cell is delayed by 19% with power
routing strategy and that of the DAB cell is delayed by 28%.

When the thermal stress control is applied, the failure probability of the cells converges
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and the B10 lifetime becomes 1.28 p.u. as shown in Fig. 4.28 (b). Thus, the number of
maintenance can be reduced by manipulating the thermal stress among the cells. However,
the mean RUL for DABs is decreased by 1.3% with the power routing method. On the other
hand, for the CHB cells, a slight increase in the mean RUL of 0.5% is obtained by adopting
the proposed control strategy.

For sensitivity analysis considering the thermal parameter variations, a Monte-Carlo simu-
lation for 1000 cases with and without power routing is carried out using the system model.
The schematic representation of the analysis is shown in Fig 2.18. Here, the thermal parame-
ters such as heatsink temperature and device parameters with 5% tolerance band are modeled
as normal distributions with 3σ = 0.05 to emulate a real operating environment. The mission
profile input along with the parameters given as the inputs to the electro-thermal model gen-
erates the number of cycles to failure or RUL of the system for two cases; without thermal
stress control and with power routing for thermal stress control. As illustrated in Fig 2.18,
the Monte-Carlo simulation is performed for r cases and the RUL thus obtained follows a
Weibull distribution. Subsequently, the pdf and cdf of the Weibull distribution of individual
converter cells are calculated. Finally, a system level unreliability/cdf is obtained using the
formula given in (2.20),

Fig. 4.29 (a) shows the failure distribution of the modular converter with 10 DAB cells over
the years with Monte-Carlo analysis. During the normal operation without active thermal
stress control, the earliest wear-out based failures start around 19 years (considered as 1 p.u.)
and reach the maximum probability of failure around 1.27p.u. years. The failure distribution
approximated by a Weibull distribution has the mean and standard deviation as 1.27p.u.
and 0.09p.u. respectively. From the Weibull distribution, the unreliability or the cumulative
failure probability distribution can be obtained as shown in Fig 4.29 (b). The unreliability
plot illustrates clearly the spread of failure distribution without any thermal stress control.
Here, 80% of failures are spread over 0.22p.u. time, making the maintenance scheduling
difficult.

To evaluate the impact of power routing, the Monte-Carlo analysis is repeated for the mod-
ular architecture model with the virtual resistance based power routing control. The thermal
parameters of the system remain the same as that of the normal operation. The thermal stress
control is able to achieve a 3 times reduction in the standard deviation of failures compared
to that of normal operation. However, the mean lifetime of the system is slightly decreased
by 2.4% in comparison with normal operation. Fig. 4.29 (b) depicting the unreliability curve
vividly demonstrates the advantage of the proposed strategy. In this case, 80% of failures
occur in a span of 0.07 p.u., resulting in better maintenance scheduling. Moreover, the B10

lifetime of the system is improved by 4.4% or 11.4 months as shown in Fig. 4.29 (b).

4.5 Summary of the Chapter

This chapter has presented the algorithms for system level power routing control of modular
power converters to equalize the aging of the converter cells. To analyse the reasons for
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unequal aging of the converter cells in modular converter cells, the random failure and wear-
out based failures of the power devices have been considered. The results show that the
thermal and electrical parameter deviations of the power devices in the converters can result
in a substantial difference in the aging of the modular converter cells. Moreover, the failure-
replacement cycles due to random or wear-out failures result in converter cells with different
ages in a modular system.

The power routing strategy proposed for equalizing the aging of the converter cells by un-
equal loading has been carefully studied. First, the limits of the power unbalance in a CHB
modular converter topology with two commonly used modulation methods are experimen-
tally evaluated. Thus power unbalance limits are established for CHB for developing power
routing controller. As the next step, a system level control for power routing based on virtual
resistance method has been proposed. The virtual resistance based power routing for the
three stage ST architecture is evaluated with experimental and analytical studies.

In case of modular converter in IPOP configuration for the LV side of the ST, by routing the
power, the time to the next maintenance can be maximized and the lifetime of the system can
be increased by approximately 7.5−44% under the investigated conditions. It is experimen-
tally proven that the stress distribution between parallel cells can be controlled, and thereby
the wear-out of the components. As a price to pay for this increased reliability, the efficiency
is slightly reduced for unequally loaded converters. For the multi-stage ISOP modular con-
verter with CHB and DAB converters for ST application, systematic development of a virtual
resistance based system level control is presented, along with its validation in case of thermal
and electrical parameter variations using Monte-Carlo analysis. Monte-Carlo analysis shows
that the proposed strategy is able to reduce the standard deviation of the failure probability
by 3 times compared to that of normal operation. Moreover, the proposed strategy improves
the B10 lifetime of the system resulting from thermal stress based wear-out of the devices
by 4.4% or 11.4 months. Experimental results demonstrate the potential of the modular
architecture control system to route the power internally to achieve thermal stress control.
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5 Graph Theory Based Optimal Power Flow Solutions

The system level control of modular ST architectures becomes more challenging with the
increasing number of converter cells and multiple conversion stages. The graph representa-
tion facilitates a simpler analysis of complex systems and lays down the foundation of the
optimization strategies for power routing. Graph theory representation of the modular con-
verters introduced in Chapter 3 lays the foundation. The graph theory based power routing
algorithms proposed in this chapter are based on publications [J1, J5, J6, J7, C4, C5, C6].

The power routing control strategy with virtual resistors discussed in Chapter 4 has the de-
merit of decreasing the mean system lifetime even though the early wear-out failures are
delayed. Virtual resistors offer a simple solution for power routing problem but does not pro-
vide an optimal solution considering the efficiency, reliability and maintenance scheduling.
This serves as the motivation for adopting new approaches that can serve as a tool for system
level control strategies. Considering the power flow analogous to the information flow in
data networks, the modular converter architectures can be represented as a graph with nodes
and edges exemplifying the flow of power as illustrated in Chapter 3. Then, graph theory
algorithms are formulated to route the power in order to optimize the efficiency, reliability
and maintenance schedule of the system.

First, an overview of the graph-theoretic optimization strategies is given. Subsequently,
systematic development of a graph theory based system level optimization algorithms for
modular power converters is discussed. Three main optimization algorithms are developed in
this chapter. The first one presents an efficiency and reliability improvement method for the
ST application [J5]. The second algorithm focuses on managing the maintenance schedules
for the ST application [C4]. Finally, an optimization algorithm for improving reliability in
a more electric aircraft application is discussed [J6]. The graph theory based power routing
method has been compared with the state-of-the-art phase shedding or activation/deactivation
method to highlight the benefits. Moreover, reliability analysis with Monte-Carlo simulation
considering the thermal and electrical parameter deviations is presented to demonstrate the
effectiveness of the proposed method in the case of converters operating under different
conditions.

5.1 Review of Graph Theory Algorithms

Graph theoretical concepts are widely used in different fields to study and model various
applications. The application of the graph theory algorithms span through various areas such
as chemistry, physics, biology, computer science, communication, mathematics, operations
research, electrical networks, etc. [143]. For instance, graph theory is used to study atoms,
molecules, construction of bonds, and so on, in chemistry. The application of graph the-
ory in biology includes the formulation of migration and movements of species in different
regions. In case of mathematics and operations research, the traveling salesman problem,
graph coloring, optimal scheduling of jobs, and locating the shortest path between two nodes
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in a graph are a few examples of applications of graph theory. The use of graphs in game
theory helps to solve problems in engineering, economics and other competitive platforms.
A directed graph is used to represent a finite game with nodes representing the positions and
edges denoting the moves of the players. The most commonly used graph theory algorithms
are summarized as follows [175, 143]:

• The shortest path algorithm in a network

• Algorithms to find adjacency matrices

• Algorithms for scheduling

• Algorithms for graph coloring

• Algorithms for searching an element in a data structure

• Graph algorithms for computer network security

• Algorithms for finding maximum network flow

It is clear that the graph theory has diverse applications in different areas, and the above-
mentioned graph theory algorithms are a research topic on their own. For example, to find
the shortest path in a network, there are several algorithms available where Dijkstra’s al-
gorithm, Bellman Ford algorithm, Floyd Warshall algorithm and Johnson’s algorithm are
among the most popular ones. The shortest path algorithms have applications in navigation,
transportation, highway planning, finance, electrical networks, etc.

Among the different areas of graph theory applications, the power flow problem can be
considered as a network flow problem in graph theory. Flow network is a directed graph with
nodes receiving or sending flows and edges having capacity constraints. The flow coming
into a node must be equal to the flow going out of the node unless it is a source or sink
node. A source node has only outflow and a sink node has only inflow. The graph theory
representation of the modular converters in Chapter 3 depicts the system with source, sink
and converter nodes and this is in agreement with the general structure of a flow network.
The following section analyses the network flow problem algorithms to identify the suitable
one for optimal power flow in modular converters.

5.1.1 Network Flow Problem in Graph Theory

Network flows are essential elements in computer science, operations research, electrical en-
gineering, communication, etc. Most investigated network flow problems can be categorized
as [140, 175]:

• Shortest path problem: Discuss the best way from one node to another node in the
graph with the lowest cost.

• Maximum flow problem: Deals with achieving the maximum flow from one node to
the other while respecting the flow capacities of the edges.
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• Minimum cost flow problem: Category of network flow problems with a cost associ-
ated to the flow and the objective is to achieve the desired network flow with the lowest
cost from source to destination.

Out of these three algorithms, the minimum cost flow algorithm seems to be the best candi-
date for the power flow problem in modular power converters [176, 177]. The fundamental
concept behind the power routing is to unequally load the power flow in modular converter
cells according to their age. In this case, the age of each converter cell will define the cost of
the power flow through that cell and the output power requirement of the load/sink must be
satisfied in such a way that the cost is minimum. It is to be noted that the cost function is not
limited to the age of the converter cell, but can also be other factors such as the efficiency of
the converter.

Let G = (N(G),E(G)) be a directed graph defined by a set N of n nodes and a set E of m
directed edges. The supply or demand of each node i ∈ N is represented using an integer
si, where s ∈ Rn. If si is positive, the node i is a supply node, and si is negative, node i is
a demand node, and a zero value indicates a transshipment node. Let c,b, l ∈ Rn×n, where
each edge Li, j ∈ E has a cost ci, j and a maximum flow capacity of bi, j and a minimum flow
capacity of li, j associated with it. The flow through the edge Li, j is represented by xi, j, where
x ∈ Rn×n. A feasible minimum cost flow optimization problem is defined as

min
x ∑

i, j∈E
ci, jxi, j (5.1a)

subject to ∑
j:(i, j)∈E

xi, j − ∑
j:( j,i)∈E

x j,i = si ∀ i ∈ N(G), (5.1b)

li, j ≤ xi, j ≤ bi, j (5.1c)

n

∑
i=1

si = 0. (5.1d)

The constraint in (5.1b) represents the supply or demand of a node i, where the first term
denotes the total outflow of the node and the second term represents the total inflow of a
node. Constraint (5.1c) gives the lower and upper boundary conditions for the network flow
through each node. Equation (5.1d) indicates that the total input flow should be equal to the
output flow, which is a necessary condition for the feasibility of the problem.

In case of power flow problems, usually, a quadratic convex cost function is used instead
of a linear function [138, 139]. The primary reason for using a quadratic cost in electrical
network flow problems is that the power losses usually have a square relationship with the
processed power, and the losses do not vary linearly with the processed power. Hence,
quadratic program is chosen for implementing power routing algorithms.
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5.2 Multi-Objective Algorithms for Optimal Power Routing

In this section, three different optimal power routing algorithms are formulated and evaluated
based on convex flow optimization. The 3 application algorithms are as follows:

• An Efficiency and Reliability Improvement Algorithm for ST Application [J5]

• An Algorithm Focusing on Maintenance Scheduling of ST [C4]

• An Optimization Algorithm for Improving Reliability in More Electric Aircraft [J6]

The first two algorithms are focusing on ST application, where efficiency, reliability and
maintenance are the main challenges of the power electronics transformer. The third algo-
rithm is focusing on improving the reliability of a modular DC-DC converter in more electric
aircraft where reliability is the main concern.

5.2.1 Efficiency and Reliability Improvement Algorithm for the ST Application

The main challenge of the power electronics based ST is to deliver high efficiency and re-
liability to compete against the conventional low frequency transformer. Modular ST with
multiple energy conversion stages has several power flow paths providing the potential for
higher efficiency and reliability. To increase the reliability of ST, the proposed power routing
strategy is implemented with graph theory and the objective is to improve reliability without
sacrificing efficiency. The topology under study is the CHB-DAB based ST shown in Fig.
3.10 (a). The CHB provides isolated MVDC-links which are connected to the DABs and the
outputs of all the DABs are connected in parallel to form the low voltage DC.

The power routing is formulated as a network flow problem and the nominal power rating of
the converter determines the capacity constraints of the power flow through a path. Weights
are given to the power flow paths depending on the remaining useful lifetime and efficiency
of each converter cell. The power flow optimization function routes the power according
to the weights of each power path without deteriorating the efficiency in order to enhance
the reliability. The formulation of the power flow optimization problem is discussed as fol-
lows.

Formulation of the Graph-theoretic Power Flow Problem

The graph theory representation of the modular power converters introduced in Chapter 3
define the nodes and edges to exemplify the internal power flow in the modular structure.
The flowchart of the power routing algorithm with graph theory optimization is shown in
Fig. 5.1. The algorithm performs the optimization function for each power routing control
period. The power routing control period should not be confused with the control period of
the individual converters and the power routing control period can be minutes, hours or days
according to different applications.
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Figure 5.1: Flowchart of the power routing algorithm with graph theory optimization.

To develop an algorithm to optimally route the power among the power flow paths available,
the weights of the edges and the capacity constraints have to be defined. The weights of
the power flow paths define the cost of a path and in this case, the cost is defined by the
efficiency and reliability of the path. Two important factors shall be considered for the power
flow problem definition, and they are as follows.

• Definition of weights according to the optimization objectives

• Definition of constraints for optimization to respect the electrical network laws and
converter limitations

The power flow in one phase of the CHB-DAB based ST is shown with a graph representation
in Fig. 3.10 (b). Clearly, this can be visualized as a network flow problem with power flowing
from the MVAC source to LVDC sink through the paths comprised of CHB and DAB cells.
As indicated in Fig. 3.10 (b), each edge has a weight and the weight is defined as the cost
of the power flow from the tail node to the head node. For instance, the weight WSa,C11
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Figure 5.2: Accumulated damage estimation scheme for a converter cell.

represents the weight of the edge between nodes Sa and C11.

Each weight is composed of two factors; efficiency and reliability weights. Depending on
the converter losses, efficiency weights have been assigned. The objective is to minimize the
use of paths with lower efficiencies when the power is routed internally within the converter.
For a particular time interval ‘period’, the efficiency weight of the edges, Wi, j,η , is given
by

Wi, j,η ,(period) = ki, j(1−η j), (5.2)

where η j is the efficiency of the destination node and ki, jis a tunable parameter. In this case,
ki, j is considered as 1. The coefficient ki, j brings an additional degree of freedom to adjust
the efficiency weight of a particular edge.

Under ideal conditions, individual cells of a modular converter have equal efficiency weights
considering they have equal efficiencies. This implies that the power is distributed equally
among the cells leading to maximum system efficiency. This can be ensured in the proposed
method using a quadratic convex optimization, where equal weights result in equal power
distribution among the power flow paths to minimize the cost.

For the formulation of reliability weights, accumulated damage Di of each cell is used as
a measure of reliability. For each power routing control period, the junction temperature
data of the converter cell is fed into the rainflow algorithm and lifetime model to obtain the
accumulated damage and is illustrated graphically in Fig. 5.2 (see Chapter 2 for details). The
accumulated damage of a cell i for a period is defined as ∆Di. The total accumulated damage
Di of the converter cell is given as

Di = Dini,i +
m

∑
period=1

∆Di, (5.3)

where Dini,i is the initial damage. At the beginning of operation of the converter system, it is
assumed that all the newly manufactured power devices have zero initial damage and hence
Dini,i is taken as zero.

The expected remaining useful lifetime LTexp,i at every control interval can be calculated
as

LTexp,i =
1−Di

∆Di
. (5.4)

The ∆Di is the rate of change of damage for the past control interval. Since the ∆Di is used
for RUL calculation at every control interval, the variations in the mission profile are already
taken into account.
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The temperature swing variations in the converter cells will result in different expected RUL
LTexp,i for each converter cell. In order to adjust the power flow through each cell to obtain
an equal lifetime, a weight is assigned to each converter to determine the power flow. De-
pending on the expected lifetimes of each converter, the weights are assigned, which in turn
determines the power flow through them from the source to the sink. The weight for each
cell is formulated as

Wi, j,rel,(period) =Wi, j,rel,(period−1)+KD,i, j

(
∑

N
i=1 LTexp,i

N
−LTexp,i

)
, (5.5)

where Wi, j,rel,(period) is defined as the weight assigned to the converter cell i for the current
period and Wi, j,rel,(period−1) denotes the weight of the cell in the previous period. KD,i, j is
a proportional factor, which is defined as the function of individual accumulated damage of
each cell Di given by

KD,i, j = f
(

Di

LTexp,sys

)
. (5.6)

Here, LTexp,sys is the expected lifetime of the system.

Finally, the efficiency and reliability weights are summed up for each edge by combining
(5.2) and (5.5) as

Wi, j,(period) =Wi, j,η ,(period)+Wi, j,rel,(period). (5.7)

Once the weight of an edge Wi, j for a period is determined, the weights of the cells in a power
flow path are summed up as indicated in the algorithm flowchart Fig. 5.1. For a path with r
number of converter cells, the total weight is given by

Wk,(period) =
r

∑
i=1

Wi, j,(period), (5.8)

where Wi, j,(period) is the weight of the edges in path k for the current period.

The advantage of using graph modeling is the simplification of the complex architectures
shown in Section 3.5.2. Since the power flow paths are already known from graph traversal,
the cumulative weight of the converter cells in each path is calculated using (5.8). Thereby,
the complex modular architectures with different power paths are simplified into parallel
paths from source to sink.

For a CHB-DAB ST architecture depicted in Fig. 3.10 (a), the weights for the power flow
paths are identified as:

W1

W2

W3

...

=


WSa,C11 +WC11,C12 +WC12,C13

WSa,C21 +WC21,C22 +WC22,C23

WSa,C31 +WC31,C32 +WC32,C33

...

 (5.9)

For each period, the weights for the power flow paths are calculated and is represented graph-
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Figure 5.3: Flowchart showing definition of power flow optimization.

ically in Fig. 5.3. Thus, the weights change according to the accumulated damage progres-
sion of the converter and the efficiency variations.

Although this section focuses on the CHB-DAB based ST architecture, similar approach is
applicable for the other ST architectures as well. For instance, the weights for the CHB-QAB
based ST shown in Fig. 3.11 are formulated as:

W1

W2

W3

...

=


WSa,C11 +WC11,C14 +WC14,C17

WSa,C12 +WC12,C15 +WC15,C17

WSa,C13 +WC13,C16 +WC16,C17

...

 (5.10)

Here, the subscript of the weights is the same as that of the graph representation for preserv-
ing coherence. The power allocation depends on weights W1,W2, ... which in turn depends
on the reliability and efficiency of CHB and QAB cells. Since the node C17 is considered
for the three power flow paths, the reliability of QAB secondary has higher priority over the
other cells. From Fig. 3.11 (b), it is evident that the failure of QAB secondary will result in
the loss of 3 power flow paths leading to the unavailability of the whole unit. Similarly, all
ST architectures including more complex interphase ST architecture shown in Fig. 3.12 can
also be expressed as the sum of weights of the parallel power flow paths.

Even more complex interphase ST architecture shown in Fig. 3.12 can be expressed as the
sum of weights of the parallel power flow paths from each phase to LVDC link given by

W1

W2

W3

...

=


WSa,C11 +WC11,C14 +WC14,C17

WSa,C12 +WC12,C25 +WC25,C27

WSa,C13 +WC13,C36 +WC36,C37

...

 . (5.11)

In short, all the ST architecture graphs can be simplified by following this approach and the
formulated weights can be used for the optimized routing of power.
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Figure 5.4: Flowchart showing power reference generation.

In order to respect the electrical power flow limitations, the constraints need to be considered
while formulating the optimization. The maximum power that can be processed by each cell
shall not be greater than the nominal power of the converter. Moreover, the sum of power
processed by the modular cells has to be equal to the total input power. Additionally, the
upper and lower power unbalance limits for the topology has to be respected. For example,
the upper and lower power unbalance limits for the CHB due to sinusoidal modulation for a
single cell is 0.39Ptot and 0.22Ptot respectively (see Section 4.3). This needs to be considered
while performing the optimal power routing algorithm.

The optimization algorithm minimizes the total system cost by changing the power distribu-
tion through each path while respecting the constraints. Minimum cost convex flow problem
in graph theory is considered here. When all the converters have equal thermal stress and
efficiency, equal power-sharing among the cells provides the maximum system efficiency.
The optimization is performed offline and the results of the optimization are stored in a 3D
lookup table. Therefore, for each operating point of the modular system, power references
for all the cells have to be determined. The optimization algorithm is shown as a flowchart
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in Fig. 5.4. Here, the total power demand of the system is denoted as Ptot ∈ [0 Pmax,tot ], and
Ptot cannot exceed the maximum power rating of the modular converter Pmax,tot . Since the
power references for each operating point need to be computed, the operating point is varied
from 0 to Pmax,tot in steps of ∆Ptot as depicted in the flowchart. For each total power demand
Ptot and let P ∈ Rm, a convex quadratic optimization algorithm is performed as

min
P

m

∑
k=1

Wk,periodP2
k (5.12a)

subject to
m

∑
k=1

Pk = Ptot , (5.12b)

Pll,k ≤ Pk ≤ Pul,k, (5.12c)

where Pk is the optimal power flowing through path k and m is the total number of paths from
source to sink. It is to be noted that constraints play an important role in the power routing
algorithm. The equality constraint (5.12b) ensures that the power routing affects only the
internal power-sharing in the converter cells and the total power demand Ptot is satisfied.
The inequality constraint (5.12c) defines the power routing constraints in the power flow
paths. As discussed in Section 4.3, the maximum power unbalance limits are defined by
topology, modulation technique, etc. and these upper and lower power unbalance limits
(Pul and Pll respectively) should be respected while optimizing the power flow. The upper
power unbalance limit should not exceed the rated power of the converter cells Pmax,cell in
the path.

Once the power references of all the cells for every operating point are computed and stored
in a 3D lookup table, the whole process is repeated in the next power routing control period.
Even though the lookup table provides the power references in discrete steps, the interpola-
tion technique is used to obtain the power references for all the operating points. The use of
look-up tables can potentially reduce the computational burden compared to an online power
routing optimization function.

Evaluation of Power Flow Optimization Method

In order to evaluate the effectiveness of the proposed algorithm, simulation studies are con-
ducted with the electro-thermal model developed in Chapter 2. System architecture with
10 CHB cells connected to DAB cells shown in Fig. 3.10 (a) is considered here with each
cell having different initial accumulated damage. The graph theory representation given in
Fig. 3.10 (b) shows the possible power flow paths of this topology. It is to be noted that the
proposed algorithm is applicable for any modular topology. In order to emulate the working
of a modular converter to study the lifetime/reliability and efficiency, a mission profile is
given as the input. Depending on the mission profile, the thermal loading of the converter
is estimated from the electro-thermal model. From the junction temperature estimation, the
remaining useful lifetime can be calculated using rainflow counting method and the lifetime
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Table 5.1: Performance parameters (Loss and RUL) without and with power routing control
(PRC).

DAB
Cell

Loss [p.u.]
(without PRC)

±% Loss
(with PRC) Th

RUL [p.u]
(without PRC)

±% RUL
(with PRC)

1 1 +3% 30◦C 2.4 −20.5%
2 1.21 −2.5% 26◦C 1.5 +28.9%
3 1.05 0% 32◦C 1.8 +7.5%
4 1.11 +0.9% 25◦C 2.3 −14.3%
5 1.16 +0.9% 22◦C 2.3 −13.7%
6 1 +1% 33◦C 2.0 −5.0%
7 1 +4% 28◦C 2.7 −29.2%
8 1.05 0% 31◦C 1.9 +1.2%
9 1.32 −6.8% 27◦C 1 +94.4%

10 1.05 +1.9% 29◦C 2.2 −9.9%
∑±%Loss with PRC +2.4% ∑±%RUL with PRC 39%

model of the power device. Chapter 2 describes the methodology of analysis in detail. Here,
only the failures of DAB cells are shown since the effect of power routing algorithm on CHB
is limited [178].

It is assumed that all the cells have initial accumulated damage as zero. The thermal param-
eters of the devices and the heat sink temperatures are also different for the 10 DAB cells
according to normal distribution. For the case study, the heat sink temperatures are given in
Table 5.1.

The junction temperature sensing from each converter cell is used to calculate the accumu-
lated damage using (2.6), in which the device dependent parameters are curve fitted values.
The lifetime model fitting coefficients a1 and a2 are considered as Gaussian distributions
with 3σ = 0.05. For sensitivity analysis considering these parameter variations, Monte-
Carlo simulation for 10000 samples is done and the estimated lifetime of the samples are
approximated by a Weibull distribution. Subsequently, the cumulative probability of the
failure of the system is obtained.

Fig. 5.5 (a) shows the failure probability of the cells for the investigated system. Here, it is
assumed that the cells are replaced when they reach 10% probability of failure. RUL and
losses given in the Table 5.1 are normalized with respect to the minimum RUL and minimum
loss respectively. The time axis is shown in per unit with 1 p.u. being 30 years. The first cell
fails at 0.35 p.u. years whereas the 10th cell fails at 0.96 p.u. years. Thus, the failures within
the system are spread over 0.61 p.u. years depending on the thermal parameter variations.

For the implementation of power flow optimization, the reliability and efficiency weights of
each converter cell need to be calculated. For the efficiency weight calculation, only the peak
efficiency is considered for simplicity. The peak efficiency of the 10 DAB converter cells are
calculated to obtain the efficiency weights using (5.2). Reliability weights in the beginning
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Figure 5.5: Failure probability of the DAB modular converter a) with equal power sharing
(b) with proposed power routing [J5].

are assumed to be equal and are taken as 1 as expressed by

Wi, j,rel,(period=0) = 1. (5.13)

The reason for initializing the weights as 1 instead of zero is to ensure that the weights are
not negative at any point in time. For each period or the control interval for power rout-
ing optimization, the junction temperature profile of the individual converter cell is used to
calculate the accumulated damage using (2.6) and (2.18). The junction temperature profiles
of the cells are different due to the different losses and heatsink temperatures of the indi-
vidual cells. Therefore, the different individual accumulated damages is used to calculate
the reliability weight of the DAB cells using (5.5). The reliability weight generates an error
proportional to the deviation from the average expected lifetime. Finally, the weights are
combined using (5.8).

In the beginning, since the accumulated damage is very small, the efficiency weight dom-
inates over the reliability weight. When the difference between the accumulated damage
among the cells becomes significant, the reliability weight gains domination over the effi-
ciency weight.

The power routing algorithm based on graph theory provides the power reference to each
DAB converter to control the system wear-out and efficiency. The simulation result is shown
in Fig. 5.5 (b) illustrating the probability of failure of the system. Here, the probability of
failure of the individual cells also converges to a common point in time. The probability
of failure of the overall system reaches 10% in 232nd month. Defining that each cell being
replaced at 10% probability of failure, the system should be replaced on 245th month or 0.68
p.u. years. The failures of the cells are not intermittent unlike in the case without power
routing algorithm, which makes the maintenance scheduling easier. The overall lifetime of
the system (∑RUL) is increased by 39% with power routing algorithm.

Table 5.1 shows the distribution of average losses among the DAB cells without and with
power routing algorithm. Without power routing, the losses are distributed among the cells
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Figure 5.6: Monte-Carlo analysis without and with power routing control [J5].

according to their efficiency. With power routing, the total system losses are redistributed
among the cells in such a way that the cells with lower efficiency process less power and
thereby produce fewer losses. The efficiency of the system has decreased by 0.19% because
of the increase in losses. However, with this slight efficiency decrease, the overall lifetime
of the system has increased considerably.

Analysis of Thermal Parameter Sensitivity on Power Routing Control
For sensitivity analysis considering the thermal parameter variations, a Monte-Carlo simula-
tion for 10000 cases without and with power routing is carried out using the system model.
The schematic representation of the analysis is shown in Fig 2.18. Here, the thermal param-
eters such as heatsink temperature and device parameters are considered as a normal distri-
bution with a standard deviation of 10% to emulate a real operating environment. Here, a
10% standard deviation in the parameters is taken to consider the worst-case scenarios. The
mission profile input along with the parameters given as the inputs to the electro-thermal
model generates the number of cycles to failure or RUL of the system for two cases; without
thermal stress control and with power routing for thermal stress control. As illustrated in
Fig 2.18, the Monte-Carlo simulation is performed for n cases and the RUL thus obtained
follows a Weibull distribution. Subsequently, the probability density function (PDF) and cu-
mulative distribution function (CDF) of the Weibull distribution of individual converter cells
are calculated. Finally, a system level unreliability/CDF is obtained using the formula given
in (2.20).

Fig. 5.6 shows the failure distribution of the ST with 10 DAB cells over the years with
Monte-Carlo analysis. The expected lifetime of the ST is 30 years and is considered as 1 p.u.
During the normal operation without power routing control, the earliest wear-out based fail-
ures start around 10 years (0.33 p.u.) and reach the maximum probability of failure around
1.12p.u. years. The failure distribution approximated by a Weibull distribution has the mean
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Figure 5.7: (a) Exemplary efficiency curves for activation/deactivation methods. (b) Accu-
mulated damage progression for equal power sharing, activation/deactivation and
rotating activation/deactivation control strategies [J5].

and standard deviation as 1.12p.u. and 0.38p.u. respectively. From the Weibull distribution,
the unreliability or the cumulative failure probability distribution can be obtained using (2.3).
From the unreliability curve, the B10 lifetime of the system is obtained as 0.62p.u. years. The
B10 lifetime is defined as the time at which 10% of the samples under the test have failed.

To evaluate the impact of power routing, Monte-Carlo analysis is repeated for the ST model
with the graph theory optimization based power routing control. The thermal parameters of
the system remain the same as that of the normal operation. The result is shown in Fig. 5.6.
Optimization control is able to achieve a 2.7 times reduction in the standard deviation of
failures compared to that of normal operation. The mean lifetime of the system has slightly
increased to 1.13p.u. in comparison with the normal operation. From the unreliability curve
in this case, the B10 lifetime of the system is calculated as 0.94p.u. years. This indicates an
increase of 66% increase in the B10 lifetime of the system with the proposed method.

Comparison with State-of-the-Art Power flow Control Methods
The common practice in modular converter systems is to share the power equally among
the cells. However, to improve the light load efficiency, activation and deactivation of the
cells or also known as phase shedding is proposed in the literature [160, 161, 162, 163].
In the case of modular interleaved DC-DC converters, the modular cells are activated and
deactivated according to the operating points. An exemplary efficiency vs. load current
for operating with a single cell, two cells and three cells is shown in Fig. 5.7 (a). It is
evident that the system efficiency at light load operating points is better when all the cells are
not activated. In [163], a lookup table based phase shedding scheme is presented whereas
[162] focuses on a current sensorless phase shedding control. Depending on the load profile,
some cells are over-utilized in activation/deactivation method. To compensate for the over
utilization of cells due to the activation/deactivation method and to equalize the thermal stress
among the cells, a rotating activation/deactivation strategy is discussed in [179]. The stress
on the semiconductor depends on the loading condition of the converter cell which in turn is
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determined by the mission profile. Therefore, the rotation of the turned on/off cells does not
guarantee equal stress on the semiconductors, and thereby equal aging.

To analyze the impact of equal power-sharing and activation/deactivation method on the ther-
mal stress of modular system, 10 DAB converter cells connected in IPOP configuration as
shown in Fig. 3.2 are considered. Here, all the electrical and thermal parameters of the
converters are assumed to be equal. The normalized accumulated damage is calculated for
a mission profile for a period of 30 days for the system with, a) equal power-sharing, b) ac-
tivation/deactivation, and c) rotating activation/deactivation control strategies and is shown
in Fig. 5.7. The results show that the activation and deactivation methods have an adverse
effect on the reliability leading to a very high difference in accumulated damages among
the cells. Conventional activation and deactivation lead to over utilization of some cells re-
sulting in their relatively early failure. The rotating activation/deactivation method manages
to utilize the converter cells equally but results in increased damage compared to the equal
power sharing. The frequent turn-on and turn-off according to the load conditions result in
large thermal cycles and thereby reducing the lifetime of the respective cells. The activa-
tion/deactivation method yields lower losses at low loads compared to equal power-sharing
as expected. It is to be noted that the lower loss benefit due to the activation/deactivation
method is significant only when the converter operates at light load for most of the time.

In case of an ideal system with no parameter deviations, the power routing strategy pro-
duces the same result as that of the equal power-sharing method. To emulate a real scenario,
Monte-Carlo analysis is performed for a) rotating activation/deactivation, b) equal power-
sharing and c) power routing method. Here, the heatsink temperature, collector-emitter volt-
age and turn on/off energies with 2.5% tolerance are modeled as Gaussian distribution hav-
ing 99.7% confidence. The estimated Weibull cumulative probability density/ unreliability
of the system of 10 DAB cells for the 3 methods are illustrated in Fig. 5.8. The 10% failure
probabilities of the system (B10 lifetime) for the 3 cases are indicated in the figure. Here the
time axis is given in per unit with 1 p.u. being 25 years. The rotating activation and deacti-
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Figure 5.9: General classification of prognostic algorithms.

vation method has the lowest B10 lifetime of 0.57 p.u. followed by equal power-sharing with
0.76 p.u. The power routing strategy enables a 24% increase in the B10 lifetime compared
to that of the rotating activation/deactivation method. It is worth noting that the unreliability
with power routing reaches unity before the equal power-sharing method indicating that the
spread of the probability of failure is reduced with the power routing algorithm. This helps
in scheduling the maintenance in longer time periods.

5.2.2 Graph Theory based Algorithm Focusing on Maintenance Scheduling of ST

In this section, a novel strategy for optimizing the maintenance scheduling with power rout-
ing has been proposed. First, a brief overview about the existing literature on maintenance
scheduling is given. Subsequently, the proposed algorithm is introduced and the impact of
the method has been validated using electro-thermal simulation.

Review of Prognostic Maintenance Scheduling
Maintaining power electronics systems in systems such as large fleets of aircraft and re-
motely located STs can be very challenging. The maintenance activities require trained
personnel with expertise and according to the level of fault, the system downtime can vary.
Unscheduled maintenance can result in revenue loss and unavailability of the systems and
these facts become crucial with increasing operational demands and lack of fiscal resources.
Therefore, prognostic maintenance becomes an essential requirement of systems that require
high reliability and availability. The definition of prognostics is the ability to provide early
detection of the incipient faults of a component and to predict the progression of such a fault
resulting in the component failure. With prognostics, the useful life remaining in the sys-
tem can be predicted with an acceptable degree of confidence and when such information is
used to schedule maintenance, it is termed as prognostic maintenance. It is different from the
static methods such as mean time to failure based on statistical data since the RUL prediction
is based on the monitored conditions and is dynamic in both accuracy and uncertainty.

A general classification of the prognostic algorithms for maintenance is illustrated in Fig. 5.9
[57]. The prognostic algorithms can predict the remaining useful lifetime or the impending
faults in the system using the data from the condition monitoring sensors. In case of fault
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Figure 5.10: Impact of the proposed algorithm on the maintenance scheduling of modular ST
(a) Without proposed algorithm (b) With proposed algorithm (c) Demonstrating
the flexibility of shifting maintenance [C4].

prediction algorithms, the techniques are based on warning sensors incorporated in the de-
sign stage of the circuits. They provide failure prediction at the component level rather than
the system level. Data-driven or component models can be used to predict the faults at the
component level using the information from dedicated incipient fault sensing devices. For
predicting the RUL, either model based approaches using the established failure models or
data-driven methods using machine learning techniques are used. A physics of failure based
health management strategy for a high power Light Emitting Diode (LED) is proposed in
[180]. In case of power electronics systems, the device models for the most critical compo-
nents such as capacitors and semiconductor switches can be used to estimate the RUL of the
system.

The most popular data-driven methods used for prognostic algorithms are Neural Networks,
Support Vector Regression, Genetic Algorithms, Multiple Linear Regression, Expert System
etc. In [26], a genetic algorithm based system maintenance scheduling using the prognostic
information has been proposed incorporating various constraints such as availability of parts,
personnel and maintenance conflicts. Another data-driven method using the degradation
data for an LED application has been proposed in [181] for predicting the RUL. In general,
prognostic maintenance predicts the RUL of the system using techniques such as model-
based, data-driven or hybrid approaches.

Algorithm for Adaptive Lifetime Control

Several papers discuss about optimizing the maintenance schedules based on the monitored
data considering operational constraints [58]. However, literature discussing actively influ-
encing the RUL and thereby optimizing the maintenance scheduling is scarce. In this section,
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a novel maintenance optimization strategy using graph-theoretic optimization is proposed.
The maintenance scheduling has been proposed for the ST, but is applicable to any modu-
lar power converter system. The concept of maintenance optimization with power routing
is graphically illustrated in Fig. 5.10. Here, it is shown that without any lifetime control,
the individual units fail at different points in time resulting in a higher number of mainte-
nance schedules as depicted in Fig. 5.10(a). With active control of the RUL considering
the maintenance schedules, the number of maintenance can be reduced as illustrated in Fig.
5.10(b). The proposed method also has the flexibility to shift the maintenance as shown in
Fig. 5.10(c), which would be helpful to optimize the maintenance costs considering con-
straints such as availability of parts, personnel, etc.

The ST is composed of many converter cells which have embedded junction temperature
sensing of the power devices through the measurement of collector-emitter voltage [182].
By knowing the junction temperature profile of the devices, the accumulated damage, D, can
be calculated using the method described in Chapter 2.

The idea is to control the lifetime of the power semiconductor devices by actively controlling
the power flow through them. The proposed algorithm uses optimization to define the power
flow through each of the cells depending on the aging of the cell. The algorithm is similar
to the efficiency and reliability improvement algorithm in Section 5.2.1. In this method, the
mission profile for the past week is used to calculate the incremental accumulated damage,
∆D, for each cell. Subsequently, the total accumulated damage can be calculated for each
converter for each week using (5.3)

The expected remaining useful lifetime for cell i (LTexp,i) at every control interval can be
calculated using (5.4). The required number of maintenance is defined by the maintenance
interval factor λm. For example, considering an ST with a required lifetime of 30 years and
3 maintenance schedules, the maintenance intervals can be defined as

λm1 = [0,10]years, λm2 = [10,20]years, λm3 = [20,30]years.

Cells with LTexp,i in the corresponding maintenance interval λm1−3 are grouped together
and the objective of the algorithm is to converge the failures of these cells in the specified
maintenance intervals. Consequently, a weight is assigned to each converter in a group
to determine the power flow and thereby control the lifetime. The weight for each edge
connection of the converter cell nodes i and j in the group is formulated as

Wi, j,maint,(period) =Wi, j,maint,(period−1)+KD,i, j

(
∑

t
i=1 LTexp,i

k
−LTexp,i

)
, (5.14)

where KD,i, j is a proportional constant which is a function of individual accumulated dam-
ages of each cell, Di, and t is the number of cells in a group belonging to the corresponding
maintenance interval λm. The computation of the weight Wi, j,maint,(period) is similar to (5.5),
but since the importance is for optimizing the frequency of maintenance, the cells with RUL
belonging to the maintenance intervals are grouped together to determine the weights.
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Figure 5.11: Graphical representation of lifetime control algorithm [C4].

0 50 100 150 200 250
0

0.2

0.4

0.6

0.8

1

Without power routing

month

A
cc

u
m

u
la

te
d
 D

a
m

a
g
e

(a)

13010580553005 155 205 230180
month

255

0.05

0.15

0.25

0

0.10

0.20

0.30

0.35

0.40

P
ro

b
a

b
ili

ty
 o

f 
fa

ilu
re

 

(b)

Figure 5.12: Normal operation of the ST (a) Progression of accumulated damage vs. time
(b) Probability of failure of any cell [C4].

Subsequently, the weights are summed up for r converter cells in each path k as given by

Wk,(period) =
r

∑
i=1

Wi, j,maint,(period). (5.15)

Finally, the weights are given to an optimization algorithm using a convex optimization
function as given in (5.12a) subjected to the constraints (5.12b) and (5.12c). The flowchart
of the algorithm for maintenance scheduling is summarized in Fig. 5.11.

The constraints are imposed on the converters in such a way that the power routing is active
in partial load operation, whereas all processes equal power when the system is at full load.
Most of the time, the system is not operating at full load, which enables to route the power
unequally. This means the converters need not be oversized for this strategy. Here, the
optimization is performed offline and the results of the optimization are stored in a 3D lookup
table. Therefore, for each operating point of the modular system, power references for all
the cells have to be determined. The optimization algorithm is summarized in flowchart in
Fig. 5.4. The methodology of optimization is similar to Section 5.2.1 with the difference in
weight formulation.
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Figure 5.13: Power routing control of the ST (a) Progression of accumulated damage vs.
time (b) Probability of failure of any cell [C4].

Evaluation of Proposed Maintenance Scheduling Algorithm
In order to evaluate the effectiveness of the proposed algorithm, simulation studies are con-
ducted with the electro-thermal model developed in Chapter 2. A system with 10 DAB cells
connected to CHB cells is considered here as shown in Fig. 3.10 (a) with each cell hav-
ing different initial accumulated damage. The electro-thermal model of the ST is fed with
different mission profiles reflecting the grid conditions [89].

The progression of accumulated damage over time for the normal operation of the ST is
shown in Fig. 5.12 (a). Here, only the failure of DAB cells are shown since the effect of
power routing algorithm on CHB is limited [178]. Without any lifetime control, the cells fail
at different instants in time, leading to many maintenance schedules. Fig. 5.12 (a) shows
the progression of accumulated damage for the 10 DAB cells over time. Here, the cells have
different initial damages and this results in their failure at different instants in time. Fig.
5.12 (b) shows the probability of failure of the system with the assumption that the cells are
replaced at 10% probability of failure. The probability of failure of the ST shows that there
is a high chance of failure in the system spread over years, which can significantly affect the
availability of the ST.

With the proposed algorithm, the accumulated damage, Di, of each cell converges in such a
way that the number of maintenance schedules is reduced while the decrease in the lifetime
of the healthy cells is minimal. In this case, three maintenance events are selected with the
maintenance intervals given by

λm1 = [0,96], λm2 = [96,192], λm3 = [192,288] months.

The cells in a particular maintenance interval are grouped together and the weights of the
optimization (5.12a) are formulated to converge the failures of these cells. The effectiveness
of the method is illustrated in Fig. 5.13 (a) and Fig. 5.13 (b). Fig. 5.13 (a) shows the
progression of accumulated damages of the cells with lifetime control. The accumulated
damages of the selected cells in the three maintenance intervals effectively converge to 3
maintenance schedules. The probability of failure of the system for the proposed algorithm
is depicted in Fig. 5.13 (b). Compared to the failure probability without lifetime control, the
proposed algorithm demonstrates a concentrated probability of failure around 3 maintenance



5 Graph Theory Based Optimal Power Flow Solutions 113

Table 5.2: Failure rate requirement for onboard hardware.

Design Assurance Level Failure Rate Remarks
Level A (Catastrophic) < 1 FIT Loss of aircraft
Level B (Hazardous) < 100 FIT Fatal injuries

Level C (Major) < 10000 FIT Discomfort/Injuries
Level D (Minor) No criteria May cause inconvenience

Level E (No effect) No criteria Safety not compromised

instants. Therefore, the risk of failure of the ST is reduced compared to the operation with
balanced power.

5.2.3 Optimization Algorithm for Improved Reliability in More Electric Aircraft

In this section, an advanced power routing algorithm with an optimization function is pro-
posed so that the cells are loaded in an optimal way to increase the overall system reliability
of a more electric aircraft. The lifetime control is implemented for the DC/DC convert-
ers interfacing the HVDC and LVDC bus for the architecture shown in Fig. 5.14. First,
an overview about the reliability requirement for MEA is given and the proposed modular
topology is introduced. Subsequently, the algorithm for high reliability is proposed and the
validation of the impact of the algorithm on system lifetime and reliability is presented.

Overview about MEA reliability

The concept of More Electric-Aircraft (MEA) is receiving more focus than ever with the
advances in power electronics to decrease the weight and increase the overall efficiency [183,
184, 185]. MEA focuses on replacing the conventional non-propulsive functions onboard
powered by mechanical, pneumatic and hydraulic systems with electrical system [186].

Regarding the electronic hardware reliability on the aircraft, DO-254 provides the necessary
guidance [187]. Accordingly, there are 5 levels of compliance depending on the effect of
failure of a hardware on the operation of the aircraft. The levels and failure rates are sum-
marized in Table 5.2. The required failure rate of critical loads is 10−9 per hour (1 FIT) for
a commercial aircraft.

The FITs are obtained from failure test statistics. 1 FIT corresponds to 114000 years of
operation of a component without failure, which does not provide any comprehensive in-
formation about the required lifetime of the component. FIT reliability metric is obtained
from reliability tests performed on a large number of components and hence, can’t be di-
rectly interpreted as the lifetime of a single component. Moreover, the standards are based
on constant failure rate (λ ), which is only applicable in the ‘useful life’ region of the bathtub
curve [28]. In order to better estimate the lifetime of a component, ‘Bx lifetime’ is used. It
is defined as the time at which x percentage of components are failed and is calculated from
the unreliability (F(t)) curve given by (2.3)
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Apart from the hardware, software failures also contribute to equipment failures. DO-178C
standard handles the safety of critical software used in aircraft systems [187]. Depending
on the effect of the failure condition, there are also 5 levels of compliance ranging from the
highest catastrophic level to no-effect level. The software for airborne systems should com-
ply with this standard to obtain the certification from aviation authority. Other requirements
for safe operation include the compliance of all onboard devices to DO-160 standard, which
provides guidelines for environmental conditions and test procedures. The power convert-
ers should adhere to various norms regarding temperature variation, explosion proofness,
voltage spikes, electro-static discharge, flammability, etc.

The Boeing 787 adopts a new design method called life-cycle cost design philosophy which
comprises two additional design parameters namely maintenance cost and airplane availabil-
ity. With this new design philosophy, Boeing claims a lowering of airframe maintenance
cost by 30%. Moreover, the elimination of mechanical based integrated drive generator unit
by electrical system enables a 300% increase in the reliability [188]. The evaluation of re-
liability for an electrical system for MEA using different reliability assessment techniques
is provided in [189]. The standards also delineate the various methods for assessing the
reliability such as Fault Tress Analysis and Markov Analysis. With more complex power
electronics systems onboard, the reliability assessment becomes extremely complex. How-
ever, these standards still consider the constant failure rate for power electronic component
reliability assessment. It is well-known that the constant failure rate is inadequate to eval-
uate the reliability of power electronic converters and the Physics of Failure approach has
gained popularity over the past decades, which relies on the cause of failures instead of pure
statistics [92]. With the increasing number of power electronic converters, the reliability
assessment of MEA is expected to follow this trend.

Power Flow in the Onboard Electrical System
The penetration of electrical systems onboard opens up new challenges for the power distri-
bution. The Power Distribution System (PDS) of the Airbus A380 uses an ac bus architecture
with variable frequency, whereas the Boeing 787 introduces a 270V DC distribution system.
One of the main goals of these PDS architectures is to reduce the weight and size, either by
utilizing variable frequency or DC power. However, in order to comply with airworthiness
standards, the PDS should allocate enough redundancy to operate even in case of multiple
failures [190]. Nevertheless, having a duplicate for each system adds up to the weight and
thereby reduces the efficiency of the airplane. In this scenario, modular power converters,
which have the potential for high efficiency and power density while catering the redun-
dancy requirements, are a promising solution [191]. With the trend of increasing distribution
voltage levels, studies are focusing on the use of modular power converters [192].

The MEA concept introduces the possibility of different grid configurations comprising AC
and DC systems. The ac distribution of no-bleed aircraft typically consists of 115V , 400Hz
three-phase, and 230V variable frequency system. Low voltage DC distribution (LVDC) is
standardized at 28V . A High voltage DC (HVDC) bus of 270V is used in Boeing 787 and
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Figure 5.14: Proposed DC-grid architecture for MEA [J6].

Joint Strike Fighter. One of the promising solutions to improve efficiency is to make the
distribution system DC since it offers less conversion stages to the load. Fig. 5.14 shows the
proposed architecture of the DC distribution grid with modular DC-DC converters based on
the literature [192, 193]. Here, the HVDC bus is powered by the converter connected to the
generator and the LVDC bus supplies all the low voltage DC loads. A modular architecture
with four DC-DC converters is considered here for enhanced reliability. Even if one of the
converters fails, the system can still operate in derated mode till it is replaced. Any DC-DC
converter with galvanic isolation can be used depending on the requirements. In this study, a
Dual Active Bridge (DAB) topology is investigated owing to its compatibility with the MEA
requirements.

For conducting the lifetime study of a power converter, it is essential to understand the behav-
ior of the loads catered by this converter. The DC/DC converters feeding the LVDC bus feed
all the LV loads supplied with 28V DC. Main loads include the actuators for the flaps, gal-
ley appliances, lighting loads, communication loads and In-Flight Entertainment/Seat Power
Supply System (IFE/SPSS). Out of these loads, some loads, for example, lighting, can be
classified as continuous loads. Loads such as (IFE/SPSS) have probabilistic nature and the
actuators also operate only for a short time [194]. Therefore, it is realistic to assume the
LVDC load as a combination of constant and variable loads. Fig. 5.15 (b) shows the mod-
eling of mission profile with a normal distribution. Here, mean, µ = Constant Loads (CL)
and standard deviation is given by σ = Variable Loads (VL ). It is assumed that the constant
loads can also vary up to a certain range depending on the number of passengers. This is
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Figure 5.15: Mission profile representation by probability density [J6].

taken into account by the deviation δ around the mean value, for example, δ is assumed to
have a variation of 10−20% from the mean value.

Evaluation of the Proposed Optimization Algorithm
In this section, the detailed formulation of the lifetime control algorithm using an optimized
power routing strategy is presented. The algorithm is shown graphically in Fig. 5.11. All the
converters are equipped with junction temperature sensing systems based on Vce measure-
ment [182]. The converters used for high reliability applications are expected to be equipped
with Vce sensing for condition monitoring. The mission profile of the converter system for
a time period generates the junction temperature profile for each converter. Here, a certain
time period is considered (e.g. one hour) and it is termed as the lifetime-control-period. This
junction temperature profile of the past control period can be used to calculate the consumed
lifetime ∆Di of each converter using rainflow counting and the lifetime model (see Chapter 2
for details). Subsequently, the total accumulated damage can be calculated for each converter
over m hour using (5.3)

At the beginning of operation of the converter system, it is assumed that all the newly man-
ufactured power devices have zero initial damage and hence Dini,i is taken as zero. The
expected Remaining Useful Lifetime (RUL) (LTexp,i) at every control interval can be calcu-
lated using (5.4). Since the ∆Di is used for RUL calculation at every control interval, the
variations in the mission profile are already taken into account.

The temperature swing variations in the converter cells will result in different expected RUL
LTexp,i for each converter cell. In order to adjust the power flow through each cell to obtain
an equal lifetime, a weight is assigned to each converter to determine the power flow. The
weight for each cell is formulated using (5.5) and (5.6)

In the beginning, Wi, j,(period−1) is initialized as 1 for every cell. This results in equal power-
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Figure 5.16: (a) Lifetime control with power routing using optimization (b) Graphical repre-
sentation of the power flow in the investigated DC architecture [J6].

sharing among the cells. Since the deviation of the expected RUL of the individual cells from
the average RUL of the system is less than that of LTexp,sys and the maximum value of Di is
1, the weights Wi,period remain positive. Finally, these weights are given to an optimization
function, which minimizes the power flow through each cell depending on the respective
weights. The optimization algorithm uses a convex quadratic optimization function as ex-
pressed in (5.12a) for a period, subjected to the constraints (5.12b) and (5.12c).

In an ideal case where all the converters have identical thermal parameters, the weights for
each path become equal. For the topology in Fig. 5.14, weights become

W1 =W2 =W3 =W4 =W. (5.16)

The resulting minimization according to (5.12a) yields equal power-sharing among the four
converter cells. The deviation from the ideal equal power-sharing condition depends on
the extent of aging of individual converter cells. The weight assigned to each converter
determines the power flow through them from the HVDC to LVDC bus.

Since the accumulated damage of each cell does not change in the lifetime control period (1
hour), the weight computed for each cell is fixed. Therefore, the power references calculated
for each converter cell can be stored in a look-up for the entire power range as illustrated in
Fig. 5.16 (a). Since the references get updated only every hour, very fast computation of the
optimization algorithm is not required.

To further analyze the impact of the algorithm on the lifetime of the modular system, a
simulation study is carried out using the electro-thermal model of the 4 DAB converter cells
connected in parallel. It is assumed that all the cells have initial accumulated damage as zero.
The mission profile for the study changes every hour according to the use of the airplane. To
model the varying power processed by the converters, a profile with a certain probability
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Table 5.3: Simulation parameters.

Symbol Description Value
VHV DC DC-link voltage reference 270V
VLV DC DC-link voltage (LV side) 28V

fsw Switching frequency of the DAB 12kHz
Pn Nominal power of the system 10kW
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Figure 5.17: (a) Accumulated damage progression over time for normal operation (b) Prob-
ability of system failure for normal operation [J6].

distribution function as described in Section 5.2.3 is considered. The system parameters for
simulation are summarized in Table 5.3.

The progression of the accumulated damages of the 4 cells without any control algorithm
is shown in Fig. 5.17(a). Here, even though the power shared by each converter is equal,
the accumulated damages are different for each of them and subsequently, the lifetimes.
The variation in the mission profile results in a variable rate of change of the accumulated
damage. When the Di of the converter cell reaches unity, the cell fails and it is replaced.
In Fig. 5.17(a), the first cell fails at the 200th month and after replacement, the D1 starts
at 0 for the new cell. Table 5.4 summarizes the RUL and the heatsink temperatures for the
simulation case study. Fig. 5.17 (b) shows the probability distribution of failure of the cells
for the investigated system. Here, it is assumed that the cells are replaced when they reach
1% probability of failure.

In the following, the same system is used with the control algorithm developed in Section
5.2.3, which provides the individual power reference to each DAB converter to control the
system lifetime. The simulated values of accumulated damage over the lifetime are shown
in Fig. 5.18(a), illustrating the convergence of accumulated damages to a common point
in time. This proves the effectiveness of the control algorithm, which actively controls the
power flow to delay the system failure. The probability of a failure of the system is plotted
in Fig. 5.18(b). Here, the probability of failure of the individual cells also converges to a
common point in time. The prognostic maintenance can be scheduled based on a threshold
failure probability depending on the criticality of the device [195, 196].
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Figure 5.18: (a) Accumulated damage progression over time for system with lifetime control
(b) Probability of system failure with lifetime control [J6].
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Figure 5.19: Accumulated damage progression over time for system (a) Without lifetime
control (b) With lifetime control [J6].

Table 5.4: RUL without and with lifetime control.

Cell
Heatsink RUL (p.u.)

Temperature Normal operation With lifetime control
DC/DC 1 25◦C 0.84 1.00
DC/DC 2 26◦C 0.92 1.00
DC/DC 3 30◦C 1.13 1.00
DC/DC 4 32◦C 1.21 1.00

Mean RUL 1.02 1.00

Table 5.4 summarizes the lifetime of DC/DC converter cells without and with the lifetime
control. All cells fail approximately around 237th month (1% failure probability) with the
lifetime control. The relative lifetime is the normalized lifetime of each converter cell with
respect to the lifetime achieved with the lifetime control algorithm. For example, there is
an increase in lifetime of the first DC/DC converter by 0.15 p.u with the proposed control
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algorithm compared to the normal operation. It is clear that the lifetime of converters 1 and
2 increases whereas the lifetimes of converters 3 and 4 have reduced. However, the average
lifetime of the converter system is only reduced by 2% and the time between failures of the
cells is maximized.

In another case study to demonstrate the impact of accelerated aging without and with re-
liability optimization control, all the thermal parameters are considered to be similar at the
beginning of the operation. Therefore, the devices age equally. However, during the opera-
tion over time, an increase in the device on-resistance or lack of cooling of the heatsink of
a cell would result in rapid aging of the cell. Fig. 5.19 (a) shows the accumulated damage
progression of the system when the converter cell DC/DC 1 wears out faster than the others.
Here, it is assumed that the cell receives insufficient cooling resulting in a higher heatsink
temperature compared to the others. Without any active lifetime control, the cell fails in
100th month resulting in a lower overall system reliability.

With the power routing control algorithm being active, the over-stressed cell DC/DC 1 pro-
cess less power compared to the others. This results in an increased overall system lifetime
with an increase of 100% of cell 1’s lifetime as shown in Fig. 5.19 (b). The most significant
aspect of the active lifetime control algorithm is to delay the failures during the flight. For
example, a failure in the cooling system during the flight can result in an abnormal rise in
the junction temperature and thereby, speeding up the aging process. This is detected by
the lifetime control algorithm and to ensure a safe operation of the system by delaying the
failure, the power is routed from over-stressed cells to the fresh cells.

Validation of the Impact of Parameter Sensitivity On Lifetime Control
In order to validate the sensitivity of the controller to the thermal parameter variations, a
Monte-Carlo simulation is carried out for 10000 test cases without and with lifetime control.
The schematic explaining the Monte-Carlo analysis is shown in Fig. 2.18.

As explained in Fig. 2.18, the mission profile serves as the input to calculate the converter
loading with the help of electro-thermal model of the system. To validate the effectiveness
of the controller, the converter loading without and with the lifetime control is subjected
to Monte-Carlo analysis. Without lifetime control, the four cells share the power equally,
whereas the lifetime control routes the power according to the lifetime control algorithm
and this is shown in Fig. 2.18. In the previous case studies, specific heatsink temperatures
were selected to demonstrate the capability of the algorithm to control the lifetime. But
in a real scenario, the heatsink temperatures for each of the cells can have many possible
values. To validate the effectiveness of the lifetime control under different possible heatsink
temperatures, a Monte-Carlo simulation with the heatsink temperature of 5% tolerance band
is modeled as a Gaussian distribution having 99.7% confidence.

The lifetime estimated for n cases follows a Weibull distribution, and therefore the reliability
metrics such as the PDF and CDF/Unreliability of the individual cells are extracted first.
Finally, a system level unreliability/CDF is obtained using the formula given in (2.20). Here,
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Figure 5.20: Monte-Carlo analysis without and with lifetime control (a) Distribution of fail-
ures over time (b) Unreliability or Cumulative probability distribution over time
[J6].

Table 5.5: System lifetime without and with power routing control.

Operation Mode B0.1 lifetime B1 lifetime
Without lifetime control 18.43 years 20.75 years

With lifetime control 21.5 years 22.95 years
Lifetime improvement +3.07 years +2.2 years

both B1 and B0.1 lifetimes are shown. B1 and B0.1 lifetimes mean that 1% and 0.1% of the
samples have failed in time respectively.

Fig. 5.20 (a) shows the failure distribution of the ST with 4 DAB cells over the years with
Monte-Carlo analysis. During the normal operation without active lifetime control, the ear-
liest failures start around 22 years, reaching the maximum failure probability around 25.6
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years. The failure distribution can be approximated by a Weibull distribution [108]. The
mean and standard deviation of the Weibull distribution are calculated as 25.6 years and
19.6 months respectively. From the Weibull distribution, the unreliability or the cumulative
failure probability distribution can be obtained as shown in Fig 5.20 (b). The unreliability
plot illustrates clearly the spread of the failure distribution without any lifetime control. With
the normal operation, the system reaches B0.1 and B1 lifetime around 18.43 years and 20.75
years respectively. Here, 98% of failures are spread over 7.7 years, making the maintenance
scheduling difficult.

To evaluate the impact of power routing, Monte-Carlo analysis is repeated for the ST model
with the power routing control. The thermal parameters of the system remain the same as
that of the normal operation. The lifetime control is able to achieve a 44% reduction in the
standard deviation of failures compared to that of normal operation. Moreover, the mean life-
time of the system is slightly increased in comparison with normal operation. Fig. 5.20 (b),
depicting the unreliability curve vividly demonstrates the advantage of the proposed strategy.
The system attains B0.1 and B1 lifetime around 20.75 years and 22.95 years respectively. The
results are summarized in Table 5.5.

5.3 Summary of the Chapter

This chapter has proposed graph theory based optimization algorithms in modular power
converters for reliability, efficiency and maintenance scheduling optimization. Three ap-
proaches based on a minimum convex cost power flow optimization technique are consid-
ered.

In the first approach, a minimum convex cost flow algorithm is applied on the modeled
graph to control the efficiency and reliability of the ST architectures with multiple stages
and topologies. By actively controlling the power flow among the cells, the failures of the
individual cells are controlled as demonstrated by the case study. The proposed algorithm
is able to achieve a 39% increase in the total system lifetime, decreasing the spread of the
failures substantially by a factor of 18, and thereby potentially leading to better maintenance
scheduling. Moreover, the losses are redistributed among the cells according to their effi-
ciency and thereby increasing the overall system losses only by 2.4% and decreasing the
system efficiency by less than 0.2%. Monte-Carlo analysis shows that the proposed strat-
egy is able to increase the B10 lifetime of the system by 66% compared to that of normal
operation. The proposed methodology has the potential to be applied to any complex power
electronic architecture for reliability and efficiency improvement.

The second approach focuses on the optimization algorithm for maintenance scheduling con-
sidering the ST application. Simulation results demonstrate the effectiveness of the proposed
algorithm to synchronize the failures of the cells with maintenance of the ST and thereby de-
creasing the maintenance schedules from 10 to 3 times. Moreover, the proposed method
reduces the probability of failure of the ST over time by concentrating the failures around
the maintenance period.
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The third approach is to use the optimization algorithm to achieve very high reliability for
a modular DC-DC in MEA power distribution system. To delay the early wear-out failures,
a lifetime control algorithm with an optimized power routing strategy relying on the power
semiconductor’s junction temperatures is proposed for a modular system. Monte-Carlo simu-
lation shows a reduction in the standard deviation of failures of about 44% with the proposed
strategy compared to the normal operation. The proposed strategy results in an increase of 3
years in the B0.1 lifetime of the system. Moreover, the mean lifetime of the system is slightly
increased with the proposed method in comparison to the normal operation. In addition, the
control strategy delays the failures during flying time by actively sensing the junction tem-
perature and controlling the power flow. The prognostic maintenance can be scheduled more
precisely using the probability distribution of failure in the system.

Through these approaches, the potential of the graph theory based power routing for multi-
objective optimization in modular power converters has been demonstrated. It is evident
from the results that the optimization method offers better system level performance com-
pared to the virtual resistance based system level control.
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6 Modulator based Implementation of Power Routing

System level power routing methods based on graph theory focus on achieving system level
reliability, efficiency and maintenance scheduling targets. This chapter discusses the imple-
mentation method for power routing on the converter level. For the implementation of power
routing algorithms based on graph theory, the following strategy proposed in [J3] lays the
foundation of this chapter:

• Modulator based junction temperature control of modular power converters using an
Advanced Discontinuous Pulse Width Modulation (ADPWM) method [J3].

The ADPWM modulation scheme is proposed for a CHB-DAB based Smart Transformer
architecture illustrated in Fig. 3.10. One of the major challenges for power routing in a multi-
stage modular converter is due to the fact that when power flows through the cells connected
in series, independent control of reliability and efficiency of series connected cells becomes
difficult. Therefore, to facilitate independent control of junction temperature and power flow
among two modular converter cells connected in series, ADPWM method is proposed.

First, a review of the state-of-the-art modulation-based junction temperature control methods
for the modular converter architectures is presented. Afterward, the principle and application
of the proposed modulation scheme are described. An experimental validation together with
the lifetime impact of the proposed method concludes this chapter.

6.1 State-of-the-art Modulation based Junction Temperature Control
Methods for Modular Converters

For modular power converters, modulation strategy focusing on distributed commutations
to reduce the device switching frequency in the Cascaded H-Bridge converter for lowering
the losses and thereby achieving thermal balance among the converter cells is discussed in
[197]. In modular converter based Smart Transformer applications, the active thermal control
strategies can have multiple objectives compared to the unique objective of thermal cycling
reduction in single converters. In case of converter level strategies, the objective is to attain
the thermal balance among the devices. However, for the complex modular architectures
used in the Smart Transformer application, the converter level ATC to attain thermal bal-
ance among the power devices seems insufficient to attain high reliability, and hence power
routing is proposed.

To achieve the junction temperature control by distributing the processed power through
power routing, two modulation methods were proposed for the Smart Transformer applica-
tion; multi-frequency [159] and variable-clamping angle discontinuous modulation [199].
The concept of these modulations is shown in Fig. 6.1 (a) and (b), respectively. The multi-
frequency method was proposed to extend the power imbalance capability by employing the
third-order harmonic as shown in Fig. 6.1 (a). This results in 15.5% improved capabil-
ity. However, it is limited in manipulating the thermal stress of devices in different building
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blocks. In particular, the devices in the DC/DC converter and the CHB converter cannot
be manipulated simultaneously without affecting the other one [198]. In order to overcome
the limitation of the multi-frequency method, the discontinuous modulation was proposed,
which exploits the clamping angle as a control parameter to perform the thermal stress con-
trol as shown in Fig. 6.1 (b) [199]. In this method, the losses of a CHB cell in an additional
loading path are significantly decreased by the clamping region. However, since the loading
of the CHB cells depends on the clamping angle, the thermal stress manipulation of the CHB
cells leads to the power imbalance in series connected DAB cells, and consequently unde-
sired thermal stress in DAB converters. Therefore, such a modulation scheme has limited
flexibility for the reliability improvement strategies at the system level [178].

6.2 Principle, Applicability and Validation of ADPWM

The principle of the proposed method is shown in Fig. 6.2, which exploits the clamping
angle ϕ and the shifting angle α as control parameters. Here, one modulation signal is
clamped signal mdm,c and the other is non-clamped signal mdm,nc. Remarkably, the clamping
and shifting angles should be identical for both modulation signals so that the discontinuous
regions in both signals are completely compensated.

Employing the concept described above, the proposed modulation strategy is shown in Fig.
6.3. The modulation has two variant signals: (a) a Center-Clamped Side-Non clamped
(CCSN) mccsn signal and (b) a Center-Non clamped Side-Clamped (CNSC) mcnsc. The pro-
posed modulation signals have three discontinuous regions during a half period (from −π/2
to π/2), where R1 is centered at 0 rad with the clamping angle ϕc. R2 and R3 are centered at
shifting angle ±α rad with the clamping angle ϕs. Another half period (from π/2 to 3π/2)
is symmetric with the previous period as shown in Fig. 6.3.

For the CCSN signal mccsn, the power is increased by R1 (clamped region), whereas it is
reduced by R2 and R3 (non-clamped regions). In contrast, the power is decreased by R1
(non-clamped region) and increased by the R2 and R3 (clamped regions) for the CNSC
mcnsc. Consequently, the signal which processes more power or less power is determined
by the three angles ϕc, ϕs and α . For example, if ϕc>2ϕs, the CCSN signal mccsn allows
additional loading, whereas if ϕc<2ϕs, the CNSC signal mcnsc allows additional loading.

+1

π 0
-1

π 0

Additional loading, mmf,ad Reduced loading, mmf,re

(a)

+1

π 0
-1

π 0

Additional loading, mdm,ad Reduced loading, mdm,re

φ 
φ 

(b)

Figure 6.1: Conventional modulation based active thermal control methods for modular con-
verters in ST application; (a) multi-frequency modulation [198] and (b) discon-
tinuous modulation [199] [J3].
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Figure 6.2: Discontinuous modulation with the clamping angle ϕ and the shifting angle α

[J3].
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Figure 6.3: Proposed discontinuous modulation, which has two variant signals; (a) Center-
Clamped Side-Non clamped (CCSN) mccsn and (b) Center-Non clamped Side-
Clamped (CNSC) mcnsc [J3].

Here, the shifting angle α should be carefully chosen in order to avoid overlapping between
the discontinuous regions (R1, R2 and R3). This condition is expressed in

α ≥ 1
2
(ϕs +ϕc) . (6.1)

The loss distribution among CHB cells determines the junction temperature of the individual
cells. The loss distribution is mainly decreased by the clamped region, while it is hardly
modified by the non-clamped region. Namely, for the CCSN signal mccsn, the loss distribu-
tion is determined by the clamping angle ϕc (R1), whereas it is controlled by the clamping
angle ϕs and the shifting angle α (R2 and R3) for the CNSC signal mcnsc. Due to a large
set of operating points (i.e. combination of clamping angle and shifting angle), it is assumed
that the shifting angle is zero. It is reasonable since the loss distribution is mainly affected by
the clamping angle as mentioned before. The loss distribution of the CHB cell and DC/DC
cell is shown in Fig. 6.4 (a), depending on loading power. The loss of DC/DC cell features
a positive coefficient for the loading power, whereas the loss of CHB cell is non-linear for
the loading power as analyzed in [199]. The loss of the overall system is obtained by a sum-
mation of the loss of CHB and DC/DC cells as shown in Fig. 6.4 (b). As it can be seen, the
loss of both additional loading and unloading building blocks is reduced with the proposed
method. Consequently, the proposed method performs thermal stress manipulation, while
achieving a higher efficiency.

However, it would be worth pointing out a shortcoming of the proposed method. One of the
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Figure 6.4: Loss distribution as a function of loading power: (a) DC/DC and CHB cells and
(b) overall system [J3].

DC

AC

DC

DC

DC

AC

DC

DC

P1

P2

Cell1H Cell1D

Cell2H Cell2D

L2

L1

mccsn

mcnsc

(a)

DC

AC

DC

DC

DC

AC

DC

DC

P1

P2

Cell1H Cell1D

Cell2H Cell2D

L2

L1

mccsn

mcnsc

(b)

DC

AC

DC

DC

DC

AC

DC

DC

P1

P2

Cell1H Cell1D

Cell2H Cell2D

L2

mccsn

mcnsc

L1

(c)

Figure 6.5: Representative scenarios for remaining useful lifetime of modular smart trans-
former; (a) one weak CHB cell and DC/DC cell in a same path and one very
weak cell in a different path; (b) one very weak CHB cell and one weak DC/DC
cell in a same path and one weak CHB cell; (c) one very weak CHB cell and one
weak DC/DC cell in different path (white: healthy, light gray: weak, dark gray:
very weak) [J3].

most attractive features of the CHB converters operating with the phase-shifted carriers is
the higher equivalent switching frequency in AC-side. This feature achieves a higher power
quality with a lower filter requirement. However, this is valid only when the CHB converter is
operating under balanced conditions, namely, balanced cell voltage and modulation signal.
The balanced condition is hardly achieved in many practical applications as mentioned in
[200, 201]. The proposed ADPWM based power routing method would decrease the power
quality as analyzed in [202], and furthermore, a method to improve the power quality with
the discontinuous modulation has been proposed in [203].

To validate the significance of the proposed modulation strategy, various scenarios of the
active thermal control for the modular smart transformer are considered. The possible com-
binations of health status of cells are shown in Fig. 6.5, considering two building blocks,
where Lx is the required loss reduction of CHB cell and Px represents the required loading
power of DC/DC cell.

Figs. 6.5 (a) and (b) show challenging scenarios, where the lifetime of three cells needs to be
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Figure 6.6: CHB output voltage and current when (a) sinusoidal modulation (ϕc = ϕs = α =
0°) and (b) proposed modulation (ϕc = 30°, ϕs = 15°, α = 60°) [J3].

increased: One of DC/DC cells and two CHB cells have a lower remaining useful lifetime.
The power of Cell1D is reduced, while the losses of both Cell1H and Cell2H are decreased.
Here, one of two CHB cells (indicated in dark gray) has a much shorter remaining useful
lifetime than the others. Hence, in Fig. 6.5 (a), the loss reduction of Cell2H should be more
than that of Cell1H (L1 < L2) as the remaining useful lifetime of Cell2H is much shorter. On
the other hand, for the case of Fig. 6.5 (b), the requirement of L1 > L2 should be satisfied
by processing more power in path 1. As it is indicated, the cell with the shorter remaining
useful lifetime is modulated by the CCSN signal, because the losses can be further reduced
with the center-clamped region. For the scenario in Figs. 6.5 (c), only two CHB cells need to
be thermally compensated, whereas the power through each path remains equal. One of the
CHB cells has a shorter remaining useful lifetime and the cell with shorter remaining useful
lifetime is operated by the CCSN signal to achieve the loss reduction (L1 > L2).

The proposed method is validated with a developed experimental setup, which consists of
5-level CHB converter and two Dual Active Bridge (DAB) DC/DC converters as shown in
Fig. C.6. Remarkably, the power of each power path is measured by a power analyzer ‘Yoko-
gawa WT3000E’ to confirm the power routing and the open power modules (part number:
DP25H1200T101667) are employed, which enables direct access to power semiconductors.
The junction temperature is measured through optic fiber sensors ‘OTG-F’ with signal con-
ditioner ‘ProSens’.

First, the feasibility of the proposed method is validated in Fig. 6.6, showing the output volt-
age and current of the CHB converter. Fig. 6.6 (a) presents the waveforms with sinusoidal
modulation (ϕc = ϕs = α = 0°), in which the output voltage definitely has the 5-level and
the current is sinusoidal. As the power quality is one of the most important criteria in most
applications, it is essentially required to validate if the discontinuous regions in the proposed
method are completely internally compensated, resulting in a sinusoidal output current. This
is shown in Fig. 6.6 (b), when ϕc = 30°, ϕs = 15°, α = 60° as an example. Here, one cell
is modulated with mccsn and another by mcnsc. As it is seen, the switching frequency of the
voltage during the clamped regions is reduced, while keeping the current sinusoidal.

The influence of the proposed method on thermal stress control is validated by directly mea-
suring the junction temperature. For this, three scenarios (a), (b) and (c) (refer Fig. 6.5) are
considered and they are demonstrated under three operating points described in Table 6.1
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Table 6.1: System operating condition to validate the thermal stress control ability.

ϕc ϕs α P1 P2 L1 L2

[Scenario] [°] [p.u.]

Fig. 6.5 (a) 60 15 75 0.897 1.103 0.916 0.721
Fig. 6.5 (b) 60 40 65 0.908 1.092 0.721 0.917
Fig. 6.5 (c) 30 11 30 1.005 0.995 0.855 0.958

along with respective powers (P1 and P2) and loss reductions (L1 and L2). The measured
junction temperature is illustrated in Fig. 6.7, where the proposed method is activated at cer-
tain point to observe its influence (i.e. from sinusoidal method to proposed method). Under
the first operating condition in Fig. 6.7 (a), the first CHB cell Cell1H has 0.99 K reduction,
while the second cell Cell2H features the higher reduction of 1.9 K. Focusing on the DAB,
it is expected that the junction temperature of the first cell Cell1D is reduced with the power
of 0.897 [p.u.], whereas that of the second cell Cell2D increases with the power of 1.103
[p.u.]. The junction temperature clearly shows the influence of the modified loading. For the
second case in Fig. 6.7 (b), the power routing strategy is the same (i.e. increased loading in
path 1 and reduced loading in path 2). However, the reliability requirement for CHB cells is
different. The first cell needs a further loss reduction (0.721 [p.u.]) than that of the second
cell (0.917 [p.u.]). As it is seen, the temperature reduction of the first cell (2.01 K) is larger
than that of the second cell (1.78 K). The final case in Fig. 6.7 (c) shows that the total power
is equally loaded, while achieving the loss reduction of CHB cells. Only CHB cells have
the temperature reduction of 1.35 K and 1.05 K respectively, whereas the temperature of the
DAB cells is not varied as the power is not changed.

Through the above results, it has been confirmed that the proposed method has capability to
individually control the thermal stress of cells. Further, it needs to be noted that the DC-link
voltage for the above experiments is limited to 200V even though the device is rated for
1200V , because of the lower insulation voltage of the open IGBT module. This means that
the switching loss reduction by the proposed modulation is lower than the nominal value.
Consequently, it can be expected that a higher temperature reduction can be achieved with
the nominal DC-link voltage (i.e. typically between 600V and 800V ).

Impact of Proposed Method on Lifetime

Based on the result in Fig. 6.7, the impact of the proposed method on the lifetime is analyti-
cally discussed. Therefore, the lifetime is compared to the equal power loading case. In other
words, the relative lifetime change with the equal loading and the unequal loading is derived.
Remarkably, it should be mentioned that since there is no power cycling (i.e. constant total
power) in Fig. 6.7, the mean junction temperature Tj,av is solely considered in the lifetime
model as an effective factor. The results for both CHB and DAB cells are summarized in
Table 6.2 using (2.6) and (2.18), where ∆N f is the change in the number of cycles to failure.
As it can be seen, the temperature reduction leads the lifetime increase, whereas the lifetime
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Figure 6.7: Verification of thermal behavior under system operating condition in Table 6.1,
representing the scenario in: (a) Fig. 6.5 (a), (b) Fig. 6.5 (b) and (c) Fig. 6.5 (c)
[J3].

decreases with the temperature increase. The results of the lifetime variation are according
to the scenarios presented in Fig. 6.5.

To evaluate the remaining-useful-lifetime of power semiconductor devices based on the ther-
mal stress, an analytical study with the electro-thermal model is conducted, as presented in
Chapter 2 [178, 199]. The impact of the proposed method on the lifetime is evaluated with
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Table 6.2: Impact of temperature reduction in Fig. 6.7 on number of cycle to failure.

∆N f [%]
Scenario Fig. 6.5

Cell1H Cell2H Cell1D Cell2D

(a) +5.59 +10.21 +2.39 -2.64
(b) +11.74 +10.32 +2.39 -2.63
(c) +7.63 +5.88 0 0
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Figure 6.8: The junction temperature profile for the CHB cells Cell1H and Cell2H without
and with proposed power routing for the scenario in Fig. 6.5 (b): (a) for one day
and (b) enlarged for 2 minutes [J3].

Table 6.3: Remaining useful lifetime change with the proposed method with electro-thermal
ST model under one day mission profile.

Percentage change in N f (∆N f ) [%]
Scenario Fig. 6.5

Cell1H Cell2H Cell1D Cell2D

(a) +33.18 +45.30 +77.83 -315.76
(b) +48.07 +39.25 +73.84 -259.29
(c) +32.93 +23.25 -7.01 +6.65

one day mission profile presented in [199], considering the scenarios in Table 6.1. In Fig. 6.8
(a), the junction temperature profiles of the CHB cells for one day mission profile is shown
for the scenario in Fig. 6.5 (b). To clearly distinguish the thermal stress differences without
and with the proposed method, the enlarged junction temperature profiles for 2 minutes are
shown in Fig. 6.8 (b), where the mean junction temperature of Cell1H is reduced by 4.8 K
and that of Cell2H by 2.8 K. Here, it is evident that the thermal stress of both CHB cells have
decreased compared to that of the equal power sharing operation with the sinusoidal modu-
lation. The lifetime calculation from these temperature profiles indicates that the percentage
lifetime increase of Cell1H (+48.07 %) is higher than that of Cell2H (+39.25 %) as given in
Table 6.3.

The results for all three cases are summarized in Table 6.3. The case given in Fig. 6.5 (a)
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shows that the CHB cell Cell2H is weaker than and the CHB cell Cell1H . In addition, the
DAB cell Cell1D needs to be thermally compensated. The lifetime evaluation results show
that the lifetime of the weaker CHB cell Cell2H is improved by +45.30 %, while that of
Cell1H is by +33.18 %. The lifetimes of the weak DAB cell have also improved significantly
by +77.83 %, on the other hand, the lifetime of the healthy DAB cell Cell2D has decreased by
approximately 3 times. Similarly, the proposed method is able to achieve a lifetime increase
for the weak CHB cells, while maintaining a similar lifetime of DAB cells for the scenario
indicated in Fig. 6.5 (c).

6.3 Summary of the Chapter

The ADPWM based power routing implementation strategy utilizes the modulator to control
device losses and thereby thermal stress for a multi-stage modular converter architecture used
in applications such as Smart Transformer. Experimental validation of different scenarios in
the multi-stage modular converter demonstrates the capability for independent control of
thermal stress in the medium voltage converter and the isolation stage. A case study of one
day mission profile based lifetime analysis indicates the remaining useful lifetime of a very
weak CHB-cell to increase by 48% and the remaining useful lifetime of a weak DC/DC
converter cell to increase by 77%. It is to be noted that the increase in lifetime of weak cells
is achieved by over-stressing the healthy converter cell. In addition, it has been revealed that
the proposed method has the potential to achieve higher efficiency of the overall system.
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7.1 Summary

The consolidation of power electronics as an actuator in various sectors such as renewable
energy generation and distribution, more electric aircraft and electric vehicles has boosted
reliability research in power electronics. Remarkably, the significance of modular power
converters has escalated drastically in various applications such as electrical power distri-
bution, industrial motor drives and more electric aircraft. For modular systems, one of the
promising features is the ability to replace converter cells in case of failures. Manufacturing
tolerances and operating condition variations of each cell in a modular system result in dif-
ference in wear-out of the cells. As a consequence, both the failure replacement cycles and
asymmetric wear-out lead to cells with different aging in a modular converter.

The difference in aging among the cells can lead to multiple maintenance instances, lower
availability and higher maintenance cost. The solution proposed to overcome this challenge
is through power routing. With the help of power routing, the thermal stress based failures
can be delayed, maintenance can be scheduled optimally, and abnormal operation of the con-
verter due to the change in ambient conditions or auxiliary system failures can be controlled.
In this context, this thesis focuses on the implementation strategies of the system level power
routing in modular converters to improve reliability. The idea of using graph theory for
achieving optimal power flow in modular power converters was proposed in the framework
of HEART project. As a part of the research activity under HEART project, this work has
contributed to the further development of the unified modeling technique of modular con-
verters using graph theory for the implementation of multi-objective power flow solutions.
The power flow optimization algorithms are proposed to address reliability, efficiency and
maintenance scheduling challenges in modular converters.

Since it is well-known that the power semiconductors are one of the most vulnerable com-
ponents in a power converter system contributing to about 40% of total failures, the focus
is on the power semiconductor reliability to evaluate the power converter reliability. The
main failure mechanisms in power semiconductor modules have been identified as the bond-
wire liftoff, solder fatigue and metallization reconstruction. Thermal cycling is established
as the major stressor behind the aforementioned failure mechanisms. To counteract the chal-
lenges posed by power semiconductor reliability, techniques such as condition monitoring
and prognostic maintenance are employed to monitor and schedule maintenance before the
occurrence of failures. Apart from these passive methods, there are software and hardware
based active thermal control methods to reduce the thermal cycling based wear-out, which
are covered in Chapter 2. For the analysis of lifetime and thermal stress based wear-out,
mission profile and Monte-Carlo based reliability analysis are performed using state-of-the-
art approaches. A detailed explanation of the methodology of thermal stress and reliability
analysis based on PoF concludes the chapter.
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In Chapter 3, selected modular topologies in the Smart Transformer and MEA applications
are described in the detail. As a prerequisite for the development of intelligent control al-
gorithms in modular power converters, an approach for the representation of the modular
power converters using graph theory has been developed. Graph theory is used to model the
power flow between the individual converter cells analogous to the information flow in com-
munication networks. Complex multi-stage modular converter architectures are represented
as graphs to establish a common framework for the implementation of optimal power flow
solutions.

Analysis in Chapter 4 shows that the thermal and electrical parameters variations of the
power devices and cooling system results in the difference in aging of the converter cells.
The power routing strategy proposed for equalizing the aging of the converter cells by un-
equal loading has been carefully studied. First, the power unbalance limits for the CHB
converter is derived analytically and validated experimentally for two state-of-the-art mod-
ulation schemes. Subsequently, a system level power routing algorithm based on virtual
resistors has been proposed for IPOP modular converters and multi-stage ISOP configura-
tions. The virtual resistor based power routing in IPOP configuration for the LV side of the
ST focuses on delaying failures of individual cells. The results show that the system lifetime
increased by approximately 7.5−44% under the given conditions. In the case of multi-stage
ISOP modular converters, the definition of virtual resistance becomes more complex due to
the series connected nature of the cells. For CHB-DAB modular converter architecture, vir-
tual resistance based power routing is developed considering the individual impact of CHB
and DAB virtual resistance values on the total system lifetime. To evaluate the performance
of the proposed method in real-field applications, a Monte-Carlo analysis is performed to
consider the electrical and parameter variations from their nominal values. The results indi-
cate that the proposed virtual resistance method is promising since an improvement of 4.4%
in B10 lifetime is obtained compared to the conventional method without power routing. The
potential of the modular architecture control system to route the power internally to achieve
thermal stress control is demonstrated experimentally.

Since equalizing thermal stress is not the only target in many applications, it is necessary
to develop generalized modeling and control of modular converters to enable power routing
strategy to achieve multiple targets. With this perspective, graph theory has been identified
as a suitable approach to model and develop multi-objective control algorithms. In Chap-
ter 5, graph theory based optimization algorithms have been proposed for modular power
converters to tackle the multi-objective problems of reliability, efficiency and maintenance
scheduling improvement. Three power routing optimization algorithms for achieving dif-
ferent targets are studied. The first method focuses on improving both the reliability and
efficiency of the ST application. The algorithm is proposed for CHB-DAB architecture and
a case study has been performed to evaluate the effectiveness of the method. Under the given
boundary conditions, the algorithm is able to increase the lifetime of the system by 39%
and is able to concentrate the failure probability around the maintenance instance. Since
the efficiency of the cells is also considered for optimization, the losses are redistributed ac-
cording to the individual efficiencies of the cells, and thereby the system efficiency has only
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decreased by 0.2% to achieve the increase in lifetime. In order to generalize the proposed
algorithm for different operating conditions, Monte-Carlo simulation has been carried out.
The results show that the B10 lifetime of the system increased by 66% compared to that
of normal operation. In the second method, the main goal is to improve the maintenance
scheduling of modular converters for the ST application. This algorithm offers the flexi-
bility to schedule maintenance according to the availability of maintenance personnel and
resources by controlling the wear-out based failures of power devices. Moreover, the results
demonstrate the effectiveness of the proposed algorithm to decrease the maintenance sched-
ule frequency from 10 to 3 times. Since the algorithm maintains the probability of failure
of the converter cells very low during the normal operating period, the overall reliability and
availability of the system increases. The third algorithm is proposed for a very high reliability
application in more electric aircraft. The optimization algorithm is developed for a modu-
lar DC-DC in MEA power distribution system to actively monitor and control the junction
temperature. With the help of Monte-Carlo simulations, it is demonstrated that the proposed
power routing control is able to reduce the standard deviation of failures by 44% compared
to the normal operation and increase B0.1 lifetime by 3 years. Apart from this, the proposed
strategy has the potential to delay failures during flying hours caused by abnormalities such
as insufficient coolant, increased power device losses, etc. The development of these three
optimization algorithms with different objectives based on graph theory for modular power
converters demonstrate the potential of using graph theoretic models and optimization tech-
niques as a generalized method for power routing. Moreover, the optimization algorithms
offer better system level performance compared to the virtual resistance based power routing
strategies.

Chapter 6 explores a novel modulator based implementation of power routing in multi-stage
modular converter architectures. The ADPWM method demonstrates very high flexibility
to independently control the thermal stress in the series connected multi-stage modular con-
verter cells in CHB-DAB ST architecture. Experimental validation of different scenarios of
cell aging in the CHB-DAB converter demonstrates the capability for independent control of
thermal stress in the medium voltage converter and the isolation stage. The mission profile
analysis shows that the remaining useful lifetime of a very weak CHB-cell has increased by
48% and that of a weak DC/DC converter cell increased by 77%. Moreover, the proposed
method has the potential to achieve higher overall system efficiency.

7.2 Conclusion

The research work carried out in this thesis has been able to deliver the following contribu-
tions considering the research targets established in Section 1.4.

Target I: Analysis, design and implementation of power routing based active thermal control
in modular converters

• Chapter 2 investigated physics-of-failure based reliability analysis of power converters
and developed a methodology for evaluating the lifetime of power converters.
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• Chapter 4 evaluated the limitations of power routing in modular converters and verified
results experimentally.

• Chapter 4 introduced novel virtual resistor based system level power routing algo-
rithms for the ST converter architectures and presented experimental proof-of-concept.

• Chapter 6 investigated the impact of a novel modulation scheme on the implementation
of power routing in the given modular converter architecture.

Target II: Modeling and development of graph theory based optimal power flow solutions
for modular power converters

• Chapter 3 presented a unique modeling technique of modular power converters as
graphs for developing power routing algorithms.

• Chapter 5 explored graph theory based optimization algorithms for improving reliabil-
ity with minimal efficiency reduction in modular power converters.

• Chapter 5 also discussed the formulation and evaluation of a novel methodology for
actively controlling the maintenance scheduling.
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7.3 Future research

The modular power converters offer the opportunity to investigate new control strategies to
improve key performance indicators such as reliability, efficiency, maintenance and fault-
tolerance. This thesis has proposed modeling and control of modular power converters for
the implementation of power routing.

To bolster the research outcomes of this thesis, the following research topics have been iden-
tified for potential future work.

• Optimal power flow solutions considering power semiconductor devices and ca-
pacitors

In this work, only power semiconductor reliability was considered for reliability eval-
uation and improvement. However, it is well-known that capacitor reliability is critical
for power converters. In the generalized power routing approach using graph theory,
it is possible to consider the capacitor as a reliability critical element and optimize
the power routing control for both capacitors and power devices. Future studies can
evaluate the impact of power routing on the capacitor lifetime/reliability and propose
methods to consider it in optimal power flow solution algorithms.

• Experimental verification of the proposed power routing strategies with lifetime
tests

The impact of power routing on the junction temperature of the power devices are ex-
perimentally demonstrated in Chapter 4. However, the impact of the power routing
control on the lifetime for a given mission profile on modular systems needs to be
investigated by performing long-term reliability tests. The experimental validation of
the maintenance schedule optimization and delaying failures is challenging due to the
requirements such as online condition monitoring techniques, controlled operating en-
vironmental conditions (for example, temperature and humidity) and suitable mission
profiles. Such an extensive experimental investigation could reinforce the contribution
of power routing methods discussed by analytical/simulation and conceptual experi-
mental studies.

• Extension of the graph theory based modeling and control by the integration of
data-driven models

The active thermal control of the power semiconductors is driven mainly by the ther-
mal stress based wear-out. However, thermal stress is not the only factor governing
the failures in power devices and this is a potential opportunity to develop data-driven
models to define lifetime/reliability. The graph theory modeling of the modular power
converters visualizes it as a power flow network formed by nodes and edges. This pro-
vides the opportunity to use data-driven methods to formulate weights for the graphs.
In short, the generalized graph theory based modeling of power converters is a po-
tential platform for the development of data-driven based power routing or advanced
control strategies.
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• Inclusion of power quality and EMI emission in the multi-objective optimization
criteria for power routing

Apart from reliability, efficiency and power density, power quality and EMI are two
main aspects considered for the design of power converters. The variation of total
harmonic distortion for a virtual resistor based power routing algorithm is presented
in Chapter 4. The power quality and EMI emission are affected by the power routing,
and hence the impact of different power routing strategies on these factors needs to
be investigated in detail. The graph theory based optimization methods provide the
opportunity to consider such objectives in the optimization function. Therefore, it is
worth pursuing more research to explore this topic.
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Appendices

A Modeling of Selected Converter Topologies

In this section, the electrical models of the converter topologies considered for the reliability
studies are presented.

1.1 Inverter Modeling

In case of three-phase inverter as shown in Fig. A.1, it is assumed that the power in each
phase of the inverter are balanced. Therefore, without the loss of generality, loss calculation
of a single phase or a half-bridge is performed and extended to other phases.

A sinusoidal modulation reference signal Vre f having the desired amplitude and frequency is
compared with the triangular carrier waveform with converter switching frequency to gen-
erate Sinusoidal Pulse Width Modulation (SPWM) signals. The reference signal is given by
the equation (A.1) [204];

Vre f =
VDC,inv

2
Msin(ωt +φ) (A.1)

where M is the modulation index, ω is the frequency and φ denotes the power factor angle.
Under the assumption that the switching frequency is much larger than the modulation sig-
nal frequency, the average output voltage over a switching period can be considered to be
constant [205]. Therefore, the effective duty cycle of the IGBT, dIGBT is given by

dIGBT =
Ton

Tsw
=

1
2
[1+Msin(ωt +φ)] (A.2)

The effective duty cycle of the diode can be calculated by considering the fact that its con-
duction period is complementary and is expressed as

ddiode = 1− Ton

Tsw
=

1
2
[1−Msin(ωt +φ)] (A.3)

By calculating the duty cycle of the IGBT and diode for each switching cycle, the device
current is computed for each switching period. Once the device current is known, the con-
duction and switching losses are calculated as described in Section 2.5.4. However, the
method of calculating the average losses may be adequate for many applications, but is mis-
leading while studying thermal behavior or lifetime analysis. When the losses are averaged
with the modulating frequency, for e.g., 50/60Hz in case of grid applications, the junction
temperature fluctuations during this duration are also neglected. Therefore, in this thesis,
for inverter modeling, the conduction losses and switching losses are calculated at every
switching instant.
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1.2 CHB Modeling

For the cascaded H-bridge converter, the electro-thermal model is developed considering
the phase-shifted modulation technique [206]. The investigated system is based on unipolar
modulation method with multiple carrier signals for each H-bridge of the CHB and the carrier
signals are phase shifted by an angle of 360◦

nCHB
, where nCHB is the number of H-bridges in CHB

converter. As the fundamentals of CHB converter has already been covered in Section 3.1,
only the loss modeling is discussed here.

The multi-level CHB converter modeling is different from the inverter modeling since the
power loss in each CHB cell depends not only on the power processed by that cell, but also
on the total system power. The cells in CHB are connected in series, resulting in the same
current to flow through each cell irrespective of the power processed by individual cells.
Even when a cell processes lower power share, the resulting losses are not proportionally
lower compared to the other cells, since equal current flows through the series connected
CHB cells. A single H-bridge cell of the CHB converter connected to an AC grid is shown
in Fig. A.2.

For equal power-sharing, the modulation index of a CHB cell, MCHB,eq, is given as

MCHB,eq =

√
2Vg

nCHBVDC,i
, (A.4)

where Vg is the rms AC grid voltage for a phase and VDC,i represents the DC-link voltage of
each CHB cell.

The power share of individual CHB cells can be controlled through the modulation index of
that cell [159]. Therefore, the modulation index of each CHB cell i is represented as

MCHB,i =
ˆVre f ,i

VDC,i
with 0 ≤ MCHB,i ≤ 1, (A.5)

where ˆVre f ,i is the amplitude of the reference voltage of the cell i and VDC,i is the correspond-
ing DC-link voltage.

Figure A.1: Schematic of a three-phase inverter.
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Figure A.2: Schematic of the H-bridge in a CHB converter.

In time domain, the modulating signal of a CHB cell i at an instant t, considering the funda-
mental frequency component of the AC voltage is expressed as

mCHB,i = MCHB,isin(ωt). (A.6)

Based on the averaged model for the switching period Tsw, the output voltage of the CHB
converter (VCHB,out) and the current in the DC-link (iDC,i) of cell i are given as

VCHB,out =
N

∑
i=1

mCHB,iVDC,i, (A.7)

iDC,i = mCHB,iig. (A.8)

In (A.8), the ig represents the AC current or the grid current. The grid current can be repre-
sented as

ig = Îgsin(ωt −θ), (A.9)

where Îg is the amplitude of grid current, and θ is the phase angle between the grid current
and the CHB converter output voltage.

In short, the currents and voltages in the AC and DC side of the CHB in Fig. 4.20 are
modeled using the following equations [207].

Lg
diL
dt

=
N

∑
i=1

(mCHB,i)VDC,i − (
√

2VACsin(ωt) (A.10)

CDC,i
dVDC,i

dt
= ih,i − iDC,i. (A.11)

When the power processed by each H-bridge is equal, the modulation indexes applied to
each of them are also equal. In case of power unbalance, the modulation indexes of the
H-bridges are unequal [207]. Since the H-bridges are connected in series in the CHB, the
total current flowing through each H-bridge remains the same. However, depending on the
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Figure A.3: Schematic of a DAB cell.

modulation index, the current sharing among the diodes and IGBTs changes. Therefore, the
power unbalance in CHB changes mainly the loss distribution among diodes and IGBTs.

1.3 DAB Modeling

Since the fundamentals of DAB converter have already been introduced in Section 3.1, the
focus here is mainly on the modeling of DAB converter for simulating the electrical and
thermal behavior according to the given mission profile. In this thesis, the most commonly
used phase shift modulation for the power flow control is considered for DAB modeling.
In phase shift modulation technique, the primary and secondary bridges are operated with a
phase shift φ over the switching period Tsw,DAB. In an ideal case, the gate signals generate
square wave AC voltages with 50% duty cycle at the primary and secondary side of the
transformer as illustrated in Fig A.4. The voltage gain MDAB of a DAB cell is given by

MDAB =
Vo

Vin ·nDAB
. (A.12)

Here, nDAB, Vin and Vo denotes the transformer turns ratio, DAB input and output voltages
respectively. Schematic of a single cell of modular DAB converter is shown in Fig. A.3.
In modular ST topology with CHB and DAB converters, the DC output of the CHB cell is
connected as the input for the DAB cell as shown in Fig. 3.10. Hence, the input voltage Vin

in (A.12) is taken as VDC,i for modeling.

Considering phase shift modulation for DAB cell i, the power processed by the DAB is given
by

Pi =
MDAB,iV 2

DC,iDi(1−Di)Tsw,DAB

2Li
, (A.13)

where Di =
φ

π
, Pi is the power processed by DAB cell i, MDAB,i is the voltage gain of the cell

DABi, VDC,i is the input DC voltage, Li is the leakage inductance and Tsw,DAB is the switching
time period. Since the input dc voltage, leakage inductance, switching frequency and the
voltage gain are fixed values defined by the design of the DAB converter, equation (A.13)
gives the phase shift of the DAB corresponding to the power requirement according to the
mission profile.

Typical bridge voltages at the primary (Vpri) and secondary side (Vsec) of the high frequency
transformer, and the inductor current waveform for a DAB are depicted in Fig. A.4. From
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Figure A.4: Typical DAB voltage and current waveforms [208].

Table A.1: ZVS operating modes of DAB

Case Primary Bridge Secondary Bridge
I1 > 0 and I2 > 0 ZVS ZVS
I1 > 0 and I2 < 0 non-ZVS ZVS
I1 < 0 and I2 > 0 ZVS non-ZVS

the phase shift, the inductor currents at the switching instants DiTsw,DAB
2 and Tsw,DAB

2 can be
calculated using (A.14) and (A.15) respectively.

I1 = [(2D−1)+M]
VDC,iTsw,DAB

4Li
(A.14)

I2 = [1+M(2D−1)]
VDC,iTsw,DAB

4Li
(A.15)

The ZVS condition of the primary and secondary bridge can be inferred from the inductor
currents at switching instants, I1 and I2, and are tabulated in Table A.1. Since the currents at
the switching instants, I1 and I2, and the ZVS conditions are known, switching losses can be
calculated following the method explained in Section 2.5.4.

From the inductor current waveform, the rms current at the primary side (Irms,pri) and sec-
ondary side (Irms,sec) of the transformer are calculated using

Irms,pri =

√
I2
1 + I2

2 + I1I2(1−2D)

3
, (A.16)

Irms,sec =
Irms,pri

nDAB
. (A.17)

Subsequently, the rms current in the primary and secondary side devices are obtained as
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Idevice,pri =
Irms,pri√

2
and Idevice,sec =

Irms,sec√
2

[118]. Using the rms currents flowing through the
device, the conduction losses can be calculated.
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B CHB control system design

For the control system design, a cascaded control structure shown in Fig. 4.10 is considered.
For the current control loop, Proportional-Resonant (PR) current controller is used and a PI
controller is used for the outer voltage loop.

For the current control, the plant can be considered as the filter inductor Lg together with its
own resistance Rg and is represented by the transfer function G f (s).

G f (s) =
1

Lgs+Rg
(B.1)

The delay in the system is denoted by the transfer function Gdelay(s) and is composed of the
computation delay Ts and the PWM delay 0.5Ts where Ts is the sampling time.

Gdelay(s) =
1

1.5Tss+1
(B.2)

The proportional resonant controller is usually represented in Laplace domain as Gpr,norm(s),
where ω0 is the resonant frequency of the PR controller.

Gpr,mod(s) = Kp +Kr
s

s2 +ω2
0

(B.3)

Theoretically, resonant controller as represented by Gpr,mod(s) offers infinite gain at the res-
onant frequency, which may cause stability problems in the system. Therefore, a modified
PR controller with a cutoff frequency ωc is used, where ωc is usually chosen between 5 and
15.

Gpr,mod(s) = Kp +Kr
2ωcs

s2 +2ωcs+ω2
0

(B.4)

The tuning of the PR controller is similar to the tuning of a PI controller and the value of Kp

is calculated using (B.5) for optimal damping [209].

Kp =
Lg

3Ts
(B.5)

The resonant gain Kr acts on the bandwidth of the resonant. A low Kr leads to a very narrow
bandwidth while a high Kr leads to a wider band. Thus, the Kr can be tuned according to
the needs and the bandwidth must be chosen to consider the deviations and stability of the
system. The open loop transfer function Gol,current of the current controller is obtained as

Gol,current = Gpr,mod(s)Gdelay(s)G f (s). (B.6)

The bode plot for the open loop current control transfer function Gol,current with the system
parameters in Table 4.3 is shown in Fig. B.1 considering value of Kp using (B.5), and Kr as
750. From the bode diagram, it can be seen that the closed loop system is stable with a phase
margin of 54.2◦ at 491Hz.
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Figure B.1: Open loop bode diagram of the plant with current controller Gol,current with phase
margin of 54.2◦ at 491Hz.

-100

-50

0

50

M
a

g
n

itu
d

e
(d

B
)

100 101 102 103 104 105
-120

-110

-100

-90

P
h

a
s
e

(d
e

g
)

Frequency  (Hz)

Figure B.2: Open loop bode diagram of the plant with current controller Gol,voltage with phase
margin of 89.1◦ at 13Hz.

For the design of the voltage control loop, the dynamics of the current control loop can be
approximated by a first order transfer function if the current control loop is optimally damped
and the bandwidth of the current controller is much bigger than that of the voltage controller
[209]. The voltage control loop is responsible for keeping the total dc-link voltage equal to
the reference value and a Proportional Integral (PI) controller is employed. The plant transfer
function for the voltage controller comprising PI voltage controller, first-order current loop
transfer function and voltage loop transfer function is given by [210]

Gol,voltage(s) =
(

Kp,vdc(Tis+1)
Tis

)(
1

3Tis+1

)(
N ¯Vdc(Tzs+1)

Īg(Tps+1)

)
, (B.7)

where Kp,vdc is the proportional gain and Ti is the integral time constant of the PI controller,
¯Vdc, Īg and M̄ are the dc-link voltage, grid current and modulation index respectively, of the
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Figure B.3: Closed loop bode plots of voltage and current control loops with bandwidths
13.2Hz and 809.5Hz respectively.

selected operating point. The time constants Tz and Tp are given as

Tz =
ĪgLg

N ¯VdcM̄
Tp =

2 ¯VdcCdc

ĪgM̄
. (B.8)

Using the pole-zero cancellation technique, the integral time constant Ti is set equal to the
plant time constant Tp. The tuning of Kp,vdc is performed according to [210] to obtain the
bandwidth of the voltage controller lower than that of the current controller. For the tuning
procedure, the dynamics of Tz can be neglected when the Tz value is small and the zero is
located at high frequency. Considering perfect pole-zero cancellation and using the system
parameters from Table 4.3, the open loop bode plot the system Gol,voltage is given in Fig. B.2.
It can be interpreted from the bode plot that the closed loop system is stable with a phase
margin of 89.1◦ at 13Hz.

The closed loop voltage controller transfer function is given as

Gcl,voltage(s) =
Kp,vdcM̄N(Tzs+1)

3Tss2 +(kTz +1)s+ k
. (B.9)

The bode plots of the closed loop voltage and current controller are illustrated in Fig. B.3.
The decoupling condition between the current and voltage control loop dynamics can be
identified by comparing the bandwidths of the two systems with at least a frequency of one
decade between them. Here, the bandwidth of current controller is 809.5Hz, whereas the
voltage loop bandwidth is 13.2Hz, ensuring the decoupling of both control loops.
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C Laboratory experimental setups

The setup shown in Fig. C.1 is used to implement and verify the power unbalance limits for
CHB with the selected modulation methods. The setup consists of the seven-level Cascaded
H-Bridge converter controlled by the micro-processor MPC5643L and the power analyzer
Yokogawa WT1800 to measure the loading power of each cell. The voltage and current
waveforms are captured with the oscilloscope Tektronic DPO3014 and the load used is a
resistive load with maximum current carrying capacity of 29A.

Cell 1 Cell 2 Cell 3

µC

Power Analyzer

Oscilloscope

Resistive Load

Figure C.1: Experimental setup with 7 level CHB.

A modular converter with three parallel converters with open IGBT modules sharing the
same DC link and having single phase inductors at the output of each phase is illustrated in
Fig. C.2. The IGBT modules, Danfoss DP25H1200T101667-10166 are not filled with gel
for direct measurement of the junction temperature. The infrared camera, InfraTec ImageIR

Converter 2

Open IGBT 
module 3

Optic fiber 
temperature 

sensors

Signal conditioner for the 
temperature measurement

High speed infrared 
camera

Converter 3

Converter 1

Figure C.2: Experimental setup for modular converter with 3 parallel LVDC to LVAC con-
verters with open IGBT modules, Infrared camera and Optic fiber sensors for
thermal measurements.
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is used to detect the hottest spots in the power electronic module. The temperatures of the
IGBTs are also measured using the fiber optic sensors OTG-F and signal conditioning system
from Prosens. A three phase resistive load is fed by the modular converter cells.

Figure C.3: The experimental setup (E1 - High Speed Thermal Camera, E2 - CHB and DABs,
E3 - Open Module, E4 - Oscilloscope, E5 - Thermal image.

Figure C.4: Open IGBT module with Vce
measurement.

The multi-stage modular architecture with CHB and DAB converters with open IGBT mod-
ules is shown in Fig. C.3. The setup has open IGBT modules, thermal camera and optic
fiber thermal measurement system similar to that of Fig. C.2. In addition, converter cells
are also integrated with a Vce sensing circuit for junction temperature estimation as shown in
Fig. C.4.

The prototype of DC/DC buck converter with two-step gate driver is shown in Fig. C.5. The
semiconductor device used is GS66508T; top side cooled GaN High Electron Mobility Tran-
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Figure C.5: Buck DC/DC converter with two-step gate driver unit and GaN HEMTs

sistor (HEMT) device from GaNSystems [70]. The case temperature measurement is carried
out using a fiber optic temperature sensor which has a response time of 1s and signal condi-
tioner ProSens. Control signals for the buck converter is provided from the microcontroller
MPC5643L for active gate driving.

5-level CHB

DAB Temperature measurement

Open 

module

Open 

module

Power analyzer

Power source

Load

DC power of each path

Junction temperature

Figure C.6: Experimental setup consisting of 5-level CHB and DAB converters.

Advanced Discontinuous Pulse Width Modulation based active thermal control strategy is
validated with a developed experimental setup, which consists of 5-level CHB converter and
two Dual Active Bridge DC/DC converters as shown in Fig. C.6. The power of each power
path is measured by a power analyzer Yokogawa WT3000E and the open power modules (part
number: DP25H1200T101667) are employed, which enables to directly access to power
semiconductors. The junction temperature is measured through optic fiber sensors OTG-F
with signal conditioner ProSens as shown in Fig. C.6.
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