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We describe here our design and implementation of
a cyborg insect, called CameraRoach, with onboard
camera feedback that can be navigated via remote
control providing a first-person view. The camera
pack is mounted on the Madagascar hissing cock-
roach, which is small enough to fit into crevices but
also can carry a printed circuit boards with power,
communication, and sensor components (visual cam-
era). For navigating the cockroach, we implemented a
unique electronic backpack neural stimulator, which
allows the cockroach to be maneuvered on a desired
path with a joystick. A high-resolution wireless cam-
era, also included in the backpack, sends live im-
ages via a WiFi (Wireless Fidelity) network. We
present the results of an evaluation experiment with
the CameraRoach and compare it with the other state
of the art systems like the Beetle-Cam.

Keywords: cyborg insect, search and rescue, bio-bot,
neural stimulation

1. Motivation and Background

Our goal is to develop a camera-based cyborg insect
for search and rescue. It should be possible to control
the insect to navigate it through a disaster site, and one
should be able to receive live camera feedback from the
insect. Past research has explored many techniques for
neural stimulation of insects to control their movements,
and other research studies for receiving live audio or video
feedback from the insect’s surroundings [1, 2], but there
has not been research on the combined ability of explo-
ration with a camera with neural stimulation for gait con-
trol. One recent such system developed by Iyer et al. [1],
which we will refer to as Beetle-Cam (Beetle camera),
uses a low-resolution camera mounted on a beetle to send
live images via Bluetooth. However, it does not have any
mechanism to guide the beetle on a desired path. If we
were to use a cyborg insect for search-and-rescue, or for

inspection, then we need live camera feedback and an
ability to navigate the insect.

In the research described here, we remedy this situa-
tion by implementing a cyborg insect mounted with on-
board camera feedback, which can be navigated via neural
stimulation. We chose the Madagascar hissing cockroach
(Gromphadorhina portentosa) as the insect to mount the
camera pack. This cockroach is not only small enough
to fit into crevices but also can carry a printed circuit
board with power, communication, and sensor compo-
nents. For navigating the cockroach, we implemented a
unique electronic backpack neural stimulator, which al-
lows the cockroach to be navigated on a desired path with
a joystick. A high-resolution wireless camera, also in-
cluded in the backpack, sends live images via a WiFi
(Wireless Fidelity) network. Our system, which we re-
fer to as CameraRoach, is a significant improvement over
Beetle-Cam [1], and a detailed comparison is presented at
the end of this paper. For search and rescue in a disaster
situation, it is very crucial to get information about where
the injured people are, and who is alive and who is not.
This allows the rescue team to concentrate their efforts to
reach people for whom timely assistance is crucial. For
this task, robots, especially microrobots, can be very use-
ful, and a number of such robotic systems have been de-
signed [3, a]. However, another approach is to use insects
that can be remotely manipulated to control their move-
ment [4, 5], and can send back live video or audio feed-
back of their surroundings. Insects have naturally evolved
to move around in a wide variety of terrains using differ-
ent modes of locomotion [6]. They provide an interesting
mobile platform for attaching a neuro-stimulator probe
and a miniature camera or microphone. These probes,
sensors, a battery, and a communication device (like Blue-
tooth) are usually put on an ultra-lightweight backpack
that is mounted on an insect [7]. We refer to such a
backpack-mounted system as a cyborg insect, which one
day can be maneuvered through the rubble and debris us-
ing its natural locomotion to find out the locations of in-
jured people. There is already some research on devel-
oping cyborg insects, and we briefly mention some such
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systems here.
Whitmire et al. [2] developed a system based on an

omnidirectional microphone to listen to help calls from
victims trapped under the debris, find their location by
tracking the source of the sound, and establish contact
with the first responders. The microphone and an RF (ra-
dio frequency) link were integrated in a backpack, which
could be mounted on a small robotic insect. They also
tested their system by mounting it on a Madagascar hiss-
ing cockroach, where the estimated direction of the sound
source was used to steer the cockroach through electro-
neural stimulation (a set of five 30 ms pulses given ev-
ery 400 ms). However, in this sound-based approach, the
cockroach cannot always localize because there is no line
of sight and there are obstacles. In later works [8, 9], they
implemented a Kinect camera-based automatic tracking
and steering of cockroach bio-bots. However, an external
camera is not so effective for search-and-rescue, and an
onboard camera is needed.

Latif et al. [10] describe a fenceless boundary system
which keeps the bio-bot nodes within a charging distance
range of a base station. They used a solar panel-based
charging system with an RF (radio frequency) link in the
battery backpack of the cyborg insect cockroach. When
stimulating the cockroach along a path, it was observed
that a shorter but more frequent pulsing allowed a more
precise navigation control of the cockroach. They also
observed that simultaneous stimulation of both antennae
made the cockroach perceive an immediate obstacle in
front of it due to that it would stop for 0.5–1 s and then
continue its motion. These observations are incorporated
in our design of CameraRoach. However, in their system,
they use the RF signal strength [11] to get information
about the surroundings of the cockroach, whereas we de-
ploy a camera to get a visual image.

Faulkner and Dutta [12] present a number of useful ob-
servations and guidelines for controlling an insect through
neuro-stimulation. They found a 1.2 V signal at 55 Hz fre-
quency at 50% duty cycle to be most effective for evoking
a robust response from the cockroach. To make a right
turn a stimulus of the PWM signal is applied in the left
antenna and vice versa. It was also observed that the re-
sponse of the insect decreases when the same stimulus is
applied several times. Alternating the pulse stimuli in-
vokes a better steering control of the insect. For example,
applying a stimulus to the left antenna, then a short stim-
ulus to the right, followed by a major stimulus to the left,
keeps the right turning response strong; the insect does
not become numb to repeated stimuli.

Dirafzoon et al. [11, 13] describe a stimulation tech-
nique for making a cockroach move continuously. Hiss-
ing cockroaches were used with four electrodes implanted
in their body. One electrode each was inserted in the two
antennae, a third into the cercus and the fourth ground
electrode into the mesothorax. Stimulation in the cercus
makes the cockroach move forward whereas the antenna
stimulation steers the cockroach left or right. We adopted
the same approach in CameraRoach.

In an early work, Bozkurt et al. [14] presented a simu-

lation of RF-based cyborg insects known as biobots with
minimal sensing capabilities and localization constraints
to map an unknown environment for emergency response
situations. Robust topological features are identified in
the formed maps in simulation. In our work, the scene
around the immediate environment of the cyborg insect
is transmitted via a camera. Bozkurt et al. [14] also use
omnidirectional and unidirectional microphones to help
locate survivors by listening to their help cries. Micro-
phones were used on a cockroach in its neural stimula-
tion backpack for locating a sound source and making the
cockroach move towards it. All this was done in a sim-
ulation. However, a problem with sound localization is
that it works only within the line-of-sight and does not
if there are obstacles. Our system CameraRoach is bet-
ter because using a camera one can gain an immediate
knowledge of the surroundings and take the decision to
move. Tran-Ngoc et al. [15] described a new embedded
electronic backpack for the cyborg cockroach, which has
a thermal camera and a GPS chipset. The problem with
only using a thermal camera is that the features in the
thermal image are not sufficient for navigation. Our vi-
sual wavelength camera has given the cockroach the abil-
ity to scout for objects of interest like survivors through
the combined ability of neural stimulation. Table 1 sum-
marizes the work of several researchers on cyborg insects.

The main contributions of this paper are as follows.
This is the first cyborg insect system that can be used
for inspection/exploration with a first-person view from
a camera for search and rescue scenarios. Our system has
a high-definition camera and can be operated remotely by
looking at the live visual feedback coming from the in-
sect. It is typical to find WiFi coverage in cities, university
campuses, and office campuses rather than find Bluetooth
network coverage. So, using WiFi in urban search and
rescue scenario makes more practical sense.

The major difference compared to [1, 15] is that this
is the first time a first-person view navigation system has
been developed on a cyborg insect. In paper [15] only
external navigation (not first-person view) has been im-
plemented. Reference [1] shows a small camera being
integrated on a beetle insect but if one has to perform the
process of search, we feel that first person view naviga-
tion with controlled and guided motion of the cyborg in-
sect is necessary. A controlled motion or guided naviga-
tion is not possible in Beetle-Cam because neural stim-
ulation like in a cockroach is not possible in beetle in-
sect yet thus using Beetle-Cam we cannot do first per-
son navigation. We developed our own daughter board
hardware to combine a miniature camera with high res-
olution, frame rate, and neural stimulation control into
a single platform. This was quite an engineering chal-
lenge to combine both WiFi technology onto a board that
is small and lightweight enough such that it could be car-
ried by an insect. We practically achieved large field of
view of about 1600× 1200 pixels, colored image trans-
mission, with a low latency control of about 90 ms be-
cause we were able to send about 10 packets of naviga-
tion data or more in about 1 s. The situational awareness
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Table 1. Various cyborg insect backpacks with specifications.

No. Cyborg insect backpack specifications
Author Insect platform Payload specifications Purpose

1 Whitemire et al.
(2013) Gromphadorhina portentosa PIC16F687, IA4220 RF link Kinect based tracking and control

2 Whitmire et al. (2014) Gromphadorhina portentosa Unidirectional and omnidirec-
tional mics Microphone based search and rescue

3 T. Latif et al. Gromphadorhina portentosa Solar powered mobile RF link Fenceless boundary system
4 H. Sato (2008) Cotinis texana beetle TI MSP430 Insect flight control system
5 H. Sato et al. (2009) Mecynorhina beetle CC2431 RF chip
6 Faulkner Cockroach SAMB11-ZR chip Cockroach gait control
7 Dirafzoon et al. Periplaneta americana RF transceiver Mapping
8 Bozkurt et al. Manduca sexta moth Atmel ATTINY13V EMIT based moth flight control
9 Cole et al. Gromphadorhina portentosa CC2530, gyro, and IMU Motion mode identification

10 Schwefel et al. Blaberus dicoidalis Low voltage oscillator Implanted fuel cell
11 Iyer et al. Eleodes nigrina (beetle) Bluetooth vision sensor Insect scale vision

Fig. 1. CAD model of the camera roach system.

improves with a high-resolution image/video from the on-
board cockroach camera and one can also pan to change
view with the lowest stimulation PWM signal. For ex-
ample, if we can improve the process of search, then the
time to search for survivors will come down, help for sur-
vivors can come faster, and more people can be saved.
And we believe that for improving this process of search
our research through the CameraRoach system would add
value. The time to search for an injured survivor is of ut-
most importance in a search and rescue scenario and we
need to reduce this as much as possible and in such cases a
higher frame rate and higher resolution provided by WiFi
are necessary than when compared to Bluetooth.

The rest of the paper is organized as follows. We
describe here the design and implementation of our
CameraRoach system (Section 2), followed by the evalua-
tion experiments and a comparison of our system with the
existing systems (Section 3). The conclusions and sug-
gestions for future research are presented in Section 4.

2. Implementation of the CameraRoach

We describe here the surgical procedure, the em-
bedded hardware, and the software architecture of the
CameraRoach (Figs. 1 and 2).

2.1. Embedded Systems
We built and tested several versions of wireless cam-

era hardware in this research. First, we tried Bluetooth

Fig. 2. Cockroach with WiFi control board and camera
(brown colored cockroach body beneath the green PCB, size
shown).

Fig. 3. (Left) WiFi camera hardware. (Right) Bluetooth
camera hardware.

(Fig. 3, right), but the camera was too bulky, the frame
rate was limited by the bandwidth, and the frame data
was error prone and not so reliable. One primary rea-
son why our work on Bluetooth boards was abandoned
was because of low frame rate and low resolution of the
image. First person view navigation needs better frame
rate at a higher resolution, and the frames that are not
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Fig. 4. WiFi neural controller backpack with camera (scale
bar shown).

prone to error. Therefore, we switched our efforts to WiFi
based daughter boards (Fig. 4). One advantage with WiFi
is that in a university campus where there is already an
established WiFi spreading across the entire geographical
area we can actually realize Bozkurt’s cockroach network
model in practicality. So, we chose to use the ESP32 WiFi
SOC, which is connected to an omnivision camera and
sends images over WiFi (Fig. 3, left and Fig. 4). The sys-
tem is powered by an onboard 7.4 V, 125 mAh Li-Ion reg-
ulated power supply for both the WiFi SOC and the cam-
era. The ESP32 daughter board was custom designed for
this project. PWM control signals are provided on indi-
vidual ports. There is a provision for Flash LED for frame
grabbing and video under low light conditions. Our board
is the smallest breakout board for the ESP32 compared
to its commercially available versions. We have provision
for both PCB antenna and an external antenna with a UFL
connector. The frame rate is better with an external UFL
antenna. We used a flexible PCB UFL antenna as well.

After conducting several cockroach surgeries, we ob-
served that one needs to be extremely careful of the elec-
trode tissue bonding, which was different for different tri-
als. We had to calibrate our system individually to each
cockroach to yield a better neural stimulation response.
Depending on the depth of insertion of the electrodes
in the antenna and the tissue electrode bonding after the
cockroach recovers from the surgery, the stimulation re-
sponse was different. So, we had to test for pulse widths
ranging from 1 ms to 20 ms to see how well the cock-
roach would respond. In some cases, the cockroach did
not respond at all, indicating a failure in the surgery, some
cockroaches had a good turning response for 4 ms pulses,
in some cases it had to increase to 10 ms or 20 ms and
even if turning in one direction would be successful the
other direction it would be weak or none at all in which
cases surgery was performed again on fresh cockroaches
and then tested for turning response.

We found that a 50–60 mAh battery pack lasts only
six minutes because WiFi consumes more power than the
Bluetooth radio. To improve this, we used a LiPo DC-
DC boost converter, which gave us a battery run time
of 30 minutes or more using a single 125 mAh bat-
tery. The CameraRoach system that has a single ESP32

Fig. 5. Software server architecture.

Fig. 6. A still of the live video feedback from CameraRoach.
The camera is placed on the head of the cockroach, which is
looking towards the hand of a person, and this feedback is
relayed over WiFi to the laptop.

wrover module made by Espressif systems, manufactured
in China, consumes between 80 mA to 260 mA, running
at 3.3 V, OV2640 that is the omnivision camera sensor,
also manufactured in China, consumes 125 mW maxi-
mum power at 1.2 V to 3.3 V.

2.2. Software Architecture
The camera uses our custom-developed firmware

(Fig. 5) running on the ESP32 SOC, which connects to a
WiFi network and sends image data over a port with an IP
(internet protocol) address. The neural stimulation signals
for the cockroach are sent over another port on the same
IP. We can set the image resolution up to a maximum of
2048× 1536. We can also adjust the gain, exposure con-
trol, and automatic white-band equalization. On the lap-
top end, the images can be read on any browser (Fig. 6),
but we have developed code to access the images using
Libcurl software library. The stimulation commands are
sent to the cockroach controller from the laptop (Fig. 7)
over WiFi using Libcurl. The stimulation signals are con-
trolled by a joystick connected to an Arduino. If there
is WiFi coverage in the area of operation, the cockroach
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Fig. 7. Hardware and software layout of CameraRoach. Yel-
low color indicates ESP32 side system, laptop side system is
indicated in pink and the connecting WiFi bridge is indicated
in blue.

camera can send signals without any range limitation. In
the software architecture there is firmware running on the
ESP32 micro-controller and there is laptop end software.
The ESP32 firmware has PWM stimulation routines run-
ning which is available as a webservice over an IP and
there is camera image streaming server routine running.
At the laptop side there is image reading client and navi-
gation control client routines running which accept com-
mand over USB RS232 port to accept the joystick com-
mands and map them onto the IP based stimulation rou-
tines. Fig. 7 shows the hardware and software schema
block diagram. The laptop and the cyborg cockroach mi-
crocontroller are connected over WiFi. On the laptop end,
the software is based around Libcurl. Libcurl’s IP based
commands are mapped with Arduino joystick routines to
send stimulation commands and there is image reading
client which uses Libcurl to read the images over an IP
address. There is some serial-port code running on the
laptop, which handles the USB to serial communication
with the Arduino that is attached to a joystick shield.

2.3. Surgical Procedure
We used mature female Madagascar hissing cock-

roaches in this project. Each surgery was performed un-
der a microscope by first anesthetizing the cockroach with
CO2 gas. The cockroach would wake multiple times as
the effect of CO2 anesthetization would wear off. CO2
anesthetization is much comfortable and faster compared
to other approaches like anesthetizing the cockroach by
keeping it in ice or in the refrigerator. As per our expe-
rience a typical session of cockroach surgery would take
40 min to 1 h. So when anesthetizing by ice we found
it would take longer for the cockroach to go to sleep and
when it wakes up again the procedure for anesthetizing it
would have to be repeated again. Ice based anesthetizing
would put the cockroach to sleep in 10–15 min whereas
CO2 would put to sleep it under 1 min. The waking up
times from both CO2 and ice are almost the same which
is around 10 min. So, CO2 helped reducing the surgery
time and was more convenient.

We used platinum-iridium (90% platinum, 10% irid-
ium) wires from the manufacturer A-M systems as the
electrodes to stimulate the cockroach. The wires had

a bare diameter 76.2 µm and a coated diameter of
139.7 µm. The insulation had to be burnt off and the wire
tip neatly cut before inserting it into the antenna and cerci.
Four electrodes [b] were inserted: one in each of the two
antennae, one in thorax, and one in cerci. We made berg
strip female connectors and glued them to the cockroach
body on the head and at the lower part of its body. The
success rate of our surgery was that one out of every three
cockroaches responded successfully to both the antenna
and the cerci stimulation.

The stimulation was done using a pulse-width modu-
lated (PWM) signal of adjustable duration and frequency.
Stimulating cerci induces forward motion. If we stimulate
both the antenna, then the cockroach stops. If we supply
a PWM signal to the thorax and treat the antenna as the
ground, then the cockroach moves back. Stimulating the
left antenna makes the cockroach turn right, and stimulat-
ing the right antenna makes the cockroach turn left. Some
useful tips we learnt from our experience are: 1) Keep
the cockroach in a terrarium with no wood chips so that
nothing gets stuck to the antenna electrodes to avoid hav-
ing them ripped off. 2) Hold the antenna backward with
glue. 3) It is useful to burn the electrode silver wires about
3–4 mm to remove the insulation and clean it with alco-
hol before implanting to ensure that it is free of insulation
material, glue and grease.

3. Results

3.1. Evaluation Experiments

We have seen different form of stimulation profiles and
systems. Some use light from LEDs to stimulate the op-
tic lobes of the insect’s brain like this paper here. Sato
et al. [4] and some techniques involved early metamor-
phic insertion of electrodes in the pupilar stage of an in-
sect (Bozkurt et al. [16]). The work of Latif et al. [10]
demonstrates gait control of a cockroach through antenna
and cerci stimulation through electrodes, which is better
suited for directional control of a cockroach and maze-like
experiments.

We conducted a number of experiments to evaluate
the capabilities of CameraRoach, including its ability to
be navigated through a maze and send back live cam-
era feedback. A demo video of CameraRoach can be
seen here [c, d]. The cockroach with the given payload
of 11.2 g is able to climb over small obstacles like peb-
ble stones (Fig. 8, right), though the payload reduces its
speed and stability; if it tilts beyond a point to either side
it tends to flip over. In the future designs, we aim to fur-
ther reduce the weight of the WiFi camera and the neural
controller. Sometimes on smooth floor with heavy pay-
load like in a smooth plastic box the cockroach seems to
slip, when we tested the cockroach in its natural environ-
ment like on sand and mud in a box it was able to carry a
heavier payload of 16 g with ease. The problem is the cen-
ter of gravity. The cockroach’s body is pretty light (about
22 g), and the payload moves its center of gravity up and
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Fig. 8. (Left) CameraRoach travelling in a maze-like envi-
ronment. (Right) CameraRoach moving over pebbles (size
shown).

in some cases the cockroach’s body tilts but in its natural
environment like on the ground with mud/sand the cock-
roach was able to move well as its legs were able to get a
better grip due to the texture of mud/sand.

Several authors used different stimulation parameters
that is more suitable to their set up of the cyborg insect
backpack. Based on the insect they used, based on the dif-
ferent type of stimulation (for example some used cock-
roaches stimulating their neurons, some used beetles, and
some used moths and simulated their flight muscles), the
stimulating signal frequency and duty cycle changed. Ta-
ble 2 shows stimulation profiles of different cyborg in-
sects. Our camera roach insect uses a 20 ms pulse, how-
ever depending on the response of the insect, the pulse
width is initially calibrated ranging from 1 ms to 20 ms
because of the surgical variance in the depth at which the
electrode is inserted into the antenna and the electrode-
antenna tissue bonding.

We tested CameraRoach by stimulating it to guide
through a maze (Fig. 8, left). However, we found that
the cockroach does not obey the stimulation signals al-
ways but there is some amount of autonomy to its gait;
it tends to follow walls autonomously, so to guide it in
a lane one needs to just give the forward stimulus to the
cerci. We also found that if we give the stimulation pulses
too long, the cockroach seems to be able to ignore them.
So, is better to stimulate it irregularly with the joystick.
Some level of difficulty was encountered at the intersec-
tions to make it turn sometime the cockroach would turn
more than the required amount and would oscillate. We
expect this effect to become less and less as the opera-
tor gets familiar with the controls. We successfully tested
that CameraRoach can navigate based only on the on-
board camera feedback. The only environment features
added were arrows posted in the maze. Looking at the
arrows, wall openings, and edges of the maze walls, we
were able to make the CameraRoach turn appropriately, as

shown in Figs. 8–12. We did surgery on about 40 cock-
roaches. The surgery success rate is only 33%. One in
only 3 cockroaches responds to all stimulus, meaning the
stimulus works in activating the neuron in both the left
and right antennae and cerci at the back in about 33% of
the cockroaches. Earlier we found that due to fungus built
up in the box in the cockroach due to lack of enough aer-
ation the fungus would kill the cockroach, so later we ob-
served this and provided more ventilation to the storage
container (terrarium) of the cockroach. We also provided
timely water and food to the cockroach. All this increased
the survival rate and now they survive up to 2.5–3 months
from the date of surgery.

3.2. Comparison with Beetle-Cam (Advantages and
Disadvantages)

A comparison of the hardware features of the
Beetle-Cam and our CameraRoach is shown in Table 3.
CameraRoach is more suitable for search and rescue be-
cause it can be navigated remotely, and it provides the live
camera feedback of its surrounding. Through WiFi, we
were able to connect with CameraRoach throughout our
university campus. As we use a WiFi SOC, CameraRoach
has a higher bandwidth (compared to Beetle-Cam) and
can transmit live a high-resolution image and video up to
1080 p at a frame rate of 25.6 fps.

With Bluetooth Beetle-Cam paper mentions a higher
distance of transmission with a battery usage time be-
tween 68 to 260 min which is 2 to 8 times higher than us-
ing our WiFi boards. Also their Bluetooth system is very
lightweight. Energy efficient and battery usage time are
the limitations in our WiFi daughter boards when com-
pared to Bluetooth technology. The video feed lasts to
a maximum distance of 30 m, whereas the WiFi neu-
ral stimulus packet still can be sent at a higher distance
of 40 m or more. The WiFi neural stimulation packet
is smaller compared to video frames at 640 × 480 or
320×240 and they can be sent at longer distances.

Machine vision techniques are used to analyze the mo-
tion of the cyborg cockroach through the maze. We used
computer vision algorithms like RGB color filter, blob
tracking and bounding box to track the position of the
cockroach in the maze and plot its trail through the maze.
It was observed that our stimulation and control technique
are very sound to make the cyborg cockroach turn in place
and negotiate 90° turns. The bounding box tracking is not
exactly accurate due to occlusion but gives us a decent es-
timate of the cockroach’s approximate path in the maze
as the pixel tracking error is within the width of the in-
sect. This was plotted against ground truth in Fig. 13.
The ground truth was taken from manually marking the
cockroach position in the video frames.

We did WiFi range tests with a single router and also
tested our system with an established WiFi network in
the university campus and found that the cockroach can
work in a large geographical area with WiFi network es-
tablished. This is important because when it comes to
urban search and rescue it would be possible to quickly
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Table 2. Stimulation parameters of various cyborg insect works.

No. Cyborg insect stimulation specifications
Author Insect platform Waveform parameters Attributes

1 Whitemire et al.
(2013) Gromphadorhina portentosa Pulse PWM

2 Whitmire et al. (2014) Gromphadorhina portentosa 30 ms pulse 50% duty cycle
3 T. Latif et al. Gromphadorhina portentosa 30–50 ms pulse 50% duty cycle for 200–500 ms
4 H. Sato et al. (2008) Cotinis texana beetle Pulse train 2 Hz, 10 Hz, and 100 Hz
5 H. Sato et al. (2009) Mecynorhina beetle 100 Hz pulse train 20% duty cycle
6 Faulkner Cockroach 55 Hz pulse 50% duty cycle
7 Dirafzoon et al. Periplaneta americana Pulse train
8 Bozkurt et al. Manduca sexta moth 5 V pulse Biphasic
9 Sriranjan et al. Gromphadorhina portentosa 3.3 V pulse 20 ms PWM signal

\ 

Fig. 9. A still from the CameraRoach’s cam at 1600×1200
resolution.

 
 
 
 

Fig 11. View from camera onboard the cyborg insect. 

Fig. 10. View from camera onboard the cyborg insect.

setup a temporary WiFi network with multiple routers and
antenna to use this WiFi cyborg insect as envisioned in
the simulation of Bozkurt et al. [14]. We found that as the
distance from the cyborg insect backpack increased, the
frame rate and the resolution fell. So, for example at a dis-
tance of 25 m, we would get still image at 640×480 res-
olution but we would get 3 fps at 320×240. We tabulated
our results in Table 4. We also added a pivot turn fea-
ture, where we press the button of a joystick and with the
smallest possible stimulation step the cockroach will turn
either left or right.

Figure 14 shows the decreasing resolution as men-
tioned in Table 4 during WiFi range tests. We used the
Smart Mini portable router from GL-INET operating at
5 V and max. 1 A that is USB powered. Using this
WiFi technology, it would be possible to search through
crevices and narrow passages in the debris in a search
and rescue scenario. WiFi brings high frame rate, and it
can result in decreasing the navigation time. If the frame
rate is low and a resolution is low, then the insect will

 

 

 

Fig. 11. Cockroach motion turning going straight and then
turning right.

Fig. 12. Cockroach motion turning going straight and then
turning left.

Table 3. A comparison of CameraRoach and Beetle-Cam.

No.
CameraRoach and Beetle-Cam comparison

Feature Camera-
Roach Beetle-Cam

1 Resolution 2048×1536 160×120
2 Color mode RGB B/W
3 Face tracking Yes No
4 White balance Yes No
5 Gain setting Yes Yes
6 Frame rate 1–25 fps 1–6 fps
7 Wireless technology WiFi Bluetooth
8 Data rate 20 mbps 2 mbps
9 Microcontroller/processor ESP32 NRF 528232

10 Battery duration 35 min 60–260 min

have to move slowly, and this will increase the time of
navigation. For example, if the frame rate is half or one
fourth then what could it takes. Right now, we have about
3500 frames for half the maze navigation but if it was
300 then there will be frame lag and turn by turn navi-
gation would not be possible or it would be so slow that it
would be practically not easy to do navigation with the in-
sect. Higher frame rate and energy consumption are use-
ful when fitting through pipes and crevices. At range of
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Fig. 13. (Left) Path of the cockroach as tracked by cam-
era, blue path is tracked with pixel error and orange path is
ground truth. X-Y axes are the camera axes in pixels. (Right)
Cockroach tracked after applying filters.

Table 4. CameraRoach distance vs. frame rate WiFi tests.

No.
CameraRoach WiFi Range test of camera

Distance Stimulation
signal Resolution Frame rate

(FPS)
1 10 m ON 640×480 6.1
2 15 m ON 320×240 6.1
3 20 m ON 320×240 6.1
4 25 m ON 640×480 Still image
5 30 m ON 160×120 3
6 35 m ON 160×120 1
7 40 m ON 160×120 0.3

 

 

 

 

 

 

 

 

 

 

 

Fig. 14. Pictures captures at decreasing resolution starting
from 640×480 then 320×240 and last 160×120 at increas-
ing distance from 10 m, 20 m, 40 m during WiFi range test
with the router.

40 m there is no possibility of first person view with nav-
igation control as live video fails, we can only grab still
images at 40 m but when it comes to closer distances like
30 m slow navigation first person view control is possi-
ble and this is better at further low distances like 15 m
or 20 m as first person view navigation has been tested
to work. We also implemented pivot turn feature where

a small stimulation signal of 1 ms makes the cockroach
turn slightly by 10° towards the left or right whereas the
Beetle-Cam uses a miniature actuator arm for pivoting the
camera. This would be useful to pan the camera when per-
forming the operation of search.

4. Conclusions and Future Research

We designed and implemented a backpack containing
a WiFi equipped miniature camera and neuro-stimulation
hardware that can be mounted on a cockroach. The back-
pack was mounted on a Madagascar hissing cockroach
and we demonstrated that the cockroach can be navigated
via remote-control through a maze and can send live video
feedback of its surroundings. In the future, we plan to add
autonomous capabilities like self-navigation via SLAM.
We are also experimenting with mounting a thermal cam-
era on CameraRoach to help in search-and-rescue mis-
sions. Some future idea is to use GPS with camera and
dual camera system with thermal camera [15]. In our cur-
rent implementation, one limitation is the battery life. To
overcome this, one approach is to create a self-powered
cyborg cockroach by feeding the cockroach a particular
sugar compound named trehalose, which makes an au-
tonomously powered battery [17, 18]. However, this re-
quires making a large incision in the cockroach body to
fit the enzymatic tube and battery’s cathode and anode,
which is a disadvantage. We plan to improve the bat-
tery life by reducing the transmit gain and by using the
NDB diamond battery [e, f]. NDB battery is a miniature
diamond-based battery where a radioactive carbon-14 and
resultant of the reaction are the flow of electrons which
generates current and voltage difference. These batteries
can run for a period of several years as already proved
to work in this article. The NDB battery is compact,
lightweight, and has a long run time, and thus is very
much suited for cyborg insect application.
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