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A B S T R A C T

Detecting out-of-distribution samples for image applications plays an important role in safeguarding the
reliability of machine learning model deployment. In this article, we developed a software tool to support
our OOD detector CVAD - a self-supervised Cascade Variational autoencoder-based Anomaly Detector , which
can be easily applied to various image applications without any assumptions. The corresponding open-source
software is published for better public research and tool usage.

Code metadata

Current code version V1.0
Permanent link to code/repository used for this code version https://github.com/SoftwareImpacts/SIMPAC-2021-167
Permanent link to Reproducible Capsule https://codeocean.com/capsule/3191573/tree/v1
Legal Code License MIT
Code versioning system used git
Software code languages, tools, and services used Pytorch, Python
Compilation requirements, operating environments & dependencies Ubuntu 18.04.5
If available Link to developer documentation/manual https://github.com/XiaoyuanGuo/CVAD/blob/main/README.md
Support email for questions xiaoyuan.guo@emory.edu

1. Introduction

Despite the recent advances in deep learning that have contributed
to solving various complex real-world problems, the safety and reliabil-
ity of AI technologies remain a big concern in medical applications [1].
Deep learning models for medical tasks are often trained with data
from known distributions, and fail to identify out-of-distribution(OOD)
outputs and possibly assign high probabilities to the anomalies during
inference because of the insensitivity to distribution shifting. To ensure
the reliability of deep learning models’ predictions, it is necessary to
identify unknown types of data that are different from the training data
distribution. However, the OOD data can be infinite to enumerate and
unavailable during training. To train an anomaly detector with only
in-distribution(ID) data available, learning high-quality ‘‘normality’’
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features is the fundamental step to identify the OOD samples during
inference [2]. Inspired by [3], we propose CVAD [4], which is built
on top of a branch-cascaded VAE. With the architecture to model
the in-distribution representations unsupervised, CVAD gains superior
reconstructions and learns good-quality features to threshold out the
OOD data. The ability of CVAD to detect anomalies is further enhanced
through training a binary discriminator with the constructed data
with random perturbations on aforementioned cascade VAE’s latent
parameters as OOD category.

2. Description

There are two main components of CVAD — the generator 𝐺 and
the discriminator 𝐷. The generator is composed of a branch cascade
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variational autoencoder. By inputting in-distribution(ID) images to it,
the generator learns to reconstruct the original data and minimizes
the reconstruction loss. During this process, the generator models the
latent embeddings of in-distribution, which formulates the ‘‘normality"
features and provides the basis of excluding the outliers that show
dissimilarity. The reconstructed images are then treated as fake OOD
data for the second-stage discriminator to distinguish from the original
ID data. As a consequence, the discriminator learns to assign each data
sample an anomaly probability.

2.1. Anomaly score computation

CVAD utilizes both the generator and discriminator to identify
anomalies. To keep it unified, the reconstruction error output 𝑆𝐺 in
the first stage is scaled into [0, 1] with 𝑆𝐺′ = 𝑆𝐺 − 𝑆𝐺

𝑚𝑖𝑛∕𝑆
𝐺
𝑚𝑎𝑥 − 𝑆𝐺

𝑚𝑖𝑛.
As the anomaly probability 𝑆𝐷 given by the discriminator is in range
[0, 1], the final anomaly score is calculated via 𝑆 = 0.5 ∗ (𝑆𝐺′ + 𝑆𝐷),
which ensures the anomaly score is also in the range of [0, 1].

2.2. Usage

The CVAD architecture is implemented in Python and relies on the
Pytorch [5] library. To train the CVAD model, two steps should be
taken. First, get the image generator 𝐺 trained. As there are some
ituations that images are in large and irregular sizes, we resize the
mages into a standard size of 256 × 256 before feeding the data into
he model. We also provide an example for cifar10 dataset [6], and
esign a corresponding small architecture considering its image size
2 × 32 × 3, please refer the code for more details. To adapt the model
or various applications, we set the channel parameter of CVAD’s gener-
tor and discriminator to be changeable. As medical images are usually
n grayscale, the corresponding network channel is thus set to 1. When
he input images are in RGB format, the channel parameter should be set
o 3. The variation autoencoder are notorious for instability in training
nd probably will get nan loss. Giving this situation, the learning rate of
enerator should be set relatively small to avoid the bad loss, 0.00001
s one of the good values to start. As the learning rate is set small to
et stable converge, the training epochs should be set relatively larger,
00 epochs for example. Given a dataset that has multiple classes,
ne or more classes can be identified as normal classes, a parameter
ormal_class helps provide the users with the option to select which
lasses to be normal and the left ones as abnormal data automatically.
he generator will use normal data for training, and the normal data
ill be split into training (80%) and validation (20%) parts.

The discriminator 𝐷 is trained after the generator, which will be
sed again during the discriminator training to generate reconstruc-
ions of the ID data but not optimized. The discriminator will be
ptimized to distinguish the generated data from the original one. This
hase will no take too long as the difference between the reconstruc-
ions and the raw inputs is clear, it is relatively easy for the binary
iscriminator to learn it. Therefore, a few epochs will be enough, 10–20
pochs for example.

.3. Evaluation

We also provide the evaluation part for reporting model perfor-
ance. For evaluation, we mix up the ID data (i.e., the validation
ata aforementioned) and the OOD data (i.e., the abnormal classes)
ogether. To calculate the model’s performance, we assign the ID data
ith label 0s and the OOD data as 1s for the anomaly targets. With

he trained generator and the discriminator, the final anomaly scores

are obtained as predictions. By using scikit-learn package roc_curve
function, three standard metrics — TPR, FPR, AUC score are calculated.

3. Impact overview

Since our CVAD anomaly detector pose no assumptions on the
original input data, it can be easily applied to various situations. Its
generalization can be helpful in solving various tasks. The implemen-
tation also has a few parameters to set up, which would be friendly to
new users. We hope this work could facilitate the research in this field
and provide new researchers a convenient tool to start from.

4. Limitations and developments

As CVAD takes advantages of VAE-based approach and Classifier-
based approach, where the VAE performs as an image generator and the
classifier acts as the discriminator. Users should first train the generator
and then the discriminator model. The initial architecture of CVAD was
designed for images with size 256 × 256× channel. To use the model
for large images, resizing or changing the architecture should be done.

5. Conclusions

We have developed an image OOD detector called CVAD, it has
good generalizations on various application situations and can be easily
reproducible. Researchers and developers can take advantage of this
tool for test and experiments.
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