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LARGE TIME BEHAVIOR OF SOLUTIONS OF VISCOUS
HAMILTON-JACOBI EQUATIONS WITH SUPERQUADRATIC

HAMILTONIAN

THIERRY TABET TCHAMBA

Abstract We study the long-time behavior of the unique viscosity solution u of the

viscous Hamilton-Jacobi Equation ut−∆u+|Du|m = f in Ω×(0,+∞) with inhomogeneous

Dirichlet boundary conditions, where Ω is a bounded domain of R
N . We mainly focus on

the superquadratic case (m > 2) and consider the Dirichlet conditions in the generalized

viscosity sense. Under rather natural assumptions on f, the initial and boundary data, we

connect the problem studied to its associated stationary generalized Dirichlet problem on

one hand and to a stationary problem with a state constraint boundary condition on the

other hand.

1. Introduction

The motivation of this work is the study of the large time behavior of the unique
solution of a nonlinear second order parabolic equation of the following type

(1.1) ut − ∆u+ |Du|m = f(x) in Ω × (0,+∞),

where Ω is a bounded domain of R
N with a C2-boundary, m > 2 and f ∈ C(Ω). The

solution u is a real-valued function defined on Ω × [0,+∞) and ut, Du, ∆u denote
respectively the partial derivative with respect to t, the gradient with respect to
the space variable and the Laplacian of u. We complement (1.1) with initial and
boundary conditions, namely

(1.2) u(x, 0) = u0(x) in Ω,

(1.3) u(x, t) = g(x) on ∂Ω × [0,+∞),

where u0 : Ω → R and g : ∂Ω → R are bounded and continuous functions satisfying
the compatibility condition

(1.4) u0(x) = g(x) for all x ∈ ∂Ω.

In the existing litterature, as far equation (1.1) is concerned, some works have
been devoted to its study of in the whole space R

N , addressing the questions of the
existence, uniqueness and properties of either classical solutions (see for example

This work was partially supported by the ANR “Hamilton-Jacobi et thorie KAM faible” (ANR-
07-BLAN-3-187245), the AUF (Agence Universitaire de la Francophonie) scholarship program and
the SARIMA (Soutien aux Activités de Recherche d’Informatique et de Mathématiques en Afrique)
project.
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Amour & Ben-Artzi [2], Ben-Artzi [17, 18], Gilding, Gueda & Kerner [32] and the
references therein) or solutions in the sense of distributions functions (see for example
Ben-Artzi, Souplet and Weissler [19]).

Some other works, like for instance, Fila & Lieberman [28] and Souplet [40] deal
with (1.1) in an open bounded subset of R

N by studying the solvability of the
Cauchy-Dirichlet problem (1.1)-(1.2)-(1.3). They prove that, under suitable assump-
tions on u0 and g, there exists a solution on some interval [0, T ∗), with the property
that its gradient blows up on the boundary ∂Ω while the solution remains bounded.
This singularity thus yields a difficulty when one wants to extend the solution past
T ∗.

Recently, Barles & Da Lio [8] proved that, actually when 1 < m ≤ 2, the Cauchy-
Dirichlet problem can be solved in the classical sense but can not longer be solved,
that way, for any g when m > 2. More precisely, when g is large, there could be
loss of boundary condition when m > 2, due to the presence of the superquadratic
growth in |Du|. They consider (1.1)-(1.2)-(1.3) with f = 0 and prove that there
exists a unique continuous, global in time solution of (1.1)-(1.2) with the Dirichlet
boundary condition in the relaxed viscosity formulation (see Definition 2.1 and [8,
Theorem 3.1]). Moreover, they provided an explicit expression of the solution of
(1.1)-(1.2)-(1.3) in terms of a value function of some stochastic control exit time
problem obtained by considering the state (Xt)t of a system driven by the stochastic
differential equation

(1.5) dXt = atdt+ dBt for t > 0, X0 = x ∈ Ω

where (Bt)t is a N -dimensional Brownian motion and (at)t, the control, is some
progressively measurable process with respect to the filtration associated to (Bt)t

which takes values in R
N . They proved that, for all (x, t) ∈ Ω × [0,+∞), the value

function

u(x, t) := inf
(as)s

Ex

{
∫ τx

0

[

f(Xs) + (m− 1)m− m
m−1 |as|

m
m−1

]

ds(1.6)

+11τx≤tg(Xτx) + 11τx>tu0(Xt)

}

is continuous in Ω × [0, T ] for all T > 0 and its continuous extension on Ω × [0, T ]
is the unique viscosity solution of (1.1)-(1.2)-(1.3) (see [8, Theorem 3.2]) where Ex

represents the conditional expectation with respect to the event {X0 = x} and τx is
the first time when the trajectory (Xt)t, starting at x, hits the boundary ∂Ω.

Our paper mainly complements the investigation of [8] by analyzing the large
time behavior of the global solution of (1.1)-(1.2)-(1.3). Several papers have studied
this question either for the Cauchy problem for (1.1) in the whole space R

N (see for
example [11], [16] and [31]) or for the Neumann problem for (1.1) (see [9], [15] and
[25]) but, to the best of our knowledge, the first and only work to deal the Cauchy-
Dirichlet problem (1.1)-(1.2)-(1.3) is the one of Benachour, Dabuleanu-Hapca &
Laurencot [14]. They studied the long time behavior of the solution of (1.1) with
f ≡ 0 associated with the homogeneous classical Dirichlet boundary condition (g ≡
0). Their main results can be roughly summarized in the following way: (first) for
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m > 1, the global classical solution (in the sense of [14, Definition 1.1]) decays to
zero in the W 1,∞-norm with the same rate as in the linear case; (next) for m = 1,
and exponential decay to zero also take place, but the rate of convergence differs
from that of the linear case; (finally) when m ∈ (0, 1), the gradient term plays a role
in the large time dynamics and a finite time extinction occurs for the nonnegative
solution.

In the general case, one may think at first glance that the solution u of (1.1)-
(1.2)-(1.3) converges uniformly to the unique solution of the stationary equation

(1.7) − ∆w(x) + |Dw(x)|m = f(x) in Ω

associated with the Dirichlet boundary condition

(1.8) w(x) = g(x) in Ω,

and this phenomenon is consistent with the results obtained in [14] for which f ≡ 0
and g ≡ 0 and therefore the unique solution of (1.7)-(1.8) is w ≡ 0. But, for any
m > 1, the existence of a viscosity solution for (1.7)-(1.8) is no longer guaranted
in general when f 6= 0 (see Alaa & Pierre [1] or Grenon, Murat & Porretta [33]
or Souplet & Zhang [41] for details). For the reader convenience, we provide an
example showing that (1.7) do not have any solution for any bounded f, even smooth
enough. Moreover we also note that the uniform L∞-bounds of u is not always
guaranted when f is bounded even for simple ordinary (y′(t) = −1) or partial
(ut − uxx + |ux| = −1) equations. It is then be hopeless for fully nonlinear PDE as
we can note from (1.6) where u(x, t) could go to −∞ for some f < 0.

Taking this into account, we find that the study of the long time behavior of
the solution u of (1.1)-(1.2)-(1.3) first lead us to the study of a stationary ergodic
problem. More precisely, like in the work of lasry & Lions [37], we are interested in
findind an appropriate constant c such that the function u(·, t)+ct remains bounded
and c is the unique constant for which the stationnary equation with state constraint
boundary condition

(1.9) − ∆w(x) + |Dw(x)|m = f(x) + c in Ω

(1.10) − ∆w(x) + |Dw(x)|m ≥ f(x) + c on ∂Ω.

has a continuous and bounded viscosity solution u∞.
The final goal of the present paper is to establish, when m > 2, that

(i) either c < 0 and u(·, t) converges to the unique solution of the generalized
Dirichlet problem (1.7)-(1.8) as t→ +∞,

(ii) or c = 0 and u(·, t) converges to a solution of the generalized Dirichlet prob-
lem (1.7)-(1.8) as t→ +∞,

(iii) or c > 0 and, independently of g, the function u(·, t)+ct converges uniformly
on Ω to a solution of the ergodic problem with the state constraint boundary
condition (1.9)-(1.10).

To briefly explain such a behavior in the case where c > 0, we notice that the
function u(x, t)+ct is the unique viscosity solution of (1.1)-(1.2)-(1.3) in which f(x)
and g(x) are replaced by f(x) + c and g(x) + ct respectively. When m > 2, loss
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of boundary condition really happens in this case since we prove that u(x, t) + ct
remains bounded on Ω. This loss of boundary condition roughly introduces the state
constraints suggesting that in (1.6), the first time when the trajectory (Xt)t hits the
boundary is τx = +∞. This means that there exists a control (at)t keeping the
process (Xt)t inside Ω, for all t ≥ 0 with probability one.

The problem (1.9)-(1.10) therefore naturally introduces the state constraint prob-
lems coming from stochastic control problems, we refer the reader to [37] where this
topic has largely been studied. We recall that state constraint problems were first
studied by Soner [39] in the deterministic case (see also Fleming and Soner [29] and
Capuzzo-Dolcetta and Lions [21]) whereas Katsoulakis [35] and Lasry and Lions [37]
studied it from the stochastic point of view.

This paper is organized as follow: in Section 2, we first briefly recall in which
sense the viscosity solution of a general initial boundary-value problem has to be
understood. Next, we recall some results on the strong comparison (uniqueness) and
global in time existence for a parabolic problem and its associated stationary prob-
lem. We continue by introducing some results on the Strong maximum Principle for
some linear parabolic and elliptic equation and we finally provide a simple example
showing that the one dimensional problem (1.7)-(1.8) cannot be solved for any func-
tion f. In Section 3 we prove the existence of the pair (u∞, c) solution of (1.9)-(1.10)
with some related properties. In Section 4, we state and prove the final convergence
result.

2. Preliminaries.

Given an open bounded and connected subset O of R
N with a C2-boundary, let

F ∈ C(O × [0, T ] × R × R
N × SN), φ ∈ C(∂O × [0, T ]) and ψ ∈ C(O) be such that

(2.1) φ(x, 0) = φ(x) for all x ∈ ∂O.

By viscosity subsolution, supersolution and solution of the generalized initial bound-
ary value problem

(BV P )







ut + F (x, t, u,Du,D2u) = 0 in O × (0, T ]
u(x, t) = φ(x, t) on ∂O × (0, T ]
u(x, 0) = ψ(x) on O,

we mean the following

Definition 2.1.
(i) An upper semicontinuous (usc in short) function u in O × [0, T ) is a viscosity
subsolution of (BVP) if and only if, for all ϕ ∈ C2(O×[0, T ]), at any local maximum
point (x0, t0) of u− ϕ in O × (0, T ], the following holds


















∂ϕ

∂t
(x0, t0) + F (x0, t0, u,Dϕ,D

2ϕ) ≤ 0 if (x0, t0) ∈ O × (0, T ),

min

{

∂ϕ

∂t
+ F (x0, t0, u,Dϕ,D

2ϕ), (u− φ)(x0, t0)

}

≤ 0 if (x0, t0) ∈ ∂O × (0, T ),

u(x0, 0) ≤ ψ(x0) if (x0, t0) ∈ O × {0}.
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(ii) A lower semicontinuous (lsc in short) function u in O × [0, T ] is a viscosity
supersolution of (BVP) if and only if, for all ϕ ∈ C2(O × [0, T ]), at any local
minimum point (x0, t0) of u− ϕ in O × (0, T ], the following holds



















∂ϕ

∂t
(x0, t0) + F (x0, t0, u,Dϕ,D

2ϕ) ≥ 0 if (x0, t0) ∈ O × (0, T ),

max

{

∂ϕ

∂t
+ F (x0, t0, u,Dϕ,D

2ϕ), (u− φ)(x0, t0)

}

≥ 0 if (x0, t0) ∈ ∂O × (0, T ),

u(x0, 0) ≥ ψ(x0) if (x0, t0) ∈ O × {0}.

(iii) u is a (continuous) viscosity solution of (BVP) if u is both a sub and a super-
solution.

We use the term “generalized” because we want to stress on the fact that the
viscosity solution theory leads to a new formulation of the boundary conditions for
degenerate elliptic equations, that is why the standard Dirichlet boundary condition
“u = φ on ∂O×(0, T )” has to be relaxed in the sense of Definition 2.1. We should also
write relaxed conditions on ∂O×{0} and O×{0}, but for such parabolic equations,
by using the compatibility condition (2.1), we find that the classical condition always
holds at t = 0 as mentioned in [24, Lemma 4.1] (see also [5, Theorem 4.7] for first
order equations).

The definition of a viscosity solution for stationary elliptic operator is similar, we
refer the reader to the books of Barles [5], Bardi & Capuzzo-Dolcetta [3], Koike [36]
and the user’s guide of Crandall, Ishii & Lions [23] for more details on the viscosity
solution theory.

In particular, when O = Ω, F = −∆u + |Du|m − f, φ = g and ψ = u0, we recall
from [8] that when 0 < m ≤ 2, there is no loss of boundary condition for sub and
supersolutions: for any subsolution u (resp. supersolution v), we always have u ≤ φ
(resp. v ≥ φ) on ∂Ω × (0, T ]. For m > 2, we still have u ≤ φ on ∂Ω × (0, T ], but
losses of boundary condition could happen for supersolution. These results can be
found in [8, Propositions 3.1 and 3.2] for the case f = 0 and the proofs of [8] can
easily extend to the general case.

Hereafter, we denote by E(O, f, g, u0, λ) the generalized initial boundary value
problem (BV P ) when F = −∆u + |Du|m + λu− f with λ ≥ 0, φ = g and ψ = u0.
We also notice that E(O, f, g, u0, 0) and (1.1)-(1.2)-(1.3) represent exactly the same
problem. Here “E” stands for evolution.

2.1. Comparison and existence results for a nonlinear parabolic problem.

We start with

Theorem 2.1 (Strong comparison result).
Given T > 0, for all m > 0, assume that f, u0 ∈ C(O), φ ∈ C(∂O), let u be a
bounded usc viscosity subsolution and v be a bounded lsc viscosity supersolution of
E(O, f, g, u0, λ). Then u ≤ v in O × [0, T ]. Moreover, if we define ũ on O × [0, T )
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as follow:

(2.2) ũ(z, t) :=







lim sup
(y,s)∈O×(0,T ]

(y,s)→(z,t)

u(y, s) for all (z, t) ∈ ∂O × [0, T ),

u(z, t) for all (z, t) ∈ O × [0, T ),

then ũ still a bounded subsolution of E(O, f, g, u0, λ) and ũ ≤ v in O × [0, T ].

Remark 2.1. In general, getting a comparison result up to the boundary with the
only constraint u(·, t) ≤ g on ∂O × [0, T ] is hopeless. Indeed, as we will see later
on, loss of boundary condition can sometimes happen. Let, for example, w be a usc
subsolution of E(O, f, g, u0, λ) such that w(x0, t) < g(x0) for some x0 ∈ ∂O, we can
defining a new function w̃(·, t) to be equal to w(·, t) in O except at x0, where we
set w̃(x0, t) = g(x0). Since w̃ remain a viscosity subsolution of E(O, f, g, u0, λ), an
application of the first part of Theorem 2.1 yields w̃ ≤ w in O× [0, T ] whereas w̃ is
not less that w on ∂O since w(x0, t) < w̃(x0, t). Redefining u on the boundary by
(2.2) enables us to turn around that difficulty and extend the comparison up to the
boundary.

The proof of Theorem 2.1 is performed exactly as the one of [8, Theorem 3.1]
though the presence of f and λ-term. The continuity of f on O being sufficient to
apply the same arguments with no significant changes.

We continue with

Corollary 2.1. Under the assumptions of Theorem 2.1, if u1 is a bounded usc
subsolution of E(O, f1, g1, u0, λ) such that

(2.3) u1(x, t) = lim sup
(y,s)∈O×(0,T ]

(y,s)→(x,t)

u1(y, s) for all (x, t) ∈ ∂O × [0, T ),

and if u2 is a bounded lsc supersolution of E(O, f2, g2, v0, λ), then we have

(2.4) ‖(u1 − u2)
+‖∞ ≤ t‖(f1 − f2)

+‖∞ + e−λt‖(u0 − v0)
+‖∞ + ‖(g1 − g2)

+‖∞

for all 0 ≤ t ≤ T where a ∨ b := max(a, b), r+ := r ∨ 0 and ‖ · ‖∞ is the classical
sup-norm either on O × [0, T ] or O or ∂O.

Proof of Corollary 2.1. Put M1 := ‖(u0 − v0)
+‖∞, M2 := ‖(g1 − g2)

+‖∞, M3 :=
‖(f1 − f2)

+‖∞ and Λ(t) := tM3 + e−λtM1 +M2. We claim that ũ := u1 − Λ(t) is a
subsolution of E(O, f2, g2, v0, λ). Indeed, we first consider a point (x, t) ∈ O× (0, T ],
and formally compute

ũt − ∆ũ+ |Dũ|m + λũ = (u1)t − ∆u1 + |Du1|
m + λu1 − Λ′(t) − λΛ(t)

≤ f1(x) −M3 ≤ f1(x) − (f1 − f2)(x) = f2(x).

Next, we obtain ũ(·, 0) ≤ v0(·) in O by computing

ũ(x, 0) ≤ u1(x, 0) −M1 ≤ u0(x) − (u0 − v0)(x) = v0(x).

Finally, if (x, t) ∈ ∂O × [0, T ], then

ũ(x, t) ≤ g1(x) −M2 ≤ g1(x) − (g1 − g2)(x) = g2(x).
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Thus, ũ and v are respectively sub- and supersolution of E(O, f2, g2, v0, λ).We apply
Theorem 2.1 to obtain ũ ≤ u2 in O × [0, T ] thus leading to (2.4). �

We end with the

Theorem 2.2 (Existence and Uniqueness for E(O, f, g, u0, λ)).
For any f ∈ C(O), u0 ∈ C(O) and g ∈ C(∂O) satisfying (1.4), there exists a unique,
global in time, continuous viscosity solution of the generalized initial boundary-value
problem E(O, f, g, u0, λ).

The proof of this result consists in coupling the comparison result with the Per-
ron’s method on the time interval [0, T ]. We refer to Da Lio [24] for a complete proof
of this result.

Remark 2.2. It is worth mentioning that Theorems 2.1 and 2.2 still hold even
when f and g depend on the x and t variables. It would be enough, in that case, to
assume that f ∈ C(O × [0, T ] and g ∈ C(∂O × [0, T ]) for any T > 0.

2.2. Comparison Principle for a stationary problem.
Here, we denote by S(O, h, k, λ), with “S” standing for stationary, the following

generalized Dirichlet problem
{

−∆φ+ |Dφ|m + λφ = h in O
φ = k on ∂O

where h ∈ C(O), k ∈ C(∂O) and λ ≥ 0.

Theorem 2.3. Let h ∈ C(O) and k ∈ C(∂O). Assume that m > 0 and λ > 0
(resp. m > 1 and S(O, h, k, 0) has a strict subsolution). Let u ∈ USC(O) and
v ∈ LSC(O) be respectively bounded viscosity sub- and supersolution of S(O, h, k, λ)
(resp. S(O, h, k, 0)) then u ≤ v on O. Moreover, if we define ũ on O as follows:

(2.5) ũ(z) :=

{

lim sup
y→z, y∈O

u(y) for all z ∈ ∂O,

u(z) for all z ∈ O,

then ũ still a bounded subsolution of S(O, h, k, λ) (resp. S(O, h, k, 0)) and we have
ũ ≤ v in O.

We recall that a function is a said to be a strict subsolution of S(O, h, k, λ) if it
is a subsolution of S(O, h− η, k − δ, λ) for some δ > 0 and η > 0.

Proof of Theorem 2.3. We start by the case where λ > 0.
Since ut = vt = 0, it is obvious that u is a subsolution of E(O, h, u, k, λ) and that v
is supersolution of and E(O, h, v, k, λ). Coming back to (2.4), for all 0 < t < T, we
obtain

‖(u− v)+‖∞ ≤ e−λt‖(u− v)+‖∞.

Knowing that λ, t > 0, the last inequality holds only when ‖(u−v)+‖∞ = 0 and the
comparison u ≤ v on O thus follows.

Now, we prove the λ = 0 case.
Let φ̄ be a strict subsolution of S(O, h, k, 0), since m > 1, the map p 7→ |p|m is
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convex and for all 0 < µ < 1, we find that uµ := µu + (1 − µ)φ̄ is a also strict
subsolution of S(O, h, k, 0). Indeed, we formally have :

− ∆uµ + |Duµ|
m = −∆[µu + (1 − µ)φ̄] + |D(µu+ (1 − µ)φ̄)|m

≤ −µ∆u− (1 − µ)∆φ̄+ µ|Du|m + (1 − µ)|Dφ̄|m

< µf + (1 − µ)f = f.

This means that there exists two constants η, δ > 0 such that uµ is a subsolution of
S(O, h− η, k− δ, 0). It is then obvious that uµ,η(x, t) := uµ(x) + ηt is a subsolution
of E(O, h, k − δ + ηt, uµ, 0) and ṽ(x, t) ≡ v(x) is a supersolution of E(O, h, k, v0).
From (2.4) in Corollary 2.1, we obtain, for all 0 < t < T, the following estimate on
uµ,η − ṽ

(2.6) ‖(uµ,η − ṽ)+‖∞ ≤ ‖(uµ,η − ṽ)+
|t=0

‖∞ + (ηt− δ)+.

Since (2.6) is true for all T > 0, it remains true for all 0 < τ ≤ T, that is :

(2.7) uµ(x) − v(x) + ηt ≤ ‖(uµ − v)+‖∞ + (ητ − δ)+ for all (x, t) ∈ O × (0, τ).

Let x̄ ∈ O such that Mµ := uµ(x̄) − v(x̄) = supO(uµ − v), (2.7) implies

Mµ + ηt ≤M+
µ + (ητ − δ)+.

If Mµ > 0, then for τ such that ητ − δ ≤ 0, we have Mµ + ηt ≤ Mµ which leads to
a contradiction. Therefore, Mµ ≤ 0, and we conclude that u ≤ v on O by sending
µ→ 1. �

Remark 2.3. Another way of proving Theorem 2.3 for λ > 0, when m > 1, is to
notice that Ch,k := −‖k‖∞ − ‖h‖∞/λ is a strict subsolution of S(O, h, k, λ) and we
continue arguing exactly as in the case where λ = 0.

Corollary 2.2. Let h ∈ C(O) and k1, k2 ∈ C(∂O). Assume that m > 0 and λ > 0
(resp. m > 1 and S(O, h, ki, 0) has a strict subsolution, i = 1, 2). Let u1 be a
bounded usc viscosity subsolution of S(O, h, k1, λ) (resp. S(O, h, k1, 0)) and u2 be
supersolution of S(O, h, k2, λ) (resp. S(O, h, k2, 0)) then for all x ∈ O,

(2.8) ‖(u1 − u2)
+‖∞ ≤ ‖(k1 − k2)

+‖∞.

Proof of Corollary 2.2. We just remark that u1 −‖(k1 − k2)
+‖∞ is a subsolution

of S(O, h, k2, λ) and apply Theorem 2.3 to obtain u1 ≤ u2+‖(k1−k2)
+‖∞ on O. �

Theorem 2.4 (Existence and Uniqueness for S(O, h, k, λ)).
Let h ∈ C(O) and k ∈ C(∂O). Assume that either m > 0 and λ > 0 or m > 1 and
S(O, h, k, 0) has a strict subsolution. Then there exists a unique continuous viscosity
solution of the generalized boundary-value problem S(O, h, k, λ).

Proof of Theorem 2.4. Given that the Strong comparison result holds for the
stationary problem S(O, h, k, λ) for λ ≥ 0 (see Theorem 2.3), it just remains to build
appropriate sub- and supersolution of S(O, h, k, λ) in order to apply the Perron’s
method (see [34]). On one hand, Let x0 ∈ R

N be such that B(x0, K) ∩ Ω = ∅ with
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K ≥ (‖h‖∞ + 2N)1/m, We claim that l(x) = |x− x0|
2 + ‖k‖∞ + 1 is a supersolution

of S(O, h, k, λ) with λ ≥ 0. Indeed,

− ∆l + |Dl|m + λl ≥ −∆l + |Dl|m = −2N + 2m|x− x0|
m > −2N + (2K)m.

To conclude that −∆l + |Dl|m + λl ≥ f, it’s sufficient to choose K such that
(2K)m ≥ ‖h‖∞ + 2N. By its very definition, l > k, we therefore conclude that l is a

supersolution of S(O, h, k, λ). On the other hand, if λ > 0 then −‖h‖∞
λ

−‖k‖∞−1 is
a subsolution of S(O, h, k, λ) whereas the assumption on S(O, h, k, 0), itself, provide
a subsolution in the case where λ = 0. The existence result for S(O, h, k, λ) for all
λ ≥ 0 therefore follows. �

2.3. The Strong Maximum Principle.
We refer the reader to Evans [27] and Gilbarg &Trudinger [30] for more about

the strong maximum principle for smooth solutions of linear parabolic and elliptic
equations and to Bardi & Da Lio [4] and Da Lio [26] for viscosity solutions of fully
nonlinear degenerate elliptic and parabolic operator. The result we are concerned
with is the following

Lemma 2.1. Let C > 0. Any upper semicontinuous viscosity subsolution of

(2.9) − ∆φ− C|Dφ| = 0 in O

(resp.

(2.10) φt − ∆φ− C|Dφ| = 0 in O × (0, T ] )

that attains its maximum at some x0 ∈ O (resp. (x0, t0) ∈ O × (0, T ]) is constant
on O (resp. O × [0, t0]). In particular,

max
O

φ = max
∂O

φ ,

(resp.

max
O×[0,T ]

φ = max
∂p(O×(0,T ))

φ ,

where ∂p(O × (0, T )) is the parabolic boundary of O × (0, T ), i.e. (∂O × (0, T )) ∪
(O × {0}).)

This result is already proved in [4, Corollary 2.4] and [26, Corollary 2.4]. Actually,
it is obvious to see that (2.9) belongs to the family of nonlinear elliptic equations of
the form

(2.11) c(x)|u|k−1u− ∆u+ b(x)|Du|p = 0 in O

with b := C < 0, p = 1 and c ≡ 0 whereas (2.10) belongs to the family of nonlinear
parabolic equations of the form

(2.12) ut + c(x, t)|u|k−1u− a(x, t)F (Du,D2u) = 0 in O × [0, T ]

where F := Tr(X) + C|p| is positively homogeneous of degree α = 1, c ≡ 0 and
a ≡ 1. We then refer to [4] and [26] for the test of the non degeneracy conditions
and the scaling properties on (2.9) and (2.10).
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2.4. When is the stationary Dirichlet problem solvable?
As earlier noted in this work, one could think at first glance that the needed limit

problem is S(Ω, f, g, 0) (or (1.7)-(1.8)). Here, we briefly address the question of the
existence of a solution for (1.7) for all f through an illustration by a basic example
taken from [8] and show that (1.7) is not solvable for any bounded continuous f.

To see that, let R and C be two positive constants, we take f := −Cm < 0 and
study the one-dimensional problem consisting of finding solutions of

(2.13) − η′′ + |η′|m = −Cm in (−R,R).

To solve (2.13), we integrate once and after some easy change of variable and com-
putations, we find that η′ solves the equation

1

Cm−1

∫
η′(x)

C

η′(0)
C

ds

|s|m + 1
= x.

It then follows that

Cm−1x =

∫
η′(x)

C

η′(0)
C

ds

|s|m + 1
≤

∫ +∞

−∞

ds

|s|m + 1
<∞

since m > 1. Therefore, letting x→ R, we obtain :

(2.14) Cm−1 ≤
1

R

∫ +∞

−∞

ds

|s|m + 1
.

The inequality (2.14) says roughly that for a given interval [−R,R], the ordinary
differential equation (2.13) is not solvable for large C, meaning that (1.7) is not
solvable when f < 0 is such that |f | ≫ 1. The condition on the size of f, as
expressed above only occurs when f < 0. Indeed, if f ≥ 0, then the constant −‖g‖∞
is a subsolution of S(Ω, f, g, 0) and the existence follows from the Perron’s method
and the strong comparison result for S(Ω, f, g, 0).

To complement this question, we consider the following parameterized version of
(1.7):

(2.15) − ∆w + |Dw|m = ǫf(x) in Ω

with ǫ > 0. From [1] or [33], we find the existence of ǫ∗ ∈ (0,+∞) such that (2.15)
has at least a solution for ǫ ∈ (0, ǫ∗) and there is no solution when ǫ > ǫ∗. In general,
one does not know what happens if ǫ = ǫ∗.

This lack of existence of a solution of S(Ω, f, g, 0) gives a motivation of the use
of the “ergodic problem” (1.9)-(1.10) to explain the behavior of the solution u of
E(O, f, g, u0, λ) for all λ ≥ 0.

3. The stationary ergodic problem

Throughout this section, we aim to study the existence of the pair (c, u∞) ∈
R × C(Ω) for which u∞ is a viscosity solution of (1.9)-(1.10). To do so, we detail a
new proof, by using the approach of the viscosity solutions, of the following result
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which already appears in [37, Theorem VI.3]. To stress on the dependence of (1.9)-
(1.10) on f and c, hereafter we denote by Erg(Ω, f, c) the state constraint problem

{

−∆w + |Dw|m = f + c in Ω
−∆w + |Dw|m ≥ f + c on ∂Ω.

Theorem 3.1. Assume that f ∈ C(Ω) and m > 2. Then there exists c ∈ R

and a function u∞ ∈ C0, m−2
m−1 (Ω) ∩ W 1,∞

loc (Ω) such that u∞ is a viscosity solution
of Erg(Ω, f, c). Moreover if ṽ is a viscosity solution of Erg(Ω, f, c̃), then c = c̃ and
u∞ = ṽ +K for some constant K.

Hereafter, we define the distance from ∂Ω to x ∈ Ω by

(3.1) d∂Ω(x) := dist(x, ∂Ω) = inf{|x− y| with y ∈ ∂Ω}.

For some δ > 0, we denote by

(3.2) Ωδ := {x ∈ Ω : d∂Ω(x) < δ},

(3.3) Ωδ := {x ∈ Ω : d∂Ω(x) > δ}.

Since Ω is C2, the function d∂Ω is also C2 in a neighborhood of the boundary, say in
Ωδ for all 0 < δ ≤ δ0. We denote by d any positive C2 function agreing with d∂Ω in
Ωδ for all 0 < δ ≤ δ0 such that |Dd| ≤ 1 in Ωδ and by n a C1- function defined by

(3.4) n(x) = −Dd(x) in Ωδ0 .

If x ∈ ∂Ω, then n(x) is just the unit outward normal vector to ∂Ω at x.
We are going to use the following classical result which may require to choose a

smaller value of δ0.

Lemma 3.1. Under the above assumptions on Ω, for any 0 ≤ δ ≤ δ0, Ωδ is
C1-pathwise connected and C2 domain. For x, y ∈ Ωδ, we denote by Ax,y(Ωδ) the
nonempty set

(3.5)

{

γx,y : [0, 1] → Ωδ, γx,y is C1- piecewise with γx,y(0) = x, γx,y(1) = y

}

,

and by d̃δ the function defined by

(3.6) d̃δ(x, y) := inf
γx,y∈Ax,y(Ωδ)

∫ 1

0

|γ̇x,y(t)|dt .

Then d̃δ satisfies

(3.7) d̃(x, y) ≤ CΩ

for some constant CΩ > 0 and there exists δ̄, K̄ > 0 such that, if |x− y| ≤ δ̄, then

(3.8) d̃δ(x, y) ≤ K̄|x− y|.

The rest of this section is devoted to the proof of Theorem 3.1.
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Lemma 3.2. Let f ∈ C(Ω) and m > 2. For any R > 0 and 0 < λ < 1, there exists
a unique viscosity solution uR,λ of the generalized Dirichlet problem S(Ω, f, R, λ).
Moreover, uR,λ satisfies the following estimates

(3.9) −
‖f‖∞
λ

≤ uR,λ ≤ −
M

α
dα(x) +

K

λ
in Ω

with α = m−2
m−1

and M,K > 0 are independent of R and λ.

Proof of Lemma 3.2. The existence of the solution uR,λ of S(Ω, f, R, λ) follows
from a combination of the strong comparison result for S(Ω, f, R, λ) (Theorem 2.3)
and the classical Perron’s method (see [34]) with the version up to the boundary
provided in Da Lio [24, Theorem 2.1]. It is therefore sufficient to build a sub- and
supersolution of S(Ω, f, R, λ).

It is easy to see that the constant −‖f‖∞/λ is a subsolution S(Ω, f, R, λ). We
claim that ζ(x) := −M

α
dα(x) + K

λ
is a supersolution of S(Ω, f, R, λ) with state

constraints on ∂Ω. Indeed, in Ω we compute:

− ∆ζ + |Dζ |m + λζ − f = (α− 1)Mdα−2|Dd|2 +Mdα−1∆d(3.10)

+Mmdm(α−1)|Dd|m − λ
M

α
dα +K − f

=
M

dm(1−α)

[

Mm−1|Dd|m + d∆d

+(α− 1)|Dd|2 −
λ

α
d2

]

+K − f.

In Ωδ where |Dd| = 1 and 0 ≤ d ≤ δ, (3.10) reads

− ∆ζ + |Dζ |m + λζ − f =
M

dm(1−α)

[

(α− 1) + d∆d+Mm−1 −
λ

α
d2

]

+K − f.

It then suffices to choose the constant M and K as follows

(3.11) Mm−1 > (1 − α) + δ‖∆d‖∞ +
δ2

α
and K ≥ 2‖f‖∞

to get −∆ζ + |Dζ |m + λζ ≥ f in Ωδ. Moreover, for all x ∈ Ω, we have

∂nζ(x) := Dζ(x) · n(x) = Mdα−1(x)|Dd(x)|2 = Md−
1

m−1 (x)|Dd(x)|2,

and one obviously obtains that

lim
d(x)→0

∂nζ(x) = +∞.

From an easy adaptation of [8, Proposition 3.3], we have J2,−ζ(x) = ∅, where
J2,−ζ(x) is the second-order subjet of ζ at x relative to Ω, meaning that there
is no smooth test function ϕ such that ζ − ϕ achieves its local minimum point at
x ∈ ∂Ω and thus state constraint boundary condition is automatically satisfied.

To conclude that the function ζ is a solution of

(3.12) − ∆w + |Dw|m + λw = f in Ω
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it remain to prove the supersolution inequality in Ωδ. In this case, since 0 < λ < 1
and |Dd| ≤ 1, (3.10) reads

− ∆ζ + |Dζ |m + λζ − f ≥ −(1 − α)Mdα−2 +Mdα−1∆d−
M

α
dα − ‖f‖∞ +K.

As done before, it suffices to take the constants M as in (3.11) and K such that

(3.13) K > M

[

(1 − α)‖dα−2‖∞ + ‖dα−1∆d‖∞ +
1

α
‖dα‖∞

]

+ 3‖f‖∞

to obtain −∆ζ + |Dζ |m + λζ ≥ f in Ωδ thus ending the proof that ζ is a superso-
lution of S(Ω, f, R, λ) with state constraint on ∂Ω. A final application of the strong

comparison result for S(Ω, f, R, λ) to −‖f‖∞
λ
, uR,λ and ζ easily yields the estimate

(3.9). �

We continue with the

Lemma 3.3. For 0 < λ < 1 and m > 1, there exists a unique viscosity solution uλ

of the state constraint problem

(3.14) − ∆uλ + |Duλ|
m + λuλ = f in Ω

(3.15) − ∆uλ + |Duλ|
m + λuλ ≥ f on ∂Ω

and there exists a constant C1 > 0 such that for all 0 < λ < 1, we have

(3.16) |λuλ| ≤ C1 in Ω.

Proof of Lemma 3.3. Let K be such in (3.13), we take Rλ := K
λ

and find from
Lemma 3.2 that

uR,λ < R on Ω for all R > Rλ.

By definition of the generalized Dirichlet problem S(Ω, f, R, λ) for R > Rλ, we
find that uR,λ is a viscosity solution of (3.14)-(3.15) for all R > Rλ. But, from
Theorem 2.4, there exists a unique viscosity solution, uλ of (3.14)-(3.15), meaning
that uλ = uR,λ for all R > Rλ.

Coming back to (3.9), it is obvious to see that

−‖f‖∞ ≤ λuλ ≤ K in Ω

and (3.16) follows by taking C1 = max{‖f‖∞, K}. �

Now, we state this important

Proposition 3.1 (Local interior gradient bounds on uλ).
Assume f ∈ C(Ω) and m > 1. Let uλ be the function defined in Lemma 3.3. We
have

(3.17) ‖Duλ(x)‖∞ ≤ Λd−
1

m−1 (x) in Ω

where Λ depends on m, Ω and f.
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This result is already proved in [37] and [20]. In [37], f is required to belong to
W 1,∞(Ω) and we apply [37, Theorem IV.1], by taking β = 0 and C1 = C2 = ‖f‖∞,
to obtain Proposition 3.1 with Λ depending only on m, Ω and f. In [20], we just need
to have f ∈ L∞(Ω) and we obtain Proposition 3.1 from [20, Theorem 3.1] and Λ,

in this case, depends on m and ‖d
m

m−1

∂Ω (f − λuλ)
+‖L∞(Ω). But since λuλ is uniformly

bounded in λ (see (3.16)), we obtain a constant Λ free of any dependance in λ.

Now, we would like to let λ go to 0. Inspired from [37], the device used to provide
the convergence entirely relies on the gradient interior bound method coupled with
the Ascoli’s result. We choose arbitrary x∗ ∈ Ωδ0 and set

(3.18) vλ(x) := uλ(x) − uλ(x
∗) ∀x ∈ Ω.

We start by focussing on the three following useful properties of vλ for any 0 < λ < 1.

Lemma 3.4 (Global bounds on Ωδ).
Let f ∈ C(Ω) and m > 2. For any 0 < λ < 1 and for all 0 < δ < δ0, the function vλ

is uniformly bounded on Ωδ and satisfies

(3.19) |vλ(x)| ≤ ΛCΩδ
− 1

m−1 for all x ∈ Ωδ.

Proof of Lemma 3.4. Let 0 < δ < δ0, for any x ∈ Ωδ, since vλ is locally Lipschitz
by Proposition 3.1 and (3.5), for any γx,x∗ ∈ Ax,x∗(Ωδ), one gets

|vλ(x) − vλ(x
∗)| ≤

∫ 1

0

∣

∣

∣

∣

d

ds
vλ(γx,x∗(s))

∣

∣

∣

∣

ds

=

∫ 1

0

|Dvλ(γx,x∗(s))||γ̇x,x∗(s)|ds

≤ Λ

∫ 1

0

d−
1

m−1 (γx,x∗(s))|γ̇x,x∗(s)|ds

≤ Λδ−
1

m−1

∫ 1

0

|γ̇x,x∗(s)|ds

From (3.7) and vλ(x
∗) = 0, it follows that

(3.20) |vλ(x) − vλ(x
∗)| ≤ Λδ−

1
m−1 d̃(x, x∗) ≤ ΛCΩδ

− 1
m−1 .

�

Lemma 3.5 (Lipschitz continuity in Ωδ).
Let f ∈ C(Ω) and m > 2. There exists a constant K1 > 0 depending on Ω, m, δ0
and Λ (see (3.17)) such that for any 0 < λ < 1 and for all 0 < δ < δ0,

(3.21) |vλ(x) − vλ(y)| ≤ K1δ
− 1

m−1 |x− y| ∀x, y ∈ Ωδ.

Actually, the local Lipschitz continuity in Ω or the global one in Ωδ is the best one
could have here. Indeed, the Lipschitz continuity up to the boundary is hopeless since
the gradients blows up at the boundary (see [8, Proposition 3.3] or the discussion in
the proof of Lemma 3.2).
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Proof of Lemma 3.5. Let x, y ∈ Ωδ. If |x− y| ≥ δ̄0
2

then from (3.19), we have

sup
Ωδ×Ωδ

|vλ(x) − vλ(y)|

|x− y|
≤ sup

Ωδ×Ωδ

(|vλ(x)| + |vλ(y)|)δ
−1
0 ≤ 4ΛC−1

Ω δ−
1

m−1

yielding, for all x, y ∈ Ωδ with |x− y| ≥ δ0
2
.

(3.22) |vλ(x) − vλ(y)| ≤ 4ΛC−1
Ω δ−

1
m−1 |x− y|.

If |x− y| < δ0
2

then for any γx,y ∈ Ax,y(Ωδ) , one gets:

|vλ(x) − vλ(y)| ≤

∫ 1

0

∣

∣

∣

∣

d

ds
vλ(γx,y(s))

∣

∣

∣

∣

ds

≤

∫ 1

0

|Dvλ(γx,y(s))||γ̇x,y(s)|ds

≤ Λδ−
1

m−1

∫ 1

0

|γ̇x,y(s)|ds.

With (3.8), one finally gets

(3.23) |vλ(x) − vλ(y)| ≤ Λδ−
1

m−1 d̃(x, y) ≤ ΛK̄δ−
1

m−1 |x− y|

Combining (3.22) and (3.23), we obtain, the global Lipschitz estimates (3.21) on Ωδ

for all 0 < δ < δ0 with K1 = Λ(4CΩ/δ0 + K̄). �

Lemma 3.6 (Global Holder estimates).
Let f ∈ C(Ω) and m > 2. There exists a constant K2 > 0 depending on Ω, m,
δ0, C

∗, Kδ0 and Λ such that for any 0 < λ < 1, the function vλ satisfies the global
Hölder estimate

(3.24) |vλ(x) − vλ(y)| ≤ K2|x− y|
m−2
m−1 ∀x, y ∈ Ω.

The constants CΩ, Kδ0 and Λ are introduced in (3.7), 3.8) and (3.17) respectively.

Proof of Lemma 3.6. If x ∈ Ωδ0 , there exists a unique point p∂Ω(x) ∈ ∂Ω such
that |x− p∂Ω(x)| = d(x) and we define xt for 0 ≤ t ≤ δ0 by

xt := p∂Ω(x) − tn(p∂Ω(x))

where we recall that n(p∂Ω(x)) the unit outward normal vector to ∂Ω at p∂Ω(x).
Since Ω has a C2- boundary, we have (see [22])

(3.25) d(xt) = t for all t ∈ [0, δ0].

In general, this operation will be used in order to “push” the point x into Ωδ, for
some suitable δ ≥ d(x).

Let x, y ∈ Ω, only one of the following cases can occur: either x ∈ Ωδ0 and y ∈ Ωδ0

or x ∈ Ωδ0 and y ∈ Ωδ0 or x ∈ Ωδ0 and y ∈ Ωδ0 or x ∈ Ωδ0 and y ∈ Ωδ0 . The most
relevant case, being x ∈ Ωδ0 or y ∈ Ωδ0 , we will only treat it. For any δ ∈ [0, δ0], we
have

(3.26) |vλ(x) − vλ(y)| ≤ |vλ(x) − vλ(xδ)| + |vλ(xδ) − vλ(yδ)| + |vλ(yδ) − vλ(y)|.
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By Proposition 3.1 and (3.25), we have

|vλ(x) − vλ(xδ)| ≤

∫ δ

0

∣

∣

∣

∣

d

dt
vδ(xt)

∣

∣

∣

∣

dt(3.27)

=

∫ δ

0

|Dvδ(xt)|dt

≤ δ

∫ δ

0

d−
1

m−1 (xt)dt

= Λ

∫ γ

0

t−
1

m−1dt =
m− 1

m− 2
Λδ

m−2
m−1 .

Knowing that xδ, yδ ∈ Ωδ, it follows from (3.21) that

(3.28) |vλ(xδ) − vλ(yδ)| ≤ K1δ
− 1

m−1 |x− y|.

Plugging (3.27) and (3.28) into (3.26), one gets:

(3.29) |vλ(x) − vλ(y)| ≤ 2Λmδ
m−2
m−1 +K1|x− y|δ−

1
m−1 := g(δ).

After some computations, we find that the function g achieves a minimum at

δ̃ =
K1|x− y|

2(m− 1)Λ
≤
K1diam(Ω)

2(m− 1)Λ
.

Up to choose the constant Λ large enough, we can assume that δ̃ ≤ δ0. Therefore,
coming back to (3.29), one gets

|vλ(x) − vλ(y)| ≤ g(δ̃) = K2|x− y|
m−2
m−1

where

K2 :=
K

m−2
m−1

1

(m− 2)(2(m− 1)Λ)−
1

m−1

+K1.

�

Now, we have all the tools necessary to let λ go to 0 and then obtain the existence
and uniqueness of the pair (c, u∞).

Lemma 3.7 (Uniform limit of vλ).

There exists (c, u∞) ∈ R × C0, m−2
m−1 (Ω) ∩W 1,∞

loc (Ω), a pair solution of Erg(Ω, f, c).
Moreover, if (v, c) and (ṽ, c̃) are two pairs of solutions of Erg(Ω, f, c) such that v and

ṽ both belongs to C0, m−2
m−1 (Ω)∩W 1,∞

loc (Ω), then c = c̃ and ṽ = v+C for some C ∈ R.

Proof of Lemma 3.7. We divide this proof into several parts.
1. Existence of the pair (c, u∞).
For all x ∈ Ω, plugging y = x∗ in (3.24) and knowing that vλ(x

∗) = 0 we have:

|vλ(x)| ≤ K2|x− x∗|
m−2
m−1 ≤ K2(diam(Ω))

m−2
m−1 .(3.30)

Using (3.24) and (3.30), we find that the family {vλ}λ>0 ⊂ C0, m−2
m−1 (Ω) ∩W 1,∞

loc (Ω) is
uniformly globally bounded and equicontinuous. From (3.16), we note that the se-
quence {λuλ(x

∗)}λ ⊂ R is uniformly bounded. From the Azerla-Ascoli compactness
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criterion and the compactness of Ω, we can choose a sequence {λj}j∈N ⊂ (0, 1) such
that as j → +∞,

λj → 0, −λjuλj
(x∗) → c

vλj
(x) → u∞(x) uniformly for all x ∈ Ω

for some real constant c and some u∞ ∈ C0, m−2
m−1 (Ω)∩W 1,∞

loc (Ω) such that u∞(x∗) = 0.
Using the stability result for viscosity solutions (see [5], [12] or [23]), we find that
u∞ is a viscosity solution of Erg(Ω, f, c).

Hereafter, we denote by PSC(O, φ, ψ) the following parabolic problem with state
constraints

(3.31)







wt − ∆w + |Dw|m = φ in O × [0, T ]
w = ψ in O × {0}

wt − ∆w + |Du|m ≥ φ on ∂O × [0, T ],

for any T > 0.We recall that Theorem 2.1 holds for any generalized initial boundary-
value problem of E(Ω, φ, χ, ψ, λ)- type, it therefore applies to PSC(O, φ, ψ).
2. Uniqueness of the ergodic constant c.

Noticing that v + ct and ṽ + c̃t are solutions solutions of PSC(Ω, f + c, v) and
PSC(Ω, f + c, ṽ) respectively, we find from (2.4) that

(c− c̃)t+ (v − ṽ)+(x) ≤ ‖(v − ṽ)+‖∞

for all (x, t) ∈ Ω × [0, T ]. In particular for x̄ ∈ Ω such that

(v − ṽ)+(x̄) = max
Ω

(v − ṽ)+.

It therefore follows that (c̃− c)t ≤ 0 meaning that c̃ ≤ c. By inverting the roles of c̃
and c, one gets c̃ = c.
3. Uniqueness of v up to a constant.
Translating, if necessary ṽ to ṽ + K for any K > ‖v‖∞ + ‖ṽ‖∞, we will assume in
the rest of the proof that ṽ ≥ v on Ω. For all 0 < δ < δ0, we first argue in Ωδ and
then in Ωδ, the aim being to prove that ṽ − v achieves its global maximum on Ω
inside Ω and to conclude by means of the Strong Maximum Principle (Lemma 2.1)
that ṽ − v is constant in Ω.

Let 0 < δ < δ0, we first consider Ωδ. Let 0 < νm−1 < 1
m−1

and α := m−2
m−1

, we

denote by χ the function defined on Ωδ by

χ(x) :=
ν

α
dα(x) − C(3.32)

where C is a nonnegative constant to be choosen such that

χ < M1 := ‖v‖∞ + ‖ṽ‖∞ + 1 on ∂Ω.

We claim that χ is a (smooth) strict subsolution of S(Ωδ, f + c,M1, 0). Indeed,

− ∆χ+ |Dχ|m − f − c = [νm−1 − 1
m−1

]νd−
m

m−1 − νd−
1

m−1 ∆d− f − c.

Up to choose δ small enough, we see that the right-hand side of the above equality
is strictly negative since d−

m
m−1 is the leading term and [νm−1 − 1

m−1
] < 0. Thus,

S(Ωδ, f + c,M1, 0) has a strict subsolution and we can therefore apply Corollary 2.2
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with O := Ωδ. Since v and ṽ are two viscosity solutions of Erg(Ω, f, c), it follows
that v and ṽ both satisfies S(Ω, f + c,M1, 0) and recalling that ṽ ≥ v on Ω, (2.8)
yields

sup
Ωδ

(ṽ − v) = ‖(ṽ − v)+‖∞ ≤ ‖(ṽ − v)+
|
∂Ωδ

‖∞ = sup
∂Ωδ

(ṽ − v),

but given that ∂Ωδ = ∂Ω ∪ Γδ and that, on ∂Ω, the state-constraint boundary
condition for v and ṽ allows to assume that we have the same Dirichlet boundary
condition, namely a constant M1 ≫ 1, we find that

(3.33) sup
Ωδ

(ṽ − v) = sup
Γδ

(ṽ − v).

where Γδ := {x ∈ Ω : d(x) = δ}.
Next, we consider Ωδ. We first claim that v ∈ W 2,p(Ωδ) for any p and for any δ.

Indeed, since v ∈W 1,∞(Ωδ) (see (3.17)), by putting M2 := Λδ−
m

m−1 , we use classical
arguments in [30] to show that the unique solution v of

(3.34)

{

−∆v + |Dv|m ∧M2 + v = f + c+ v in Ωδ

v = v on ∂Ωδ = Γδ

is also the unique weak solution of

(3.35)

{

−∆w + |Dw|m ∧M2 + w = G in Ωδ

w = v on ∂Ωδ.

where G(x) = f(x)+c+v(x) in Ω. Indeed, knowing that G and the gradient term are
in L∞(Ωδ) and therefore in Lp(Ωδ) for all p, we have Calderon-Zygmund estimates
for Equation (3.35) and (regularizing the boundary data if necessary) we can use the
Leray-Schauder fixed point theorem to solve (3.35) (cf. [30]). We obtain a solution
w which is in W 2,p

loc for any p, and continuous up to ∂Ωδ. Moreover, because of its
regularity, w is also a viscosity solution of (3.34) and, by uniqueness, w = v in Ωδ.

Since the above argument can be used for any δ, we deduce that v ∈ W 2,p(Ωδ) ∩
C(Ωδ) for any p and δ. Moreover

v ∈W 2,p(Ωδ) →֒ C1,ν(Ωδ) for all p > N and ν = 1 −
N

p
.

Of course, the same regularity result is true for ṽ and ṽ− v is a weak subsolution
of a linear equation : indeed,

0 = −∆(ṽ − v) + |Dṽ|m − |Dv|m

= −∆(ṽ − v) +

∫ 1

0

d

dt
|tDṽ + (1 − t)Dv|mdt

= −∆(ṽ − v) + B(x) ·D(ṽ − v)(3.36)

where B is defined as follow

(3.37) B(x) :=

∫ 1

0

m|tDṽ(x) + (1 − t)Dv(x)|m−2[tDṽ(x) + (1 − t)Dv(x)]dt.
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But B ∈ L∞(Ωδ), and more precisely |B(x)| ≤ mδ−1, and we can apply the classical
maximum principle (see [30]) to (3.36) in Ωδ and obtain

(3.38) sup
Ωδ

(ṽ − v) = sup
Γδ

(ṽ − v).

Combining (3.33) and (3.38), we finally get that the global maximum of ṽ− v on
Ω is achieved at some x0 such that for all d(x0) = δ. Arguing as above, we see that
ṽ − v is a viscosity subsolution of (2.9) with O := Ωδ/2 and C = 2m/δ. Applying
Lemma 2.1 in Ωδ/2, we find that ṽ − v is constant in Ωδ/2 for all 0 < δ < δ0. But

since ṽ, v ∈ C0, m−2
m−1 (Ω), it follows that ṽ − v is constant in Ω by continuity. �

We continue with

Proposition 3.2 (Characterization of the constant c).
The ergodic constant c introduced in Theorem 3.1 is characterized as follows:

(3.39) c = inf{a ∈ R : there exists ua ∈ C(Ω) with −∆ua+|Dua|
m ≤ f+a in Ω}.

Proof of Proposition 3.2. We write λ∗ for the right-hand side of (3.39) and re-
mark that λ∗ ≤ c. To see this, we just note that c ∈ R and u∞ ∈ C(Ω) is a viscosity
subsolution of −∆u∞ + |Du∞|m ≤ f + c in Ω. Assume that λ∗ < c, there there-
fore exists a positive constant a ∈ ]λ∗, c[ and a continuous subviscosity solution
ua of −∆ua + |Dua|

m ≤ f + a in Ω. We notice that for any t ≥ 0, the function
ua(x) + (c− a)t is a subsolution of the state constraint problem PSC(Ω, f + c, ua)
where as u∞ is a supersolution of PSC(Ω, f + c, u∞) and by the comparison result
in Theorem 2.1, we find that

(3.40) ua(x) + (c− a)t ≤ u∞ in Ω × [0, T ] for any T > 0.

But since u∞ and ua are bounded in Ω, by choosing T > 0 large enough, we see that
(3.40) clearly leads to a contradiction. Thus, we have c = λ∗, ending this proof. �

We end with this

Remark 3.1.
(i) We necessarily have c < 0 when f > 0 on Ω. Indeed, u∞ being continuous on Ω,
it achieves a minimum at some point x ∈ Ω; applying Definition 2.1 (ii) with ϕ = 0,
we obtain 0 ≥ f(x) + c which yields c < 0 since f(x) > 0. Notice that we have used
the fact that u∞ is a supersolution of the equation up to the boundary.
(ii) If c > 0, then the generalized Dirichlet problem S(Ω, f, g, 0) has no bounded
viscosity solution. Indeed, let us assume on the contrary that there exists a bounded
continuous viscosity solution, say ψ, of S(Ω, f, g, 0). It is obvious that ψ(x) + ct is
subsolution of E(Ω, f + c, g + ct, ψ, 0) and u∞ is a supersolution of E(Ω, f + c, g +
ct, u∞, 0) since u∞ solves the state constraint problem Erg(Ω, f, c). By Corollary
2.3, we would have, for any T > 0,

‖(ψ + ct− u∞)+‖∞ ≤ ‖ψ − u∞)+‖∞ for all (x, t) ∈ Ω × [0, T ].

Since ψ and u∞ are both bounded in Ω, by choosing T > 0 large enough, we reach
a contradiction by taking t = T.
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4. Convergence as t→ +∞ to the stationary or ergodic problem

The goal of this section is to describe the asymptotic behavior of the solution
u of the generalized initial boundary-value problem E(Ω, f, g, u0, λ) in connection
with the generalized boundary-value problem S(Ω, f, g, λ) and the ergodic problem
Erg(Ω, f, c). To do so, we will prove the following:

Theorem 4.1 (Convergence result).
Let m > 2, f ∈ C(Ω), u0 ∈ C(Ω) and g ∈ C(∂Ω). Let u be the unique continuous
viscosity solution of E(Ω, f, g, u0, λ).
(A) - Let λ > 0. Then u is uniformly bounded on Ω × [0,+∞) and

(4.1) u(x, t) → u1(x) uniformly on Ω as t→ +∞

where u1 is the unique bounded viscosity solution S(Ω, f, g, λ).

(B) - Assume λ = 0. Let c ∈ R and u∞ ∈ C0, m−2
m−1 (Ω) ∩W 1,∞

loc (Ω) be such that u∞ is
a viscosity solution of the ergodic problem Erg(Ω, f, c). Then,
(i) If c < 0, then u is uniformly bounded on Ω × [0,+∞) and

(4.2) u(x, t) → u2(x) uniformly on Ω as t→ +∞

where u2 is the unique bounded viscosity solution S(Ω, f, g, 0).
(ii) If c > 0 then S(Ω, f, g, 0) has no viscosity solution. Moreover, the function
u(x, t) + ct is uniformly bounded on Ω × [0,+∞) and

(4.3) u(x, t) + ct→ u∞(x) +K1 uniformly on Ω as t→ +∞

for some constant K1 depending on f, c, u0, and g.
(iii) If c = 0, then any solution of S(Ω, f, g, 0) has the form u∞−C for some constant
C ∈ R such that u∞ − C ≤ g on ∂Ω. Moreover

(4.4) u(x, t) → u∞(x) − C̃ uniformly on Ω as t→ +∞

for some constant C̃ depending on f, c, u0, and g, with u∞ − C̃ ≤ g on ∂Ω.

The rest of this section is devoted to the proof of Theorem 4.1.

4.1. The case where u0 ∈ C2(Ω).
To perform the proof of the convergence result in this case, we introduce the

following usefull result

Proposition 4.1 (Global Hölder estimates).
Let f ∈ L∞(Ω), u0 ∈ C2(Ω) and g ∈ C(∂Ω). Then the unique continuous viscosity
solution u of E(Ω, f, g, u0, λ) satisfies

(4.5) |u(x, t) − u(y, t)| ≤M |x− y|
m−2
m−1 for all x, y ∈ Ω and t ≥ 0

where M is a positive constant independent of t.

Proof of Proposition 4.1. It is sufficient to prove that u(x, t) is a Lipschitz con-
tinuous function with respect to its t-variable, that is there exists a constant C∗ > 0
such that

(4.6) ‖ut(x, t)‖∞ ≤ C∗ for all (x, t) ∈ Ω × [0,+∞).
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Indeed, if (4.6) holds, we remark that u is a viscosity subsolution of −∆u+ |Du|m +
λu ≤ K in Ω with K := ‖f‖∞ + C∗ and then we just apply [20, Theorem 2.7] and
(4.5) follows.

To prove (4.6), we take a small h > 0 and by denoting by uξ(x) := u(x, ξ) for all
x ∈ Ω, we remark u(·, t+ h) and u(·, t) are viscosity solution of E(Ω, f, g, uh, λ) and
E(Ω, f, g, u0, λ) respectively. We find from the Corollary 2.1 that

‖(u(x, t+ h) − u(x, t))+‖∞ ≤ e−λt‖(uh(x) − u0(x))
+‖∞ ≤ ‖(uh(x) − u0(x))

+‖∞.

Likewise, one gets

‖(u(x, t) − u(x, t+ h))+‖∞ ≤ ‖(u0(x) − uh(x))
+‖∞.

It therefore follows that

‖u(x, t+ h) − u(x, t)‖∞ ≤ ‖u(x, h) − u(x, 0)‖∞.(4.7)

To continue, we need to estimate ‖u(x, h) − u(x, 0)‖∞. To do so, knowing that
u0 ∈ C2(Ω), we put

C∗ := ‖∆u0‖∞ + ‖Du0‖
m
∞ + λ‖u0‖∞ + ‖f‖∞ + ‖g‖∞ + 1

and see that ψ1(x, t) := u0(x)−C∗t and ψ2(x, t) := u0(x)+C∗t are respectively sub-
and supersolution of E(Ω, f, u0, g, λ). Indeed,

(ψ1)t − ∆ψ1 + |DΨ1|
m + λψ1 − f = −C∗ − ∆u0 + |Du0|

m + λu0 − λC∗t− f < 0.

We do the same with ψ2 and note from Theorem 2.1 that

(4.8) u0(x) − C∗t ≤ u(x, t) ≤ u0(x) + C∗t for all x ∈ Ω, t > 0.

By taking t = h, it therefore follows that ‖u(x, h) − u(x, 0)‖∞ ≤ C∗h. Going back
to (4.7), we obviously obtain ‖u(x, t+ h) − u(x, t)‖∞ ≤ C∗h and thus (4.6) follows
by sending h→ 0. �

The rest of this section is organized as follows. In Section 4.1.1, we give the proof
of Theorem 4.1 (A) and (B)-(i) while the Sections 4.1.3 and 4.1.2 are repsectively
devoted to the proof of Theorem 4.1 (B)-(ii) and (B)-(iii).

4.1.1. The case where λ > 0 or c < 0.
First, for λ > 0, we find from Theorem 2.4 that S(Ω, f, g, λ) has a unique viscosity
solution which we denote u1. Moreover, if c < 0, then u∞ is a strict subsolution of
(1.9). Given that u∞ and g are bounded, for C > ‖u∞‖∞+‖g‖∞, we have u∞−C ≤ g
on ∂Ω. Therefore, u∞ − C is a strict subsolution of S(Ω, f, g, 0) and by application
of Theorem 2.4, we find that S(Ω, f, g, 0) has a unique viscosity solution which we
denote u2.
Next, we claim that the solution u of E(Ω, f, u0, g, λ) is uniformly bounded in Ω ×
[0,+∞). To see that, one just remarks that, for all (x, t) ∈ Ω × [0,+∞), we have

(4.9) u∞(x) − C ≤ u(x, t) ≤ |x− x0|
2 + ‖u0‖∞ + ‖g‖∞ + 1 when λ = 0

and

(4.10) −
‖f‖∞
λ

≤ u(x, t) ≤ |x− x0|
2 + ‖u0‖∞ + ‖g‖∞ + 1 when λ > 0
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where x0 ∈ R
N and B(x0, K)∩Ω = ∅ with K > (‖f‖∞ + 2N)1/m for some C ∈ R

+.
Finally, we claim that (4.4) holds. Indeed, let (uε)0<ε<1 be the sequence defined

by

(4.11) uε(x, t) = u(x, t/ε) for all (x, t) ∈ Ω × [0,+∞).

Since (uε)0<ε<1 is uniformly boundedness (see (4.10)), we apply the half-relaxed
limits method (see [5]) and find that the functions

u(x) = lim sup
y→x
ε↓0

uε(y, t) and u(x) = lim inf
y→x
ε↓0

uε(y, t)

are respectively subsolution and supersolution of S(Ω, f, g, λ). By their very defini-
tion, we have u ≤ u in Ω but the comparison result for S(Ω, f, g, λ) yields u ≤ u in

Ω. Moreover, from (4.5), we have u ∈ C0, m−2
m−1 (Ω) and deduce that u may be continu-

ously extended on Ω and thus u ≤ u on Ω by using Theorem 2.3. Hence u1 := u = u
on Ω meaning that (uε)0<ε<1 converges to u1 uniformly in Ω as ε ↓ 0 and (4.4)
follows. We use exactly the same arguments to prove that (4.2) holds too.

4.1.2. The c > 0 case.
We start with

Lemma 4.1. u(x, t) + ct is uniformly bounded on Ω × [0, T ] for all T > 0.

Proof of Lemma 4.1. Since c > 0 and u∞ solves Erg(Ω, f, c), we find that u∞−K
is a subsolution of E(Ω, f + c, g + ct, u0, 0) whereas u∞ + K̃ is supersolution of
E(Ω, f + c, g + ct, u0, 0) with state constraint condition on ∂Ω with

K > ‖u∞‖∞ + ‖u0‖∞ + ‖g‖∞ and K̃ > ‖u∞‖∞ + ‖u0‖∞ + ‖g‖∞.

Since u+ ct is the unique solution of E(Ω, f + c, g+ ct, u0, 0), we find from Theorem
2.1 that for all T > 0,

(4.12) u∞(x) −K ≤ u(x, t) + ct ≤ u∞(x) + K̃ for all (x, t) ∈ Ω × [0, T ]

But u∞, u(·, t) ∈ C0, m−2
m−1 (Ω) for any t > 0, hence, by continuous extention up to the

boundary, it follows that (4.12) still holds for all x ∈ Ω. �

Remark 4.1. It is worth noticing that “c > 0” and “u(x, t)+ct is uniformly bounded
on Ω” are two consistent facts. Indeed, as a consequence of Remark 3.1, the ergodic
constant c is necessarily nonnegative when minΩ f < 0. Therefore, coming back to
(1.6), for some f such that minΩ f < 0 and |minΩ f | ≫ 1, it could happen that
u(x, t) → −∞. In this case, there exists no bounded solution for S(Ω, f, g, 0) as
earlier noted in Remark 3.1. To turn around the probably unboundedness of u, we
counterbalance by adding an appropriate nonnegative constant c > 0 in such a way
to obtain a reasonable f + c and a function u+ ct bounded from below.

Lemma 4.2. (4.3) holds.

Proof of Lemma 4.2. Hereafter for all (x, t) ∈ Ω × [0,+∞), we put

v(x, t) := u(x, t) + ct
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and split the proof into several parts.
1. The function v(·, ·+ t) solves E(Ω, f + c, g + c(·+ t), v(·, t), 0) whereas u∞ solves
Erg(Ω, f, c) and therefore it is a supersolution of E(Ω, f + c, g + c(·+ t), u∞, 0) We
use (2.4) and obtain, for all x ∈ Ω and s ≥ t ≥ 0

max
x∈Ω

(v(x, s) − u∞(x)) ≤ max
x∈Ω

(v(x, t) − u∞(x)).

Therefore, the function

(4.13) m(t) = max
x∈Ω

(v(x, t) − u∞(x))

is nonincreasing and bounded from below, thus we have

m(t) → m as t→ +∞.

From the uniform boundedness of v(x, t), (4.5) and the half-relaxed limits method,
we find that

v(x) = lim sup
y→x

t→+∞

v(y, t) = lim sup
t→+∞

v(x, t)

is a subsolution of Erg(Ω, f, c). Moreover

(4.14) max
x∈Ω

(v(x) − u∞(x)) = m

Indeed, on one hand, we clearly have v(x) − u∞(x) ≤ m on Ω by just taking the
lim sup in t in the inequality v(x, t) − u∞(x) ≤ m(t). On the other hand, if (tn)n is
any sequence such that tn → +∞ and if xn is chosen such that

v(xn, tn) − u∞(xn) = m(tn) ,

(xn exists since v(·, tn)− u∞(·) is continuous on the compact set Ω), we can assume
without loss of generality that xn → x∞ and, by definition of v,

m = lim sup
n

m(tn) = lim sup
n

(v(xn, tn) − u∞(xn)) ≤ v(x∞) − u∞(x∞) .

Next we would like to argue as in the proof of Lemma 3.7 (part 3) to obtain, by
means of the Strong Maximum Principle, that

(4.15) v(x) = u∞(x) +m for all x ∈ Ω.

There is no difficulty to repeat the argument on Ωδ, but, for the argument in Ωδ, a
priori v is not regular enough since it is only a continuous viscosity subsolution of
Erg(Ω, f, c). To turn around this difficulty, we use the convexity of p 7→ |p|m and
the regularity of u∞, which yields (at least formally)

|Dv|m ≥ |Du∞|m +m|Du∞|m−2Du∞ · (Dv −Du∞) .

With this argument and using the local bounds on |Du∞|, it is easy to justify that
v − u∞ is a subsolution of an equation like (2.9) in Ωδ for any δ and the proof of
Lemma 3.7 extends with this argument, using Lemma 2.1.
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Remark 4.2. At this stage, the use of one half-relaxed limit v just gives us a partial
convergence. To catch a uniform convergence, we have to re-argue as above with the
other half-relaxed limit v(x) = lim inf

y→x
t→+∞

v(y, t). By using the minimum and the strong

minimum principles, we obtain

v(x) = u∞(x) +m for all x ∈ Ω

for some constant m. But since Erg(Ω, f, c) has many solutions, there is no reason
to guess that m = m. So we cannot conclude in this way and we turn around that
difficulty by using a combination of arguments relying on the Hölder estimates for v
and the Strong Maximum Principle for parabolic equations.

2. Now we choose any point x̄ ∈ Ω. By definition of v, there exists a sequence
tn → +∞ such that v(x̄, tn) → v(x̄) as n → +∞; we can assume without loss of
generality that tn ≥ 1 for any n.

Next we consider the sequence (v(·, tn − 1))n. From Proposition 4.1, we can apply
Ascoli’s Theorem and extract a subsequence (v(·, tn′−1))n′ which converges in C(Ω),
namely

(4.16) v(·, tn′ − 1) →
n′→+∞

v0 uniformly on Ω.

Moreover, for large n′, we define the functions

(4.17) wn′(y, s) := v(y, s+ tn′ − 1) for all y ∈ Ω, s > 0.

Knowing that we are dealing with large n′ and since v is uniformly bounded (see
Lemma 4.1), we find that

v(y, s+ tn′ − 1) < g(y) + c(s+ tn′ − 1) for all (y, s) ∈ ∂Ω × [0,+∞).

It follows that wn′ is a viscosity solution of the parabolic state-constraint problem
PSC(Ω, f + c, v(x, tn′ − 1)). From (2.4), for any p′, q′ > n′, we obtain

‖wp′ − wq′‖∞ ≤ ‖v(·, tp′ − 1) − v(·, tq′ − 1)‖∞ →
p′,q′→+∞

0.

Therefore (wn′)n′ is a Cauchy sequence in C(Ω × [0,+∞)) for large n′ and

(4.18) wn′(y, s) →
n′→+∞

w(y, s) uniformly for all y ∈ Ω, s > 0.

By stability, w is a viscosity solution of PSC(Ω, f + c, v0). We use the uniform
convergence of the (wn′)n′ to pass to the limit in

m(s+ tn′ − 1) = max
y∈Ω

(wn′(y, s) − u∞(y))

and obtain

(4.19) m = max
x∈Ω

(w(x, t) − u∞(x)) for any t ≥ 0.

Hence the function
t 7→ max

x∈Ω
(w(x, t) − u∞(x))

is constant on R+.
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Since v(x̄, tn) → v(x̄) as n → +∞, wn′(x̄, 1) = v(x̄, tn′) → v(x̄) as n′ → +∞.
Hence, by (4.15)

w(x̄, 1) = lim
n′→+∞

wn′(x̄, 1) = v(x̄) = u∞(x̄) +m .

3. Using (4.19), we find that, for any t ≥ 0,

max
x∈Ω

(w(x, t) − u∞(x)) = m = w(x̄, 1) − u∞(x̄),

meaning that the function

(x, t) 7→ w(x, t) − u∞(x)

achieves its global maximum on Ω × (0,+∞) at (x̄, 1) with x̄ ∈ Ω.
In order to conclude, we use the same argument as in Step 1 above : the convexity

of p 7→ |p|m and (3.17) yield that w(x, t) − u∞ satisfies (2.10) in O := Ωδ, for any
0 < δ < δ0, with C := m/δ.

Applying Lemma 2.1 and taking into account the continuity of w and u∞ up to
the boundary, we find that (x, t) 7→ w(x, t)− u∞(x) is constant on Ωδ × [0, 1] for all
0 < δ < δ0, and therefore on Ω × [0, 1]. In particular

w(x, 0) = v0(x) = u∞(x) +m for all x ∈ Ω.

4. We have seen above that v(x, t) is a viscosity solution of the parabolic state-
constraint problem if t is large enough, and so is u∞(x) +m. Comparing these two
solutions for t ≥ tn′ − 1 with n′ large enough, we have by Corollary 2.2

‖v(x, t) − (u∞(x) +m)‖∞ ≤ ‖v(x, tn′ − 1) − (u∞(x) +m)‖∞ .

But ‖v(x, tn′ − 1) − (u∞(x) + m)‖∞ → ‖v0(x) − (u∞(x) + m)‖∞ = 0 as n′ → +∞
and we conclude that, as t→ +∞,

(4.20) v(x, t) = u(x, t) + ct→ u∞(x) +m uniformly for all x ∈ Ω.

This ends the proof of the uniform convergence (4.3) with K1 = m. �

4.1.3. The case where c = 0.
We notice that the function u∞ −C is a viscosity solution of S(Ω, f + c, g, 0) for all
C such that u∞ − C ≤ g on ∂Ω. Indeed u∞ − C is a solution of the equation since
it solves Erg(Ω, f, c) and

(4.21) min{u∞ − C − g,−∆u∞ + |Du∞|m − f − c} ≤ 0 on ∂Ω

holds because u∞ − C − g ≤ 0 on ∂Ω while

(4.22) max{u∞ − C − g,−∆u∞ + |Du∞|m − f − c} ≥ 0 on ∂Ω,

because u∞ − C satisfies a state-contraint boundary condition.
All the solutions of S(Ω, f + c, g, 0) are of the form u∞ −C with C satisfying the

above constraint : indeed, one can repeat the arguments of the proof of Step 3 of
Lemma 3.7 with the adaptations we have used to deduce (4.15).
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In the same way, the convergence result (4.4) is obtained exactly as the one of
(4.3), using the strict subsolution argument in Ωδ and Lemma 2.1 in Ωδ, so we skip
it.

4.2. The general case u0 ∈ C(Ω).
1. We smooth u0 by considering a sequence (u0,ε)ε of C2- functions such that uε

0 → u0

in C(Ω) as ε → 0+. Moreover, we define a sequence (gε)ε ∈ C2(∂Ω) as follow:

gε = u0,ε on ∂Ω for all 0 < ε < 1.

Given that u0 and g satisfy (1.4), it is obvious that gε → g in C(∂Ω) as ε→ 0+. We
denote by uε the unique solution of E(Ω, f, u0,ε, gε, 0).
2. Going back throught the proof of Lemma 3.7, we notice that the pair (c, u∞)
associated to the ergodic problem Erg(Ω, f, c) is obtained independently of u0 and
g. Since u0,ε ∈ C2(Ω), it follows from what is done above that Theorem 4.1 holds
for uε in such a way that, as t→ +∞ and uniformly for all x ∈ Ω

(4.23)















uε(x, t) → uε,1(x) when λ > 0
uε(x, t) → uε,2(x) when c < 0
uε(x, t) + ct→ u∞(x) + Cε when c > 0
uε(x, t) → u∞(x) + Cε when c = 0.

for all 0 < ε < 1 where uε,1 is the unique solution of S(Ω, f, gε, λ) for λ > 0, and Cε,
given by Theorem 4.1 depends on f, c, u0,ε and gε.
3. Next we compare uε and u. From (2.4), we find that, for any 0 < ε < 1, we have

‖uε − u‖∞ ≤ ‖u0,ε − u0‖∞ + ‖gε − g‖∞ = oε(1) .

Moreover, for λ = 0 and c ≥ 0, ‖(uε + ct) − (u+ ct)‖∞ = ‖uε − u‖∞ = oε(1).
3. In the case when λ = 0 and c ≥ 0, the uniform boundedness of u+ct in Ω×[0,+∞)
obviously follows from Lemma 4.1 since the arguments we have used do not depends
on the regularity of u0. We use (4.23) and apply (2.4) to obtain

‖(uε + ct) − (uε′ + ct)‖∞ ≤ ‖u0,ε − u0,ε′‖∞ + ‖gε − gε′‖∞

for any 0 < ε, ε′ < 1. By sending t→ +∞, it follows that

‖Cε − Cε′‖∞ ≤ ‖u0,ε − u0,ε′‖∞ + ‖gε − gε′‖∞ = oε(1)

meaning that the sequence (Cε)0<ε<1 is a Cauchy sequence in R and thus Cε → C0

as ε ↓ 0. Moreover

‖(u+ ct) − (u∞ + C0)‖∞ ≤ ‖(u+ ct) − (uε + ct)‖∞ + ‖(uε + ct) − (u∞ + Cε)‖∞

+‖(u∞ + Cε) − (u∞ + C0)‖∞

≤ oε(1) + ‖(uε + ct) − (u∞ + Cε)‖∞ ,

where oε(1) is independent of t. In order to conclude, we first fix ε and take a lim sup
in t which yields

lim sup
t→+∞

‖(u+ ct) − (u∞ + C0)‖∞ ≤ oε(1) ,

and then we let ε tend to 0.
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4. When c < 0, we apply again Corollary 2.4 and get

‖uε − uε,2‖∞ ≤ ‖u0 − u0,ε‖∞ + ‖g − gε′‖∞

using the facts that the solution of S(Ω, f, g, 0) depends continuously on g (see
(2.4)) and that the solution of E(Ω, f, u0, g, 0) depends continuously on u0 and g
(see (2.8)), we send ε ↓ 0 and obtain

lim
t→+∞

u(·, t) = u2 uniformly on Ω.

5. The cases c = 0 and λ > 0 are respectively similar to the cases c > 0 and c < 0,
we therefore refer to the proof given above.
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[10] Barles, Guy and Da Lio, Francesca, Remarks on the Dirichlet and state-constraint problems

for quasilinear parabolic equations, Adv. Differential Equations, 8(8), 897–922, 2003.
[11] Barles, Guy and Souganidis, Panagiotis E., Space-time periodic solutions and long-time behav-

ior of solutions to quasi-linear parabolic equations, SIAM J. Math. Anal., 32(6), 1311–1323,
2001.
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