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In the present theoretical work we have considered impurities, either boron or phosphorous, located at

different substitutional sites in silicon quantum dots (Si-QDs) with diameters around 1.5 nm, embedded in

a SiO2 matrix. Formation energy calculations reveal that the most energetically-favored doping sites are

inside the QD and at the Si/SiO2 interface for P and B impurities, respectively. Furthermore, electron and

hole transport calculations show in all the cases a strong reduction of the minimum voltage threshold,

and a corresponding increase of the total current in the low-voltage regime. At higher voltages, our

findings indicate a significant increase of transport only for P-doped Si-QDs, while the electrical response

of B-doped ones does not stray from the undoped case. These findings are of support for the employ-

ment of doped Si-QDs in a wide range of applications, such as Si-based photonics or photovoltaic

solar cells.

1. Introduction

Semiconductor quantum dots (QDs) are promising structures
due to their tunable band gap with a QD diameter as a conse-
quence of the quantum confinement effect (QCE). Silicon QDs
(Si-QDs) are, among all, the ideal candidates for mass-scale
device production, because of the abundance of silicon and its
non-toxic, bio-compatible, and ecologic nature. Exciting
results have been obtained recently from Si-QDs in different
fields like biological applications,1 non-volatile memory,2 and
in photonics and photovoltaics.3

Among the different methods, a practicable way to obtain
an efficient QCE is by embedding Si-QDs in a dielectric
matrix;4 this method also offers advantages in terms of stabi-
lity, low-cost manufacturability and in the development of
CMOS compatible devices. In order to enhance the achievable
macroscopic currents in matrix-embedded QD-based devices
one has two possibilities: to increase the density of the Si-QDs
in the samples, thus reducing the distance between the QDs,

even if it is very difficult to precisely control this parameter,5

and/or the introduction of dopant atoms. The latter seems the
most practicable way.

Doping of Si-QDs embedded in silica has been already
investigated by several experimental studies.6–17 In particular,
it has been shown that electrically-activated impurity atoms
located in substitutional sites tend to enhance the
conductivity.9–12 Theoretically, several lines of research have
studied the formation and ionization energies, and the opto-
electronic properties of freestanding doped Si-QDs.18–28

Instead, only recently theoretical studies dealing with struc-
tural properties of doped embedded Si-QDs have appeared in
the literature.29

In any case, all the above studies show that the final pro-
perties of these systems are strongly sensitive to the concen-
tration and position of the impurities. This fact makes
necessary the accurate control of the impurities at the nano-
scale in order to ensure repeatability.

Thanks to the recent advances, it is nowadays possible to
dope Si-QDs with few30 or even only one31 dopant atom, and to
experimentally obtain the density of states of the single QD.32

With these premises, a comprehensive understanding of the
structural, electrical and transport properties of doped Si-QDs
is hopefully going to be achieved soon. The aim of the
present work is to shed light in this direction. Theoretical
simulations can provide a strong support in understanding
the role of impurities in nanostructures, thanks to the
possibility of manipulating the samples at the atomic level,
and to the continuous advancement in the computing
capabilities.
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Here we report a theoretical study of electron and hole
transport induced by B or P substitutional doping in a crystal-
line Si-QD embedded in SiO2, for three different QDs. The
structures with the lowest formation energies are identified,
and the I–V characteristic is obtained by a novel approach (see
the Structures and method section).

2. Structures and method

Despite the tremendous progress in the computational power
made with the advent of supercomputers, a complete theore-
tical description of transport in large nanostructures is still far
from being achieved. Approximations must be adopted in
order to limit the computational effort, like using a reduced
system size, or employing a simplified approach. Most of the
available studies on single- and two-QDs have been performed
by using non-equilibrium Green’s functions formalism
(NEGFF) with constant transition rates between QDs and one
energy level per QD,33–38 and by using tunneling transmission
coefficients with planar Si/SiO2 values for the barrier height,
and the bulk-Si band gap.39–42

Here we make use of a different approach,43–45 based on
the transfer Hamiltonian formalism and non-coherent rate
equations to describe the current, that takes into account the
local potential due to the QD charge, computed in a self-con-
sistent field regime with the non-equilibrium distribution
function of the QD, and able to use more than one energy
state per QD.

In previous work,44 we have shown the main differences
between the non-coherent rate equation approach and
the NEGFF. For a single QD, the expression for the current
and the accumulated charge in both approaches coincides.
For larger systems composed of several QDs,44 some dis-
crepancies arise since our transport model separates con-
secutive tunnelling processes in independent events with their
respective transmission coefficients, losing coherent effects.
On the other hand, calculations in the NEGFF make use of
self-energies computed from surface Green’s functions
to incorporate the effects of the semi-infinite leads, a
heavily time-consuming task that must be done independently
at each energy E, thus limiting the system size. Within
our model it is possible to directly describe the transmission
coefficients without calculating the self-energies; in particular,
we can use the density of states computed by first-principle
calculations, a difficult issue to treat with NEGFF, allowing
us to include implicitly the effect of dopant atoms on
the transport properties. With the same approach we investi-
gated, in previous work, the influence of the QD size
and amorphization level on the transport properties of
undoped Si-QDs.46

We compute the I–V characteristic between two metallic
semi-infinite electrodes coupled to an elastic scattering region
– corresponding to the doped Si-QD embedded in the silica
matrix – when an external bias voltage V is applied (see Fig. 1).

The expression of the current under the transfer Hamiltonian
formalism is47,48

I ¼ 4πq
ℏ

ð
TLTRρLρQDρR
TLρL þ TRρR

ðfL � fRÞdE; ð1Þ

where TL,R(E) are the transmission probabilities between the
left lead and the QD, and between the QD and the right lead,
respectively; ρL,R,QD(E) are the density of states of each region
of the system, and fL,R(E) are the Fermi–Dirac distribution
functions of the electrodes.

All the calculations are done at room temperature (kBT =
0.026 eV), and ρL/R are assumed to be constant in energy. In
principle, the presence of a nanostructured contact could be
described in our model making use of the calculated ρL(E) and
ρR(E) from atomistic leads, like e.g. gold tips. However, as indi-
cated by previous studies,49 in the latter case we expect no
major change of the here-presented I–V curves, but rather a
reduction of the current magnitude depending on the tips’
DOS. Clearly, for very small (molecular-like) electrodes + QD
systems, currents become more sensitive to the geometrical
conditions and a full ab initio approach is required in that
case.50

The transmission probabilities are calculated using WKB
approximation of Fowler–Nordheim and direct tunnel mecha-
nisms, which are the two more relevant tunneling mechanisms
in QDs inside dielectric matrices.51 We set the distance
between the Si-QD and each lead to 1.1 nm for all the systems,
the relative dielectric constant of the oxide to 3.9, and the
oxide effective mass of electrons and holes to 0.40 me and
0.32 me, respectively,

39 me being the free-electron mass.
The effect of charge inside the QD induced by the applied

V is taken into account. Thus, we solve self-consistently the
equations for the local potential inside the QD, and the QD

Fig. 1 Sticks-and-balls representation of a Si35 QD (yellow atoms)
embedded in SiO2 (red-white atoms), doped at the interface (green
atom), and enclosed between two semi-infinite metallic leads with an
applied voltage.
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non-equilibrium distribution function. The details of this
method are reported elsewhere.43–45 For the present study we
assume the same capacitive coupling between the QD and the
leads, yielding specular current trends for negative V.44 Thus,
to avoid redundancy we report only currents for positive
applied V.

Assuming ballistic transport we have independent conduc-
tion channels for electrons and holes. The current for each
carrier type can be calculated from eqn (1) using the corres-
ponding transmission coefficient and the density of states.
The total current is then given by the sum of electron and hole
currents.

The density of states of the Si-QD ρQD has been computed
within density functional theory (DFT) using the SIESTA
code,52,53 and a Gaussian broadening of 0.05 eV. It corres-
ponds to the PDOS of the Si atoms of the QD together with
the interface O atoms, in order to include the interface
states.54 The embedded Si-QDs of 32, 35, and 47 Si atoms (i.e.
Si32, Si35, and Si47) were obtained from a 3 × 3 × 3 β-cristobalite
supercell, Si216O432 of side 21.48 Å, by removing all the O
atoms inside a cut-off sphere of a given radius. In this way, no
dangling bonds or defects are present, and all the O atoms at
the interface are single-bonded to the Si atoms of the QD. The
so-obtained embedded systems are formed by a total of about
600 atoms. Spin polarized calculations were performed using
norm-conserving Troullier–Martins55 pseudopotentials with
nonlinear core corrections within the local density approxi-
mation (LDA), with a Ceperley–Alder56 exchange–correlation
potential, as parameterized by Perdew–Zunger.57 A cut-off of
250 Ry on the electron density and no additional external
pressure or stress were applied. All the calculations were per-
formed at the Γ-point of reciprocal space, with an electronic
temperature of 300 K, and a standard double-ζ basis set for all
the atoms. Atomic positions and cell parameters were left
totally free to move, with a force threshold of 0.01 eV Å−1.

Thanks to the metastable nature of β-cristobalite, after
relaxation all the SiO2 in the supercell gets amorphized due to
the presence of the QD. Structural and optical properties of
the embedding SiO2 match well with those of a “true” amor-
phous SiO2 glass (a-SiO2), formed by annealing.54 Moreover, as
evidenced by previous investigations,58 the presence of a Si–
SiO2 lattice mismatch gives rise to a strained interface that
plays a fundamental role in the final opto-electronic pro-
perties. Clearly, the accounting of such a strain is of funda-
mental importance for a realistic description of the nano-
composite material, and the employment of simplified models
such as freestanding OH-terminated, often employed to reduce
the computational effort, would substantially affect the results,
especially in nano-sized QDs where the surface-to-volume ratio
is utmost.

As reported in a previous study46 the presence of quantum
confinement makes valence band offset (VBO) and conduction
band offset (CBO) between Si-QDs and SiO2 significantly
different than in bulk or planar systems. In order to evaluate
the band offset between SiO2 and QDs, we have aligned the
DOS of an a-SiO2 sample with that of the embedded Si-QD by

matching the strong deep-valence peak of a-SiO2, which is well
observable in all the considered structures. Thus, we have
obtained the VBO as the difference between QD and SiO2

HOMOs (highest occupied molecular orbitals), and the CBO as
the difference between SiO2 and QD LUMOs (lowest unoccu-
pied molecular orbitals). We also have defined the hole barrier
(HB) as the difference between the Fermi energy (EF) and the
HOMO of the embedding a-SiO2, and the electron barrier (EB)
as the difference between the LUMO of the embedding a-SiO2

and EF. Since EF is approximately located at mid-Eg, it is HB =
VBO + Eg/2, and EB = CBO + Eg/2.

The computed DFT HOMO–LUMO gaps Eg for a-SiO2 and
bulk-Si are 7.0 eV and 0.6 eV, respectively, in agreement with
other calculations,59 and smaller than the experimental values
of 9.0 eV and 1.1 eV, respectively. It is well known that Kohn–
Sham eigenvalues give an underestimated Eg due to the use of
approximated exchange–correlation functionals. A correction
to the fundamental band gap can be obtained by many-body
calculations accounting for quasiparticle energies and exci-
tonic corrections.54 However, while the total correction to Eg is
noticeable in bulk materials, in strongly confined systems the
enhanced excitonic interaction is known to compensate the
self-energy of about the same amount.25,54,60,61 As a conse-
quence, in the case of a small embedded QD, one deals with
“correct” Eg values (determined by QD states), but “uncorrect”
band offsets due to the systematic error in the SiO2-related
energy values.

In the case of a Si/SiO2 slab calculation in the bulk limit, we
have obtained a VBO and a CBO of 2.6 eV and 3.9 eV, respect-
ively, to be compared with the experimental values of 4.6 eV
(VBO) and 3.1 eV (CBO).42,62 Therefore, to compensate such
deviations, we have applied a correction of 2.0 eV to VBO and
HB values, and of −0.8 eV to CBO and EB values, while leaving
Eg unchanged. Since our QD size range is small, we apply the
same correction for all the samples. Note that our uncorrected
band offset matches that of other studies investigating charge-
carrier transport in Si-QDs by hopping mechanisms.63,64

We have positioned the impurity atom in three different
substitutional sites in the embedded system: at the QD center
(in the following “dot”), at the QD/SiO2 interface, and in the
SiO2 far away from the QD (in the following “silica”). The Si
atoms at the interface can form three possible suboxide types,
Si1+, Si2+, and Si3+, depending on the number of bonded O
atoms (in the following “int-1”, “int-2”, and “int-3”). While Si47
QD presents all the three suboxide types, Si32 presents only
Si1+ and Si3+ types, while Si35 presents only Si

1+ and Si2+ types.

3. Results and discussion
3.1 Structural properties

It is known that substitutional impurities produce a local dis-
tortion that must be taken into account for a realistic descrip-
tion of doping. In the case of free-standing hydrogenated Si-
QDs, impurities located close to the QD surface are energeti-
cally more favorable than others, thanks to a larger atomic
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mobility that allows a reduction of the stress around the
dopant atom.18,20–23 In this case, doping the nanostructure
core region could be very difficult, even for materials com-
monly doped in their bulk phase.21 Beside strain effects, other
chemistry-governed factors, occurring at shorter scales, can
determine the energetically favored site of the impurity. For
example, in the case of OH-terminated or SiO2-embedded
QDs, the strong electronegativity of O makes P strongly
repelled from the interfacial sites, while conversely attracting
B.12,26,27,29 This behavior has been observed in free-standing
Si-QDs experiments,65,66 and suggested as the mechanism for
IR absorption in B-doped free-standing Si-QDs, not observed
in P-doped ones.18

In Fig. 2 we report the formation energy Ωf of all the
considered structures and doping sites, calculated following
ref. 20:

Ωf ¼ Edoped � Eundoped þ ESi � Edopant; ð2Þ

where Eundoped and Edoped are the total energies of the
undoped and doped systems, respectively, Edopant is the total
energy per atom in a bulk configuration of the dopant atom,67

and ESi is the total energy per atom of bulk silicon.
Consistently with the above discussion, we note in Fig. 2

that P and B impurities prefer the site inside QDs and at the
interface, respectively. Moreover, while the formation energy in
P-doped systems decreases with the suboxide number, it con-
versely increases for B-doping. Interestingly, we also note that
for the largest considered QD, Si47, the placement of P in the
QD center is energetically similar to the int-1 case. This is
because the QD core-region cannot easily accommodate the
impurity-induced stress.22 Therefore, a more energetically
stable site should be found close to the interface (in order to
accommodate the stress more easily), but still inside the QD

(to take advantage of the P–Si bond over P–O). The latter argu-
ment is supported by XPS measurements showing a clear B–O
bond signal,12 while P–Si or P–P bonds seem preferentially
formed rather than P–O bonds for Si-QDs with diameters
smaller than 3.5 nm.13,14 Moreover, PL experiments also
suggest B-doped Si-QDs with an intrinsic core and heavily
B-doped shells,15 while B–P codoped colloidal Si nanocrystals
show an outer B-rich shell and an inner P-rich shell, arising
due to the large difference in the segregation coefficient of
B and P.68,69

In Fig. 2 we also report the Ωf of doped bulk-Si (dashed
line) and a-SiO2 (dotted line). Clearly, the formation energy for
doped a-SiO2 is much higher than for doped bulk-Si, especially
for P-doping, in line with recent experiments observing
P-atoms segregating toward the Si-rich regions.13 Also, second-
ary ion mass spectroscopy (SIMS) experiments confirmed a
negligible B or P diffusion from Si-QD layers to adjacent SiO2

layers.10,11

3.2 Electronic properties

The inclusion of impurity atoms in the pristine system leads to
a reduction of Eg due to the appearance of mid-gap states,
whose energy and localization can vary in a very complex
way.21,28 In our systems, doping with single group-III or group-
V impurities results in an odd number of electrons, for which
spin-polarized calculations must be employed. For small Si-
QDs, a correlation between the energy difference of spin-down
and spin-up impurity levels and the magnitude of the Stokes
shift of undoped Si-QDs has been reported, signaling struc-
tural deformation.25

In Fig. 3 we report the eigenvalues of all the systems, with
energies aligned using the embedding-SiO2 states (in order to
get the band offset, see the Structures and method section; see
the ESI† for numerical data). For the doped systems we also
report the PDOS of the dopant atom.

The expected acceptor behavior of B impurities – lowering
of the Fermi energy toward the valence band – which is clearly
observed in hydrogenated Si-QDs,22 is only present in some of
our embedded systems. Instead, in most of our structures the
impurity generates deep levels, not a suitable condition for
enhanced current transport. Besides, the dramatic reduction
of Eg occurring in many cases, is an important requirement to
foster the conductivity at a low V. In the case of P impurities
we observe a clear donor behavior, as occurring in free-stand-
ing n-doped Si-QDs.21

It is worth stressing that the variability of the observed
response under doping conditions, among the three con-
sidered QDs, is expected due to the large QD surface-to-volume
ratio.58 Nevertheless, it is possible to recognize some trends in
our data. First, for QDs B-doped at the interface (the most
energetically favored site for B) EF increases with the suboxide
number, with correspondingly increasing HB and decreasing
EB. Conversely, the interfacial P-doping produces an n-type
effect, with EF slightly decreasing with the suboxide number.

The doping at SiO2 sites, far from QD, produces for B
impurity a minimal decrease of Eg (and of EF), that should lead

Fig. 2 Formation energy Ωf as a function of the QD size, for different
positions of B (left panel) and P (right panel) dopant atoms. Zero energy
corresponds to the undoped systems. Filled symbols highlight the most
stable doped configuration. The value of Ωf for the impurity in bulk
silicon (dashed line) and bulk silica (dotted line) is reported for
comparison.
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to a conductivity similar to the undoped case. The same behav-
iour is found for B-doping at the center of the QD. In the case
of P impurity, Eg is dramatically reduced in all the cases, while
no clear trend for EF can be deduced. Unfortunately, as dis-

cussed above, any potential advantage of P-doping at SiO2 sites
is limited by its strongly unfavored energetics. However, Eg is
reduced also in the case of P located at the QD center or at
interfacial sites with a low suboxide number (the most favored
sites), in which case we also observe HOMO and LUMO states
populated by the PDOS of the impurity atom. In this case we
expect a significant enhancement of electron current, also at a
low V.

Fig. 3 Spin-up and spin-down eigenvalue spectra of all the considered
systems: Si32 (top), Si35 (center), and Si47 (bottom). Energies have been
aligned using the states of the embedding SiO2 (see the Structures and
method section). For each case, the PDOS of the dopant atom is also
reported (black solid line). Black and grey dots mark the HOMO and
LUMO states, respectively, while EF is reported by dashed line. Horizon-
tal lines mark the uncorrected (orange) and corrected (green) band-
edge of SiO2 (see the Structures and method section).

Fig. 4 Calculated total current (electron + hole) as a function of the
applied voltage, for the considered doped configurations (symbols)
along with the undoped case (blue solid curve), for Si32 (top), Si35
(center), and Si47 (bottom) QDs. Filled symbols (in red) highlight the
most stable doped configuration (see also the ESI†).
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3.3 Transport properties

In Fig. 4 we show the computed I–V characteristic of each
system, with total current obtained by summing electron and
hole currents (see the ESI† for separate electron/hole I–V
curves). The results are compared with the corresponding
undoped case.46 In the results of Fig. 4 are reflected all the
above-discussed effects of doping over the electronic pro-
perties: as EF approaches the conduction (valence) band, elec-
tron (hole) barrier EB (HB) becomes smaller, and the electron
(hole) current is enhanced with respect to the undoped
system. Instead, the threshold V for triggering transport is
related to Eg – typically reduced by doping – that determines
the ionization energy required to generate free carriers.

The latter aspect is well observed in B-doped structures,
especially for interfacial doping (the one with the lowest for-
mation energy) showing, with respect to the undoped case, a
significant enhancement of the total current at a low V (due to
Eg decrease), while at a large V we observe no significant vari-
ation of the current.

Doping at SiO2 sites seems practically irrelevant in B-doped
structures, while it produces dramatic enhancements of the
current, up to two orders of magnitude, for two of the P-doped
structures, having although the largest formation energy.
Nevertheless, the more energetically-favored P-doping inside
QD still yields an increase of the I–V response in all the con-
sidered V-ranges, up to one order of magnitude, also at a high
V for all the QDs.

4. Conclusions

We have studied the Si-substitutional doping of Si-QDs
embedded in SiO2, with either B or P impurities, for three
different QD sizes close to 1.5 nm. All the QDs have produced
consistent results, revealing that B impurities tend to the site
at the QD/SiO2 interface, especially where a large number of
bonding oxygens are present. Conversely, doping inside the
QD or the SiO2 is unfavored, with similarly large formation
energies. For P impurities, we have observed a clear trend in
which the formation energy increases with the number of
bonding oxygens, hence favoring the QD internal, while
severely hampering interfacial and SiO2 sites. Besides, given
the large Si/SiO2 interfacial energy, P-doping at interface Si1+

sites may be favored over QD-core regions, especially in large
QDs, thanks to an easier relaxation of the doping-induced
stress at the interface. Therefore, we indicate sub-interfacial
QD sites as the most energetically-favored ones for
P impurities.

In any case, the presence of impurities reduces the band-
gap Eg of the material – except for B-doping in the QD or
in SiO2 (the two least probable sites) – leading to an enhanced
I–V characteristic at a low V. At a high V, for the most favored
impurity positions we observe a significant variation of the
current, with respect to the undoped systems, only for
P-doping.

Thus, with either B or P impurities one can foster hole-
current at low V, or electron-current at low and high V, respect-
ively. Such asymmetry of the response with the dopant type
can be advantageous from a technological point of view, per-
mitting the tuning of the device response in the given V range.
For example, possible applications can extend, among the
others, from Si-based emitters in which doping can tune the
emission energy even below the bulk-Si band gap,70 to full-
silicon photovoltaic tandem solar cells, where the internal
quantum-yield of the QD region – absorbing at tunable ener-
gies – can be enhanced by a doping-decreased resistivity.10,11,42
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