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Abstract. Nowadays business information systems are thought of as decision-

oriented systems supported by different types of subsystems. Multidimensional 

data visualization is an essential part of such systems. As datasets tend to be 

increasingly large, more effective ways are required to display, analyze and 

interpret information they contain. Most of the classical visualization methods 

are unsuitable for large datasets. This paper focuses on the artificial neural 

networks-based methods for visualization of big multidimensional datasets; 

namely,  on the approaches for the faster obtaining of visual results. The new 

strategy, which is identified by the decreased number of cycles of data reviews 

(passes of training data) up to the only one, when training neural networks, is 

proposed. To test this strategy, the results of experiments, using two 

unsupervised learning methods on benchmark data, are briefly presented.  

Keywords: Data visualization, big multidimensional dataset, neural networks-

based method, decision support. 

1 Introduction 

The features of today’s world, such as globalization, dynamics and often unpredictable changes, 

huge amounts of data, are being observed on any of its entities. Even a generic philosophy 

concerning business information systems (BIS) is changing. Nowadays, they are thought of first 

of all as the decision-oriented systems supported by different types of subsystems. Managers are 

faced with a federated environment and the need to make time-critical decisions; consequently, 

data in BIS should be presented timely, in a meaningful manner and easily understandable form. 

Multidimensional data visualization is an essential constituent of such systems because it enables 

to discover knowledge hidden in big datasets. Dimensionality reduction is one of the basic 

operations in this context. 

This paper focuses on visualization of big multidimensional datasets. As datasets tend to be 

increasingly large more effective ways are required to display, analyze and interpret the 

information contained within them. Given a large set of measured variables, the main task is to 

represent them with a smaller set of more “condensed” variables. Another reason for reducing 

the dimensionality is to decrease computational load for further data processing. However, the 

most of the conventional visualization methods are unsuitable for big multidimensional datasets. 
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Here the attention is directed to the artificial neural networks-based methods for visualization
1
 

of big multidimensional datasets. Two unsupervised learning methods are considered: SAMANN 

(a feed-forward neural network to learn Sammon’s mapping) and SOM (self-organizing map). 

To cope with the data processing time problem, a new strategy is proposed to decrease the 

number of data passes (reviews) up to the only one when training neural networks. It is based on 

the assumption that a huge amount of data includes many similar objects, so even in one pass a 

neural network can access large amount of similar objects. After training, neural network can be 

used for decision-making support. In other words, any number of new objects can be converted 

to a meaningful form, i.e., presented as points on the plane to display interpretable results. This 

trained network can also be used to see the outliers. Regardless the fact that outliers are not 

representative, they may reveal potentially valuable information. 

Empirical research has been carried out. The experiments using two unsupervised learning 

methods and on two sets of benchmark data have been conducted to test the hypothesis which 

explains the proposed strategy. The additional evaluation of the outcome has been done using the 

visualisation results of traditionally trained neural networks and the processing of outliers. 

The structure of this paper is as follows. Section 2 discusses the context and positioning of BIS 

focuses on their main “duties” in the contemporary world. Section 3 considers visualization 

methods based on artificial neural networks and reviews the recent approaches to neural 

networks training by large data. Section 4 describes the new strategy of training through a single 

pass of data and performs an experimental investigation. Section 5 concludes the paper and 

comments unresolved problems. 

2 Context: Efficient Decision Support 

The concept of information system has significantly changed throughout its more than 50 year 

history. These changes reflect the system’s role and importance in business enterprise and can be 

seen in the development approaches, methodologies, frameworks, architectural design decisions, 

and technologies. 

Initially, management information systems (MIS) served business management. Their purpose 

was to cater to the information needs for planning, controlling and decision making. MIS is 

dependent on underlying transaction processing systems, but, in fact, can itself be thought of as a 

transaction processing system that can interact with a decision-support subsystem. From 

technological point of view, MIS was a set of applications centered on a database. 

This philosophy has changed at the beginning of the 21th century when it was realized that an 

enterprise system should be developed as a whole [1], [2], [3]. Information system (IS) in this 

paper refers to a real world system which provides information services required to support 

business. IS is a component of an enterprise system and it should be aligned with the business’s 

mission and goals, thus serving as critical success factor. Consequently, the whole enterprise 

system is viewed as a three-layered system: business systems, information systems, and 

supporting software.  

Nowadays, information systems should be thought of first of all as a decision-oriented systems 

supported by different types of subsystems. This can be noticed when observing the relations 

between enterprise resource planning (ERP) and advanced planning and scheduling systems 

(APS) (ERP is one of the types of BIS). According to [4] and [5], planning and scheduling 

process is a primary aspect of decision making in manufacturing enterprises. APS system is not a 

part of ERP, but rather an entire planning and scheduling system within an enterprise supported 

by the ERP system (Figure 1). 

One of the challengers in this context is the ability to process big amounts of data in near-real 

time to facilitate decision making. 

 
                                                           

1 The term visualization means both dimensionality reduction and displaying meaningful results in this paper. 
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Figure 1. Decision support as a primary aspect of contemporary information systems 

 

3 Artificial Neural Network-based Data Visualization  

3.1 Multidimensional Data Visualization 

Big multidimensional datasets bring new challenges to data analysis because large volumes and 

different varieties of data must be taken into account. In many cases, data are just being 

generated faster than they can be analyzed. To analyze big data, many data mining and machine 

learning algorithms have been developed. In this paper we focus on dimensionality reduction 

algorithms which reduce data dimensionality from original high dimension space to target 

dimension (2D in visualization case). Data visualization is the presentation of multidimensional 

data. It is very important to see analytical results presented visually, to find interdependencies / 

interrelationships among many objects. 

Visualization is one of the basic operations in the toolbox of data analysis. Given a large set of 

some measured variables, the main idea is to represent them with a reduced set of more 

informative ones. Another reason for reducing the dimensionality is to decrease computational 

load for further data processing. Today's large multidimensional datasets contain a huge amount 

of data. It becomes almost impossible to analyze them manually and to extract valuable 

information. Therefore, more effective ways to display, analyze and interpret the information 

contained within them are required. 

Data from the real world are frequently described by an array of variables            .  

Any variable may take some numerical values. A combination of values of all variables 

characterizes a particular data object                             , from the whole set 

          , where n is the number of variables, m is the number of the analyzed objects. If 

objects            are described by more than one variable, the data are called 

multidimensional data. Often the objects are interpreted as points in the n-dimensional space   , 

where n defines the dimensionality of the space. In fact, we have a table of numerical data 

                      for the analysis. An intuitive idea is to present multidimensional 

data, stored in such a table, in some visual form. It is a complicated problem that many 
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researchers seek to address in order to enable decision-makers to gain a deeper insight into the 

data, draw conclusions, and directly interact with the data. A type of multidimensional data 

visualization is based on dimensionality reduction. The goal of dimensionality reduction is to 

represent the input data in a lower-dimensional space so that certain properties (e.g., clusters, 

outliers) of the structure of this dataset are preserved as closely as possible. 

An example of visual presentation of the data table (n = 6, m = 20) using multidimensional 

scaling method (MDS) is presented in [7] (see Figure 2). In this example, the dimensionality of 

data is reduced from 6 to 2. As we can see from the figure, objects          and     form a 

separate cluster that can be clearly observed visually on a plane and that cannot be recognized 

directly from the table without a special analysis. 

 

 
 

Figure 2. Example of data visualization 

 

A comprehensive review of the dimensionality reduction methods is presented in [7], [8]. The 

Principal component analysis (PCA) [9] is one of the well-known dimensionality reduction 

methods. It can be used to display the data as a linear projection on such a subspace of original 

data space that best preserves the variance of the data. The PCA cannot preserve nonlinear 

structures, consisting of arbitrarily shaped clusters or curved manifolds since it describes the data 

in terms of a linear subspace. An alternative approach to dimensionality reduction is 

multidimensional scaling (MDS) [10]. MDS is a classical approach that maps an original high 

dimensional space to a lower dimensional one, but does so in an attempt to preserve the distances 

of corresponding data points. The starting state of MDS is a matrix consisting of the pairwise 

dissimilarities of data points. 

The effectiveness of PCA is limited by its global linearity. The MDS method is nonlinear 

method, unsuitable for large datasets. It requires too much computational resources. Therefore, 

the combinations of different data visualization methods are under active development today 

because the combination of different methods can facilitate more efficient data analysis, while 

minimizing the shortcomings of individual methods.  

3.2 Visualization Methods Based on Neural Networks 

Artificial neural networks (ANNs) may also be used for dimensionality reduction and data 

visualization. The MDS were experimented with by the neural network researchers [11], [12]. As 
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a result, several neural network-based methods for the visualization of big multidimensional 

datasets have been proposed, including SAMANN [7], [8], [12], SOM [8], [13], etc.  Most ANN 

based visualization methods are unsuitable for large datasets due to the demand of huge 

computational resources. One possible solution employs hardware, i.e., increased memory, 

parallel processing and cloud computing. The second solution is to go the other way and to 

develop a more mature neural network-based visualization theory. Therefore, the new strategies, 

approaches, and methods for training neural networks are required. 

Visualization of the large dataset requires a huge amount of computational resources and time. 

The most of conventional visualization methods are unsuitable for large datasets. As has been 

shown in [7], SAMANN neural network can be successfully used for the large multidimensional 

dataset visualization, notwithstanding some limitations. It tries to optimize a projection error that 

describes how well the pairwise distances in a dataset are preserved and it is not suitable for 

large datasets. The whole mapping procedure has to be repeated when a new data point has to be 

mapped. The back propagation-like learning rule SAMANN [7], [8], [12] allows a feed-forward 

artificial neural network to learn MDS-based SAMANN’s mapping in an unsupervised way. This 

neural network is able to project new points after the training. In each learning step, two objects 

are given to this neural network. The weights of neural network are updated according to the 

update rule using the error measure. One training iteration of the neural network is completed if 

all possible pairs of objects from the dataset are shown to the neural network. After training, the 

network is able to project previously unseen data using the obtained generalized mapping rule. 

One of the ways to minimize the computational expenditure for the neural network training is 

working with a subset of the dataset. The results of the experiments showed [14] that it is 

possible to find such a subset of the dataset that, while training the SAMANN network with this 

subset, lower projection errors are obtained faster than by training with all the points of the 

dataset. 

In Figure 3 the process of the visualization of the large multidimensional dataset is presented.  

At first, it is necessary to create the subset of the dataset. The subset can be created of dataset 

points chosen randomly (or using some deterministic way) from the dataset. The points of the 

subset are projected on a plane using SAMANN with optimal parameters and the weights of the 

network are calculated using iteration weights updating process. Then all the remaining points of 

the dataset are projected using the calculated weights of the neural network. 

 

SAMANN  training using only 

a part (Subset) of the Dataset

1
Dataset

2

3

Graphical 

representation of 

Subset

SAMANN training outputs

(weights of ANN)
Graphical representation 

of all Dataset
 

 
Figure 3. Scheme of the visualization process suitable for the large dataset: (1) selection of the subset of 

the primary dataset and projection of the subset using SAMANN; (2) graphical representation of the 

subset; (3) graphical representation of the dataset using the calculated weights 
 

The training process of the SAMANN network depends on different parameters, such as 

learning rate, activation function, momentum term, the initial range of the network weights, etc. 

Heuristically searching for the optimal parameters of the network we can significantly speed-up 

the training of the network and apply it to the large dataset. Heuristic decisions are often applied 

when there is no possibility to get them theoretically [15]. 

Parameters that are associated with the neural network can be divided into two main groups. 

The first group involves control parameters of the neural network training: learning rate, 

momentum term. The second group involves parameters of neural network’s architecture: 
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number of hidden layers, number of units in each hidden layer, weights, type and parameters of 

activation functions, etc. The dependence of the projection error on the learning rate and 

momentum term was investigated in [16]. 

The experiments have been performed in [7] to evaluate how the SAMANN network training 

process (visualizing the large dataset) depends on the initial range of the weights of the network 

and the slope parameter of the activation function of neurons. 

The self-organizing map (SOM) is another class of neural networks that are trained in an 

unsupervised way using a competitive learning [8], [13]. A distinctive characteristic of this type 

of neural networks is that they can be used for both clustering and visualization of 

multidimensional data. SOM is a set of neurons, connected to one another via a rectangular or 

hexagonal topology. Each neuron is defined by the place in SOM and by the so-called codebook 

vectors. After SOM learning, the data are presented to SOM and winning neurons for each data 

point are found. In such a way, the data points are distributed on SOM and some data clusters 

can be observed. Moreover, according the position on the grid, the neurons are characterized by  

n-dimensional codebook vectors. An intuitive idea is to apply the dimensionality reduction 

methods to additional mapping of the codebook vectors of the winning neurons on the plane. 

MDS may be used for such a purpose. The scheme of the combination SOM and MDS (SOM-

MDS) is presented in Figure 4. Additionally, the number of winning neurons is smaller than the 

number of data points, so a smaller dataset should be visualized by MDS than in those cases 

where the whole dataset is processed by MDS. This distinctive characteristic of SOM is very 

useful for big multidimensional datasets visualization. 

 

SOMDataset

Graphical 

representation of 

winning neurons

MDS

 
 

Figure 4. Scheme of the visualization process by the combination of SOM and MDS 

4 New Training Strategy: Single Pass of Data 

To visualize big multidimensional datasets using SAMANN and SOM, a new strategy for 

training these networks has been proposed. The advantage of this strategy is that the network can 

be trained to visualize the multidimensional data through a single pass of training data. After 

training, the network can be used for visual presentation of the desirable number of 

multidimensional objects on the plane. The strategy is based on the assumption that a huge 

amount of data includes many similar objects so that even during one pass, the neural network 

can visualize a large amount of similar objects. 

A new strategy of large multidimensional datasets visualization using SAMANN is presented 

in Figure 5: (1) training of SAMANN neural network through a single pass (only 1 iteration); 

calculating its weights; (2) graphical representation (visualization) of the dataset; (3) graphical 

representation of new previously unseen data points using calculated weights without additional 

neural network training. 

A new strategy using the combination of SOM and MDS is presented in Figure 6: (1) training 

of the SOM neural network through a single pass; SOM winning neurons are calculated;  

(2) visualization of two-dimensional points that are two-dimensional representations of the 

codebook vectors of the winning neurons by MDS; (3) graphical representation of the dataset; 

(4) graphical representation of new previously unseen data points using the winning neurons 

without additional SOM training. 

The ellipsoid dataset has been used to investigate the ability to visualize big multidimensional 

dataset using SAMANN and SOM-MDS. This ellipsoidal dataset consists of 7354  

10-dimensional points from 10 overlapping ellipsoidal-type clusters. The dataset has been 
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obtained using the ellipsoidal cluster generator [17]. This generator creates ellipsoidal clusters 

with the major axis of an arbitrary orientation. The boundary of a cluster is defined by four 

parameters: the origin (which is also the first focus); the interfocal distance, uniformly 

distributed in the range [1.0, 3.0]; the orientation of the major axis, uniformly located amongst 

all orientations; the maximum sum of Euclidean distances to two foci, belonging to the range 

[1.05, 1.15] – equivalent to the eccentricity ranging from [0.870, 0.952]. For each cluster, data 

points are generated at a Gaussian-distributed distance from a uniformly random point on the 

major axis in a uniformly random direction and are rejected if they lie outside the boundary.  
 

SAMANN  training through a 

single pass of training data

1
Dataset

2

3

Graphical 

representation of 

Dataset

New 

points

SAMANN training outputs

(weights of ANN)
Graphical representation 

of Dataset with New 

points  

Figure 5. A new strategy of big multidimensional datasets visualization using SAMANN 
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Figure 6. A new strategy of big multidimensional datasets visualization using SOM-MDS 

 

In order to compare the visualization results obtained by standard SAMANN training and the 

proposed strategy through a single pass of training data, the experiment has been performed 

using the ellipsoidal dataset. The results of the experiment of multidimensional data visualization 

by SAMANN through a single pass of training data with optimal control parameters are 

presented in Figure 7a. The points of the dataset are marked by black triangles. Figure 7b 

presents the visualization results of the same dataset when neural network is trained using 10000 

iterations. By comparing the results presented in Figure 7 (a and b),  it can be concluded that the 

visualization results of the ellipsoid dataset using SAMANN through a single pass of training 

data are visually rather similar to the visualization results of the dataset using 10000 iterations. In 

both Figure 7a and Figure 7b, we can clearly observe 10 overlapping ellipsoidal-type clusters. 

The additional evaluation of the strategy has been done in order to estimate the possibility to 

visualize new points without additional training of the neural network. Ten new points were 

generated without additional training. The visualization results of the dataset (obtained after the 

training of SAMANN) and new points (obtained without additional training, using the already 

calculated weights) are presented in Figure 8. The circles correspond to the new points that were 

not used for training. 

The visualization of the dataset and outliers using single pass of training data strategy is 

presented in Figure 9. In this case, outliers are points (events or observations) which do not 

conform to an expected pattern or other items in a dataset. The outliers are marked by circles. On 
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the one hand, the experiment shows that the outliers can be properly identified; on the other 

hand, decision makers can easily recognise issues that need their attention. Such visualization of 

outliers can be useful for unsupervised anomaly detection. 

 

a)  b)  
 

Figure 7. a) Visualization results of the ellipsoidal dataset using SAMANN through a single pass of 

training data; b) visualization results of the dataset using 10000 iterations 

 

 
 

Figure 8. Visualization results of the ellipsoidal dataset and new points using SAMANN 

 

The results of the experiment of multidimensional data visualization using SOM-MDS through 

a single pass of training data and using 100 iterations are presented in Figure 10. The 

visualization enables meaningful visual evaluation of the single pass and the traditional training 

strategies. 

The visualization results of the ellipsoidal dataset and new points using the already calculated 

winning neurons without additional SOM training are presented in Figure 11. The circles 

correspond to the new points that were not used for training. 

The visualization of the dataset and outliers using trained SOM by single pass of the training 

data strategy is presented in Figure 12. The circles correspond to the outliers. 
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Figure 9. Visualization results of the ellipsoidal dataset and outliers using SAMANN 

 

a) b)  
 

Figure 10. a) Visualization results of the ellipsoidal dataset using SOM-MDS through a single pass of 

training data; b) visualization results of the dataset using 100 iterations 

 

 

Figure 11. Visualization results of the ellipsoidal dataset and new points using SOM-MDS 
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Figure 12. Visualization results of the ellipsoidal dataset and outliers using SOM-MDS 

 

The analysis of the results using SAMANN and SOM-MDS shows that it is possible to get the 

suitable projections of the dataset through a single pass of training data and to visualize new 

points. The experiments show that even after one pass fairly reliable projections can be obtained 

and used to display meaningful results to support, at least, trend detection in predictive analytics. 

5 Conclusion and Future Research 

Big multidimensional datasets visualization is an essential constituent of today’s business 

information systems, in the age of growing amounts of data to be interpreted and analyzed to 

support decision making. The challengers in this context include the ability to process huge 

amounts of data in near-real time, as well as to quickly understand the meaning of the data and to 

access outliers. 

The new strategy for training SAMANN and SOM neural networks is proposed and examined. 

The characteristic feature of this strategy is that neural network can be trained to visualize data 

through a single pass of training data. The results of experiments on the two sets of benchmark 

data to demonstrate this strategy allow us to conclude that the unsupervised learning of 

SAMANN and SOM neural networks are effective in producing the visual projections of big 

multidimensional datasets, where we do not need any additional knowledge on the objects, i.e., 

the known numerical values of the variables are sufficient. The obtained visualization results are 

significant and computational expenses are acceptable if compared with the traditional learning 

when many iterations are required. However, the visualization results using SAMANN are more 

exact than using SOM. The experiments show that the strategy of a single pass of training data 

can be used to display meaningful results; at least, in decision support to detect trends in 

predictive analytics and to identify the issues that are visualised as outliers. 

Further research should be focused on the theoretical background of the proposed single pass 

strategy, as well as on discovering new domains (e.g., streaming data analysis [18]) where big 

multidimensional datasets are required to be visualized when making proper human decisions. 

The additional experimental research must be carried out using much larger datasets of varying 

characteristics to evaluate the suitability of the proposed approach for big multidimensional 

datasets visualization. Moreover, the comprehensive evaluation of the proposed training strategy 

should be made using some quantitative measures. The next step of the research should involve 

the application of this strategy to big multidimensional datasets in real-world situations. 
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