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Abstract — Now in these days the utilization of distributed applications are increases rapidly because these applications are serve more than one 

client at a time. In the use of distributed database data distribution and management is a key area of attraction. Because of privacy of private data 

organizations are unwilling to participate for data mining due to the data leakage. So it is required to collect data from different parties in a 

secured way. This paper represents how CART algorithm can be used for multi parties in vertically partitioned environment. In order to solve 

the privacy and security issues the proposed model incorporates the server side random key generation and key distribution. Finally the 

performance of proposed classification technique is evaluated in terms of memory consumption, training time, search time, accuracy and there 

error rate. 
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I. INTRODUCTION 

 

Data mining [1] often called knowledge discovery of data is a 

useful process of extracting useful data and hidden predictive 

information from large databases. Data mining takes relational 

database, data warehouse, transactional database, flat files, data 

streams and world wide web as input. 

 

Classification rule mining [2] is one of the most popular 

algorithms used for data mining. Classification is a data mining 

algorithm that assigns data or transactions in a group or classes. 

The goal of classification is to accurately forecast the class 

attribute for each transaction of the data. 

 

Decision tree classification is one of the most popular 

classification technique used for classifying the class  

attributes. It is called supervised learning because first decision 

tree is build on training dataset then test attributes are 

introduced for classification of test data. In decision tree 

internal nodes are called test and leaf nodes are called class 

labels and the arrows shows the path between tests and leads to 

class label. Different decision tree uses different attribute 

selection measure for best splitting node. Most popular 

decision trees ID3 [2], C4.5 [3], CART [4] that uses different 

attribute selection measure information gain, gain ratio and gini 

index respectively. 

 

Advancement of technology has naturally evolved distributed 

database. Distributed database [5] is a database in which 

database are partitioned and stored in different systems which 

logically belongs to the same system. Database is distributed 

either vertically or horizontally. 

 

The proposed work is simulated using vertically partitioned 

data. From different sources, and applied CART algorithm for 

decision tree making. For security scheme key generation and 

distribution is used. 

II. PROPOSED WORK 

 

The key objective of the proposed work is to find a suitable 

method of classification which works efficiently with the 

vertically partitioned data and also provides the secure access 

of data among multi-party access environment. The entire work 

is sub divided in the following modules 

. 

Study of different privacy preserving data mining 

approaches: In this phase the different techniques which 

providing the security during the transactional data base is 

studied. 

 

Find efficient and accurate classification technique: In this 

phase different decision tree algorithms are studied which are 

high efficient and accurate for data mining. Thus the CART 

algorithm is selected among ID3,C4.5 and CART algorithms. 

 

Design a model for the effect of privacy preserving data 

mining: In this phase using the selected decision tree a new 

privacy preserving technique is developed and implemented 

using JAVA environment. 

 

Performance study of the proposed classification scheme: 

After implementation the performance of designed data model 

is evaluated for justifying the performance of the proposed 

privacy preserving data model.  

 

A. Problem Domain : 
Classification schemes are the supervised learning 

process of data mining, where the attributes and class 

labels are exist in order to learn about the data. The 

classification is used to find the pattern in data to 

recognize the organization of the data, in order to 

recognize the similar data patterns in the data which is 

provided in the real time. The main issues in 

distributed computing environment where a single 
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data model is available for more than one client, and 

they access the required data from same source. To 

manage the privacy and access control on the data, 

when the data model is shared between more than one 

clients. There for to handle the data integrity and 

privacy management a new kind of data model is 

required to develop. 

 
B. Solution Domain : 

The presented model first includes the distributed 

database which is divided into the clusters and all the 

data distributed over multiple places. In addition of 

that there are three accessing parties which are 

consuming data concurrently as the data updated on 

server. Each having a set of attributes with a class 

label, all parties from the system need to update data 

on server and then required to process using a 

centralized algorithm which process data and produce 

the decision tree. In this context when the data is 

accessed from the individual parties then required 

securing and preserving the privacy on data. Therefore 

a cryptographic technique is utilized which is used to 

encrypt and decrypt the data when the data accessed 

on the client side. Only the data is recovered when the 

actual data owner making a request using private key. 

 

 
Fig. 1 System Architecture 

 

C. Simulation Architecture: 

 
Fig 2 Simulation Architecture 

 

The given figure 2 shows the simulation architecture of 

proposed system in this context the entire system is 

divided into a set of modules. The entire modules are 

described as:  
 

1) Server Initialization: in order to design a server that 

serves more than one client required to design a multi-

threaded server. Thus a server program is designed 

that works on a fixed port number. When the server 

initiated then the server can listen the clients request 

using this fixed port number. 

 

2) Client Initialization: when client program is initialized 

then a request on the same application port number is 

made. If server program is initialized then the client 

program is connected through the server port and data 

communication can initialized. 

 

3) Connection: the given system is a network based data 

mining technique thus the client server architecture is 

prepared. The communication among client and server 

is performed using TCP ports. Thus for connection the 

socket programming is utilized. In this context the 

socket needs two parameters first target IP address and 

a fixed communication port. On the basis of this the 

connectivity among client and server is prepared. 

 

4) Key Generation: there are a number of clients can 

connect with the server therefore a single key can 

create problem for the privacy of data, thus for data 

distribution and processing the N number of random 

keys are generated. The key generation process is 

taken place on the server end and this key is only valid 

for current session. After key generation for a client 

that is distributed to all the connected clients. 

 

5) Client Data send: client always having a part of data 

for the entire dataset which vertically partitioned. 

Client sends the data to the server end. 

 

6) Server Data Encryption: server having a set of keys 

for each client thus server gather the data from the 

connected client and encrypts the data using client’s 

key. After encryption of the data server aggregate the 

data on an existing data table. Additionally all the data 

which is comes from the different users are encrypted 

and aggregated to the server end’s table. 

 

7) CART Algorithm: A classical CART algorithm is 

applied to the aggregated client’s data which is 

centralized process of data mining. After applying 

CART algorithm server generates a decision tree 

which is trained on aggregated data. Thus the decision 

tree is ready to resolve the user generated query. 

 

8) Client Query: When the decision tree is prepared on 

the server side the user can send the query to server 

for finding the classification label, thus a user query 

can apply on decision tree through the client end. 
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9) Server Data Encryption: Server again encrypts the 

decision tree generated rules and sends to the client 

end. In order to encrypt the rules the attribute wise 

data which belongs to the target user is encrypted. 

 

10) Client Data Decryption: The attribute wise data 

encryption from the server side allows a user to 

recover only those part of data which is encrypted by 

the client’s key. 

 

III. PROPOSED ALGORITHM 

 

The given cryptographic data model can be summarized using 

steps, the entire process of data aggregation and their 

distribution is given as: 

1. initialize server 

2. initialize clients  

3. if( is_server_connected) 

4. server generate a random key 

5. send to connected client  

6. end if 

7. client send the data to server 

8. server collect all the streamed data 

9. Encrypt data and aggregate into a single data unit 

10. apply CART algorithm on data  

11. prepare the decision tree 

12. wait for client request  

13. when a client query arrived  

14. find the class label and traversal 

15. send to client  

16. client decrypt data using allotted key 

17. recover only the part of data decrypted through the 

allotted key 

18. end   

IV. RESULT ANALYSIS 

 

This section provides the understanding about the outcomes 

and the analysis of the performance of the implemented 

algorithms. 

1. Accuracy: In data mining and machine learning 

applications the amount of input samples are correctly 

recognized is known as accuracy of the classifier. The 

accuracy can be estimated using the given formula. 

 

 
 

Fig 3 Accuracy 

The performance of CART algorithm in secure 

environment is evaluated and reported  in fig 3, in this 

diagram the X axis shows the number of different 

experiments performed with the algorithm is given. 

During experimentation the amount of data among all 

the parties are increased and then their performance is 

evaluated. On the other hand accuracy of algorithms 

given in Y axis according  to the given result the 

performance of algorithm is increases as the amount of 

data during learning increases. 

 

2. Error rate: The error rate of algorithm demonstrates the 

amount of data which is not correctly identified during 

classification. The error rate of an algorithm can be 

evaluated using the below given formula. 

𝑒𝑟𝑟𝑜𝑟 𝑟𝑎𝑡𝑒

=
𝑡𝑜𝑡𝑎𝑙 𝑖𝑛𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝑖𝑑𝑒𝑛𝑡𝑖𝑓𝑖𝑒𝑑 𝑠𝑎𝑚𝑝𝑙𝑒𝑠

𝑡𝑜𝑡𝑎𝑙 𝑠𝑎𝑚𝑝𝑙𝑒𝑠 𝑎𝑠 𝑖𝑛𝑝𝑢𝑡
𝑋100 

Or 

𝑒𝑟𝑟𝑜𝑟 𝑟𝑎𝑡𝑒 = 100 − 𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 

 
Fig 4 Error Rate 

The given fig 4 shows the percentage error rate observed 

during classification, the X axis shows the different 

experiments performed with the system and the Y axis 

shows the percentage error rate. According to the obtained 

results the performance of algorithm improved by 

decreasing the error rate of classification additionally only 

those parties are able to view the outcomes which are 

providing the correct key input. 

 

3. Memory used: The amount of main memory required to 

successfully execute the algorithm is known as the 

memory consumption.. 

         
Fig 5 Memory Usage 
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The amount of memory consumed during different 

experiments is reported using fig 5. In order to show 

the performance of algorithm X axis shows the 

different experiments performed and Y axis shows the 

amount of main memory consumed during 

experimentations. According to the results the 

performance of the algorithm in terms of memory 

usage is decreases as the amount of data in experiments 

are increases. 

 

4. Training Time: The amount of time required to perform 

training using the algorithm is known as the training 

time.  

 
Fig 6 Training Time 

 

The CART algorithm’s training time for secure 

environment is given using fig 6. Here the amount of 

time consumed is given using Y axis in terms of 

milliseconds and the X axis shows the different 

experiments with increasing dataset size performed. 

According to the obtained results the amount of time for 

training is increases as the amount of data for learning is 

increases. 

 

5. Search Time: The amount of time required to traverse 

the tree on server side and produce the class label for 

input attributes is known as the search time of 

algorithm. 

 
Fig 7 Search Time 

 

The search time of  CART algorithm during different 

experiments is reported using fig 7. In this the Y axis 

shows the amount of time consumed in terms of 

milliseconds and the X axis shows the different 

experiment performed with the algorithm. After 

estimating the performance of the algorithm it is 

observed that the average time of computing the class 

labels is not affected on the size of data. 

 

V. CONCLUSION 

 

Data mining is a tool for analysing huge amount of data using 

the intelligent algorithms. There for data mining algorithms 

compute significant patterns from the input data and preserve 

them for utilizing them in future data pattern evaluation this 

process in data mining techniques are called the training of 

algorithms. After training of algorithms when the new data 

arrived on the algorithm then these data are identified on the 

basis of extracted patterns from data. In this presented work the 

data mining algorithms and their working is investigated. 

 

During investigation there are various kinds of data models are 

observed. These data models not only provide the exact 

learning of patterns it also reduces the effort of data evaluation. 

But the architecture of data mining is a centralized architecture 

thus whole data is combined in single place and then the 

computation is performed on that place. And during data access 

different parties those are preserve the data on the centralized 

data base are accessed accordingly. But due to access of data 

sometime sensitive and private data of a party can be given to 

another party and the issues of security and privacy can arises. 

Thus securing the privacy and confidentiality on the data 

during data mining a new kind of technique is required to 

investigate and design. Therefore in this presented work a 

multiparty data submission and accessing in secured manner is 

simulated. For data submission the private key encryption 

technique is utilized on the other hand for providing data 

mining algorithm the CART algorithm is implemented with the 

secure data access mechanism. After designing the secure 

algorithm that is implemented using the JAVA technology and 

their performance is estimated. According to the obtained 

results the performance of the proposed secure and privacy 

preserving technique not disclosing the attributes during data 

access among the participating parties and also providing much 

efficient results after applying security on algorithm the 

performance is summarized on the table given 1 

 

S. 

No. 

Parameters  Remark  

1 Accuracy  The accuracy of the 

implemented data model 

increases as the amount of 

data for learning increases. 

the increment of accuracy is 

about 2-5% 

2 Error rate The error rate of the 

algorithm decreases as the 

learning set of algorithm 

increases the reduction on 

error rate about 2-5% 

3 Memory usage The memory consumption of 

the system is increases as the 

amount of data increases for 

processing 

4 Training time  The training time is also 

depends on the size of data 
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provided as input 

5 Search time The search time of algorithm 

is not much affected due to 

increasing size of data 

Table 1 performance summary 

 

VI. FUTURE WORK 

 

The proposed algorithm is adoptable and provides the 

security as well as the efficient performance during learning 

and classification. The presented model is not yet 

implemented on the real time data thus in near future the 

given model is implemented to secure the real time 

transactions and other kind of horizontally partitioned data. 
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