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Abstract:- The increase in the number of RF devices and the requirement for large data rates places major role in increasing demand on 

bandwidth. This necessitates the need for RF communication systems with increased throughput and capacity. MIMO-OFDM is one way to meet 

this basic requirement. OFDM is used in many (WCD) wireless communication devices and offers high spectral efficiency and resilience to 

multipath channel effects. Though OFDM is very sensitive to synchronization errors, it makes the task of channel equalization simple. MIMO 

utilize the multiple antennas to increase throughput without increasing transmitter power or bandwidth. 

                     This project presents an introduction to the (MPC) multipath fading channel and describes an appropriate channel model. Many 

modulation schemes are presented (i.e. BPSK, QPSK, QAM) that are often used in Conjunction with OFDM. Mathematical modeling and 

analysis of OFDM are given along with a discrete implementation common to modern RF communication systems. Synchronization errors are 

modeled mathematically and simulated, as well as techniques to estimate and correct those errors at the receiver accurately.  

Key words: throughput, MIMO-OFDM, synchronization errors, multipath fading. 
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1. INTRODUCTION: 

Future wireless communication systems demand high data 

rates operating in wide propagation scenarios that comply 

with International Mobile Telecommunications- 

Advanced (IMT-advanced) requirements. The key features 

of OFDM systems Comprise of robustness against the 

presence of severe multipath channel conditions, higher 

spectral efficiency and minimize the effects of Inter-Symbol 

Interference (ISI) [4]. For preserving the orthogonally 

among carriers, cyclic prefix or guard intervals are inserted 

among the subcarriers. The length of the cyclic prefix 

should be longer than the delay spread of the channel to 

avoid ISI. 

Whenthe transmitter does not possess Channel State 

Information (CSI) this combinational system can achieve 

very highspectral efficiency. MIMO-OFDM systems are 

very sensitiveto synchronization errors. The overall 

performance of thesystem gets deteriorated in the presence 

of timing andfrequency offsets. The main objective of 

symbol timingsynchronization is to detect the start of the 

received OFDMsymbol. For this purpose either data-aided 

or non-data-aidedtiming synchronization can be used. Data-

aided refers tosynchronization using training sequences. 

Non-data-aidedtiming synchronization algorithms perform 

synchronizationby estimating the timing and frequency 

characteristics ofreceived signal. Most of the timing 

synchronizationalgorithms are based on preamble approach 

[1],[2] because oflow computational complexity, fast 

synchronization speedand high estimation accuracy. This 

paper is organized asfollows. Section 2 briefly introduces 

the OFDMsystemmodel. Section 3 describes the proposed 

methodand the algorithm. Synchronization errors are 

modeled mathematically and simulated, as well as 

techniques to estimate and correct those errors at the 

receiver accurately using MATLAB simulation is given in 

Section 4 .Finally; the whole paper is concluded in Section  

5. 

2. OFDM System 

Figure 1 shows OFDM system block diagram. The principle 

of OFDM posits that for high speed communications, 

frequency selective channel is evenly divided into N 

frequency flat subchannels. These dissevered parallel 

subcarriers are spaced orthogonal with their inter-carrier 

spacing tantamount to inverse of symbol duration and 

spectral peak of individual subcarrier must co-occur with the 

zero-crossings of other subcarriers [4].  

 
 

Fig. 1 OFDM system  

 

3. PROPOSED WORK 

The most challenging aspect of designing a 

communication system is the estimation and correction of 

synchronization errors that occur during transmission. 2 

shows the block diagram of the synchronization process of a 

typical receiver. Simulations of the error estimations are 
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presented using the IEEE802.11 standard for the OFDM 

frame structure 

 
Figure 2 Synchronization blocks in OFDM receiver. 

 

3.1 SYNCRONIZATION ERRORS 

 OFDM systems are very sensitive to frequency 

offsets between transmitter and receiver when modulating to 

pass band and back to baseband. Both ISI and inter channel 

interference (ICI) need to be mitigated as much as possible 

in order for the system to accurately receive data. 

ICI is affected by the orthogonally of the 

subcarriers, which can be caused by Doppler shift or the 

offset in carrier frequency between the transmitter and 

receiver. Not only must frequency offsets be dealt with but 

also the sample clock and the frame or FFT window timing. 

Offsets in timing can cause ISI as well as ICI.  

 

3.1.1 Frequency Offset 

Let cf [Hz] be the carrier frequency offset and the 

normalized carrier frequency offset,  , be 

 1cf

f



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Where f is the sub-carrier bandwidth (sub-carrier 

spacing). There is not only the possibility of carrier 

frequency offset between transmitter and receiver, but also a 

phase difference θ0. As before, let x[k] be the transmitted 

sample and h[k] the 
thK tap of the multipath channel 

impulse response with NC taps. Then, the received nth 

estimated symbol is 
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Where 
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performs the demodulation via the 

FFT,
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is the normalized carrier frequency, and oj
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the common phase rotation. Evaluating   X n  further we 

have 
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The first summand in equation 3 is the desired demodulated 

symbol on the nth sub-carrier with attenuation 
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The second addend is the contribution of the remaining N − 

1 sub-carriers with attenuation 
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. This second summand results in 

ICI. The coefficients for the second summand are called the 

ICI coefficients and are described for the kthsub-carrier 

index as 
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with ǫ= 0.5, 0.1, 0.05, 0.025.  
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Another helpful description is the carrier-to-interference 

power ratio [5] (CIR), which is analogous to SNR, is 

defined as  

 

 

 

2

21

1

0
6

N

N

N

k

ICI
CIR

ICI k








 

.3.1.2 Sampling Clock Offset 

At the receiver the incoming signal is sampled with 

an analog to digital converter (ADC). The ADC is driven by 

the receiver clock which, in practice, is not perfectly 

synchronized with the transmitter clock. where frequency 

offset was considered. To simplify the derivation, we 

assume an ideal channel with no other synchronization error 
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present and no cyclic prefix. Let T and T′ be the transmitter 

and receiver sampling periods respectively and ǫ= T−T′ T 

be the sampling period offset. The continuous time 

transmitted signal is then 
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and the sampled signal at the output of the ADC with 

sampling period offset 
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The attenuation is dependent on sub-carrier index, 

sampling offset, and the number of sub-carriers. This would 

suggest that as the sub-carrier index increases, the 

attenuation decreases and the phase increases. Upon 

applying the baseband demodulation, the m
th 

sub-carrier is 
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As with frequency offset, we have the desired demodulated 

sub-carrier X[m] with attenuation factor 
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comparison, recall that the attenuation and phase for 

frequency offset is solely dependent on the frequency offset. 

Also present is ICI caused by the interaction of the 

remaining Nfft− 1 sub-carriers 
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where the ICI caused by the lthindex is dependent 

on the desired sub-carrier index m and the sampling offset. 

To find the the power of the ICI, we assume that the X[k] 

are independently identically distributed (IID) so that 
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where σ
2
x is the expected value of the power in the data 

symbols. The power of the ICI for the m
th  

demodulated sub-

carrier is then 
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The signal to ICI power ratio is given by 
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3.1.3 Frame Timing Offset 

The estimation of the OFDM symbol or frame start 

position determines the alignment of the FFT window with 

the non-cyclically extended OFDM symbol. An offset in the 

FFT window can then include a neighboring OFDM symbol 

causing ISI, which can affect the orthogonality of the sub-

carriers producing ICI. Analysis of the effects of frame 

timing offset on the constellation and the spectrum will be 

discussed with and without the use of a cyclic prefix for 

QPSK. Assuming no other synchronization errors and an 

ideal channel, the time series samples for the m
th 

OFDM 

symbol are 
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for 0 ≤ n ≤ Nfft− 1 and sub-carriers 0 ≤ k ≤ Nfft− 1. The 

received signal with channel impulse response hm[n] and 

AWGN zm[n] is 
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for channel impulse length Nc. The demodulated symbol is 

then 
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where Zm[l] is the FFT of the additive Gaussian noise.  

3.2 SYNCHRONIZATION ERROR ESTIMATION 

Synchronization is separated into two categories, 

acquisition and tracking. In acquisition we focus on carrier 

frequency offset estimation, symbol timing and frame start 

position using the preamble structure outlined in 

IEEE802.11a [7]. Tracking occurs after the preamble has 

been sent and relies on information embedded into each 

OFDM frame to ensure carrier frequency and sample clock 

are locked during transmission. 

3.2.1 Preamble Structure of IEEE802.11a 

Because of the sensitivity that OFDM has to 

frequency and timing offsets, measurements must be taken 

to estimate and correct these offsets at the receiver. To 

accomplish this and other signal processing functions, four 

OFDM symbols are prepended to the OFDM burst 

transmission to aid in acquisition. After this preamble is 

processed, each successive frame contains four pilot 

symbols that are used for tracking frequency and timing. 

Both the symbols in the preamble and the pilot 

symbols are known to the receiver. The first two OFDM 

frames contain ten short preambles and are used for 

automatic gain control, diversity selection, timing 

acquisition, and coarse frequency acquisition. We will focus 

our attention on the acquisition of timing and frequency. 

The zero packing has the effect of decreasing the symbol 

time by four, or Nfft/4, thus yielding the four copies in the 

time series. Thus, the short training symbols have 2.5 × 

Nfftsymbols. In our application of OFDM, IEEE 802.11a/g, 

the bandwidth is 20MHz and the sample time is 1/20MHZ = 

0.05μs. If we set Nfft= 64, as in IEEE802.11a, there are 16 

samples in the short training symbol and so the symbol time 

is 16 × 0.05μs = 0.8μs. There are ten short training symbols 

which gives a total time of 8μs. 

The short training symbols are generated by taking 

the IFFT of the following sequence for frequency bins −26 

to 26: 

26,26

13

6
S    

[0, 0, 1 + 1j, 0, 0, 0,−1 −1j, 0, 0, 0, 1 + 1j, 0, 0, 0,−1 −1j, 0, 

0, 0, −1 −1j, 0, 0, 0, 1 + 1j, 0, 0, 0, 0, 0, 0, 0,−1 −1j, 0, 0, 

0,−1 −1j, 0, 0, 0, 1 + 1j, 0, 0, 0, 1 + 1j, 0, 0, 0, 1 + 1j, 0, 0, 0, 

1 + 1j, 0, 0, ]             (6.30)   

 

The last two frames of the preamble contain the 

long training symbols which are used for channel estimation 

and fine frequency acquisition.  

 

The long training symbols are generated by taking 

the IFFT of the sequence 

26,26L  = [1, 1,−1,−1, 1, 1,−1, 1,−1, 1, 1, 1, 1, 1, 1,−1,−1, 1, 

1,−1, 1,−1, 1, 1, 1, 1, 0, 1,−1,−1, 1, 1,−1, 1,−1, 

1,−1,−1,−1,−1,−1, 1, 1,−1,−1, 1,−1, 1,−1, 1, 1, 1, 1].             

(21) 

The lack of copies in the OFDM frames is from the 

lack of zero packing in equation 21 and so the symbols have 

length Nfftand, along with the added cyclic prefix, the total 

length of the long training symbols is 2.5 × Nfft. Again, we 

set Nfft= 64 so that the long training symbol is 64 samples 

long. With a sample time of 1/20MHZ = 0.05μs the long 

training symbol time is 64 × 0.05μs = 3.2μs. There are two 

long training symbols and a cyclic prefix of length 32 so the 

total time for the long training symbols is 2 × 3.2μs + 32 × 

0.05μs = 8μs.  

3.2.2 OFDM Frame Timing Estimation 

Timing estimation is broken into two parts, frame 

timing or packet detection and symbol timing. In both cases 

we use the preamble for detection. Here we start with frame 

timing and exploit the periodicity of the short training 

symbols using the auto-correlation as described in [10]. 

From Appendix F, the cross-correlation function is defined 

as 
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The correlation of the signal with a delayed copy of itself is 

defined as 
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where A[n] is the output, r[n] is the received sequence, L is 

the length of one short symbol and the length of the delay. 

There are several algorithms for coarse timing but all use the 

correlation properties of the short training symbols. In this 

analysis, the delay and correlate algorithm presented in [8] 

and [9] is used. Figure 6.24 shows the block diagram for this 

algorithm. 

The top path, P(d), contains the cross-correlator and the 

bottom path, R(d), contains the auto-correlator. The δ value 

in the bottom path is to avoid division by zero. The auto-

correlator computes the power in the samples and is used to 

normalize the decision at the threshold detector. The cross-

correlator takes advantage of the periodicity in the short 

training 

 
Figure 3 Delay and correlate algorithm. 

symbols to locate the frame boundaries. These are defined 

mathematically as 
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where L is the length of the register in the moving average 

and r(d) is the d
th 

sample of the received signal. M(d) is the 

output of the correlator normalized by the received power 

and then tested against a threshold level. Squaring helps 
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mitigate the effects of large peak to average power ratios 

common in OFDM. The signal starts after the first 50 

samples and because a length of 16 was used for the moving 

average filter, the maximum value of the correlation and the 

power is not reached for 16 samples. Also note that the 

timing estimate M(d) reaches a maximum at the 51st 

sample, which is the correct timing. 

One might wonder why the auto-correlation is used in 

determining the frame start since the cross-correlation shows 

the symbol boundaries. The received signal will have a 

carrier frequency offset as well as multipath interference and 

Gaussian noise. For this reason the auto-correlation function 

is used to normalize the input to the threshold detector. Even 

with poor channel conditions the frame is still detected, 

although with a sample error. This sample error will need to 

be corrected with fine timing, or symbol timing estimation. 

 

3.2.3 Frequency Offset Estimation 

Estimation of frequency offset during the 

acquisition phase is performed in two parts. Coarse 

frequency offset uses the short training symbols and fine 

frequency offset uses the long training symbols. Both coarse 

and fine frequency estimation use the same algorithm, 

correlation with the received signal and a delayed copy. The 

conjugate product is then passed to a phase detector that 

outputs the phase error. 

Tthe maximum frequency offset between 

transmitter and receiver (for carrier frequency 5.825GHz) is 

    

 

6 940 10 5.825 10 26

233 27

f

KHz

   

  

Hence any algorithm used to estimate and correct 

frequency offset needs to operate with this amount of offset. 

Suppose the received signal is 

     2 28j f ty t x t e    

where x(t) is the transmitted signal and _f is the frequency 

offset. As stated previously, the short training symbols have 

a length of 16 samples or 0.8μs. Then the output of the 

conjugate product from the correlation of the signal and the 

delayed copy is 

         
2 2

29
j f t

y t y t t x t e
 


    

The frequency offset is found by taking the arctangent of 

both sides 

   
 30

2

y t y t t
f

ft





 
   

 where δt is the symbol time. The output of the phase 

detector is based on the arctangent function and thus has a 

range of [−π, π). This means that the maximum detectable 

frequency offset using the conjugate product is 

 625 31f KHZ 

 

 or about 107ppm at 5.825GHz, much greater than the 

allowable frequency offset. By comparison, using the long 

training symbols, the detectable frequency offset is 

 156 32f KHZ   

 
Figure 4 Frequency estimation algorithm. 

 

This is why the short training symbols are used for 

the coarse estimation and correction before using the long 

training symbols for fine frequency estimation and 

correction.  

Consider the example where the frequency offset is 

200kHzThe poor phase estimation in the long training 

symbol portion is because the algorithm uses a delay length 

of 16 where the long training symbols have a length of 64. 

The previous example did not incorporate a phase locked 

loop (PLL) but instead the phase estimation of the entire 

preamble was computed and the average of the phase error 

was applied to the entire series. This is an impractical 

implementation because of the delay in waiting for the entire 

preamble to arrive. We now consider an example which uses 

a PLL with the same 200kHz frequency offset. By trial and 

error the values θn= 2π/49 and ζ = √2/2 were found making 

ki= 0.0594 and kp= 0.1638. The accumulated phase of the 

variable controlled oscillator (VCO) and the VCO output.. 

Notice that the frequency is correctly estimated but there is a 

phase offset in the VCO output. This is referred to as 

residual frequency offset and is dealt with using the pilot 

symbols. 

Lastly, the constellation of the received signal with 

and without frequency offset compensation. The phase 

offset seen in the VCO output is also seen in the corrected 

constellation. 

3.2.4 Symbol Timing Estimation 

Symbol timing or fine timing is performed after 

coarse timing and after frequency offset correction. Fine 

timing estimation uses the cross-correlation of the known 

long training symbol with the received long training symbol 

to determine the start and end of an OFDM symbol and 

consequently the start and end of the FFT window. The 

cross correlation is sensitive to frequency offset and this 

explains the importance of correcting frequency offset 

before performing symbol timing estimation [6]. 

During the frame timing estimation, the starting edge of the 

packet was determined but within the packet symbol timing 

errors can be present. The cross-correlation of the known 

long training symbol and the received long training symbol 

can be determined by 

       
0

32
M

LTS LTS

m

r n r m r m n


 
 

where r′LTS is the received long training symbols, rLTS is 

the known long training symbol, and M is the length of the 

long training symbol. In Appendix F, it is shown that there 



International Journal on Recent and Innovation Trends in Computing and Communication                                 ISSN: 2321-8169 

Volume: 3 Issue: 12                                                                                                                                               6582 - 6589 

______________________________________________________________________________________ 

6587 
IJRITCC | December 2015, Available @ http://www.ijritcc.org                                                                 

_______________________________________________________________________________________ 

is a relationship between the cross-correlation operator and 

the convolution operator. It is desirable to use the 

convolution operation since it can be performed using the 

FFT, which reduces the number of computations [9]. Hence, 

we have the symbol timing estimation as 

       33LTS LTSr n r n r n    

Where    is the convolution operator. 

There are two and a half long training symbols (the 

half symbol provided by the cyclic prefix) in the 

IEEE802.11a standard. Thus the cross-correlation should 

have three peaks, the first being about half the magnitude of 

the other two. 

The first peak corresponds to the end of the cyclic 

prefix and the other two peaks correspond to the ends of the 

two long training symbols which have the same length as 

the OFDM symbol. 

3.2.5 Channel Estimation 

Let Y be the received signal, X the transmitted 

signal, and H the channel frequency response. Then 

         34Y k H k X k Z k   

where Z is the noise. Here we take advantage of the property 

of Fourier transforms, that convolution in the time domain 

corresponds to the product in the frequency domain. As 

stated in Chapter 2, it is assumed that the channel is 

stationary during each transmitted packet. We have then, 

setting Z[k] = 0, 

 
 
 

 35
Y k

H k
X k

  

In this way, the channel can be estimated but only if the 

transmitted signal is known. To this end, the long training 

symbols are used. Recall that the long training symbols use 

all sub-carriers (except DC) so that all used sub-carrier 

equalizer gains are found. Equation 35 describes the channel 

frequency response for each sub-carrier but the inverse is 

needed to counter its effects: 

3.2.6 Residual Frequency Offset 

The simulation showed very precise estimation that 

left the system with negligible errors. In real 

implementations of frequency offset estimation, the 

frequency offset is not constant and the system itself 

introduces thermal noise and phase degradation, which 

increases the error in carrier frequency offset [11].  

This error is a residual frequency offset and while it 

may be small the accumulation of the offset can destroy the 

orthogonality of the sub-carriers. To continue tracking the 

frequency offset, each OFDM symbol contains four pilot 

subcarriers at frequency bins -21, –7, 7, 21 and are BPSK 

modulated using a pseudo-binary sequence [12]. The 

scrambler is initiated with all ones and produces the 

cyclically extended 127 element sequence P0 in equation 

6.55: 

 

0...126vP ={1, 1, 1, 1,−1,−1,−1, 1,−1,−1,−1,−1, 1, 1,−1, 

1,−1,−1, 1, 1,−1, 1, 1,  −1, 1, 1, 1, 1, 1, 1,−1, 1, 1, 1,−1, 1, 

1,−1,−1, 1, 1, 1,−1, 1,−1,−1,−1, 1, −1, 1,−1,−1, 1,−1,−1, 1, 

1, 1, 1, 1,−1,−1, 1, 1,−1,−1, 1,−1, 1,−1, 1, 1, −1,−1,−1, 1, 

1,−1,−1,−1,−1, 1,−1,−1, 1,−1, 1, 1, 1, 1,−1, 1,−1, 1, −1, 

1,−1,−1,−1,−1,−1, 1,−1, 1, 1,−1, 1,−1, 1, 1, 1,−1,−1, 

1,−1,−1, −1, 1, 1, 1, 1, 1,−1,−1,−1,−1,−1,−1,−1}                                    

(36) 

 

The algorithm for tracking frequency is similar to that of 

course frequency estimation. After baseband demodulation, 

the pilots are extracted and the phases of the pilots are 

compared to the phases of the previous pilots. The phase 

offset is sent to a loop filter, then to a VCO, and multiplied 

to the input of the FFT. PLL. 

 
Figure 5: Residual frequency tracking 

 

4. Simulation Results 
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 Fig 6: Effects of multipath channel on (sync errors) 

received constellation. 
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Fig 7 Channel estimation 
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 Fig 8 Received constellation after channel correction 

 

From the fig 6 only frequency and timing offsets 

(synchronous errors) have been estimated and corrected. 

The effect of a multipath channel on the received 

constellation diagram is show in fig 6 

    To counter these effects, an equalizer is used. In a 

conventional single carrier system 

Equalization takes place in the time domain where the 

equalizer can be computationally 

Intensive. In an OFDM system, the  equalization takes place 

in the frequency domain with the advantage that if the sub-

channels are sufficiently narrow bands, the frequency fading 

of the channel can be considered flat within each sub-

channel 

                     It is common to average the equalizer gains 

over the two long training symbols to help mitigate the 

effects of the noise. Figure 7 shows the channel frequency 

response and the channel estimation using the above 

method. Notice that the noise in the channel affects the 

estimation. Figure 8 shows the received constellation after 

the channel estimation has been applied to Figure 6. 

 

Fig 9 ICI coefficients for ǫ = 0.5, 0.1, 0.05, 0.025. 
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Fig 10: Power of ICI. 
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Fig 11: Carrier-to-interference power ratio 

 

Notice that the frequency is correctly estimated but there is a 

phase offset in the VCO output. This is referred to as 

residual frequency offset and is dealt with using the pilot 

symbols. Lastly, the constellation of the received signal with 

and without synchronous error compensation and the phase 

error seen in the VCO output is also seen in the corrected 

constellation. 

 

5. CONCLUSIONS 

This paper proposes an improved preamble structure to 

achieve better timing synchronization in MIMO-OFDM, 

compared to to the conventional Schmidl’s and Minn’s 

methods, the proposed  preamble structures provide sharper 

correlation  peak and could achieve improved Correct 

Detection Rate (CDR), thereby providing better timing 

synchronization. These improved algorithms not only 

eliminate the broad plateau problem but also mitigates the 

sub peaks. 

 

Future Scope: 

The future work will involve the investigation and 

simulation of different probabilistic models in state of the art 

technologies such as 5G LTE 
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